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Abstract Asymmetries in the optic ¯ow on both eyes
may indicate an unintended turn of an animal and evoke
compensatory optomotor responses. On a straight path
in an evenly structured environment, the optic ¯ow on
both eyes is balanced corresponding to a state of opto-
motor equilibrium. When one eye is occluded an opto-
motor equilibrium is expected to be reached on a curved
path provided that the translatory optic ¯ow component
is cancelled by a superimposed rotation. This hypothesis
is tested by analysing how the HSE cell, a constituent
element of the ¯y's optomotor system, represents optic
¯ow in behavioural situations. The optic ¯ow as seen
on the average trajectory of freely walking monocular
¯ies is reconstructed. This optic ¯ow is used as stimulus
of the HSE cell in electrophysiological experiments
and as input of a model of the ¯y's optomotor system.
The responses of the HSE cell and of the model
¯uctuate around the resting potential. On average, they
are much smaller than the responses evoked by optic
¯ow experienced on a straight path. These results cor-
roborate the hypothesis that the mean trajectory of
monocular ¯ies corresponds to a path of optomotor
equilibrium.

Key words Vision á Optic ¯ow á Optomotor
behaviour á Course control á Fly

Abbreviations HS horizontal system á T trajectory

Introduction

Walking behaviour of ¯ies is not a�ected dramatically
by occluding one of the eyes. It is hardly possible to infer

from observing walking ¯ies whether they have only one
or both eyes at their disposal to collect information
about their visual surround and about the direction and
speed of self-motion. Nonetheless, the average trajectory
of monocular ¯ies bends towards the open eye, whereas
binocular animals, on average, walk straight (Kern and
Egelhaaf 2000). The following hypothesis might explain
this behavioural ®nding. It is assumed that the optic ¯ow
in front of the two eyes is compared somewhere in the
nervous system, in order to infer whether the animal is
moving on a straight or a curved path. Accordingly, a
balanced optic ¯ow is interpreted to represent a state of
optomotor equilibrium which indicates straight loco-
motion. If the translatory motion is superimposed by
rotations about the animal's vertical axis, the overall
optic ¯ow in the visual ®eld of one eye di�ers from that
of the other eye. This imbalance may induce compen-
satory turns, if an animal with both eyes intact intends
to move straight rather than along a curved course. On
the basis of this concept (GoÈ tz 1975) it has been postu-
lated (Kern and Egelhaaf 2000) that in an animal with
one eye occluded an optomotor equilibrium can only be
achieved on a path bent towards the open eye. The optic
¯ow induced by the translational component of loco-
motion is then assumed to be cancelled by the optic ¯ow
induced by the superimposed rotation. To test this
hypothesis we analyse how the brain represents optic
¯ow on the assumed path of optomotor equilibrium of
monocular ¯ies. Since it is not possible for technical
reasons to record neuronal activity whilst the ¯y moves
around, we videotaped ¯ies walking freely in known
environments (Fig. 1A) and subsequently reconstructed
the world as seen out of the ¯y's eye during walking
(Fig. 1B±D). The behaviourally generated optic ¯ow is
used for visual stimulation in electrophysiological ex-
periments where the response of a representative neuron
in the ¯y's optomotor system, the HSE cell, is analysed
(Fig. 1E). In addition, the stimuli are used as input to a
model of the ¯y's motion pathway which is based on
experimentally established circuits of the optomotor
system (Fig. 1F, Fig. 2).
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There is evidence that the so-called horizontal system
(HS) cells in the ¯y's motion pathway (Hausen 1982a, b)
play a prominent role in optomotor course control. This
evidence is provided by the similarity of the response
characteristics of the cells and optomotor turning
responses of tethered ¯ies ¯ying in a ¯ight simulator
(reviews: Egelhaaf and Borst 1993a; Egelhaaf et al. 1988;
Hausen 1981), and from behavioural experiments on
¯ies without these cells due to either microsurgery
(Geiger and NaÈ ssel 1981; Hausen and Wehrhahn 1983,
1990) or mutation (Heisenberg et al. 1978). The HS cells
spatially pool with their extended dendrites the outputs
of many retinotopically arranged local motion sensitive
elements. As a consequence, the response of the HS cells
is directionally selective to horizontal motion in large
parts of the visual ®eld. They depolarise during front-

to-back motion and hyperpolarize during back-to-front
motion in the ipsilateral visual ®eld (Hausen 1982a, b).
The graded depolarizations may be accompanied by
spike-like events. There are three HS cells in each half of
the visual system which have their receptive ®elds in the
dorsal (HSN), the medial (HSE) and the ventral (HSS)
part of the visual ®eld, respectively. The HS cells are not
equally sensitive to motion in their entire receptive ®elds.
Rather, their sensitivity varies along both the azimuth
and the elevation. Along the azimuth, the sensitivity is
maximal in the fronto-lateral part of the visual ®eld
(Hausen 1982b). The HS cells do not summate their
retinotopic inputs linearly: the HS cell responses ®rst
increase with the number of activated inputs and then
reach a more or less constant plateau level. Nonetheless,
the response amplitude still depends on the velocity of
stimulus motion (Hausen 1982b). Hence, the plateau
level is not a result of output saturation of the HS cells,
but rather of a gain control mechanism (Hausen 1982b;
Egelhaaf and Borst 1993b; Borst et al. 1995; Single et al.
1997). There are two types of retinotopic input elements
of the HS cells with opposite polarity which inhibit and
excite the cell, respectively. The HS cells do not represent
unambiguously the stimulus motion in the respective
patch of the visual ®eld according to its direction and
velocity. Rather, the signals also depend on the textural
properties of the stimulus, such as its spatial frequency
content and contrast (review: Egelhaaf and Borst
1993b). Moreover, the HS cells represent the time-course
of stimulus velocity only within a limited dynamic range
(Egelhaaf and Reichardt 1987; Haag and Borst 1998). It
was proposed that the di�erence between the responses
of HS cells in the left and right half of the brain signals

Fig. 1A±F Approach used in the present study. Flies walking freely in
an arena are video recorded (A). The video is grabbed o�-line frame
by frame (B). The position and orientation of the ¯y is determined in
each digitised video frame and used to calculate the trajectory of the
animal (C). The trajectory data are used to control the path of a
simulated camera in a virtual 3D environment that mimics the original
arena. Pictures are taken by the camera at time intervals of 10 ms (D).
The size of the camera's ®eld of view as well as the azimuth and the
elevation of the camera's central axis are adjusted to cover large parts
of the receptive ®eld of the HSE cell in the ¯y optomotor system. The
HSE cell is stimulated in subsequent electrophysiological experiments
by the sequence of images reconstructed in this way (E). The same
images are fed into a model of the ¯y's optomotor system (F, details
shown in Fig. 2). The local motion computations as well as the
integration (S) of the local motion signals are indicated schematically
for the left and right part of the model visual system. Stimuli are
presented to only the right eye of the ¯y and of the model visual
system. The output of the real visual system and the model system are
compared to each other
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rotations about the vertical axis of the animal (Hausen
1981). This hypothesis is based on the mirror-symmet-
rical input organisation of those ¯ight steering muscles
which are assumed to mediate turns of the animal
around its vertical axis (Heide 1983; Egelhaaf 1989).

Based on their response properties, the HS cells can
be considered a good starting point for an electrophys-
iological analysis of the neural representation of
behaviourally generated optic ¯ow. Here we focus on the
HSE cell and ask how it represents optic ¯ow experi-
enced by monocular animals on a series of walking
paths, especially on the average walking path as

obtained in behavioural experiments (Kern and Ege-
lhaaf 2000). We have suggested that this average
trajectory results from a state of optomotor equilibrium
in monocular animals.

The electrophysiological results will be compared to
the output of a model of the ¯y's optomotor system. The
elements of this model (Fig. 2) already have been used to
reproduce a host of electrophysiological data in previous
studies (review: Egelhaaf and Borst 1993a). Although
the model can explain a broad range of neuronal
response properties, it has not yet been tested with optic
¯ow experienced by the animal during unrestrained
locomotion. We show here that the response of the HSE
cell and of the model ¯uctuate around the resting po-
tential, if the retinal image motion corresponds to the
optic ¯ow evoked on the average walking path of
monocular ¯ies. This ®nding corresponds well with the
proposed state of monocular optomotor equilibrium in
monocular ¯ies walking along the mean trajectory.

Materials and methods

Dissection of the animals and electrophysiological recording

Female ¯ies of the genus Lucilia were used in all experiments. The
animals were bred in our laboratory culture. To avoid in-breeding,
the culture was refreshed several times a year with animals caught
in the wild. The dissection of the 1- to 2-day-old animals for elec-
trophysiological experiments followed the routines conventionally
used in our laboratory (e.g. Warzecha et al. 1993). Alignment of
the ¯ies' eyes with the stimulus device was achieved according to
the symmetry of the deep pseudopupil (Franceschini and Kirsch-
feld 1971). Intracellular recordings from the HSE cell in the right
optic lobe were made using electrodes which were pulled from
borosilicate glass (GC100TF10, Clark Electromedical) on a Brown-
Flaming Puller (P-97, Sutter Instruments). When ®lled with
1 mol l)1 KCl they had resistances of 30±60 MW. Recordings were
made with standard electrophysiological equipment (room tem-
perature between 21 °C and 26 °C). Signals were sampled at a rate
of 2 kHz (I/O card DT 2801A, Data Translation) using programs
written in ASYST (Keithley Instruments). Data were stored at the
sampling frequency and also in a down-sampled version (200 Hz)
using time averages of 5 ms. The HSE cell was identi®ed on the
basis of physiological criteria, i.e. by its response mode, its pre-
ferred direction of motion in the contralateral and ipsilateral visual
®eld, and the location of the receptive ®eld.

Generation of visual stimuli

General procedures

Visual stimuli were generated on an SGI-O2 workstation with the
customised application V¯y as an extension of the commercial
virtual reality software RealAxScene/Realtime (a realtime virtual
reality modelling/simulation system based on SGI-Performer,
REALAX Sofware).

In order to obtain optic ¯ow as experienced by a monocular
¯y with the right eye open walking in our behavioural setup, a
simulated camera was moved in a virtual cylindrical arena of the
same size (height 0.29 m, diameter 0.5 m) and with the same
random texture (square elements with a side length of 2 mm) as
the real arena (Fig. 1A; Kern and Egelhaaf 2000). The camera's
®eld of view always was from 0° to 60° in azimuth. In elevation,
the ®eld of view either was from )60° to +60° (visual stimuli
corresponding to Figs. 4, 5A, 7) or from )30° to +30° (visual

Fig. 2 Schematic of the model of the ¯y's motion pathway. For the
sake of clarity only the horizontal dimension of the model is sketched.
The retinotopically organised elements shown are replicated 48 times
in the vertical dimension. There are three major processing stages
(peripheral pre®ltering, local motion detection, non-linear integration
of local motion signals). The parameter settings and computations
performed at the di�erent processing stages are explained in Materials
and methods. HP temporal high-pass ®lter; w, wjk constant weight
factors; s temporal ®rst-order low-pass ®lter; M multiplication stage
of the elementary movement detector; ge, gi gain factors of the
excitatory and inhibitory output channels of the elementary move-
ment detectors; S non-linear integration of the local motion signals
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stimuli corresponding to Figs. 5B, 6). 0°/0° corresponded to the
¯y's frontal midline at the equator of the eye. The visual stimulus
thus covered the most sensitive part of the receptive ®eld of the
right HSE cell. The camera was moved along a given trajectory at
the height of the walking ¯ies' eyes, i.e. 4 mm above the ¯oor.
The position and the azimuth of the camera were updated at a
frequency of 100 Hz. Pictures of the visual surround were taken
at the same frequency. The V¯y application uses an angle-pre-
serving perspective projection to map the simulated 3D environ-
ment.

Calculation of the trajectories

The virtual camera was moved on ten di�erent trajectories
(T1±T10). T1±T3 and T5±T7 were derived from behavioural data.
T4 corresponds to a straight walk directly towards the wall and is
used as a reference trajectory. T8±T10 were obtained from closed-
loop model simulations of the ¯y optomotor system and will be
introduced later (see section Model simulations). In the preceding
behavioural study (Kern and Egelhaaf 2000) the translational
(Fig. 3A) and the horizontal angular (Fig. 3B) velocity as well as
the angle c (Fig. 3C) have been determined with respect to the
walking ¯ies' distance from the arena centre. c is the angle between
a line aligned with the longitudinal body axis and the tangent onto
the arena wall at the intersection point of this line with the arena
wall (see inset of Fig. 3C); c, in other words, de®nes how the animal
is oriented with respect to the wall. With the exception of the arena
centre, c therefore controls at a given position of the ¯y within the
arena, whether the ¯y is looking at close or distant parts of

the arena wall. Because optic ¯ow due to translation depends on
the distance between the eye and the structures in the environment
(Gibson 1950), it depends on the angle c. The impact of c on the
optic ¯ow component induced by translation of the animal is
strongest near the arena wall. We therefore calculated trajectories
T1±T7 backwards from a common position 3 mm from the arena
wall with c set to values covering most of the range determined in
the behavioural study (Fig. 3C).

Trajectories T1±T3

For the trajectories T1±T3 c at the ®nal position of the trajectories
was calculated employing 3rd-order polynomials ®tted to the
behavioural data, i.e. to the median (T1, c � 135.7°) as well as to
the 1st (T2, c � 118.5°) and 3rd (T3, c � 146.5°) quartiles of c.
Third-order polynomials were also ®tted to the distance dependent
translational and angular velocity of the walking ¯ies (Fig. 3A, B).
Employing these polynomials, the position and azimuth of the ¯y
along T1-T3 were calculated at time intervals of 10 ms. The
trajectories were calculated backwards, i.e. starting at their ®nal
position close the arena wall. Backward calculation of trajectory
data was stopped either when the new position was closer than
30 mm to the arena centre (T3), or when the trajectory crossed a
line through the arena centre that is perpendicular to the con-
necting line between the arena centre and the trajectory's ®nal
position (i.e. the starting point of the reconstruction; T1, T2). The
starting position of the trajectory (i.e. the ®nal point of the
reconstruction) was thus di�erent for T1±T3 and the trajectories
had di�erent lengths (pictograms in Fig. 4).

Fig. 3A±C Behavioural data of walking ¯ies with the right eye
open used to reconstruct the behaviourally generated optic ¯ow.
Data points: A median translational velocity, B median angular
velocity within successive distance classes of 10 mm or 5 mm
starting 30 mm from the centre of the arena. Polynomials were
®tted to the data points in A and B in order to obtain values for the
translational and angular velocities at all distances between ¯y and
arena wall for which retinal images were reconstructed. Thin lines in
A and B correspond to 7th- and 9th-order polynomials, respec-
tively; thick lines correspond to 3rd-order polynomials. C Median
angle c (circles) as well as its 1st (triangle) and 3rd (square) quartile
(for de®nition of c see inset and text) at a distance of 3 mm from the
arena wall. The ¯y is shown at a more distant position only for
illustration. Values determined by ®tting 3rd- (P3, closed symbols)
or 7th- (P7, open symbols) order polynomials to the behavioural
data. Data from 20 animals, performing 79 walks. Data in part
redrawn from Kern and Egelhaaf (2000)
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Trajectory T4

c at the ®nal trajectory position was set to 90° when calculating T4.
The translational velocity was ®xed at 0.06 m s)1, corresponding

approximately to the mean walking velocity of the ¯ies (Fig. 3A),
while the angular velocity was set to 0° s)1. These parameter
settings correspond to an animal that walks straight from the arena
centre towards the arena wall.

Trajectories T5±T7

These trajectories (see pictograms in Fig. 5B) were calculated in the
same way as T1±T3. However, higher-order polynomials were ®t-
ted to the behavioural data (for details see legend of Fig. 3). c at the
®nal positions of the trajectories amounted to 137.7° (T5; median),
124.3° (T6; 1st quartile), and 148.4° (T7; 3rd quartile).

Presentation of visual stimuli

The reconstructed retinal images were presented on a 15¢¢ computer
monitor (Nokia 449Xa Plus Multigraph) which was placed within
the receptive ®eld of the HSE cell in the right optic lobe. The
frontal and lateral boundaries of the stimulus pattern were at an
angular position of 0° and 60° with 0° corresponding to the frontal

Fig. 4 Time-courses of the average responses of eight HSE cells (left,
A1±D1) as well as of the HSE cell's model counterpart (right, A2±D2)
to the optic ¯ow elicited on the eyes on di�erent walking tracks (T1±
T4, see pictograms). T1±T3 were reconstructed using 3rd-order
polynomials to ®t the behaviourally determined translational and
rotational velocities (see Fig. 3). They correspond to the following
settings of c at the distance of 3 mm to the arena wall: 135.7° (median,
T1), 118.5° (1st quartile, T2), 146.5° (3rd quartile, T3). T4 is used as a
reference stimulus and corresponds to straight walk at a translational
velocity of 0.06 m s)1. The responses of the HSE cell and the model
cell are given with respect to their activity before motion started
(reference level). Responses were normalised to the maximum
response to T4 of the HSE cell or the model neuron, respectively,
after low-pass ®ltering the responses using a 100 ms running average.
In A1±D1 thick lines denote average responses, thin lines denote
standard deviation. The HSE cells' reference levels correspond to
membrane potentials in a range from )38.2 mV to )44.7 mV
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midline of the animal. The dorsal and ventral boundaries of the
stimulus pattern were at an elevation of 60° and )60° (visual stimuli
corresponding to Figs. 4, 5A, 7) or 30° and )30° (visual stimuli
corresponding to Figs. 5B, 6) relative to the horizon. The respective
pattern sizes were 80 ´ 160 pixels and 160 ´ 160 pixels, resulting in
average spatial resolutions of 0.75°/pixel and 0.375°/pixel. Visual
stimuli were presented at a frame rate of 100 Hz. Pattern contrast

was 98% with a mean luminance of 27 cd m)2. Prior to presenta-
tion of the images obtained from a given trajectory a stationary
image was shown for 1 second. This image corresponded to either
the ®rst frame obtained from the respective trajectory (visual
stimuli corresponding to Figs. 4, 5A, 7), or was a grey square
(10 cd m)2; visual stimuli corresponding to Figs. 5B, 6). There was
an interval of at least 10 s between the presentations of di�erent
image sequences. Not all image sequences obtained from T1±T10
were replayed to each cell. Rather, the retinal image sequences
obtained from T1±T4 and T8±T10, were presented repeatedly in
pseudo random order to one set of HSE cells, whereas the image
sequences obtained from T4±T7 were presented in pseudo random
order to a di�erent set of HSE cells.

Data analysis

For each image sequence presentation the mean membrane
potential of the HSE cell was determined in a 250-ms epoch starting
750 ms after recording onset. Response amplitudes evoked by optic
¯ow are given with respect to this reference level. The mean time-
dependent responses of all cells to a given image sequence were
averaged and temporally low-pass ®ltered by a running average
(width 100 ms) before plotting. Neuronal responses compared to
model data (Figs. 4, 5, 7) were normalised to the maximal ampli-
tude of the response to the optic ¯ow elicited on the straight
trajectory (T4). Data evaluation was done with Matlab (The
Mathworks).

Model simulations

Our model is an elaboration of models previously established to
explain various aspects of motion detection by the ¯y visual system
(see Introduction). It is a hybrid of algorithmic components and
components which represent a simple equivalent circuit of a nerve
cell. The peripheral part of the motion detection pathway, i.e. the
peripheral ®lters corresponding to the retina and the ®rst visual
neuropil, as well as the motion detection process itself were mod-
elled by linear ®lters, the outputs of which interact with each other
by simple mathematical operations. Hence, although the output of
this part of the model was meant to ®t the output of the local
motion detectors of the ¯y, it was not intended to approximate the
cellular operations which are responsible for the neuronal response
properties in any detail. Spatial pooling of the many local motion
detectors was achieved by means of a simple equivalent circuit of a
patch of membrane, where the positive and negative outputs of the
local motion detectors controlled excitatory and inhibitory con-
ductances, respectively. The model output thus can be interpreted
as representing the graded postsynaptic potential of the HSE cell.

The model consists of three processing stages which will be
referred to as (1) peripheral ®ltering, (2) local motion detection,
and (3) spatial pooling of local motion information (Fig. 2). The
input frame size was 240 ´ 240 pixels, corresponding to a visual
®eld of 60° ´ 60°. Peripheral ®ltering started with spatial down-
sampling of each input frame to an equidistant retinal receptor
matrix consisting of 48 ´ 48 elements; thus, the receptor distance
was 1.25°. The input to each receptor was spatially ®ltered ac-
cording to the experimentally established spatial sensitivity distri-
bution of the individual photoreceptors (Smakman et al. 1984) by a
two-dimensional Gaussian (r � 0.75°). To mimic the phasic re-
sponse properties of output cells of the ¯y's ®rst visual neuropil
(Laughlin 1994; Juusola et al. 1996), the photoreceptor output was
temporally ®ltered with a ®rst-order high-pass ®lter (time constant:
50 ms) and added to the un®ltered photoreceptor output after the
latter was weighed by 0.15. The resulting signals were fed into
correlation-type motion detectors, which have been shown to
explain many aspects of the local motion detector (EMD)
responses in the ¯y's visual system (review: Egelhaaf and Borst
1993a). Each detector consisted of two mirror-symmetrical
subunits (Fig. 2). The subunits received their inputs from two input
channels being neighbours along the horizontal axis of the model

Fig. 5A, B Time-averaged responses of HSE cells (white columns) and
the HSE cell's model counterpart (grey columns) to the optic ¯ow
elicited on the eyes on seven di�erent walking trajectories (see
pictograms). For description of T1±T4 see legend of Fig. 4. T5±T7
were reconstructed from the same behavioural data as T1±T3 but
higher-order polynomials were ®tted to the data points (see legend of
Fig. 3). They correspond to the following settings of c at the distance
of 3 mm to the arena wall: 137.7° (median, T5), 124.3° (1st quartile,
T6), 148.4° (3rd quartile, T7). The same normalisation procedure was
applied as in Fig. 4. Time-averages in A correspond to the responses
shown in Fig. 4. The bars denote standard errors. In A eight cells, in B
nine cells were recorded from. The HSE cells' reference levels
correspond to membrane potentials in a range from A )38.2 mV to
)44.7 mV, B )37.6 mV to )55.8 mV
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retina. In each subunit the signal was temporally ®ltered with a
®rst-order low-pass ®lter (time constant: 100 ms) and multiplied
with the un®ltered signal of the neighbouring input. The two
subunit outputs were excitatory and inhibitory with respect to the
model HSE cell which spatially pooled these outputs. The excit-
atory and inhibitory subunit outputs were assumed to modulate the
membrane conductances (ge, gi) in the model HSE cell with reversal
potentials Ee > 0 and Ei < 0, respectively. 0 corresponded to the
resting potential of the cell. The membrane conductances intro-
duced a non-linearity into the model HSE cell which was partly
responsible for the above-mentioned gain control (Borst et al.
1995). To adjust the spatially distributed motion detector input of
the model HSE cell to the spatial sensitivity distribution of the HSE
cell (Hausen 1982b), the subunit outputs were weighed according to
their position within the two-dimensional detector array. We used a
two-dimensional phase-shifted spatial sin2 function for the
approximation of the sensitivity distribution. With wjk representing
the local sensitivities of the HSE cell at the spatial coordinates j and
k, its output was calculated in the following way:

R �
Xj

1

Xk

1

wjk�Ee � ge ÿ Ei � gi�
 !,Xj

1

Xk

1

�wjk�ge � gi � g0��
 !

;

�1�
Since membrane conductances cannot become negative, ge and gi
were set to zero, if the output of the corresponding detector su-
bunits was less than zero. Based on previous combined electro-
physiological and model studies on ¯y motion detection (Egelhaaf
et al. 1989) it was assumed that jEij � 0:94� jEej � g0 can be inter-
preted as the leak conductance of the model HSE cell when it is not
stimulated. Equation 1 controls the output gain of the model cell in
accordance with electrophysiological ®ndings in HS cells (Borst
et al. 1995). The parameters were adjusted according to earlier
studies where simple stimuli were systematically varied to cha-
racterise the peripheral ®ltering of the retinal input, the process of
motion detection and the non-linear integration of local motion
information (Egelhaaf et al. 1989; Borst et al. 1995). The model
parameters were not optimised to ®t as closely as possible the
neuronal responses to optic ¯ow as was used for visual stimulation
in the present study. As for the electrophysiological data, the ref-
erence level of the model responses was determined as the mean
response during a 250-ms time interval starting 750 ms after
presentation of the ®rst stationary image. The model responses also
were normalised to the maximal amplitude of the response to the
optic ¯ow elicited on the straight trajectory (T4).

Closed-loop simulations ± generation of T8±T10

The responses of the HSE cell to the image sequences corre-
sponding to T1±T3 and T5±T7 will be used to decide whether the

Fig. 6A±H Individual responses on a coarse (left) and a ®ne (right)
timescale. A±D Responses of the HSE cell to repetitive stimulation
with optic ¯ow induced on the eyes when a ¯y walks on T5 (see
insets). Responses (time averages of 5 ms from data sampled at
2 kHz) were low-pass ®ltered using a 100 ms running average. E±H
Sections of the responses plotted in (A±D, shaded areas) with a
temporal resolution of 0.5 ms and without ®ltering. Note di�erent
time scales of plots. Reference levels correspond to membrane
potentials in a range from )37.9 mV to )38.8 mV
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average walking trajectory of monocular ¯ies complies with the
idea of a monocular optomotor equilibrium. We do not know,
however, whether the ¯ies ± on average ± aspired an optomotor
equilibrium in the behavioural experiments (see Discussion). As a
reference we therefore performed closed-loop simulations. In these
simulations a `virtual ¯y' aimed at an optomotor equilibrium, i.e.
any deviation of the actual model response from the reference level
led to rotations of the virtual ¯y around its vertical body axis in the
next time step of the simulation. The direction of rotation was as to
reduce the model response.

The virtual ¯y started walking at a position 30 mm from the
arena centre (see pictograms in Fig. 7). The angle c at the starting
position was set to 90°. The translational velocity of the virtual ¯y
at each time step was calculated according to the 3rd-order poly-
nomial ®tted to the behavioural data (Fig. 3A). It did not depend
on the model output (open-loop conditions). In contrast, the vir-
tual ¯y's angular velocity at a given time depended on the output
signal of the model at the preceding time step (closed-loop condi-
tions). The simulation was stopped when the virtual ¯y came as
close as 3 mm to the arena wall.

The closed-loop model simulations were performed under three
di�erent coupling conditions between the model output and the
angular velocity of the virtual ¯y and, thus, the rotational com-
ponent of optic ¯ow in the next time step. Either the output signal
of the model HSE cell was just weighed with a constant coupling
coe�cient before it was fed back to the angular velocity, i.e. the
retinal input. Alternatively, it was ®rst temporally low-pass ®ltered
(for details see legend of Fig. 7). Low-pass ®ltering of the HSE cell

output was motivated by the ®nding that the frequency response of
the yaw torque of the ¯y has its cuto� at much lower frequencies
than that of the HSE cell (Egelhaaf 1987) and was successfully
employed in an analysis of the stability properties of optomotor
course control of the ¯y (Warzecha and Egelhaaf 1996). In all cases
the feedback gain was set to the largest value that did not generate
instabilities. The time series of positions and orientations of the
longitudinal body axis of the virtual ¯y during the corresponding
simulations were stored and used as trajectories T8±T10 which
were the basis for the electrophysiological replay experiments
shown in Fig. 7.

Results

In a previous paper (Kern and Egelhaaf 2000) it was
shown that, on average, the walking trajectories of
monocularly blinded animals are slightly curved. The
average trajectory was characterised by the translational
and rotational velocities of the animal and its orienta-
tion with respect to the wall of the circular arena (c, for
de®nition see Fig. 3C and Materials and methods). In
the present account, the retinal input of the ¯y as
perceived while walking on the average trajectory was
reconstructed and replayed to ¯ies in electrophysiologi-
cal experiments. In order to consider the scatter of the
behavioural data due to the variability of the ¯ies'
behaviour, we did not only reconstruct the image
sequence corresponding to the median values characte-
rising the average trajectory. Rather we also recon-
structed image sequences corresponding to the 1st and
3rd quartiles of c at the ®nal position of the average
trajectory. In addition, we approximated the values of
the trajectory (T) characterising parameters in two ways
by ®tting either low (T1±T3) or high (T5±T7) order
polynomials to the data points. As a reference stimulus,
the images corresponding to a straight walk (T4) were
reconstructed and presented to the HSE cell in the ¯y
optomotor system. The reconstructed retinal images

Fig. 7 Time-courses of the average responses of ®ve HSE cells (A) as
well as of the HSE cell's model counterpart (B) to the optic ¯ow
elicited on walking trajectories as obtained from closed-loop model
simulations (T8±T10, see insets) or, as a control, on a straight path
(T4; see inset). In the closed-loop simulations the output of the model
was used to control the rotational velocity of a virtual ¯y. The (open
loop) translational velocity depended on the distance to the arena wall
in accordance with the behavioural data (Fig. 3). Any di�erence
between the model cell's response and the response level immediately
before the virtual ¯y started walking led to rotations aimed at zeroing
this di�erence. Parameters of the feedback loop were varied. T8: gain
5, no low-pass ®lter; T9: gain 25, ®rst-order low-pass ®lter with
250 ms time-constant; T10: gain 50, ®rst-order low-pass ®lter with
500 ms time-constant. The same normalisation procedure was applied
as in Fig. 4. The HSE cells' reference levels correspond to membrane
potentials in a range from )38.7 mV to )46.1 mV
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were also fed into a model of the ¯y's optomotor system
and the responses of real cell and model equivalent were
compared to each other. In addition to visual stimuli
derived from behavioural data we also used stimuli
derived from closed-loop model simulations of a virtual
¯y aspiring a monocular optomotor equilibrium. The
activity of 17 HSE cells was recorded su�ciently long to
be included in the analysis.

Responses to trajectories derived
from behavioural data

When the ¯y approached the wall on the reference
trajectory (T4), i.e. on a straight course, the HSE cell
continually depolarised and reached its maximum
depolarisation close to the wall (Fig. 4D1). On average,
the response amplitude was positive with respect to the
reference membrane potential determined before the
motion onset (Fig. 5). In contrast, the optic ¯ow
experienced on the trajectories T1-T3 led to compara-
tively small responses. The time-dependent membrane
potential did not deviate much from the reference level
(Fig. 5A). The responses tended to ¯uctuate around the
reference level and only towards the end of
the trajectory, i.e. when the ¯y was close to the wall,
the membrane potential was more depolarised
(Fig. 4A1, B1) or hyperpolarized (Fig. 4C1). Thus,
clockwise rotation of the ¯y around its vertical axis
while walking towards the arena wall led most of the
time to a reduction of the HSE cell response as com-
pared to the response to retinal image motion on the
straight trajectory. The degree of reduction depends on
the angle c, the parameter that slightly di�ers for T1,
T2, and T3.

Similar results were obtained when the image
sequences obtained from trajectories T5±T7 were
presented to the HSE cell. The membrane potential
also ¯uctuated around the resting level, though re-
sponse modulations were somewhat larger (for T5 see
Fig. 6A±D; time-courses for T6, T7 not shown). The
stronger modulations as compared to those of re-
sponses while presenting image sequences obtained
from T1±T3 can be explained partly by the di�erences
in modulation depth of the polynomials ®tted to the
angular velocity data for calculating T1±T3 or T5±T7,
respectively (Fig. 3B).

The time-averaged responses to the image sequences
obtained from T1±T3 and T5±T7, i.e. from walking
trajectories related to the average trajectory as deter-
mined in the behavioural study, are considerably smaller
than the responses to the optic ¯ow experienced on a
straight path (T4; Fig. 5). This holds independently of
whether low- or high-order polynomials were used to ®t
the behavioural data.

The response of the HSE cell might not only depend
on the type of trajectory but also on the particular
pattern of the arena wall texture seen by the ¯y.
Therefore, as a control, we reconstructed and replayed

the retinal images also for the ¯y walking along T1 but
with the arena rotated around its vertical axis by 7.5°.
No obvious di�erences were found in the responses of
the HSE cell with the arena pattern at the original or at
the modi®ed angular position (not shown).

The optic ¯ow resulting from walking trajectories
T1±T7 was also fed into the model of the ¯y optomotor
system. Comparing the model simulations with the
corresponding electrophysiological recordings reveals
that both were similar with respect to their main quali-
tative features. The model cell also increasingly depo-
larised in response to optic ¯ow when the ¯y walked on a
straight path towards the wall (Fig. 4D2). The responses
of the model cell to the optic ¯ow experienced on T1±T3
also stayed close to the reference level at the beginning
of the trajectories and ¯uctuated around the reference
level (Fig. 4A2±C2) in a similar way to the responses of
the HSE cell (Fig. 4A1±C1). In addition, the model cell
depolarised (Fig. 4B2) or hyperpolarized (Fig. 4C2)
when the ¯y came close to the wall, comparable to
observations on the HSE cell. Also, the time-courses of
the responses of the HSE cell and the model to image
sequences obtained from T5±T7 were alike (not shown).
Moreover, as with the HSE cell, the model's average
responses to the optic ¯ow experienced on T5±T7 were
very similar to the responses to the optic ¯ow experi-
enced on T1±T3 (Fig. 5). The similarity of cellular and
model responses to behaviourally generated optic ¯ow
corroborates earlier conclusions based on much simpler
motion stimuli, that the model of the ¯y's optomotor
system can explain many features of the neuronal
responses quite well. The similarity between real cell
data and model data does not depend critically on the
exact model parameter settings.

From the results presented so far it can be concluded
that on the average trajectory of monocularly blinded
animals a state of optomotor equilibrium is approxi-
mately reached, at least along most of the trajectory.
The conclusion is based on the ®nding that the response
of the HSE cell as an output element of the ¯y's opto-
motor system and the response of its model equivalent
¯uctuate around the reference level under the respective
stimulus conditions.

This conclusion basically pertains to the responses of
the HSE cell on a relatively coarse timescale of some
hundreds of milliseconds, i.e. on down-sampled and
temporally low-pass ®ltered data. If scrutinised on this
timescale the averaged responses to a given stimulus
from di�erent cells (not shown) and even individual re-
sponses to repeated presentations of this stimulus look
very similar (Fig. 6A±D). In contrast, the responses look
very di�erent on a much ®ner timescale (i.e. un®ltered
data sampled at 2 kHz) and it is hardly possible to infer
from the individual responses that they were all induced
by the same motion trace (Fig. 6E±H). This variability
does not occur in our current model of the ¯y motion
pathway, since, in contrast to real neurons, the constit-
uent elements of the model do not contain any stochastic
sources.
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Responses to trajectories derived
from closed loop simulations

The trajectories calculated from the data derived from
monocular walking ¯ies led to responses of the HSE cell
and its model equivalent that are in accordance with the
idea of a monocular optomotor equilibrium. However,
towards the end of the trajectories, i.e. when the ¯y was
close to the wall, both the real and the model cell's
membrane potential might deviate considerably from
the reference potential. The di�erence can be positive
when the ¯y walked on T2, or negative when it walked
on T3. This fact indicates that the ¯y in the two cases
either might turn too slowly or too fast in order to cancel
out the in¯uence of the optic ¯ow due to forward
translation. This behavioural performance of the ¯y
might result either from its inability to control its turn-
ing velocity su�ciently well, or simply from the fact that
the ¯y does not aspire an optomotor equilibrium. We
performed closed-loop model simulations in order to
®nd out how well a system aimed at an optomotor
equilibrium is able to achieve it.

The optic ¯ow experienced by the walking ¯ies
depended on both their translational and rotational
velocity. Therefore, an optomotor equilibrium might be
achieved by changing either of the two walking param-
eters. The translational velocity of monocular ¯ies had
been found to be rather independent of the animals'
distance to the arena wall (Fig. 3A), whilst the angular
velocity changed dramatically (Fig. 3B). Therefore, as a
®rst approximation to a real behavioural closed-loop
situation, the output of the model HSE cell was fed back
only to the angular velocity of a virtual ¯y walking to-
wards the arena wall, whereas the translational velocity
was una�ected by the response of the model cell. In this
way we avoided to make assumptions about the way in
which the translational velocity may depend on retinal
stimulation. The feedback loop was designed so as to
reduce the response amplitude of the model HSE cell.
The simulations were performed with di�erent parame-
ter settings for the feedback loop (see legend of Fig. 7),
resulting in three di�erent trajectories (T8±T10). While
the virtual ¯y was distant to the wall, the response of the
model cell deviated only little from its reference level
(Fig. 7B). However, even under closed-loop conditions
the model cell depolarised in the ®nal course of all
trajectories. This depolarisation was independent of the
parameter settings, while its amplitude was smallest
when the output of the model HSE was temporally low-
pass ®ltered and the feedback gain relatively large. We
did not ®nd parameter settings for the virtual ¯y, where
this depolarisation did not occur under closed-loop
conditions. Note that the feedback gain was always set
to the largest value possible without generating insta-
bilities. In any case, the depolarisation was smaller than
the one induced during a straight approach of a ¯y
towards the wall (T4). Similar responses were obtained
from the HSE cell when stimulated with the image
sequences corresponding to T8±T10 (Fig. 7A).

In conclusion, depolarizations of the HSE cell occur
even under closed-loop conditions, when the model is
designed to approach a state of optomotor equilibrium
as closely as possible. These ®ndings reveal, that even the
depolarizations observed in the replay experiments with
optic ¯ow evoked on T1±3 and T5±7 are in accordance
with the interpretation that these walking trajectories
re¯ect a state of optomotor equilibrium of the ¯y.

Discussion

In the present study the hypothesis is tested that ¯ies
with one eye occluded walk, on average, on a trajectory
which corresponds to a state of optomotor equilibrium.
This equilibrium implicates for monocular ¯ies that the
optomotor system does not signal a deviation from a
straight course, although the ¯y walks on a slightly
curved trajectory. This hypothesis was put forward in a
previous behavioural analysis on ¯ies where only one of
the eyes could perceive the visual consequences of the
¯y's locomotor activity (Kern and Egelhaaf 2000). The
hypothesis was tested, on the one hand, by recording
from a neuron, the HSE cell, which has been proposed
previously to play a decisive role in optomotor course
control (see Introduction) and, on the other hand, by
computer simulations of a network model of the ¯y's
optomotor system. On average, the outputs of the HSE
cell and its model equivalent are close to the reference
level determined before motion onset when confronted
with optic ¯ow as experienced on the average trajectory
of monocular ¯ies. The responses are thus much smaller
than during straight walk. We therefore conclude that
the average walking trajectory of monocular ¯ies
corresponds to an optomotor equilibrium. This conclu-
sion can be drawn independent of the exact procedure
applied to ®t the behavioural data in order to calculate
the trajectories for retinal image reconstruction. The
conclusion is further corroborated by the results of
closed-loop model simulations. Even under conditions
where the model is tuned to minimise the di�erence
between response and reference level the two signals
might deviate from each other. The magnitude of devi-
ation is in the range of what has been found for stimuli
derived from behavioural data.

Variability of neuronal responses

It is obvious from the neuronal responses analysed in the
present study that on a ®ne timescale neuronal
variability is very large and renders it virtually impos-
sible to infer the time-course of the motion stimulus
from the neuronal response. On the other hand, on a
coarse timescale, there is much less variability and even
individual responses elicited by the same image
sequences look very similar. Neuronal variability in the
HSE cell under the present behaviourally relevant
stimulus conditions does not di�er from that found
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under more arti®cial conditions (A.-K. Warzecha,
unpublished observations). It should be emphasised in
this context, that the optic ¯ow derived from the average
walking traces changes only relatively slowly in time.
Hence, to encode such slow changes there is no need for
a high temporal precision of neuronal activity on a
millisecond timescale. Since the average traces of loco-
motion are arti®cial in the sense, that they represent only
the average of real traces of locomotion, this result
cannot be taken as evidence that no faster motion
transients occur in the optic ¯ow induced by realistic
movements of the animal. This quali®cation especially
holds if ¯ying ¯ies are considered that are able to per-
form steering manoeuvres within less than 20 ms (Hat-
eren and Schilstra 1999; Schilstra and Hateren 1999).
We are therefore currently analysing neuronal responses
to optic ¯ow elicited on the eyes in various behavioural
contexts and a range of three-dimensional environments.

Approaches to neuronal processing
of behaviourally relevant information

Neuronal processing of sensory information is usually
analysed by using stimuli that are simpler, with respect
to both their dynamical and spatial complexity, than the
stimuli an animal encounters in natural situations.
Although relatively simple stimuli might be essential for
systems analysis to unravel the mechanisms underlying
neuronal computation, they do not easily allow us to
make predictions how these mechanisms perform under
natural behavioural conditions. In principle, it would be
advantageous to monitor neuronal activity during nor-
mal behaviour. However, monitoring neuronal activity
in behaving animals is only possible in some animals
under very speci®c conditions, for instance while the
animals are kept relatively immobile or while moving
only slowly (e.g. Wolf and Pearson 1987; Newsome et al.
1989; Hammer 1993; BuÈ schges et al. 1994; Staudacher
and Schildberger 1998). So far, it is not possible to
record single-cell activity intracellularly in most freely
moving animals (see, however, Wilson and McNaugh-
ton 1993). To get an idea of how sensory information is
processed during behaviour, the second best approach is
to confront the animal in electrophysiological experi-
ments with stimuli which are identical to that evoked in
previous behavioural situations. For visual motion
processing, the respective retinal images sequences can
be obtained in two ways: (1) by having a camera
mounted on a freely moving animal, or (2) by measuring
the trajectories of behaving animals in a known envi-
ronment and by reconstructing the visual surround from
the animal's point of view. While the ®rst approach is
only possible in relatively large animals which can carry
a camera, and is thus not feasible when working on ¯ies,
the latter one can be employed with smaller animals as
long as the behaviour to be observed is spatially con-
®ned within the range of the measuring system. While
both approaches to reconstruct the visual input of a

moving animal have already been employed (Passaglia
et al. 1997; Zeil and Zanker 1997), so far they were used
only to feed models of the analysed visual systems with
natural visual input. In this respect, the present study
di�ers from the above-mentioned ones. The optic ¯ow
generated in a three-dimensional environment was not
only used as input to a model of the ¯y's optomotor
system, but also to stimulate a neuron of the ¯y's
optomotor system in electrophysiological experiments.
A similar approach to address the problem of how
behaviourally generated visual motion is encoded by the
¯y nervous system was already employed before (War-
zecha and Egelhaaf 1997; Kimmerle 1999). However, in
these studies the behaving ¯ies were much more
restrained than in the behavioural study the current
electrophysiological experiments are based on. In the
previous studies the behavioural experiments were done
in a ¯ight simulator on stationary ¯ying ¯ies (Warzecha
and Egelhaaf 1997; Kimmerle 1999).

There is one cardinal problem inherent to all elec-
trophysiological experiments on restrained animals. The
question is to what extent the analysed cells are in a
similar state as in the intact, behaving animal on which
the corresponding behavioural experiments were done
before. Although this question can never satisfactorily
be answered, since monitoring single-cell activity inevi-
tably requires an invasive experiment, there are indica-
tions that the visual system of the ¯y ± at least up to the
level of the third visual neuropil where the HSE cell
resides ± is not in a principally di�erent state under
restrained and behavioural conditions. Responses of a
motion sensitive neuron in the third visual neuropil of
the ¯y and, thus, at the same processing level as the HSE
cell, are virtually indistinguishable when recorded in
immobilised ¯ies (as in our study) and when recorded in
tethered ¯ying ¯ies (Heide 1983). Hence, there are cur-
rently no reasons to assume that the response of the
HSE cell as analysed in the present study do not equal
those in the intact behaving animal.

It should be noted that the motion sequences which
were used as stimuli in the present study do not corre-
spond to the retinal input that has ever been perceived
by a real ¯y. Rather the motion sequences correspond,
according to the question underlying the present study,
to mean trajectories derived from many walks and many
¯ies. Moreover, as a reference a motion sequence was
used corresponding to a completely straight walk at
constant forward speed and thus to a situation which
never occurs. Despite these quali®cations the present
approach seems most valuable to us for two reasons.
First, it allows us to characterise neuronal elements with
behaviourally relevant optic ¯ow. Second, it o�ers the
possibility to systematically manipulate this optic ¯ow.

Model of the ¯y optomotor system

The electrophysiological results obtained with the HSE
cell were compared to the responses of a model of the
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¯y's optomotor system. Qualitatively, both responses ®t
very well for all tested stimulus conditions. This ®nding
is in line with the results of earlier studies on motion
information processing in the ¯y optomotor system
where simpler stimuli than in the present study have
been employed: The model in its present form is able to
reproduce the average responses of the HSE cell even
under rather complex stimulus conditions. Hence, the
model output can be interpreted as the average stimulus-
induced postsynaptic potential of the HSE cell. Indi-
vidual responses that underlie neuronal variability can
not be simulated in the model's current form, however.
The model neither contains stochastic signal sources as
present almost everywhere in the nervous system nor
does it possess active processes, such as are responsible
for spike generation. In the present account we just
wanted to explain the stimulus-induced component of
the responses, rather than all the subtleties of their time-
course, such as random potential ¯uctuations or the
timing of individual spikes. These features of neuronal
responses in the ¯y visual system are in the focus of
parallel projects in our lab as well as in other groups
(review: Egelhaaf and Warzecha 1999).

The consideration of stochastic signal sources and
active processes in the model would be insu�cient to
explain individual walking tracks of the ¯y. In contrast
to our model the behaviour of real ¯ies is a�ected by
determinants others than the visual stimulus. As we
outlined in the previous paper (Kern and Egelhaaf 2000)
¯ies are not forced to achieve an optomotor equilibrium
at any instance of time. They rather can walk straight or
on curved paths due to necessities and processes not
obvious to the experimenter. Despite these limitations,
the model helps to understand motion information
processing in the ¯y brain. Closed-loop simulations as
introduced here will support further progress in the
future.
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