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A Remark on Simultaneous Inclusions of the Zeros
of a Polynomial by Gershgorin’s Theorem
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Summary. By using Gershgorin’s theorem and the theorems on minimal Gershgorin
disks a posteriori error bounds for the zeros of a polynomial are deduced, from which
the bounds given in [1] by Braess and Hadeler are easily obtained.

In a recent paper {1] Braess and Hadeler gave a posteriori error bounds for
zeros of a polynomial. In their proofs ideas are used which are quite similar to
these used in proving Gershgorin’s theorem and the theorems on minimal Gersh-
gorin disks [2, 3, 4, 6]. In this note it is shown that their results can be readily
obtained by using the abovementioned theorems explicitly.

Let $ be a polynomial of degree » with leading coefficient unity, let «;, ..., x,
be distinct complex numbers supposed to be approximations to the zeros of $ and

Ox)=(x—2m) ... (x —2x,).

By the Iagrange interpolation formula we get

P =00 |14+ 3} o

Let z be a zero of p, z4=x,;, t=1(1)#, then

n
Z ; -z_%:—m

Defining o; = (x;)|Q’ (¥,) this is equivalent with
4 X, g, id a.
9% ! —_
xj—z % —2 —Zi x5 —z f=1(1)n
i+
or
Au=zu {1)
where
r__{ 1 1 ) _ T
“ "‘(xl—z’ oy A =diag (x;) —eo
with
O'Tz(o'li ;Un): 3T=(1’ ’ 1)

Evidently a zero z=x; is an eigenvalue of 4, too.
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We remark that 4 is diagonally similar to 47 and to the matrix J —ph”
considered in [5].

Gershgorin’s theorem applied to (1) yields immediately

Theorem 1. Let o = (o, ..., a,) be a positive vector and
1
EME&J%w+M§;;%MW

n
Then I'(a) = I;(x) contains all zeros of p. A connected component of I'(«)
i=1

consisting of m disks contains exactly » zeros of p.
”
Remark. I(x) is a subset of G;= {x: lx—x| =< —aL Da [o,-[} considered
T 1=1

in [1]. Hence Theorem 1 and the subsequent result in [1] follow.
The theory of minimal separated Gershgorin disks can be applied as well.

Let c€ C, I a nonvoid proper subset of {1, ..., #} with s elements and z;, 1€ 1,
near to c. Let

We define K, ; ={x:|x—c| <4}.
From [3], Satz § we get

Theorem 2. Let A = 0. There exists > 0 such that

Ti(@) K., jel
L)rK,,=9 jéI
iff A€ (d, @) and
Iail |U¢‘
f(l)ziezllﬂil—lxi"oi‘“cl"f‘l +“Z[|Uil+.lxi“0'i—0|*‘l =1. (2)

Satz 6 in [3] gives
Theorem 3. Let [o;| <¢ i=1(1)n,

w=d —d—(n—2s)e
and

i—d
e= n—2+2Vs(n—s)

Then there are at least s roots of p in K, ;, where
A=d 44wVt —4(n—1) —4(d—d) (s —1)e]. (4)

From this result Theorem 3 in [1] follows easily:
Let |0;| <¢ 1=1(1)n, and let ¢ satisfy

le—x;|<q, t€l, ojc—x|=d, i¢1

and

A

4

" +2d|/:(fz—s) : (5)
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Obviously with this ¢
d<q+e, dzd—¢

and (3) follows from (5). By some calculations we see that the right hand side
in (4) is not greater than

g+3 @ VI —4s s(d—q))
with @ =d —g — (» — 2s) g, which is just the bound given in [1].

References

1. Braess, D., Hadeler, K. P.: Simultaneous inclusion of the zeros of a polynomial.
Numer. Math. 21, 161—165 (1973)

2. Elsner, L.: Minimale Gershgorinkreise. ZAMM 48, 51-56 (1968)

3. Elsner, L.: Uber EigenwerteinschlieBungen mit Hilfe von Gershgorinkreisen.
ZAMM 50, 381-384 (1970)

4. Medley, H. S., Varga, R. S.: On smallest isolated Gershgorin discs for eigenvalues.
II. Numer. Math. 11, 320-323 (1968)

5. Smith, B. T.: Error bounds for the zeros of a polynomial based upon Gershgorin’s
theorem. JACM 17,661-674 (1970)

6. Varga, R. S.: On smallest isolated Gershgorin discs for eigenvalues. Numer, Math.
6, 366-376 (1964)

Ludwig Elsner

Institut fiir Angewandte Mathematik T
der Universitit Erlangen-Niirnberg
D-8520 Erlangen

MartensstraBe 1

Federal Republic of Germany

29 Numer. Math., Bd. 21



