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Abstract: This contribution describes an approach to integrate a speech understand-
ing and dialog system into a homogeneous architecture based on semantic networks. The
definition of the network as well as its use in speech understanding is described briefly.
A scoring function for word hypotheses meeting the requirements of a graph search algo-
rithm is presented. The main steps of the linguistic analysis, i.e. syntax, semantics, and
pragmatics, are described and their realization in the semantic network is shown. The
processing steps alternating between data- and model-driven phases are outlined using an
example sentence which demonstrates a tight interaction between word recognition and
linguistic processing.
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1 Introduction

The main effort of automatic speech recognition is directed towards reliable, speaker-
independent, and fast recognition of spoken sentences and words drawn from a suffi-
ciently large vocabulary. Problems of linguistic analysis, understanding of the meaning,
or derivation of an answer are of less interest. However, in many systems a language
model is used to constrain the allowed word sequences. Examples of work in this direc-
tion are [4,5,6,13,20,25,26,28,32,38,42]. In natural language processing the main effort is
towards linguistic analysis of printed texts, including text and story understanding as
well as generation of answers to questions. Problems of falsely recognized or unrecognized
words, incomplete sentences, or conversion of techniques developed for text understand-
ing to speech understanding are of less interest. Examples of work in this direction are
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[3,16,49,17]. The interest in speech is motivated (besides the pure scientific interest) in
the facts that it provides an information channel which can be used independent of and
in parallel to hand and eye, that it is a natural means of communication, that it can be
used via standard telephone links, and that it allows a higher data rate in comparison
to a keyboard. This allows interesting potential and actual applications (2,19,22,29), for
example, dialog and language translation systems using speech for input and output.

A tacit assumption often is or has been that speech recognition sooner or later will
achieve close to 100% recognition rate and that then the text input of a natural language
system can just be replaced by the spoken words obtained from a speech recognition
system. Speech understanding then consists of the two decoupled steps of word recogni-
tion and understanding of the meaning of an utterance. The decoupling implies that no
interaction between the two steps is possible.

It has been argued frequently and supported experimentally that human speech under-
standing is a process incorporating all sources of evidence simultaneously. For example,
the human recognition rate in phonetic transcription of meaningless words increases if
the phonological rules of English are met. This supports the view that knowledge about
speech on all levels of processing should be used [14], and in fact this is a standard
approach in the automatic systems given in the references, It is supported from neuro-
physiolgy that certain subtasks are realized by independent modules [15]. This suggests a
modular approach also to automatic systems. An early example of an automatic system
having distinct modules (or knowledge sources) is HEARSAY II [11], and an early exam-
ple of a system compiling all available knowledge into one network of states is HARPY
[28]. Some systems for speech understanding are described in [18,27,23,31,47,52,51,53].

Of course, a modular system architecture not necessarily implies a hterarchical system.
In such a system the i-th module accepts an input from the (¢ — 1)-th module and passes
an output to the (i+1)-th module. No information can be passed from module i to module
(1= 1),( = 7), or (i + 7). A more flexible processing strategy should allow the system
to focus on promising or important parts of the input at first, and then to inspect other
parts in an order and amount of detail infered from intermediate results. This type of
focusing or planning has been employed, for example, in [50]. In speech understanding
the system might at first concentrate on semantically and/or pragmatically important
words. An approach to implementing this type of flexibility is to use a modular system
architecture with a distinct control module that determines the processing strategy. This
means that the control module determines which processing module should be activated
at which time using which data. In principle, it is well possible to activate p modules

on p processors. This type of approach has been introduced and used, for example, in
[11,34,33,36].
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The purpose of this paper is to describe an approach to implement a speech under-

standing and dialog system which

* provides a well structured representation of general linguistic and special task spe-

cific knowledge such that

- a homogeneous framework for knowledge representation on all levels of pro-

cessing results,

~ the means for incorporating procedural knowledge of an arbitrary type are
given;
¢ and simultaneously allows a flexible control strategy alternating between data-driven

and model-driven phases of processing which includes

~ a theoretically based approach to achieve a global optimum of system be-

haviour,

~ the possibility to include local control heuristics if needed.

In particular, we consider the interaction between word recognition and linguistic pro-
cessing which is enabled by the flexible control strategy. In this paper linguistic pro-
cessing means syntactic, semantic, and pragmatic analysis. The goals of the system are
described briefly in the next paragraph. The basis for system implementation is a ho-
Mmogeneous framework for knowledge-based speech understanding described in the next
section. Sect. 3 concentrates on the judgment of word hypotheses and only gives a very
short overview of word recognition, Sect. 4 describes linguistic processing up to the level
of pragmatic interpretation of an utterance. The integration of these processing steps in a
homogeneous system architecture is shown in Sect. 5, where also the processing strategy
is presented. Results and a conclusion are given in Sect. 6 and 7, respectively. ‘
The main goal of the system is to answer questions concerning a certain task dozlni.un
using (German) speech for input and output. It has to perform the subtasks of recogmtw.n
of words, understanding of the meaning of an utterance, generation of an answer, and if
necessary generation of a further inquiry of the system. Derived from the four subtasks

is the acronym EVAR. The vocabulary is between 1000 and 4000 words, the syntax
word recognition is speaker-independent

accepts a reasonably large subset of German, .
(but dialects are excluded), speech quality is limited to telephone bandwidth, the task

domain is inquiries about German intercity trains, and the dialog module is in fievelopmefxt
[30). Descriptions of the individual modules are available from [37,38,35]. This paper will
Provide recent approaches and results concerning the integration of modules.




2 An Approach to Knowledge Based
Speech Understanding

Speech understanding is viewed as a sequence of operations transforming the speech input
via different levels of abstraction to a desired output or also to an internal representation.
The data structures for representation of the relevant knowledge and the results of oper-
ations are introduced, the task independent rules for using knowledge are defined, and an

outline of a control algorithm which determines a processing strategy is given.

2.1 Data Structures

Representation and use of knowledge in a system for speech understanding is a primary
problem. The knowledge consists of syntactic, semantic, pragmatic, and dialog knowledge,
where the latter type is meant to allow the understanding of a sequence of utterances. In
addition the relevant knowledge for the generation of an answer must be represented; as
mentioned above, in the EVAR system this knowledge concerns intercity train connections.
The required knowledge is represented in a model M which is a semantic network. The

elements used here in the definition of a semantic network are illustrated in Fig.2.1. The
network consists of

e three types of nodes:

— the concept, which is a computer representation of a general definition or an

intensional definition of a conception (e.g. of an object, event, fact, or meaning),

— the modified concept, whose attribute values are more restricted (due to avail-

able results) than in the corresponding concept,

= the instance, which corresponds to an actual occurrence of the corresponding
concept in the sensor data,

¢ six types of links:

— the part link relating a concept to one of its parts,
— the concrete link relating the concept to one on a lower level of abstraction,
— the specialization link relating a concept to a more specialized one,

— the reference link relating_“; comept (e-g. the noun ‘man’) to one referencing i
(e.g. the pronoun ‘he’), A

= the instance link relating a concept and an instance of it,
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Figure 2.1. An illustration of a concept C' and its links P, K,V, M, L to a part, concrete,
specialization, scheme-concept, and instance, respectively

~ the model link, relating a scheme-concept containing a priori knowledge to a
concept derived from it (this is used for automatic knowledge acquisition and

is not considered here),

® nine types of substructures which are used to define, for example, links, attributes,

relations, or functions needed by the concept.

Hence, the only data type for knowledge representation is a concept

C

it

(D:To, (42 (T4~ F)), [Hoss, Hopr, Hinal ,(V : O,
(R:C*)*, (M:C), (L:1I)*,(S(Ac,Ap, Ak) — F)*, (G — F))
H = ((Pc, : O, (P CF), (K C+)‘)

An example is given in Fig.2.1. It has a name D (e.g. ‘phrase’), a type Tg , attributes
A (e.g. ‘case, number, gender’), parts P (e.g. ‘verbal group’), concretes K (e.g. ‘words’),
specializations V (e.g. ‘interrogative phrase’), structural relations S (e.g. ‘a noun must
follow an adjective in time’), and a judgment vector G. Each attribute, structural relation,

and judgment references a function F for the computation of a value.
A concept may have an arbitrary number of sets of modality. Each set is sufficient

to define an instance of the concept and it consists in turn of an obligatory, optional,
and inherent element denoted by Hopz, Hopr, and Hiy g, respectively. Each element H
mmay consist of an arbitrary number of context-independent and context-dependent parts
as well as of concretes, denoted by Fes, Fed, K, respectively. As the notation implies, all

(2.1)
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parts and concretes of an obligatory element must be available in order to instantiate the
concept, and any subset of parts and concretes (including the empty subset) of an optional
element is sufficient. An inherent element is one which is not observed in the sensory
input, but which is implied by the meaning of the concept. For example, in EVAR a time
table of train connections is inherent to a concept defining train connections. A context-
independent part is one which can be instantiated without reference to an instance of the
superior concept, a context-dependent part needs for its instantiation an instance of the
superior concept.

A concept represents general knowledge which is used to analyse an utterance. Depend-
ing on the speech signal instances I of concepts C are computed. An instance ultimately
relates a concept to an interval of the signal, possibly via several other instances. It has the
same data structure as a concept, but references to functions F are replaced by computed
values.

At a certain state of analysis of a speech signal some concepts will already have in-
stances and for some concepts C; it will still be impossible to compute instances because
some prerequisites are missing. Nevertheless, the data available from the instances may
allow one to impose additional constraints on the yet uninstantiated concepts. These more
constrained concepts are called ‘modified concepts’. For example, the available instances
may request that the ‘number’ of an attribute may only be ‘plural’ or that the start-
time of a noun group may only be ‘behind’ an already instantiated verbal group. The
additional constraints are represented as restrictions on the set of values which can be

computed by the functions F in a concept. These restrictions are defined in the above
mentioned substructures,

2.2 Rules for Using Knowledge

In this subsection general rules are introduced to obtain an instance I(C) of a concept
C and to compute a modified concept Q(C). These rules are task-independent in the
sense that they can also be used, for example, in image understanding; task-dependent
procedural knowledge is introduced by the functions F referenced by a concept.

There are three rules for computing an instance of a concept and three rules for
computing a modified concept. Only the basic ideas are given here, a detailed definition
of the rules is given in [34,40,44]. The six rules perform the following actions:

RULE.1: create a partial instance ignoring context-dependent parts as well as optional
parts and concretes; consider referential links during instantiation

RULE-2: create an instance out of a partial instance taking into account context-
dependent parts
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RULE.] : extend an instance by considering optional parts and concretes
RULE4 : create a modified concept by bottom-up propagation of constraints
RULE. : create a modified concept by top-down propagation of constraints

RULE.6 : create a modified concept from attribute values or initial goal concepts

2.3 A Control Algorithm

Usually, at any state of analysis several out of the above defined six RULES will be
applicable to several subsets of concepts, modified concepts, and instances. In order to
achieve an efficient analysis focused to the goal of analysis it is mandatory to select the
one or the few most promising alternatives. This makes up a processing strategy which is
determined by a control algorithm. The general idea of such an algorithm is described in
the following. It is based on an adaptation of the well-known A*-graph search algorithm

to the peculiarities of semantic networks [41,34]. The advantages of using this algorithm

are that

* it provides a means for finding an optimal solution, hence enforces a clear definition

of what is a ‘good (intermediate) result’,

¢ provides global control of the whole analysis process,

¢ but nevertheless allows one to introduce local and heuristic criteria via the proce-

dures for the computation of the judgment attached to a concept.

It has been discussed in detail, for example, in [33,39,34], that the control problem may
be viewed as the problem of finding an optimal path, the solution path, in an implicitly
defined search graph G which is restricted here to a search tree. A node in this tree
represents a state of analysis. It is important to distinguish the model M from the search
tree ¢. In an abstract semse both consist of nodes and links, but the nodes in M are
concepts, whereas the nodes in § Tepresent stafes of analysis. Hence, a goal concept in
the model has to be distinguished from a goal node in the search tree. The goal concept
may be known in advance, for example, it may be stated in advance that an answer to an
uttered question is desired, that is the instantiation of an ANSWER-concept, or it may
be stated that a pragmatic analysis of an utterance is desired, that is the instantiation
of a PRAGMATIC-concept. The goal node in the search tree is not known in advance,
rather its content will be the result of a successful analysis. A criterion for a goal node
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may be, for example, that a good scoring instance of the goal concept has been computed
and that this instance covers at least p% of the utterance.

The main steps of a control algorithm are summarized in Fig.2.2. In the context of
semantic networks there are two types of transformations for generating successors of a
node, the ezpansion and the instantiation of a model concept. Expansion of a model con-
cept means that its successor concepts along the part and concrete links are generated
and attached to the successor node; this corresponds to top-down or model-driven pro-
cessing. Instantiation, of course, means the computation of an instance of a concept; this
corresponds to bottom-up or data-driven processing. Hence, a flexible processing strategy
alternating between model-driven and data-driven phases of processing is possible. Due to
incomplete, noisy, and ambiguous data several alternative instances of one concept may
be generated, for example, several instances of a noun group may result due to competing
word hypotheses or ambiguous syntax. Every alternative instance is attached to a sep-
arate successor node in the search graph. Possible modifications of concepts are carried
out during these steps.

The main assumption for determining a processing strategy is that a judgment ¢ can
be computed for every node v in the search tree. The judgment ¢ of a search tree node
should be distinguished from the judgment G of an instance of a concept. This point will
be discussed below in more detail. According to the judgment it is possible to select from
among the unexpanded nodes in the search tree the best scoring node v to be processed
next. If a concept or modified concept in vy can be instantiated, this is done first. If no
instantiation is possible, it is tried to expand the node v} along concrete and obligatory

part links. If this is not possible, expansion along optional part and specialization links i8
tried.

2.4 Discussion

In the preceding subsections we presented a general framework for implementation ofa
knowledge-based speech understanding system. It is designed such that an interaction
between the recognition and the understanding phases is possible. The main ideas are
briefly summarized.

The system is structured into two main phases. The first one is a segmentation phase
containing those processing steps which are executed mainly data-driven, in a fixed order,
and without using task-specific linguistic knowledge. This is also called the speech front-

end. The result is a set of word hypotheses which also may be checked syntactically by &
grammar or a language model.
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Input: application function to provide a list of goal concepts C;, i =1,...,n
Initialize: application function and shell function to provide list OPEN with nodes
Vgi, 1 = 1,...,n and their judgments ¢(vy)

WHILE OPEN is not empty DO:

select from the list OPEN the best scoring node v by application function
select(OPEN) , remove vi from OPEN

IF application function end_analysis(vi) decides that an analysis goal has
been achieved

THEN [STOP - successful end of search or end of resource

IF application function goal.conc(vy) defines nonempty set S of new goal
concepts

THEN [shell function gen.goal(vg,S) generates new goals and corresponding

nodes on OPEN
ELSE |IF one object in v; can be instantiated by one of the RULES.1,2

THEN |shell function instant(v;) to instantiate v; and to perform mod-
ifications by RULES 4,5

ELSE |IF there is one object in vy with an unfulfilled premise
THEN [shell function ezpand(v;) to expand vy, to perform mod-
ifications by RULE.5, and to consider referential links
ELSE |shell function opt_spec(v; ) to consider optional parts and
specializations

STOP - unsuccessful end of search

Figure 2.2. An outline of the main steps of a general control algorithm; it distinguishes
actions which are task-independent and can be supplied in a system shell (shell functions)
and actions which are task-dependent and have to be specified by the system designer

(application functions)

The second phase is knowledge-based processing where a processing strategy is deter-

mined for every input by a control algorithm. The declarative knowledge is represented
by a model M which is a semantic network of concepts C. Problem-specific procedural
knowledge is referenced by functions attached to concepts. Speech understanding and
dialog amounts to the computation of a description which is consistent with the model
and the dialog context and optimally fits to the input spoech signal. Instantiation of
concepts is defined in a problem-independent manner by six RULES. A strategy for the
instantiation of concepts is defined by a control algorithm which is a version of the A®-
algorithm adapted to semantic networks. Since it can alternate between data-dn
model-driven phases of processing it allows an interaction between word recognition and
linguistic analysis. The task-independent part of this approach is implemented in the

system shell ERNEST [40].

ven and
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3 Scoring of Results from the Acoustic Front End

The main purpose of this section is to introduce a method for judging the quality of word
hypotheses or also of chains of words generated by an acoustic front end. The judgment
function should be in accordance with the requirements of subsequent knowledge-based
processing. It is not intended here to describe the acoustic front end in detail; details are
given in [24,43,46].

3.1 Overview

In the acoustic front end the speech signal f is processed to obtain a lattice of word
hypotheses. The first processing step is a parametric representation of the speech signal
which in EVAR is based on smoothed delta Bark spectrum Lem cepstrum coefficients. In
addition the parametric representation includes suprasegmental features. A segmentation
into phonemic subword units is carried out next. Based on a lexicon, the structure of
which is discussed in detail in Subsect.4.1, a set of word hypotheses is determined. A word
is represented by a hidden Markov model (HMM). In addition to the lexicon syntactic
constraints may be used to reduce the number of word hypotheses. These processing steps

make up the acoustic front end. The result is a set of words or of syntactically correct

word chains.

3.2 Judgment of Acoustic Quality

The judgment of a hypothesis for a word or a word chain should meet the conditions of
the A*-algorithm for graph search (see for example [41,34]), since it is used to control
linguistic processing. The search must be admissible in the sense that the best sequence
of words is found even if not all sequences are evaluated. This can be achieved if the

Jjudgment of a node v; in the search space is estimated by
b=V +% (3)
o ¥ is an estimate of the cost of a path from the start node to v

¢ X is an estimate of the cost of a path from v; to a goal node

(this path is not yet known if the search proceeded only to v;)

In order to achieve an admissible algorithm, the estimate § must be optimistic, that is 1t
must be smaller than the true costs X-



For the word hypotheses this means that the judgment should evaluate the cost of that
part of the utterance covered by the hypothesis (¢) plus the cost of the part not covered
by the hypothesis (). The term 4 is based on the score obtained from word recognition.
For x we use an estimate of the rest which is optimistic in most cases.

The term t/; is based on (but not necessarily identical to) the score G, obtained from
word recognition, that is in DTW the sum of local distances and in HMM the product
of pairs of probabilities for state transition and output, or the sum of their (negative)
logarithms, that is G, = —log[p(oy ... 0, | HM M)]. Hence, a simple Tinear model’ of the
quality is

T
Gy = Z G:, (3.2)

r=1
where T is the length (in frames of speech) of the word hypothesis.
Let us assume independent identically distributed random variables G, with mean g,
and variance o2 for a correct hypothesis and mean yis and variance a} for a false hypothesis.

In this case the cost of a hypothesis of length T has a distribution with
® (Tuc,To?) for a correct hypothesis,

o (T f,Ta}) for a false hypothesis.

It has been verified ezperimentally that mean and variance of the quality of correct and

false hypotheses depend linearly on ' as predicted by the above ‘linear model’ for the

judgment of hypotheses [45].
During word hypothesization the set of N best scoring hypotheses is selected. The

first step of linguistic processing is to select from the set of word hypotheses the N ! best
scoring pragmatically relevant hypotheses. The subsequent steps of linguistic processing
generate linguistically meaningful sequences of words, for example, syntactic constituents,
case frames of verbs, instances of pragmatic concepts (e.g. an instance of the concept

TRAIN.CONNECTION), or instances of dialog concepts. Fach such word sequence
e causes the generation of a node v in the search tree,

e is judged by a vector G, one of whose components measures the acoustic quality Gy

of n words in a sequence,
e is used to estimate the quality $q(v) of the corresponding search tree node.

Let wl,w2,...,wn be the words in the word sequence. The acoustic quality is defined




by

Gy=) Gei=Y ~loglp(oyi...0 | HMMy;)) (33)

=1 i=1
This is also a good estimate for non-adjacent words.

The quality of the search tree node is in accordance with the requirements of the
A*-algorithm defined to be

Y

¢g = Gq+Gr
= $+x (3.4)

An approach to determine G, is from the ‘linear model’ of scoring. With some constant
v we define

Gr = Tupe — 100/ T, (3.5)

where 7 is the duration of that part of the utterance not covered by the word sequence.
This ensures an optimistic estimate ¥ in a certain percentage of cases determined by the
constant 7. For example, if the distribution of quality judgments G, of a word of length
T were normal (which is at best an idealization), v = 2 would ensure that at most 3% of
hypotheses of length T' would have a better quality score.

This estimate of  is better than the ‘optimistic’ estimate ¥ = 0 and according to our
experiments it is also better than the ‘shortfall score’ [50]-

4 Linguistic Constraints for Speech Understanding

This section describes the linguistic constraints used in EVAR. The constraints range from
recognized words or word chains through the levels of syntactic, semantic, and pragmatic
analysis up to carrying out a man-machine dialog. The so—called ‘raw linguistic knowledge
base’ is the lexicon which is used by various levels in the system,; for each level a preproces-
sor extracts the relevant information from the lexicon. Syntactic processing as understood
here determines the syntactic structure of an utterance taking into account only rules for
the combination of (syntactic) word classes without considering their meaning. Semantic
processing determines the meaning of words, but only considers general task—independent
semantic properties of words. Pragmatic processing interprets one utterance with respect
to a model of the task domain. Finally, dialog processing — among others — interprets
one utterance in the contest of preceding utterances. This allows a layered or stratified
approach to the representation of declarative knowledge and facilitates changes in the
linguistic competence of one level without affecting others. Since according to Subsect.2.3
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a distinct control module is used, the stratified approach nevertheless allows a flexible

processing strategy.

4.1 The Lexicon

Since detailed descriptions of the lexicon and justifications of the design choices are avail-
able from [9,10,35], only a short overview of the main points is given in the following.

The unit of the lexicon, i.e. an individual entry in the lexicon, is defined by the spelling
of a word or by the graphematic word. A unit of the lexicon is simply called a word.
Every word has associated with it a unique integer number for its identification. The
information attached to a word consists of the tuple [spelling, word number, pronunciation,
syntactic information (may be multiple per word), semantic information (may be multiple
per syntactic definition) and possibly dialog attributes, pragmatic information (may be
multiple per semantic definition)]. A word may have only a part of this information.
The detailed format of a lexicon entry is specified in [10,35]. Each alternative for the
syntactic, semantic, or pragmatic definition is called a syntactic, semantic, or pragmatic
word, respectively. In order to facilitate word recognition it was decided to include all
inflections of a word as separate entries.

Presently the lexicon has 4427 words whose entries at least contain [spelling, word
number, pronunciation]. They are used for word recognition experiments with vocabu-
laries of different sizes. The lexicon contains 3953 syntactic words, out of which 841 are
base forms, 1124 semantic words, or lexemes, and 246 pragmatic words in the above
defined sense. The syntactic, semantic, and pragmatic information is described in the
corresponding subsections. A set of preprocessors has been implemented which extracts
the information necessary for a certain processing algorithm and transforms it to a useful
format. The result is called a sub-lexicon. Since all sub-lexica are derived from the same
lexicon, consistency of sub-lexica is guaranteed. For example, syntactic processing only
needs word number and syntactic information. This approach separates acquisition and
maintenance of the lexicon from the design and implementation of processing modules.

The lexicon is implemented in LISP as a database which in particular has an editor
and search functions. The editor supports the addition of new words and the modification

of existing words; it also checks the formal consistency of entries.

4.2 Syntactic Constraints

Syntaétic analysis is based on constraints defined by an augmented transition network
is are

(ATN) grammar of a subset of German language. Only simple syntactic constituen




determined, but not complete sentences. By a ‘simple’ syntactic constituent we mean a
group of words containing only one nucleus, for example, ‘the next train’, but not ‘the
next train to Hamburg’; the latter group would be treated as two constituents. This
approach has the following reasons. In a spoken dialog it often occurs that not a complete
sentence but only a fragment is uttered which usually is fully understandable in the
context of a dialog. Since word recognition is not perfect, some words in a sentence may
be missing, but many of the constituents may still be recognized correctly. Due to missing
cortect words and wrongly recognized words a large number of wrong sentences which
are accepted by the ATN may be generated. The separation of syntax, semantics, and
pragmatics is useful for a modular representation of knowledge. As mentioned already,
this does not prevent a flexible processing strategy. The syntactic constituents are checked
immediately for semantic consistency as described in the next subsection. This is done
because syntax alone imposes only weak constraints on a constituent, in particular if a
grammar for a sufficiently large subset of German is used. Finally, if a syntactic constituent
is pragmatically relevant, it can be tried at a very early stage of processing to verify the
corresponding pragmatic concept top-down or model-based. For these reasons the so-
called ‘constituent grammar’ does not specify sentences.

Usually, a syntactic constituent is coherent in the sense that the words belonging to
it follow each other in time. An exception are verbal groups VG which in German may
be non-coherent. Therefore, verbal groups are not checked initially.

The grammar only contains constructions occurring in inquiry dialogs. Therefore, it
does not contain passive forms. Meta—communicative forms, for example, ‘thank you’ or
‘good morning’, are treated by the dialog module. Ideally, a grammar should be task-
independent. However, since it accepts only a subset of German, this subset is chosen t0
meet the requirements of a task-domain. For example, the syntactic constituent ‘DATUM’
(date) is important for inquiries about intercity trains, but it may be unimportant and
omitted for inquiries about traffic rules.

Syntactic analysis using the full ATN is performed under the control of the algorithm
described in Subsect.2.3. Depending on the judgment of search tree nodes syntactic anal-
ysis may proceed data—driven or model-driven, and it may switch between those two
phases. Hence, there is no distinct parser. But it is emphasized that a special parsing
algorithm could be integrated into the semantic network approach if desired. This can be
done, for example, in one of the following two ways: first, by placing the interface between
the semantic network and the other processing steps not at the level of words but at the
level of syntactically parsed word strings; second, by leaving the interface at the level of
words and attaching the parser as a procedure to one concept SYNTAX.



4.3 Semantic Constraints

The general task independent meaning of words and utterances is represented on the
level of semantics. 1t is based on case and valency theory as developed in [1,12,48], on
a system of semantic classes of words, and on constraints between semantic classes of
words within a syntactic constituent. Semantic analysis consists of three steps. First, the
semantic consistency of simple syntactic constituents generated according to the ATN
grammar is checked. Second, simple syntactic constituents are combined to complex syn-
tactic constituents. Examples are constituents like ‘the next train to Hamburg’ or ‘on
Monday morning at about 8 o‘clock’. Third, the constituents are summarized to a sen-
tence hypothesis including also verbal groups.

Valency theory is outlined shortly using the verb valency as an example. In EVAR a
noun, adjective, and adverbial valency is defined in a similar way as well. A verb used in a
particular meaning requires a certain set of obligatory and optional elements having well-
defined syntactic and semantic properties. These elements define the ‘valency frame’ of a
verb in a particular meaning. If the same verb (the same graphematic word in the sense
of Subsec.4.1) is used in another meaning, it will require a different set of elements thus
defining a different valency frame. The above mentioned obligatory elements are those
necessary to obtain a grammatically correct sentence. The optional elements are those
which in addition to the obligatory ones are necessary to fully define the verb meaning.
In German it is possible to add an almost arbitrary number of so—called ‘free elements’
which can be used fairly independent of a certain verb meaning. Therefore, free elements
are not checked in order to determine the meaning of a verb, but they may have to be
considered in order to determine an interpretation spanning a complete utterance. The
emphasis of valency theory is on the syntactic structure of a verb and on selectional
semantic restrictions between words.

Case theory concentrates on the ‘functional role’ or the ‘deep case’ of a syntactic
constituent in a sentence. For example, in the sentence ‘Tom washes the car’ and ‘the car
is washed by Tom’, the deep case of ‘Tom’ as an AGENT performing a certain action is
the same although the syntactic properties are different. Thus the logical relations of a
word with respect to a verb are considered in case theory. In EVAR 29 deep cases are
distinguished which can be found in [35). Examples are the GOAL, PATH, SOURCE, and
TIME of a journey. o

According to case and valency theory the case frame of a verb (or a noun, adject.;lve,
adverb) is determined, The relevant raw semantic knowledge is contained in the lexicon
and extracted by a preprocessor. The elements of this knowledge depend on the word

class and are given in Fig.4.1.
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word class semantic knowledge
ADJ attributive adjective | selection class  case frame
ADV adverb semantic class  relation
DET determiner negation or not reference
N noun semantic class  case frame
PRAEP preposition semantic class  selection class
VERB  verb semantic class  case frame

Figure 4.1. Types of semantic knowledge associated with a certain syntactic word class

Semantic classes of words are selected from a set of 107 general task-independent
meanings used in EVAR. Possible meanings of a class of words are specified in a tree
structure of semantic classes. For example, the syntactic word class VERB may have the
semantic classes Act (action, e.g. drive a car), Chg (change of state, e.g. drive to Hamburg),
Pro (process, e.g. to fall down), Stt (state, e.g. to sit), and Tru (truth value, e.g. could
be). A semantic class may have subclasses. For example, the class ‘Chg’ mentioned above
has the subclasses Mov (movement, e.g. to drive), Per (perception, e.g. to see), and Cmm
(communication, e.g. to speak).

According to Fig.4.1 a noun has a ‘semantic class’ and a ‘case frame’, a preposition
has a ‘semantic class’ and a ‘selection class’. For the combination of a preposition (or an
adjective) with a noun the selection class and the semantic class are used to represent

restrictions on the combination of words used in a particular meaning. The restriction is
defined by the rule

IF (a preposition or an adjective is used in the meaning defined by
its semantic class),
THEN (the associated noun must have a semantic class corresponding
to the ‘selection class’ of the preposition). (4.1)
An example is given in Fig.4.2. It shows a noun and a preposition which both have two
possible meanings resulting in 2 x 2 = 4 possible combinations for the prepaositional noun
group ‘in the coach’. But only the selection class Location of the preposition occurs a8
semantic class of one meaning of the noun. Hence, only one combination of meanings is

selected in this case.

In summary, semantic analysis consists of the three steps:

1. Checking of simple syntactic constituents for semantic consistency. This is the filter-
ing of syntactic constituents, It is mentioned that in order to increase the efficiency
of this step the pragmatic consistency of constituents is checked, too. There is a test
for consistency of adjectives and prepositions with the corresponding noun (thus
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noun: coach
meaning.1: railway carriage meaning-2: trainer in athletics
semantic class: Transport, Location | semantic class: Actingperson

er—

preposition: in

meaning.1: in the evening meaning_2: in the room
semantic class: Duration gemantic class: Place
selection class: Time gelection class: Location

Figure 4.2. Example of a noun and a preposition both having two possible meanings; note
that the ‘meaning.i™-entry (i = 1,2) is only for readability of the lexicon

eliminating combinations like ‘the fast tree’ or ‘inside the morning’). It is tested for
nouns used in the singular number and having no article (thus eliminating combina-
tions like ‘how much is ticket’). The contradiction of semantic features is tested (thus
eliminating cases like ‘take a next train’). Finally, there is a test for constituents
in the genitive and depending not on a noun but on a verb or an adjective, since

the latter two are rarely used in inquiry type dialogs; however, they are reconsiderd

when searching for complex constituents.

2. The construction of complez constituents. It consists of the construction of genitive
constituents (for example, ‘the departure of the train’), the construction of denom-
inal actants (for example, ‘the train to Heidelberg’ or ‘ten kilometers away’), the
identification of anaphoric references requiring a dialog memory, the generation of
sentence hypotheses for one sentence with a verb (for example, ‘I want to go to
Hamburg’) using valency and deep case information from the lexicon, but not us-
ing all available restrictions in this phase, and finally the construction of temporal

constituents (for example, ‘tomorrow in the morning at about 8 o‘clock’).

3. The ;nstantiation of a sentence hypothesis in a semantic network representing the

full semantic knowledge. It consists of the two phases of the structural interpretation

of a sentence hypothesis in the semantic network including all available restrictions,

and the inclusion of free elements if there are any.

It is emphasized that the above steps need not be ezecuted sequentially since the se-

mantic network environment provides a very flexible control algorithm. Pragmatic inter-

pretation is discussed briefly in the next Section, in particular Fig.5.3.
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5 System Integration

In the preceding Sects.2-4 we presented a general approach to knowledge-based speech
understanding, the scoring of results from the acoustic front end, and the main steps of
linguistic analysis. This section shows the integration in a homogeneous system based on
semantic networks. An important point is that a semantic network allows a well structured
representation of knowledge maintaining the idea of a stratified system and simultaneously
facilitates a flezible use of knowledge thus enabling an alternation between data-driven and
model-driven processing steps as well as immediate transmission of results and requests
via several levels of representation. The network implementation of linguistic conceptions
is discussed, the handling of model-based requests passed from the linguistic analysis to

the acoustic front end, the processing strategy, and the judgment of instances and search
tree nodes.

5.1 General Ideas

The basic ideas of integrating a complete speech understanding system into a semantic

network, for example, into the ERNEST environment are:

¢ map declarative knowledge to concepts, that is in particular knowledge about syntax,

semantics, pragmatics, dialog, task domain (Intercity train connections in EVAR),
and answer generation;

* attach procedural knowledge to concepts (e.g. for computation of attributes, rela-
tions, judgment);

¢ provide a judgment function meeting the requirements of the A*-algorithm for graph
search;

® provide the application-functions for the control algorithm (or otherwise be content
with the default functions provided in ERN EST)

.
¥

* provide a (software) interface between acoustic front end and linguistic processing.

An overview of the network is given in Fig.5.1.

5.2 Representation of Linguistic Knowledge

In this subsection we consider the representation of syntax with the example of a noun
group and the representation of a section of the task domain in ERNEST.
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Figure 5.1. An overview of the semantic network representing the speech understanding

gystem

Fig.5.2 shows a noun group in the common RTN representation and as concepts in a
semantic network. The other syntactic constituents of the constituent grammar are repre-
sented in a similar way, The elements occurring on the edges of the RTN are represented
by concepts (rectangles in the figure), the alternative definitions of a noun group corre-
spond to different sets of modality (Hoar and Hopr in the figure), and the time order
of elements is represented by an adjacency matrix (ADJAC in the figure).

Next we consider a section of the task domain as shown in Fig.5.3, where concepts
are denoted by P_(name) on the pragmatics level, S.(name) on the semantics level, and
SY_(name) on the syntax level. It defines on the pragmatics level the obligatory and op-

tional elements of an inquiry for a train connection (P- TIME.TABLE). Since this model

defines the elements necessary for such an inquiry, it is possible for the dialog module

to generate a request for further particulars if one of the obligatory elements is missing
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SY.NOMGRU|- - - = { MODAL, ADJAC, COHER }
L
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SY.NOMEN| |SY.DET | | SY.WDET | [SY.ORDZAHL| | sY ZaHLW. | [sY.ADJ

MODAL :Hopy : { nomen }
Hopr : { det, wdet, ordzahl, zahlwort, adj }

ADJAC : 0 1 1 1 1 17 nomen =>|a word class in column
0 0 0 0 0 0 det may precede a word class
0 0 0 0 0 0| wdet in row
0 1 0 0 0 0 ordzahl
0 1 0 0 0 0] zahlwort
0 1 1 1 1 2| ad

nomen det wdet ordz zahl adj -

COHER : YES =>|constituents must be J
adjacent in time

Figure 5.2. An RTN of a noun group and its representation by a semantic network
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obl. or ih. part o0 AGMATICS
opt. parts
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P.CHANGE| | P.TRAIN PROUTE P.DEP_PLACE
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cd-parts
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SY_MVERB
SY VERB SY_NOMEN

Figure 5.3. An overview of the concepts in a section of the model of the task domain; not

all concepts and not all links are shown

(e.g. because it was not recognized or not uttered). Among the parts is, for example, a

concept P.DESTINATION which in turn is referenced as a context-dependent part by
the verb frame P.VF.FAHREN. Hence, P.DES TINATION can only be instantiated if a

partial instance of P.VF_FAHREN is available. Of course, there are other verb frames

(and also noun frames) referencing P-DESTINATION such that different alternatives for

its instantiation are possible. A concrete of P- VF_FAHREN is on the semantics level

S_VF_FAHREN and on the syntax level SY_VG for a verb . for
ample, P.VF_FAHREN has a part §-TIME which in the pragmatic context is specialized

to either P.FROM.TIME (departure time) or P.TO.TIME (arrival time).

al group. It is seen that, for ex-
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5.3 Judgment
Two types of judgment have to be distinguished:
1. The judgment G of modified concepts Q(C) and instances I(C) of a concept C.

2. The judgment ¢ of a node v in the search tree.

The node contains (among others)

* a goal concept Cy from the model which has been modified to Q(Cy) or instan-
tiated to I(C,),

o the modified concepts and instances generated so far in order to modify and
instantiate C,,

¢ potentially the whole model and all intermediate results.

The judgment of modified concepts and instances is defined by functions referenced by
the corresponding concept.

The estimate ¢ of the judgment of a search tree node is defined to be the current
judgment of the modified or instantiated goal concept C,, subject to the requirements of
the A*-algorithm.

The judgment G of an instance I or a modified concept Q of a concept C is the vector

G = (Ge, Gy)t. The components are

o G.: the compatibility of a hypothesis with the linguistic knowledge (a binary num-
ber),

o G: the quality of a word sequence (that is, not necessarily adjacent words) making
up the hypothesis with respect to the speech signal — in the present implementation

without the estimate of the remainder according to the A*-algorithm.

Since G is a binary number we do not use a stochastic language model presently. The
reason is that a stochastic model needs a large sample for the estimation of its parameters
and that it is adapted to the average statistics of this sample, but not to the statistics
occurring in a particular dialog situation. Meanwhile significant progress has been made
in estimating the statistics of speech and in statistical modeling of dialog situations [21,8]~
If an appropriate statistical model is available, it can be used in the above approach by
modifying G, G, appropriately.
The judgment of a search tree node is based on the idea that

* the computed result should be compatible with the linguistic knowledge and the
dialog context,
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® and it should have maximal ‘similarity’ to the speech signal.

The judgment ¢ of a search tree node v having the associated goal concept Cy with

current modification Q(C,) is the vector

& = (e, bg, b, b1, Bp)1. (5.1)

It is evaluated in lexicographical order using intervals for some components.

The components are

¢ ¢.: the compatibility of a hypothesis with the linguistic knowledge

¢ = G(Q(Cy)) € {0, 1},
since first of all, a hypothesis must be compatible with the linguistic knowledge;
#q: the quality of the word chain making up the hypothesis with respect to the
speech signal according to (3.4)

g = Go(Q(Cy)) + Gr(Q(Cy)),

since among the compatible hypotheses we prefer the one having best quality;

the above two components ensure the computation of compatible hypotheses having

optimal acoustic quality; the following components are used to further reduce the
amount of search:
&: the reliability of the hypothesis

¢y = [number of speech frames in the longest word chain (adjacent words)],

since among those having high quality we prefer the most reliable one (long words

are recognized more reliably than short ones);
¢¢: the total coverage of the utterance

¢; = [number of speech frames covered by word hypotheses in Q(Cy)],

i t Le.
since among the reliable hypotheses we prefer those best covering the utterance (

yielding a final result more quickly);

¢p: the pragmatic relevance of the hypothesis

¢p = Gp(Q(Cy));

since finally, we prefer

the pragmatically most relevant one. The definition of prag-
matic relevance uses fuzzy functions [7) and details are given in [9].
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6 Processing Steps and Results

In the following we consider as an example some processing steps of the sentence

Wir méchten am Wochenende nach Mainz fahren
(We would like to go to Mainz at the weekend)

After initial generation of 100 word hypotheses processing on a RISC work station (about
14 mips, 6MB) took 101 sec CPU time until the instantiation of the (correct) instance
of the pragmatic concept P.TIME.TABLE. During the analysis the control algorithm
generated 1053 search tree nodes, 1233 modified concepts, and 777 instances.

The following are the test conditions:

1. Sentences in continuous speech sampled at 10 kHz using telephone bandwidth.

2. Word recognition and word verification are speaker independent.

3. The lexicon for recognition and verification has 1250 entries.

4. The judgment vector is as described previously.

5. Tests were performed with 100 word hypotheses including all words actually spoken.

So far only 12 sentences were analysed, but a larger sample is in preparation.
Linguistic processing is initialized using as initial goal concepts Cj; the following con-
cepts from the syntax level:

e SY_ADJ, SY.ADJU, SY.ADV, SY_ZNOMEN, SY_NPR,
SY.ORDZAHL, SY_PRON, SY_.ZAHLWORT, SY.WADV

The control algorithm initializes a search tree node vg; for each goal concept. From the 100

word hypotheses the 10 best scoring pragmatically relevant ones are used to instantiate
the above goal concepts.

Next the control algorithm provides the option to generate a list S of new goal concepts
as evident from Fig.2.2. This option is implemented presently in a ‘look-up table’ providing

as the list S the following concepts on the pragmatics level:

§ = ({P.TRAVELLER, P_DEP.PLACE, P.ROUTE, P.DESTIN
P.TRAIN, P.CHANGE, P_FROM.TIME, P_TO.TIME } (6.1)

In the model — a section of which is shown in Fig.5.3 — it is now tried to find a path
along ‘concrete-of’ or ‘part-of’ links from an instantiated concept (e.g. SY-NOMEN) to
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one of the new goal concepts (e.g. P.FROM_TIME). In order to increase the efficiency of
this step

e only concepts on the path are considered having a pragmatic class compatible to

that of the instance of the starting concept,
¢ modifications and instantiations possible on this path are carried out.

After this bottom-up step the verification of the pragmatic concept P.FROM_TIME
follows as a top-down step.

Next the case frame of a verb is tried since a verb {or a noun) references pragmatic
concepts as context-dependent parts in its case frame. In general, in a pragmatic concept
(like P_.FROM.TIME) all possible contexts (verbs, nouns) are referenced, but only one
example is shown in Fig.5.3. For every context a modified concept is created by RULE 4
and a new search tree node is generated. By iterative application of RULE.5 the model
is expanded, in this case for the verb frame.

The control algorithm allows in principle an arbitrary number of steps for the gener-
ation of new goal concepts. If the verb frame is instantiated, new goal concepts on the

level of inquiries are generated. For the concept P-FROM_TIME this gives

o P.CONNECT.INFO, P_.TIME_.TABLE

As an example the content of a search tree node representing this intermediate state

of analysis is shown in Fig.6.1. It is seen that it contains the complete structure of the

utterance analysed so far.
Finally the goal concept on the pragmati

meet the conditions for a successful analysis:

¢s level is instantiated. The instance has to

1. instantiation of a top-level concept,

2. coverage of at least 80% of the utterance.

This way control alters between expansion of the model and modification of expanded

iati - d thus achieves
concepts (by RULE_5) and instantiation of the model (by RULES-1,2,3) and thus achi

i+ inguisti ing.
an interaction between word recognition and linguistic processing
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Figure 6.1. A search tree node showing an intermediate state of analysis of an utterance
and its judgment vector

7 Conclusions
The main points of this contribution are:

1. Knowledge representation and use in a general system shell based on semantic net-
works and a flexible control algorithm allowing well-structured knowledge represen-

tation as well as alternating phases of data-driven and model-driven processing.

2. A system integration of a speech understanding system from the level of word hy-

potheses to the pragmatics level interfacing the acoustic front end to the linguistic

knowledge base.

3. Results for the understanding of several sample sentences, illustrated by one partic-

ular sentence, and implemented on a standard hardware using standard software.

Our present and future work is directed towards improved word recognition, extended
linguistic competence including a larger vocabulary, integration of dialog and answer gen-
eration, improving the efficiency of control and hence of processing, coping with utterances

containing more than one sentence, and integrating prosodic cues to word recognition and
linguistic analysis.

§}
|
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