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Abstract:

A number of applicationsf self organizingfeaturemapsrequirea powerful hardware . The algorithm of
SOFMs contains multiplications, which need a large chip area for fast implemenigtardware.In this
paper a resticted class of self organizing feature maps is investigated.Hardware aspectsare the
fundamental ideas for the restictions, so that the necessary chip area for each processon efesneay
can bemuch smallerthenbeforeand more elementger chip canwork in parallel. Binary input vectors,
Manhatten Distancand a specialtreatmentof the adaptation factor allow an efficient implementationA
hardwaredesignusing this algorithmis presentedVHDL simulationsshow a performanceof 25600
MCPS (Million Connections Per Second) during the recall phas@z20@IMCUPS (Million Connections
Updates Per Second) during the learning phase for a 50 by 50 rfiegi. sandardcell layout containing
16 processor elements and full custom designs for the most important parts are presented.

1. Introduction

Self organizing feature maps as described in [1] have applications in theofieldaanalysisand pattern
recognition. Especially for real time application a fast effidient hardwareis neededWell known "von
Neumann computers” work serially on each element of a self orgafezatugemap, so that they haveto
be very fast and can work only on rather small maps when time is the critical aspect.

A speedups possiblewhen a calculationunit is availablefor eachelementof the mapor a special
coprocessor is used. There are a number of hardware designs known in literature [e.g. 2, 3, 4fheDut
mathematical operations which are necessary for the algorithm ofgalfizingfeaturemaps, calculation
units are rathercomplexand needlarge chip area.For increasingmap size multiplexing of the available
units is required to restrict the number of chips.

The basic idea of this paper is to look at a special class of self organizing feature mas.ighe geta
mostsimplified hardwareby making restrictionson the algorithmandthe used operationg-or example
binary input vectors and Manhatten distance make it possible to calculdistémeebetweentwo vectors
without multiplication. Chapter 2 will describe all the simplifications accorthrigardwareaspectsvhich
are made for the presented circuits.

The investigationleedsto a hardwaredesignthat is describedn chapter3 and4. Simulationsusing the
hardwaredescriptionlanguageVHDL resultin numbersfor the performanceof the hardware.This is
discussedin chapter5. Different layouts are already designed.First there is a standardcell layout
containing 16 processor units for self organizing feature maps and second there are fullagusitsfor
the most important parts of the unit. Chapter 7 will close the paper dicussing the results.

2. Simplifications according to hardware
The algorithm of self organizing feature maps is summarized in equation 1.1. The calculation of the v

vector for the time t+1 is made with the old weight vector w(t), the distance betivesad weight vector
and the input vector and an adaptation factor alpha.
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w(t +1), w(t +1) : new and old weight vect

aét,x,y) ; adaptation facto

t ; time

X,y : coordinates of the eleme (1.1)

The distance between the weight vector and the input vector is very often definedbglitteandistance
which is calculated by

ew)= 5 G-y (12)

Due to the difficulties to realizethe squareroot in hardwareandto the fact that not the absolutevalueis
important but the relation between all the distances on the map, most implementations use the distan

(-w)= Z(X| _Wi)2

(1.3)

where the squar®ot is not used.But neverthelessultiplicationsareneeded A distancewhich is very
simple to implement in hardware is showrenuationl.4. It is calledthe Manhattandistanceand canbe
realized by a modified adder and a register.

-w)= i — Wi
bow le il (1.4)

Further multiplications are necessaryor the productof the adaptationfactor alpha and the calculated
distance.A restrictionto discretevaluesof alphacan simplify this multiplication. Alpha has a value
between 0 and 1. If only the values shown in 1.5 are allowed, the operation can be handled by a sh

1111 1
alpha [ %I,~, -, —, %
2 4816 32 (1.5)

A multiplication with 1/2 is the sameas shifting one bit to the right. Which meansthe restrictedclassof
self organizing feature maps using the Manhattan distance and discrete values fara@@esignedn
hardware without using multipiers.

Another simplification that decreases the numbeareafessary/O ports andthe chip areacanbe doneby
restricting the components of the input vector to be binary.

X=Xy Xpy -2 0 X, ) x, {0,1} input vector

w=Ww,w, ..., w,) w; 0{0,1,2,3.....,2* -1} weight vecto (1.6)

The precisionof the weightsis setto 4 bits. First simulationsshow that this seemsto be a reasonable
value but further investigations have to be done in this field. For the definition of the dstpatienl.7
is given. The bit of the inputvector codes the minimum and the maximum of the possible weight valu

-wl= N _ 24—1— :
powl= 3 bt~ -w| .

3. Hardware design

The restrictionsdescribedn chapter2 allow a simple hardwaredesignwith very few portsbetweenthe
units. Figure 1 shows an example of a 2 by 2 map, which can easily be extended to larger ntzgrkize
unit, in Figure 1 called PE (Processor Element), has a port for the roegltimen, the clock anddata. A
three bit command bus sends the instructions to the units.
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Fig. 1: Example for a 2 by 2 map

Each column and rowine is connectedo a seperateull up resistor.The unit's outputscanbe 'low' or
can have a high impedance. So itis possible to realimeed or' andusethis for the minimum search.
After calculation of the distance all units start to count down the distance register (seedhdpteunit,
which is the first to be zero, put@w voltageon it's row and columnline. At this time the control logic
knows the minimum unit and it's position. If there are more than one unit that are the minimum at the
time, a request to the elements can solve the problem.

All units are designed in the same way. Therefore the systamasily be extendedoy addingnew rows
and columnsto the map, when the control logic hasthe capability to handelthe numberof rows and
columns.

4. Internal structure

The internal structure of the units is shown in Figure 2. The connectionsufititescribedn chapter3
can be found above the controller. The main blarkshe calculationblock, the weights,sumandalpha
registerandthe controller. The weight registerstoresthe weight vector and presentsa componentper
clock cycle to the calculation block. The calculation block produces the distance of the corresiopudling
andweight componentsand addt to the sum registerDuring the learning phaseit calculatesthe new
weight value using the bits in the alpha register. All this is done in one clock cycle.

The input vectoris sendto all units via thedataline. One componeniper clock cycle is handledand all
units work in parallel. In order to decrease the chip tre@put vector componentsre not storedin the
units. They must be sentagain during the learning phase.Investigationshave shown that this is no
disadvantage. Due to the binary type of the input vectors it is possible tthesalits asfast asthe unit
could read them from an internal register.

To keep the design most flexibkbae adaptatiorfactor is sendbeforeeachadaptatiorstep. That makesit
possible to control the adaptation function aetyhborhoodsize without restrictions.On the otherhand
all units with the same alpha can work in parallel during the adaptation step. This will be explained in
detail in chapter 5.
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Fig. 2: The internal structure of the unit

5. Performance of the system

As mentionedbeforethe unit is capableof processingone componeniper clock cycle, which meansthe

systemneeds64 clock cycles for calculatingall distanceson a map for an input vector with 64

componentsThe numberof clock cyclesto find the minimum depentson the minimum distance.The

distance might be smdibr an already learnednap, so for this examplean averagevalue of 36 is taken,
which leadsto a resultof 100 clock cyclesfor eachinput vectorfinding the position of the mostsimilar

element. Figure 3 lists the performance for a 50 by 50 map working at 16 MHz.

Mapsize Components Clock Cycles MCPS
50 x 50 64 ~ 100 25600

Fig. 3: Performance during recall phase

During the recall phaseall units canwork in parallel. This is not possibleduring learning phase,when
only units with the samevalue of alphacan calculatethe new weight vectorsat the sametime. Figure 4
explains the process. First the minimum element adapts it's waigdhssvitchesinto inactivemode.The
element was addressed by the row and the column Tihes.a field of 3 by 3unitsis addressedvith 3
row and 3 columnlines. This field can now adaptin parallel while the centralunit (the minimum) is



niavuvcec aliu VVI.II 1HuL auapta SQCUUINIULIC. 111C VVUI AN IU. M .IbllJIC o l.JDCU. viall tdruicth riryo urid - u .IC
whole adaptatiorfunction hasbeenprocessedEachunit switchesto inactive mode after the adaptation
step.

3 3 3 3 3
3 2 2 2 3
3 2 1 2 3
3 2 2 2 3
3 3 3 3 3

Fig. 4: Addressing the units for adaptation

VHDL simulationsfor a mapworking at 16 MHz hasbeenusedto producethe performancenumbers
listed in Figure 5.

Adaptation Size Components Clock Cyles MCUPS
50 x 50 64 1716 1500

Fig. 5: Performance during learning phase

6. Layout of the unit

A 1.5 um CMOS technology has been used to design the different parts of the proposed unit in full ¢
layout. Thecalculationblock hasa size of about0.15 mm2. The weight registerwith a capacityof 256

bits (64x4) needs about 1.85 rArBoth are manufactured at the moment and will be tested sab®.bd
10 mm chip could contain about 25 units, whitieemajority of the areais used bythe on chip memory.
Further versions athe units will be designedn 0.8 um CMOS technology,so that the numberof units
per chip will increase.

On the other hand a standard cell layout containingr&6essingunits (eachwith 64 bits (8x4) memory)
has been developed and is shown in Figure 6. The cells are based on a 2 um CMOS prodgphdhe
a size of 10 by 10 mm and works with 16 MHz clock rate.

7. Discussion

A hardwaredesignfor self organizingfeaturemapsis presentedn this paper.Only a restrictedclass of
feature maps can be handle by the hardware, but with this restrici®ps#sibleto simplify the design
and decrease the necessary chip area. It seems, that there are a number of applications wiataibina
processedOn the otherhandit might be possibleto find an efficient coding for continousdata. This
would increase the number of applications.

The hardware is very simple to extend. A chip containing full custom designed units is expeciadin

a much higher numbeaf units thanthe standardcell layout. Thereforelarge map sizeswith all elements
working in parallel can be built.



Fig. 6: Standard cell layout of 16 units (10x10 mm, 2 um CMOS)

A software for simulatinghe restrictedclassof self organizingfeaturemapsis testedat the momentand
will be used to investigate the necessary weight precision and other specifications of the maps.
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