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Zusammenfassung

In den vergangenen Jahren ist in der Mensch-Maschine-Kommunikation die Notwendigkeit, auf
den emotionalen Zustand des Nutzers einzugehen, allgemein anerkannt worden. Um diesen au-
tomatisch zu erkennen, ist besonders Sprache in den Fokus gerückt. Bisher ging es dabei haupt-
sächlich um akademische und wenig anwendungsbezogene Untersuchungen, die auf im Voraus
aufgenommenen Datenbanken mit emotionaler Sprache beruhen. Die Anforderungen hierbei un-
terscheiden sich jedoch von denen der Online-Analyse, insbesondere sind im letzteren Fall die
Bedingungen schwieriger und weniger vorhersagbar.

Diese Dissertation beschäftigt sich mit der automatischen Erkennung von Emotionen aus Spra-
che in Echtzeit anhand akustischer Merkmale. Dazu wurden zunächst Experimente auf beste-
henden Datenbanken mit emotionaler Sprache durchgeführt, um geeignete Methoden zur Seg-
mentierung, Merkmalsextraktion und Klassifikation des Sprachsignals zu finden. Geeignet heißt
hierbei, dass die Methoden möglichst schnell und möglichst korrekt arbeiten. Um weitgehend
allgemeingültige Ergebnisse zu erhalten, wurden die Experimente auf drei Datenbanken mit sehr
unterschiedlichen Sprach- und Emotionstypen durchgeführt, nämlich der Berlin Datenbank mit
Emotionaler Sprache, dem FAU Aibo Emotionscorpus und dem SmartKom Mobile Corpus, die
sowohl gelesene als auch spontane Sprache sowie gespielte und natürliche Emotionen enthalten.
Die bei diesen Experimenten gewonnenen Erkenntnisse wurden dazu verwendet, eine umfassen-
de Sammlung von Werkzeugen und Programmen zur Online- und Offline-Emotionserkennung,
genannt EMOVOICE, zu implementieren.

Anhand von verschiedenen prototypischen Anwendungen und drei Benutzerstudien wurde die
praktische Nutzbarkeit von EMOVOICE, insbesondere auch durch externe Softwareentwickler,
bewiesen. Weiterhin wurden vier Offline-Studien zur multimodalen Emotionserkennung durch-
geführt, die akustische Merkmale mit Kontextinformation (Geschlecht), Biosignalen, Wortinfor-
mation und Mimik verbinden, da multimodale Erkennungsansätze eine höhere Erkennungsge-
nauigkeit versprechen.
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Abstract

Recently, the importance of reacting to the emotional state of a user has been generally accepted
in the field of human-computer interaction and especially speech has received increased focus as
a modality from which to automatically deduct information on emotion. So far, mainly academic
and not very application-oriented offline studies based on previously recorded and annotated
databases with emotional speech were conducted. However, demands of online analysis differ
from that of offline analysis, in particular, conditions are more challenging and less predictable.

Therefore, in this thesis, real-time automatic emotion recognition from acoustic features of
speech was investigated. First, offline experiments were conducted to find suitable audio segmen-
tation, feature extraction and classification algorithms. Suitable means in this context that they
should be fast and at the same time give as correct results as possible. To be more general, results
were obtained from three databases of different speech and emotion types, the Berlin Database
of Emotional Speech, the FAU Aibo Emotion Corpus and the SmartKom Mobile Corpus, which
include read and spontaneous speech as well as acted and spontaneous emotions. Results lead to
the implementation of a collection of offline as well as online emotion recognition tools called
EMOVOICE.

This thesis also demonstrates the applicability of the framework and its usability for external soft-
ware developers with the help of several applications and three user studies. Furthermore, four
offline studies of multimodal emotion recognition combining acoustic information with context
information (gender), bio signals, words and facial expressions are described, since an improved
accuracy can be expected from multimodal analysis.
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Chapter 1

Introduction

“Affect makes us smart; that’s the lesson of my current research into the role of
affect. This is because affect is always passing judgements, presenting us with im-
mediate information about the world: here is potential danger, there is potential
comfort. This is nice; that is bad.” Don Norman, 2002 [166]

Emotion is omnipresent in our lives, we evaluate the emotionality of everything we encounter.
Emotion also influences seemingly rational processes. The above statement was written by Don
Norman as motivation for the successor of his book “The Design of Everyday Things” [165]
which is about the usability and function of things or software. However, he had to acknowledge
that users rate nice things, with same functionality, as more usable. This applies in general, and
in particular to computers and software.

Up to the turn of the millennium, the predominant paradigm in human-computer interaction was
that of rational information processing. The goal was to input and output information in an
efficient way. Rational thinking was considered as the central human activity [100]. Since then,
a shift of paradigms can be observed, manifested for example by Rosalind Picard’s seminal work
“Affective Computing” [178] which lent its name to a new kind of computing that abandons the
image of a purely rational human user.

Considering affective processes in computing is necessary both for a better and more adequate
user experience as well as for problem solving in computer-internal processes. With respect
to the user experience this means interaction should rely less on the traditional input devices
keyboard and mouse in favour of more natural forms of interaction such as language or gestures,
compatible with a ubiquitous and unobtrusive computing environment. In order to make such
interfaces natural, it is necessary that they also respond to the expression of the emotional state
of the user. Users would perceive a mismatch if a system talks naturally with them, but would
not recognise when they, for example, are becoming impatient or speak angrily or happily. This
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concerns just as much the output side, where, for instance, the facial expressions of an embodied
character or the speech output of an application should match the emotionality of the message it
is trying to convey and should respond to the user’s state as well as the situation. As an example,
it is perceived as irritating by some users if the voice output of a navigation system in a car
repeats “please turn around” several times with a friendly, unchanged voice when instructions
have not been followed. Though, of course, the system is indifferent about that, to some extent
the user attributes human traits to the system because of its natural speech output.

Affective information even supports internal computer reasoning or problem solving processes.
“Affective reasoning is effective reasoning” as Elliott and Brzezinski [71] state. Affect helps
humans to make faster decisions, for example to detect dangers, which usually require fast reac-
tions. Likewise it is possible to base computer heuristics on it.

This thesis is concerned with the recognition of emotions by a computer, more precisely with
the recognition of emotions from the acoustic characteristics of speech which may be pitch,
loudness, but also the spectral distribution of frequencies, for instance. Examples for applications
where this is useful include call centres, or learning and game software. Knowledge about the
emotional state can help to connect angry callers of an automatic dialogue system to a human
operator, to motivate a student at the right time, or to develop a fun game that is influenced
by emotional expressions. However, emotion recognition from speech is a very challenging
tasks. First and foremost, this is due to the infinite variability of emotional expressions within
and among speakers, even for the same emotion. Other factors are the complexity of emotions
as they may occur blended, or social influences may cause persons to shade or suppress their
real emotional state. In order to recognise vocally expressed emotions automatically, affective
information has to be separated from other influences on the voice, such as anomalies of the voice
organs or physical effort which may be for instance a reason for breathlessness. Furthermore, in
real-life, it is not trivial to find an objective ground truth on what the current emotional state of
a particular person is though this is a prerequisite for automatic recognition. For these reasons,
recognition accuracies of current systems are still relatively low, so that affect recognition is
hardly used in commercial products. Furthermore, it has not been possible to recognise arbitrary
affect categories in real-time, which is necessary for most applications.

What has been achieved so far is the recognition of clearly pronounced acted emotions where
very high accuracies can be obtained. More realistic emotions, usually induced within a user
study, have also been examined, though with lesser accuracies, and research has often concen-
trated on the prototypical cases within the data. Accuracies depend not only on the emotion types
but also on the number of emotion classes: up to eight emotion classes have been successfully
recognised from acted emotion, while with natural emotions, no more than five classes can seri-
ously be classified and even these with accuracies below 50 %. Developed methodology has been
tested to work equally well on men, women and children. However, so far usage of technology
is largely limited to laboratory settings with quiet background conditions and a clearly audible
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single speaker.

As a result of these considerations, the emotion recognition framework EMOVOICE was devel-
oped within this thesis, which provides an acoustic feature extraction that can be used to calculate
many features in real-time. This feature set can then be restricted to the most relevant ones for
any particular application or scenario. Furthermore, the recogniser is able to find meaningful
classification units from speech without prior word recognition. The units are segmented incre-
mentally in real-time from the digitised speech signal.

Of course there are many more possibilities to detect emotions than just from acoustic features,
including word information, facial gestures, etc. As humans use available information in its en-
tirety, a holistic approach is also promising for automatic emotion recognition. For this reason,
a few research studies on multimodal approaches as combinations of EMOVOICE with other
modalities will be discussed here as well. In order to develop the framework and conduct sub-
sequent evaluations and multimodal studies, a number of research questions had to be answered
first, that will be detailed in the next section. Finally, this introductory chapter is ended by an
outline of the rest of the thesis.

1.1 Research questions

The goal of this thesis is to develop a framework for real-time emotion recognition from speech,
that allows for easy integration into applications and thus boosts the design of affective applica-
tions. Therefore the following questions are researched:

1. What is suitable methodology for emotion recognition when considering real-time
constraints?

Methodology for speech emotion recognition includes audio segmentation to find units
for analysis, extraction of emotion-relevant features, and classification. Several units for
speech emotion classification have been proposed, among them linguistically motivated
units such as utterances or words, and acoustically motivated segments such as fixed length
segments or segments based on pause detection. While linguistically motivated units re-
quire preprocessing by an automatic speech recognition system to obtain unit boundaries,
acoustically motivated units can be obtained from the speech signal alone. However, in the
case of acoustic units it may be necessary to abandon psychological validity.

In the main work of this thesis, only acoustic features for emotion recognition will be
exploited. While psychology has studied the acoustic correlates that humans employ when
perceiving emotions, it is not clear whether the same variables are relevant for recognition
by machines. Therefore, a multitude of possible feature types is explored here and whether
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these contribute complementary information to the task. Since in the past, many studies
have been conducted with acted emotions, it should be investigated if acted emotions are
good substitutes for real emotions and if the same features are relevant for both.

With regard to the classifier, speech emotion recognition does not pose any particular re-
quirements. Still, some algorithms have proved to be more successful than others. The
consideration of real-time constraints as well as uncontrolled input data that occurs during
run-time in applications could, however, give preference to other algorithms.

Findings on good methodology will be used to construct a framework for real-time speech
emotion recognition which raises further questions.

2. To what extent is it possible to build application dependent recognisers? How can
these recognisers be trained?

While it is technically possible to build an online speech emotion recognition system, it is
not clear to what extent useful results can be expected from such a system. It cannot yet
be the aim here to build a general Swiss-knife emotion recognition system, but rather to
be able to easily build task and application dependent recognisers. However, there will not
be training databases with emotional speech available for arbitrary tasks, applications and
conditions (e. g. microphones). Therefore, a procedure to quickly record a database with
not overly acted emotional speech is developed.

3. How much can further information such as words, gender, bio sensor data and facial
gestures contribute to improve speech emotion recognition?

Obviously, unimodal emotion recognition from acoustic information alone cannot yield
results that are comparable to humans if these in turn use much more information. There-
fore, several bimodal recognition experiments are conducted and it is investigated if and
how much each modality adds new information to the acoustic channel.

The first question is covered in Chapter 5, while Chapter 6 presents a solution to question 2.
Finally, question 3 will be discussed in Chapter 7.

1.2 Outline of the thesis

This thesis is organised as follows:

• Chapter 2 introduces to theoretical and practical considerations necessary for the auto-
matic recognition of emotions in speech. Thus, first psychological models of emotions are
presented to define the concept of “emotion” and evaluated with respect to their usefulness
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for automatic recognition. Then, modalities where human emotions can be observed are
summarised, among them for example language or facial expressions. Based on these no-
tions, a general speech emotion recognition system and relevant acoustic features for emo-
tions are described. Further emphasis is given to the topic of database types and labelling,
as good databases with emotional speech are crucial to the task of emotion recognition
from speech.

• Chapter 3 gives an overview of the literature related to speech emotion recognition. The
literature will be reviewed under different aspects, among them emotion units, features,
classifiers, speaker types, languages and target classes. Furthermore, challenges in real-
time processing and affective applications making use of speech emotion recognition are
addressed. Finally, a few approaches to multimodal emotion recognition including speech
will be presented. Starting from this discussion, it is motivated why and how the work in
this thesis goes beyond the existing literature.

• Chapter 4 presents the databases and the methodology for speech emotion recognition that
are evaluated in this thesis. In order to be able to make as general assertions as possible,
evaluation experiments are conducted on three databases of different types with acted and
spontaneous emotions. Methodology includes several strategies for emotion units that are
suitable for real-time applications. Furthermore, possible acoustic correlates of emotions
in speech that can be extraced fast and automatically such as pitch or energy are identified
and the exact features that are derived from these correlates and form the feature vector are
described in detail. As this leads to a very high-dimensional vector, procedures to select
the most relevant features for a given purpose are motivated. Lastly, the algorithms of
some real-time classifiers are explained.

• In Chapter 5, experimental results are described and discussed to find the best settings for
the methodology introduced in the previous chapter. Thus, first emotion units are compared
with special respect to their fast and robust segmentation. Then, several feature evaluation
experiments are conducted, that aim at finding feature types that are relevant for particular
database types or in general. A comparison of classifiers ends the chapter.

• Chapter 6 shows how methodology and experimental results were used to construct a
framework for online speech emotion recognition. The chapter further addresses the issue
of building small emotional speech databases for training speaker or application dependent
recognisers. It is also demonstrated by means of examples how the framework can be used
to build affective applications and first insights are given on how users interact with and
accept such applications.

• Chapter 7 presents four studies that combine acoustic information with other informa-
tion relevant for holistic emotion recognition as multimodal emotion recognition promises
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higher accuracy. The examined modalities are context (gender information), word, facial
and biosignal information.

• Chapter 8 finally concludes this thesis with respect to the research questions of the previ-
ous section and gives an outlook on future work.



Chapter 2

Basics of emotions in speech

This chapter introduces to theoretical and practical considerations necessary for the automatic
recognition of emotions in speech. In order to recognise emotions, one first needs a precise
idea of what they are, that is a theory of emotions. Emotion theories have a long tradition in
psychology, having produced elaborate models that can be used as basis for automatic emotion
recognition. The most relevant ones in view of speech are presented in the first section of this
chapter. They are also discussed regarding to what extent they are feasible to realise in practical
applications, which is not fully the case for the more recent and complex theories.

The next question to deal with is where emotions can be observed. They are expressed in lan-
guage, through acoustic, syntactic or semantic information, but also on other levels of human
behaviour as facial or body gestures. These are the channels which are at the disposal of a
human communication partners. Machines, however, can also exploit information obtained by
measuring body signals like heart rate or perspiration to deduce the emotional state of a person.

Having introduced these notions, a closer look on automatic emotion recognition from speech
is appropriate. After presenting a general system design, ranging from audio segmentation over
feature extraction to the actual classification, possible features as acoustic correlates of emotions
in speech are described in detail, since the extraction of relevant features is a major part of this
thesis.

A related topic is the design of databases with examples of emotional vocal expression as they are
an important input to automatic classifiers. Therefore it is important to discuss the major design
questions, which are 1) the type of the included emotions, that is whether they are acted or
natural, induced or spontaneous, and 2) the labelling of the emotions found within the database.
The latter is dependent on the underlying emotion model and on the scenario of the corpus. Of
course, it is harder to find adequate descriptions for natural emotions.

7
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2.1 A psychological view on emotions: Models of emotions

Humans are experts in emotions, as we experience them every moment of a day. We can also
most of the time name the emotional state that we or the people we interact with are in. It is,
however, not easy to describe this in a systematic way. Still, in order to classify emotions auto-
matically a precise idea of what emotions are is needed. So what is an emotion? A psychologist
would definitely give a different answer than a linguist, a computer scientist or the average man
on the street. Let’s start with a general definition. Merriam-Webster’s Online Dictionary [155]
states, among others: “a conscious mental reaction (as anger or fear) subjectively experienced
as strong feeling usually directed toward a specific object and typically accompanied by phys-
iological and behavioural changes in the body”. A more elaborate, psychological definition is
for example to define emotions as “episodes of massive, synchronised recruitment of mental and
somatic resources allowing to adapt to or cope with a stimulus event subjectively appraised as
being highly pertinent to the needs, goals, and values of the individuals” from Roesch et al. [189].

From both definitions it is certainly agreed that the word emotion describes a short-term, con-
sciously perceived, valenced state, either positive or negative, like for example joy or anger, in
contrast to moods which can last one or several days (cheerfulness/depression), preferences that
describe our attitudes in relation to objects (liking/hating) over a longer period or dispositions
like nervousness or anxiousness which describe personality traits [189]. The fact that emotions
lead to changes in the body, and that these changes can actually be observed, is indeed what
makes the work described here possible.

Note that the notions emotion, affect and feeling are often used interchangeably. However, slight
distinctions can still be made. Affect is usually used as a general term. Damasio [57] defines
emotion as a bodily affective reaction in contrast to feeling as a mental affective reaction. There-
fore, emotion refers rather to what can be observed from outside — and thus is more applicable
in the context here —, while feeling refers to an internal state.

Psychologists have a long tradition in research on emotions and they have proposed various
models or theories for the description of emotions. Until the last few decades the concept of basic
emotions was the most accepted of these. It is inspired by evolution theory, and already Darwin
[58] supposed that there exist basic innate emotions which have a specific physiological response
pattern, like for example contractions of the arm muscles while experiencing anger as preparation
for fighting. Ekman, the most prominent representative of the basic emotion theory, classified
emotions as having a distinct facial expression associated that can be recognised uniformly across
cultures [70], as illustrated by Figure 2.1. Besides physiological and facial evidence, a third
source of information for psychologists to identify basic emotions is to find emotion terms that
are most widely agreed among subjects [54]. Other emotions would then be either mixtures of
these basic emotions or cultural dependent emotions.
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Figure 2.1: Facial expressions of emotions that are universal according to Ekman et al. [70]. Upper row: anger,
fear, surprise; lower row: disgust, joy, sadness, boredom.

Authors Basic emotions

Plutchik [181] acceptance, anger, anticipation, disgust, joy, fear, sadness,
surprise

Ekman et al. [70] anger, disgust, fear, joy, sadness, surprise

Oatley and Johnson-Laird [168] anger, disgust, anxiety, happiness, sadness

Weiner and Graham [253] happiness, sadness

Table 2.1: Some definitions of basic emotions (from Ortony and Turner [169]).

Table 2.1 shows an overview of Ortony and Turner [169]’s synopsis of which basic emotions
were identified in different studies. Obviously, anger, disgust, fear/anxiety, joy/happiness and
sadness are most often included into a basic set of emotions.

An example system for describing emotions through basic emotion terms is Plutchik’s wheel
of emotions (see Figure 2.2) with 8 emotions in opposite pairs (acceptance vs. disgust, anger
vs. fear, anticipation vs. surprise, joy vs. sadness) arranged in a wheel with the strength of the
emotions modeled by the distance from the centre of the wheel [181].

The concept of basic emotions is easy to conceive, however, from the multitude of terms in Table
2.1 one can already suspect that the so-called basic emotions are not that basic at all. Indeed, the
concept’s validity is questioned. Ortony and Turner [169] argue that basic emotion terms (which
are anger, fear, joy and so on) are not to be confused with basic emotions, and that the expression
of emotions (for example the facial expression) is not the same as the emotions themselves. They
claim that for example occurrences of specific facial expressions that are recognised around the
world and seem universal are not linked to emotions but rather to certain conditions that also
elicit emotions. A further argument against basic emotion theories is that most of the so-called
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Figure 2.2: Plutchik’s wheel of emotions [181].

basic emotions as found in Table 2.1 are contained in some other emotional state. As an example,
distress would be a more basic concept of anger and fear.

Furthermore, it is often inadequate to describe emotions of every-day life by mixtures of basic
emotions as these are assumed to be full-blown, and in everyday life, full-blown emotions occur
very rarely. A real emotion might be between anger and fear, shadowed by disgust, and the
intensity of all the components is important as well.

An approach that can remedy some of these short-comings are dimensional models where an
emotion is a point in an emotion space described by two or three variables. Variables in a two-
dimensional space are usually valence/evaluation/pleasure and arousal/activation; for a third di-
mension, dominance, stance, power or control are usually added. On the one hand, these enable
a more fine-grained description, because they allow for the simultaneous modelling of more than
one aspect of emotions in a continuous range of values. On the other hand, however, they are
simplifying as they capture only those aspects encoded in the dimensions. For instance, in a
two-dimensional model, differences between anger and fear can hardly be modelled: both are
highly negative and come with high arousal. A three-dimensional model can cope better with
this discrimination, as can be seen in Figure 2.3 which shows a two- and a three-dimensional
emotion space. Basic emotions can still be represented in a dimensional model, as a point or
rather area in the emotion space. An example for a dimensional model is Mehrabian’s widely
used PAD (Pleasure-Arousal-Dominance) model [153].

Both basic emotions as well as dimensional models are simplified representations of emotions
that of course do not cover all their aspects. In particular, both do not consider the goals and
effects of emotions. Hence, appraisal theory describes emotions basically to be “elicited by
evaluations (appraisals) of events and situations” [190]. It tries to overcome simplifications made
by alternative models by providing a very differentiated elaboration – not directly of emotions
but of the causes of emotions through a set of variables that consider the cognitive evaluation of
events by dimensions, criteria, or checks. Each emotion is thus associated with a distinct pattern
of appraisals.
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(a) (b)

Figure 2.3: Dimensional model of emotions; (a) 2 dimensions, (b) 3 dimensions.

Several varieties of appraisal theory exist, e. g. from Frijda [81], Scherer [196], Roseman et al.
[191], and Smith and Ellsworth [223] that differ mainly in the set of appraisal variables they
define. As an example, Scherer’s set is reproduced in Table 2.2 which allows a very fine-grained
“18-dimensional” description of emotions. A further important appraisal model is the so-called
OCC model [170] that defines emotions as “valenced reactions to consequences of events, ac-
tions of agents, and aspects of objects” and looks at the cognitive structure and implications of
emotions. Through the multitude of criteria, appraisal theory can obviously easily model blended
emotions and also many other aspects of emotions.

The above mentioned models all describe emotions more or less adequately for psychological
purposes. However, they are not to the same extent suitable for automatic emotion processing.
Thus, though the idea of basic emotions or discrete emotional classes is simplifying, it is the one
that yields, at the current state of the art, most satisfactory results for automatic emotion recog-
nition because the higher number of variables or dimensions provided by other models cannot
reliably be estimated. Furthermore, if humans are supposed to use the results or to annotate the
training data of a statistical classifier, it is also much more intuitive and faster for naïve persons to
interpret terms of basic, or common, emotions than to look at points in an emotion space or a set
of appraisal variables. For these reasons, discrete emotional classes are the most widely spread
model, and commonly used categories in recognition tasks are for example anger, joy, sadness
[173, 215].

Still, an approximation of the dimensional model is very useful in practice by defining areas in
the emotion space as classes, for example the four quadrants in Figure 2.3 (a) (positive plea-
sure/high arousal, negative pleasure/high arousal, positive pleasure/low arousal, negative plea-
sure/low arousal). Of course, there are also some studies on using dimensional models for auto-
matic recognition [91, 256]. Usually only the two dimensions valence and arousal are included.
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Criteria Variables Values

suddenness high, medium, low

novelty familiarity high, medium, low

predictability high, medium, low

intrinsic pleas-
antness

global high, medium, low

concern relevance person concerns, relationship concerns,
social order concerns

outcome probability high, medium, low

goal significance relation to expectation consonant, dissonant

conduciveness to goals conducive, obstructive

urgency high, medium, low

cause: agent self, other, nature

cause: motive intent, negligence

coping potential controllability of event high, medium, low

power of agent high, medium, low

adjustment possible to agent’s own
goals?

high, medium, low

compatibility
external (norms or demands of a refer-
ence group)

high, medium, low

with standards internal (self ideal or internalised moral
code)

high, medium, low

Table 2.2: Variables of appraisal theory (from Scherer [196]).

However, with continuous values as input, no discrete output can be produced so that a regres-
sion over the continuous range of values has to be performed. This is more difficult to interpret
for humans and thus better suited for direct exploitation by computers.

The OCC model is mainly applied to emotion synthesis, for instance for embodied conversational
agents, as it specifies valenced reactions to the situations in which an agent can be [13], but has
also been applied to affective user modeling by Conati and Zhou [52]. The possibilities of full
appraisal theory exceed those of current automatic emotion recognition, however, estimation
of only few variables would be feasible. Besides, effects of appraisal on the voice are still
largely unexplored, even from a psycholinguistically point of view, though it might be the theory
for future emotion recognisers. Scherer [195] already examined some predictions for appraisal
effects on acoustic parameters. Again, however, appraisal theory is already used for modeling
embodied agent behaviour [90]. In the end, the choice of the most appropriate model or subset
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of occurring emotion classes should be application-driven.

2.2 The expression of emotion

After having reviewed how emotions can be described, the next question is where emotions can
be observed. As “bodily reactions” they manifest themselves in all physiological modalities,
including language and speech, which is the main emphasis here and will be discussed first, but
also extra-linguistic modalities such as facial and body gestures, or biosignals.

2.2.1 Language and speech

Information on emotion is encoded in all aspects of language, in what we say and in how we
say or pronounce it, and the “how” is even more important than the “what”. Looking at all
levels of language, from pragmatics down to the phonetic/acoustic level, the following things
can be considered: Starting with pragmatics, a speakers’ intention is highly correlated with his
emotional state [199]. In this context, Gibbs et al. [85] found that figurative language such as
metaphors or irony conveys emotions much more subtle than literal expressions; for example the
metaphoric expression “I had reached the boiling point” is more tailored at the specific situation
than the literal expression “I was really angry”. Semantics, or the literal meaning of an utterance
or of words, feature the most obvious display of emotions, so statements or keywords such as “I
am happy” can be analysed as emotion indicators [171]. However, literal emotion expression can
also be meant ironically or express not the real emotions a speaker feels but rather those he wants
others to believe he feels, as this level of language is the one which is most easily manipulated
deliberately. Fries [80] lists exclamatory and optative phrases as special syntactic constructs that
most often have an emotional meaning associated. For example, “That fits so well!” tells of much
higher arousal of its speaker than the utterance “That fits well.”. Furthermore, certain part-of-
speech categories such as interjections are very likely to imply emotions, and morphologically,
prefixes like “super-” (e. g. in “superman”) have an intensifying positive meaning (which of
course can also be employed ironically).

The tone of a voice, that is the phonetic and acoustic properties of spoken language, is another
indicator of emotions beyond the literal meaning. Thus, for instance a cracking voice is evi-
dence of high arousal. Acoustic emotion recognition is the main focus of this thesis and the
relevant features will now be discussed in greater detail. The vocal parameters that have been
best researched in psychological studies and which are also intuitively the most important ones
are prosody (pitch, intensity, speaking rate) and voice quality. Murray and Arnott [159] wrote
an often cited review of literature on emotions in speech and refer to a number of studies which
seemingly have identified almost unambiguous acoustic correlates of emotions. They summarise
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Emotion Pitch Intensity Speaking rate Voice quality

Anger higher mean
wider range
abrupt changes

higher slightly faster breathy
chest tone

Joy higher mean
wider range

higher faster or slower breathy
blaring

Sadness lower mean
narrower range

lower slower resonant

Fear higher mean
wider range

normal faster irregular voicing

Disgust lower mean
wider range

lower slower grumbled
chest tone

Table 2.3: Variations of acoustic variables observed in emotional expressions compared to neutral speech. Synopsis
of Murray and Arnott [159]’s summary table.

their review as displayed in Table 2.3 which shows prosody and voice quality to be most im-
portant to distinguish between emotions according to human perception. In particular, pitch and
intensity seem to be correlated to activation, so that high pitch and intensity values imply high,
low pitch and intensity values low activation.

The automatic recognition of emotion seems straight-forward when looking at Table 2.3. How-
ever, when examining closer different studies on acoustic correlates of emotions of multiple
authors, also those described by Murray and Arnott [159], often contradicting results can be
found, as for example Cowie et al. [56] noticed. This is partly due to different variants of certain
emotions such as hot and cold anger, but as well to the intrinsically great variability of emotional
expressions. Thus, as will also be shown later in this thesis, there is just no direct mapping
between acoustics and emotions.

2.2.2 Extra-linguistic modalities

Of course, the expression of emotions is not restricted to language. Facial and body gestures
may at first seem to be not as important as speech, but psychological experiments showed that
they reveal the real emotional state even more reliably, because the physiological processes that
take place for speech production can better be controlled consciously than for example facial
expressions. Words are hence often employed to distract from the real emotion. Among visual
approaches, emotion recognition from faces is most frequently found [117, 214, 265] but also
from body gestures [94].

The physiological state of a person also reflects strongly his/her emotional state. It is measurable
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through signals like pulse, electro-myogram (EMG; for muscle activity), skin conductance (to
measure perspiration) or respiratory frequency as described by Wagner et al. [249] and Hönig
et al. [104]. Though, these are channels that humans cannot exploit to get hints on the affective
state of another person. Event-related brain potentials from the electro-encephalogram (EEG)
also encode affect [4]. At first, these sensors may seem to be very invasive, but as computers be-
come more and more ubiquitous, it is imaginable that in the future, they might even be integrated
in clothes, so that this information could easily be exploited in many situations for automatic
emotion recognition, and serve of course also other purposes.

Emotional behaviour can also be observed in human-computer interaction with traditional de-
vices, for instance from patterns of mouse-clickings which Schuller [203] relates the user state
to. Furthermore, the user’s expression of emotion can be enabled or supported by gestures made
with novel interaction devices. Examples are Nintendo’s Wiimote which Rehm et al. [188] have
used to measure the user’s expressivity and Sentoy, a tangible doll equipped with sensors that
allow users to express themselves emotionally introduced by Paiva et al. [174]. Lv et al. [150]
use novel pressure sensor keyboards and relate the emotional state of the user to the pressure and
timing sequence of key strokes.

Information on emotions can be deduced from all available modalities alone. But, as Hudlicka
[107] states, reliable emotion detection requires the concurrent use of multiple modalities. Which
modalities should be used in a specific scenario depends on the types of emotions that should be
recognised as some are easier recognised by a certain modality, on the feasibility of application of
the technical instruments necessary to track the modalities, possibly on real-time requirements
and on the availability of the multimodal data, as for example on the telephone, of course no
facial data is available. Furthermore, machines cannot be expected to yield human-comparable
results, when humans employ all information they have at hand, but machines are limited to only
one modality. Nevertheless, one needs knowledge and expertise about every single channel and
the goal of this dissertation is to contribute to the speech channel.

2.3 Automatic emotion recognition from speech

As already mentioned in the previous sections the study of emotions has a long tradition in psy-
chology. However, in information technology, emotions have rather been regarded as useless or
even contradicting to “serious” technical applications. Picard introduced the notion of Affective
Computing in her ground-breaking book [178] of the same title in the nineties. Since then, it
is accepted for an intelligent user interface to consider emotions, which means recognising and
reacting to the emotional state of the user and exhibiting itself emotional behaviour. This is nec-
essary both for efficiency and for convenience reasons. In the last decade a number of approaches
to affective computing have emerged, identifying physiological and cognitive human variables to
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exploit, applications in existing technology, possible usage scenarios and investigating resources
for research and applications such as databases with emotional speech. In this section, first a
general overview of a system for emotion recognition from speech is given. Subsequently, an
overview of feature extraction, selection and reduction methods is given in more detail, to lay
foundations for later discussions of this topic. An extensive overview of existing literature will
be given in the next chapter.

2.3.1 Overview of a statistical speech emotion recognition system

One of the first practical works on automatic emotion recognition was conducted by Dellaert et al.
[62] in 1996. Their data collection comprised 1250 sentences of five speakers in five different
acted emotions, namely happiness, sadness, anger, fear, and neutral. They computed features
related to the smoothed pitch contour and to timing (or rhythm) aspects such as speaking rate for
every sentence. With this feature set they came close to 80 % recognition accuracy. Note that
all features, also the rhythm related features, were based exclusively on pitch. Of course, the
underlying data was very idealistic, however, the features and the methodology including feature
selection is similar to many current approaches.

Thus, a speech emotion recognition system in the tradition of pattern recognition systems con-
sists of three principal parts, as shown in Figure 2.4: signal processing, feature calculation and
classification.

Signal processing involves digitisation of the recorded signal, potentially acoustic preprocessing
such as filtering, and the segmentation of the input signal into meaningful units. While the
first three steps are standard procedures, the last step is the most crucial with respect to speech
emotion recognition.

The aim of the feature calculation is to find those properties of the digitised and preprocessed
acoustic signal that are characteristic of emotions and to represent them in an n-dimensional fea-
ture vector. So far, there is not yet a general agreement on which features are the most important
ones and good features seem to be highly data dependent, for which the current thesis provides
evidence and which is also a topic of Devillers et al. [63]. As a consequence, most approaches
compute a high number of features and apply then a feature selection algorithm, in order to
reduce the dimensionality of the input data. The feature selection algorithm chooses the most
significant features with respect to the data for the given task. Alternatively, a feature reduction
algorithm like principal components analysis (PCA) can be used to encode the main information
of the feature space more compactly.

After the feature calculation, each emotion unit is represented by one or more feature vectors,
and the problem of emotion recognition can now be considered a general pattern classification
problem. Static as well as dynamic classification approaches are considered. In static modeling,
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Figure 2.4: Overview of a speech emotion recognition system.

one feature vector represents one emotion unit, while in dynamic modeling, one emotion unit
is represented by a sequence of feature vectors. The latter therefore consider also the temporal
behaviour of the features. As timing is very important for emotions, temporal information has
to be encoded in the feature vector for static modeling, which usually leads to high-dimensional
vectors, while the feature vectors used in dynamic modeling are generally smaller. So, in princi-
ple, any classifier can be used, though Support Vector Machines, Neural Networks and Bayesian
classifiers for static modeling and HMMs for dynamic modeling are most commonly found in
the literature on emotional speech recognition. Currently, static modeling approaches prevail.
The parameters of the classifier are learnt from training data which is the topic of Section 2.4 in
this chapter.

For real-time emotion recognition, online capabilities of used algorithms have to be considered
in all steps. Additionally, methods need to be more robust against changing noise and other
interferences because in applications, influences on the situation cannot be controlled afterwards.

Before going into the details of feature calculation for acoustic emotion recognition, a final note
should be given to offline validation methods of classifiers for pattern recognition and, in partic-
ular, emotion recognition. In order to get a prediction on how a trained classifier will perform



18 Chapter 2. Basics of emotions in speech

on new unseen data, it has to be tested with data that was not used during training. As data
recording usually involves a huge effort and it is consequently not possible to acquire unlimited
new test data, normally an existing database is partitioned into disjunct training and test sets. On
the other hand, the quality of the classifier usually increases with the size of the training data
and with such a percentage split a considerable amount of the data is not available for training.
Furthermore, the evaluation results depends strongly on the chosen split. Another possibility is
the so-called cross-validation where the database is split into n parts and by iterating over all
parts, always n − 1 parts are used for training and the remaining part is used for testing. The
overall recognition accuracy then results from the combination of the accuracies on all test splits.
A most frequently found value for n is 10; in this thesis mostly n = 3 or n = 5 is assumed. Usu-
ally, all splits are made of equal size and it is also considered that the class distribution remains
equal. This proceeding is called stratified cross-validation. However, in particular in emotion
recognition it is often important for the quality of the predictions to consider other criteria as
well, for instance to observer speaker independence, or age and gender distribution. In this case,
it can occur that the splits are only approximately of equal size and also the class distribution is
not maintained completely.

2.3.2 Feature calculation

Features for emotion recognition are calculated from speech signals as produced by a speaker.
The speech signal can be assumed to be a waveform that is momentarily periodic. As every
waveform it has certain properties such as amplitude, time, and (usually superposed) frequencies
that serve to characterise it and also help to distinguish between different emotions. The graphical
representation of a waveform in Figure 2.5, upper part, shows time on the x-axis and amplitude
on the y-axis. Frequency is implicitly given by the oscillation of the signal.

For computational purposes, the waveform is digitised. Consequently, the rate at which samples
are taken is an important characteristic of the signal. According to the Nyquist theorem, a con-
tinuous singal can be sampled without loss of information only if it does not contain frequency
components above one half of the sampling rate. Although the human ear perceives frequencies
up to about 20 kHz (though this ability degrades with age), only frequencies below 8 kHz are
used for the perception of speech. Thus, a sampling rate of 16 kHz is sufficient for most speech
processing purposes. Telephone lines usually transmit only 8 kHz sampled sound signals, which
makes some phonemes sound equal (e. g. /s/ and /f/), though humans are able to differentiate
them by means of the context.

Another form of representation of a signal that is especially suitable for speech analysis is the
spectrogram which is shown in the central part of Figure 2.5. It shows the energy of small
frequency bands of for example 20 Hz over short time intervals (e. g. 5 msec), so it is a repre-
sentation of frequency over time. Amplitude is encoded by the colouring: the darker a frequency
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das will sie am mittwoch abgeben

Time (s)
0 1.79062

Figure 2.5: Representation of a signal as a waveform and as a spectrogram.

is coloured in the spectrogram, the higher the energy of the frequency is. Different phonemes or
speaking styles have very distinct frequency patterns that are visible in the spectrogram.

Various other acoustic measures can be derived from amplitude, time and frequencies.1 Among
them are pitch, energy, voice quality, duration and other spectral properties. According to Table
2.3, the recognition of emotions from acoustic measures seems to be straight-forward, as one
needs only search for certain prosodic patterns. But, unfortunately, the problem is much more
complex. As with many tasks, what is relatively easy for humans is really hard for computers,
since either the variables humans employ to recognise emotions have not yet been identified
correctly or they are inadequate for machine processing. Looking closer at the studies examined
by Murray and Arnott [159], one can notice that they are to some extent contradicting. This is
most obvious for anger where it is in part due to the different appearances of anger (e. g. cold/hot
anger), but can also be found for the speech rate in a joyous or fearful state. In addition to this,

1The most commonly used features for speech emotion recognition are derived from prosody, that is energy,
pitch and rhythm, so features in general are often denoted as prosodic features, in contrast to linguistic features
derived from word information. However, as also many non-prosodic acoustic features are relevant, this thesis will
always refer to acoustic features.
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the acoustic effects of anger, joy and fear are very similar, though these emotions are usually not
hard to distinguish for humans. Furthermore, it is not mentioned whether the studies looked at
data from actors or on naturalistic data. While even professional actors cannot put themselves in
an emotional state that is completely natural, the competence of lay actors to produce realistic
emotions is highly argued. They rather produce prototypical, full-blown emotions and not those
mixed or shadowed, just noticeable emotions that occur in real life.

Therefore, there is no easy mapping from acoustics to emotions. In the following those acoustic
measures that are the basis of most features used for automatic emotion recognition will be
described. For human perception their importance is quite well explored, the extent of their
respective significance for automatic emotion recognition however is not yet ultimately resolved.
Regarding their temporal structure the measures belong to two broad groups: pitch, formants,
loudness, Mel-frequency cepstral coefficients, wavelets and other spectral features are measured
for short fixed-length time intervals, while duration, speaking rate and voice quality are usually
supra-segmental measures.

Pitch

The term pitch refers to the ear’s perception of tone height [49]. For most purposes, this is just
the fundamental frequency f0, though the two terms are not identical since f0 can be measured
as a property of an acoustic wave, while pitch is grounded by human perception. Pitch is a very
obvious property of speech, also for non-experts, and it is often erroneously considered to be
most important for emotion perception. Examples of pitch contours are given in Figure 2.6 (a).
The contours of acted neutral, happy and bored speech are quite distinctive, with higher pitch
and greater variance for happiness, but little variance and a falling-off curve for boredom, both
compared to neutral. Pitch does definitely have some importance for emotions, but it is probably
not as huge as typically assumed. Generally, a rise in pitch is an indicator for higher arousal, but
also the course of the pitch contour reveals information on affect.

Pitch can be calculated from the time or the frequency domain. In the time domain pitch can
for example be calculated from the zero-crossings rate. This method is however more suited for
musical pitch detection. For speech, pitch is usually determined by looking at the maxima of the
auto-correlated frequency spectrum. Either the global maximum is taken, or, for better results, a
path through the strongest local maxima is searched which considers that big pitch changes such
as octave jumps or voiced-unvoiced transitions and pitch during silence occur seldom. Obviously
pitch does not exist for the unvoiced parts of the speech signal.



2.3. Automatic emotion recognition from speech 21
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Figure 2.6: Emotion relevant acoustic properties shown for a neutral, a happy and a bored utterance of an actress
taken from the Berlin Database of Emotional Speech [31]. The text spoken in each of the utterances was “Das will
sie am Mittwoch abgeben.” (“She will hand it in on Wednesday.”).

Formants

Formants are local maxima in the frequency spectrum caused by resonance during speech pro-
duction [49]. The fundamental frequency f0 (related to pitch) is usually the global maximum,
and the further formants f1, f2, f3, . . . are the following local maxima, sorted by frequency. Fig-
ure 2.6 (b) gives examples for the first three formants. Especially for vowels the distribution of
the formants is very characteristic. For instance, the first formant of /i/ is low, while it is high
in /o/ and f2 and f3 are close. The degree of significance of formants for emotions is often
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estimated low although for example Biersack and Kempe [25] associate higher first formants,
and Waaramaa et al. [248] higher third formants with positive emotions. Goudbeek et al. [89]
find a direct relationship between high arousal and a high first formant in vowels, as well as pos-
itive valence and a high second formant. Articulatory reduction, which is also related to formant
positions, has been observed in sadness and fear in the Berlin Database of Emotional Speech
by Kienast et al. [125]. However, all this studies have been conducted on acted speech, so it is
questionable if this finding can be transferred to spontaneous emotions. However, articulation,
and thus formant position, is influenced by the physiological state of a speaker, which in turn is
influenced by emotions [88]. Consequently, there does exist a connection between formants and
emotions, though it may not be obvious or unambiguous.

Loudness

Loudness is the strength of a sound as perceived by the human ear. It is hard to measure directly,
therefore the signal energy is often used as a related feature. Energy can be calculated from the
spectrum after a Fourier transformation of the original signal. However, it differs from loudness
in that all existing noises add to the signal energy, while the ear perceives the loudness of speech
as just that.

The energy curve depends on many factors, such as phonemes, speaking style, utterance type
(e. g. declarative, interrogative, exclamatory), but also on the affective state of the speaker.
Again, like pitch, high energy roughly correlates with high arousal, but also variations of the
energy curve give hints on the speaker’s emotion. For example, as can be seen in Figure 2.6 (c),
variations of energy may be lower for bored speech.

Mel-frequency cepstral coefficients

Mel-frequency cepstral coefficients (MFCCs, [154]) are a parametric representation of the speech
signal, that is commonly used in automatic speech recognition, but they have proved to be suc-
cessful for other purposes as well, among them speaker identification and emotion recognition.

MFCCs are calculated by applying a Mel-scale filter bank to the Fourier transform of a windowed
signal. Subsequently, a DCT (discrete cosine transform) transforms the logarithmised spectrum
into a cepstrum. The MFCCs are then the amplitudes of the cepstrum. Usually, only the first
12 coefficients are used. Through the mapping onto the Mel-scale, which is an adaptation of the
Hertz-scale for frequency to the human sense of hearing, MFCCs enable a signal representation
that is closer to human perception.

MFCCs filter out pitch and other influences in speech that are not linguistically relevant, hence
they are very suitable for speech recognition. Though this should make them useless for emotion
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Figure 2.7: An example for a decomposition into frequency scales by wavelet transformation.

recognition, they turned out to yield also very good results in several approaches [138, 162, 203].
This can be seen as further evidence that the relationship between speech and emotions is not as
clear as could be expected from human evaluation of acted emotional speech and that traditional
features are not sufficient for automatic recognition.

Differences of MFCCs depending on the speaker’s affect are visualised in Figure 2.6 (d).

Wavelets

Wavelet transformation [60], like Fourier transformation, yields representation of a signal in
terms of other functions, which are sine and cosine functions for Fourier transformation, and
a set of orthonormal square-integrable basis functions for wavelet transformation. Common
so-called “mother-wavelets” are for example Haar-, Daubechies-, or “Mexican Hat”-wavelets.
Wavelets have the advantage over Fourier transforms of being localised in both frequency and
time, not just in frequency. This is achieved by breaking a signal into shifted and scaled versions
of the mother wavelet ending up in a time-scale view of the signal. In this way short duration
and high frequency as well as longer duration and lower frequency information can be captured
at the same time. Thus, a wavelet transform holds more information than a Fourier transform.
An example of such a decomposition is illustrated in Figure 2.7.

Since wavelet transforms contain many aspects of the speech signal, in particular information on
timing which is very important for emotions, they could be very promising features for speech
emotion recognition. So far, however, they are still novel features that have not been used often
[76].

Other spectral features

Besides the already mentioned features related to the frequency spectrum (in a broader sense
these include also MFCCs and wavelets), a number of other measures can be derived from the
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Neutral Happy Boredom

Figure 2.8: The frequency spectrum of an /a/ in neutral, happy and bored speech.

spectrum. These include the spectral slope, mean, centre of gravity or further measurements
of the distribution of frequencies in the spectrum which would for example reflect a rise in the
proportion of high frequencies that should occur with high arousal as in Figure 2.8.

Duration and speaking rate

Timing certainly plays a huge role in the expression of emotion. This concerns the duration of
speech units like utterance length, average word length in an utterance or average syllable length
in a word, but also the speaking rate. Speaking rate can be measured e. g. by the word or syllable
rate, if word information is available. To automatically compute it exclusively from the signal,
energy-peak counting approximates speaking rate. A gross measure is for example the distance
between (low-passed) local energy maxima which roughly coincide with the syllable rate. This
can be further refined by combining multiple estimators [157]. Furthermore, the distribution of
voiced and unvoiced segments from pitch calculation approximates speaking rate.

Speaking rate and duration itself but also various temporal patterns of words or utterances can
help to distinguish between emotional user states. Luengo et al. [146] derive rhythm features
from vowel duration. In Figure 2.6, for example, the duration of the happy utterance is slightly
shorter than that of the other utterances. Similarly, the duration and distribution of pauses is
significant: it makes a difference whether few long pauses or many short pauses occur. The first
might be an indication of pondering, while the latter may result from a chopped speaking style.

Voice quality

The quality of a voice can sound breathy, creaky, harsh, whispery. Relations of voice quality
to emotions are diverse, for example, breathiness may result from excitement, harshness from
anger, or a frightened speaker might whisper. Voice quality can be measured in several ways,
jitter, shimmer and harmonics-to-noise ratio (HNR) being the most frequent ones in automatic
classification approaches. Usually, voice quality measurements like voice breaks, jitter and shim-
mer are performed on long vowels only and are originally used for the analysis of pathological
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Neutral Happy Boredom

Figure 2.9: The times of glottal pulses (blue lines) marked in the same speech signals as in Figure 2.6.

voices, but they can also give information about emotions. Voice breaks are measured by the
proportion of unvoiced regions in typically voiced vowels. Jitter and shimmer measure the vari-
ability in distance and amplitude of the glottal pulses which are shown in Figure 2.9.

HNR can be computed on the whole signal or on small parts of it. It relates the energy of the
harmonic parts of a signal to the energy of the noise parts and thus measures the pureness of the
voice.

Though voice quality is intuitively a good indicator for emotions, such features are not part of
standard feature sets for emotion recognition.

Feature selection and reduction

Most of the described acoustic parameters including pitch, energy, formants, MFCCs, HNR, are
short-term measures over frames of around 20 msec. In emotion recognition, however, usually
not short-term values are of interest, but rather statistical functions of them like mean, maximum,
minimum, variance and so on over a longer segment as emotions are considered to be supra-
segmental phenomena expressed over longer time periods. Thereby a huge number of features
can potentially be generated. This is on the one hand costly for the classifier in terms of time,
but may also degrade its accuracy by over-fitting to the training data, the so-called “curse of
dimensionality” [24]. However, there is not yet an agreement which is the best set of features
for vocal emotion recognition. For this reason, there exist mainly two approaches to finding
a good feature set. One is to carefully design a manually chosen feature set, the other is to
provide a multitude of features and let an automatic selection procedure decide which are the
most relevant ones for the given task. But even if many manually chosen features are provided,
a selection process can be helpful.

The selection procedure can either operate by ranking all features individually according to an
evaluation function or by evaluating feature subsets rather than individual features. For the latter,
a search algorithm through the space of possible feature subsets is needed. An exhaustive search,
though it would find the optimal subset by evaluating all possible subsets, is out of question
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for computational reasons. Thus, heuristic search functions like best-first search, random search
or genetic search are preferably applied. A possible evaluation function for feature subsets is
the recognition rate of a classifier but it can also be the correlation of the features within the
subset. In order not to evaluate all subsets, a stop criterion is defined, for example to stop after N
iterations of no improvement. For single features, the evaluation function can also be classifier
performance, but more often information theoretic measures like the information gain of the
feature or other entropy based measures are used. The obtained ranking is then used to select a
predefined number of features or all features with an evaluation score above a certain threshold.

The most popular selection algorithm for emotion features is sequential forward selection (SFS).
This procedure starts with an empty set, and at every iteration, one feature is added. During an
iteration sequentially the effect of joining each remaining feature individually to the current set is
evaluated and at the end the best feature is chosen. The search stops if there has been no improve-
ment in one (or N – to reduce the possibility of getting stuck in a local minimum) subsequent
runs. A variation of this method starts with the full set and sequentially removes features, thus
it is called sequential backward selection (SBS). In order to further avoid local minima, sequen-
tial forward floating search (SFFS) allows also removal of features in every iteration, sequential
backward floating search (SBFS) works analogously. This is usually more successful, but also
more time-consuming.

If there is a huge number of features, evaluating feature subsets by the performance of sophisti-
cated classifiers like Support Vector Machines or Neural Networks can be too costly. Therefore,
a simplistic classifier like K-Nearest-Neighbour or Naïve Bayes can be used for the selection,
while later classification on the reduced feature set is performed with the better classifier. The
drawback, however, is that the resulting feature subset from the selection is optimised for another
classifier than is used for the final classification. This can lead to lower performance and in just
not having an optimal subset. Another possibility is to first reduce the number of features by
correlation analysis and subsequently perform the feature selection with the target classifier.

As an alternative to selecting some features and discarding the rest, a dimension reduction of
the feature space can also be achieved by a transformation of the features such as principal
component analysis (PCA). PCA [255, p. 307] transforms the original feature space into a new
coordinate system with principal axes placed along the greatest variance of the features. The
principal axes are calculated as the eigenvectors of the diagonalised covariance matrix. This is
illustrated by Figure 2.10.

2.4 Databases with emotional speech

Databases with recorded material of emotional speech are essential to statistical emotion recog-
nition. General emotion-specific relations between acoustic parameters can only be learnt from
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Figure 2.10: PCA: a mapping of the original two dimensions onto the principal component axes.

a large set of examples. Thereby, the quality of the recordings is crucial to the trained classifier,
since it can not learn more than the training data provides. The more specific the data fits to the
particular scenario or the more representative it is to the general expression of emotions, the bet-
ter does it allow a classifier to generalise to unseen instances. Furthermore, research is restricted
to those emotions that can be found in available databases. All this contributes to the importance
of the training corpora.

This section gives an overview of different types of emotional speech databases and presents
some important design decisions to be made when creating a database. This includes mainly
the type of speech and the type of emotions to be produced, that is whether they are supposed
to be acted or spontaneous. Furthermore, the issue of finding an appropriate set of labels for
the emotions in the databases is a key aspect for the validity of classification and is described
in the second part of this section. The procedure of assigning labels from this set to emotion
occurrences requires special care and should usually be done by more than one person.

2.4.1 Types of emotion databases

Databases with emotional speech are not only essential for psychological studies, but also to
automatically predict emotions, as standard methods are statistical and need to learn by examples.
Trained classifiers can only reliably classify data which is similar to the training data. It is not
possible to predict the accuracy of a classifier on test data that is very different to the training
data. So the design or choice of the training data for a given application is a very important step.
Similarity means here recorded under similar conditions (same microphone, environment and
background noises) with the same kind of speakers (concerning age, gender, etc.) and the same
kind of speech (spontaneous, read, acted).

Designing a database with emotional speech is a very complex task [64]. The first decision to be
made concerns how the emotions should be produced: usually they have to be elicited in some
more or less obvious manner. The easiest way is to ask subjects to pretend emotions. Generally,
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research deals with databases of acted, induced or completely spontaneous emotions. Of course,
the complexity of the task increases with the naturalness. At the beginning of the research on
automatic vocal emotion recognition, which started seriously in the mid-90s, work began with
acted speech [62] and shifts now towards more realistic data [63, 143] though acted emotions
are still widely used. In order to rule out influences of the content, the spoken utterances are
usually of emotionally neutral content because the linguistic content often guides people more
than paralinguistic features when asked to classify the emotions of their conversation partner.
Thus, the performance of an automatic classifier on utterances of emotional content could not be
compared to that of humans. Besides, if one emotion was recognised worse than others, it would
not be possible to differentiate whether the reason was that this particular emotion is harder to
recognise or whether the emotional content was not chosen well.

Professional actors are said to really immerse in an emotion they pretend to such an extent that
they have even similar physiological responses as when in real emotional states. Therefore, some
people argue that these emotions are better suited for examination and training than real-life emo-
tions because they are pure, that is free from other uncontrollable influences [10]. However, it
is disputed how far this is true, as acted emotions usually comprise only basic and very pro-
nounced emotions whereas in real life emotions are often weak, shadowed and a mixture of
several emotions. Evidence of the differences of acted and spontaneous emotions has been sup-
plied by Wilting et al. [254] who showed in human listening tests that the perception of acted
emotions is different than that from natural emotions. In an experiment based on the Velten
mood induction method [237] they had one group of test persons utter a set of positive or neg-
ative emotional sentences, and another group that was told to utter the same sentences, but act
positively for the negative sentences, and negatively for the positive sentences. After the experi-
ment, the first group stated that they actually felt positive or negative, while the other group felt
neutral. Furthermore, in a perception experiment, listeners judged acted emotions to be stronger
than natural emotions which suggests that actors tend to exaggerate. So, assumptions that hold
for acted emotions do not necessarily transfer to natural emotions which are obviously of greater
interest to human-computer interaction. Further evidence on the differences between acted and
spontaneous emotions will also be given later on by this thesis.

In variation to producing simulated emotions, another possibility is to have subjects read a text
with more or less emotional content. If they are asked to read the text expressively, also non-
professional speakers can produce noticeable emotions. They succeed easier if the text is emo-
tionally coloured. Of course, neither speech nor emotions are spontaneous in such a setting.

A relatively large number of databases with acted speech exist. Among them is the popular
Danish Emotional Speech database (DES) [72] which contains speech from four actors uttering
two single words (“yes”/“no”), nine sentences and two passages of fluent speech in five emotions
and has been processed in various papers on automatic emotion recognition [e. g. 59, 239]. The
language is, of course, Danish. For stress classification, the SUSAS (Speech Under Simulated
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and Actual Stress Database) database [99] has been used extensively [e. g. 134, 269]. It contains
speech of simulated stress in eight different speaking styles such as slow, fast, low, and angry.
Utterances all consist of isolated aircraft communication words. Another example for a database
with acted speech is the Berlin Database of Emotional Speech [31] which is described in detail
in Section 4.1.1.

The conventional approach to collecting acted emotional speech databases is to let actors read a
set of sentences portraying particular emotional states. This usually results in very prototypical
and artificial data. In order to enhance the realism of this approach, it has been suggested to
use special acting techniques. For example, Busso and Narayanan [34] let their subjects (pro-
fessional actors and drama students) play improvised or scripted drama, and compared the two
approaches. They found improvised drama to be more natural, but less controlled, for example
overlapped speech occurred frequently. Scripted drama is easier to analyse as the lexical content
is known and overlapped speech occurred rarely. Both approaches, however, need experienced
actors, either for realistic improvisation or for memorising the script. Emotions occurring in the
spontaneous sessions showed to be more intense than in the scripted sessions.

Acted data is relatively easy to record. Trying to get more spontaneous emotions is much more
difficult, because emotions somehow have to be induced. Methods include showing subjects pic-
tures or movies with very emotional content and let them discuss the content. Another emotion
induction technique is the Sensitive Artificial Listener (SAL) developed at Queens University,
Belfast, within the ERMIS (Emotionally Rich Man-machine Intelligent System) project [66].
Subjects talk to an artificial listener that can have four different simulated personalities to en-
courage the user to engage in corresponding emotional styles. The personalities are optimistic,
confrontational, pragmatic, and depressed, and subjects can exchange them during the conver-
sation as they like. The conversation is scripted from the listener side, that is, answers can be
chosen from a predefined set. At present, however, these answers have always been chosen by a
human operator. A fully automated listener is currently being developed by the EU project SE-
MAINE2. Though emotions elicited by SAL come from a wide range, they are not very intense,
presumably because the situation is not realistic enough for subjects. So far, there exist English,
Hebrew and Greek versions of SAL [67].

Amir et al. [6] used a recall technique to construct a database of emotional speech. Subjects
were asked to recall and talk about an emotional situation they had experienced in their life.
The recorded emotions comprised anger, fear, sadness, disgust, joy, as well as neutral. They are
expressed quite distinctively and still to some extent natural.

The SUSAS database mentioned earlier contains not only simulated, but also actual stress which
was induced by having subjects produce the aircraft communication words while performing
different tasks as for example roller-coaster riding or helicopter flying.

2http://www.semaine-project.eu/
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Another widely used method to gather spontaneous emotions is a Wizard-of-Oz setting which
was first introduced by Kelley (see e. g. [124]). For emotion elicitation, subjects are given a
task, for instance interact with a novel software, and are told that certain features of that software
are going to be tested. In truth, the software is operated remotely by a person that triggers
the behaviour of the application in such a way that emotions are likely to occur, for example
annoyance because a speech recognition system constantly fails, or joy because a game is played
extraordinarily successful, beyond the usual abilities of the player. After the experiment its
true nature is of course revealed to the subjects. Except for being in a laboratory situation, the
behaviour of the participants is quite spontaneous and natural, while the situation is still very
controlled. The drawback is that subjects usually do not engage a lot since a successful outcome
of the fictitious task is not important to them. Examples for databases created with this method
are the SmartKom database and the FAU Aibo Emotion database which are both described in
detail in Section 4.1.

Real-life emotions would in principle not be too difficult to record. However, ethical reasons
and personality rights prohibit to use them without asking the producers and most people would
not agree as they do not like the idea of being recorded without their knowledge, especially
as emotions are considered to be very personal. Besides, it is then hard to record good audio
quality (constant close distance to the microphone, no distortion or other environmental noises).
Call centre data contains very realistic emotions while having relatively controlled recording
conditions [63]. In some countries like France, researchers are allowed to use this data without
asking the callers for permission.

Another type of training corpora with copious data material comes from TV. As an example, peo-
ple in talkshows behave seemingly natural and express lots of emotions. However, the presence
of a camera always influences behaviour to be not totally natural. Besides, copyright reasons
make it often difficult to use movie or TV data. The Belfast naturalistic database (English) and
the EmoTV database (French) are examples for databases containing TV clips [65]. Conversa-
tions were chosen, among others, from chat shows and religious programs (Belfast naturalistic
database) or from TV interviews (EmoTV) and exhibit a wide range of emotions. Recently, the
publicly available “Vera am Mittag” audio-visual database [93] has been released. It contains
recordings of the German talkshow “Vera am Mittag” and features spontaneous emotional ex-
pressions from discussions between the talkshow guests. The database is labelled by a large
number of annotators along the three dimensions valence, activation and dominance.

Though TV data is also more or less suited for training a spontaneous emotions recogniser,
finding emotions in movies can be an application in itself: the classification of the emotional
content of a movie in a huge multimedia database may help to rate movies [252] or to sort them
by genres.

Concluding, it can be said, the more spontaneous and natural the speech and the emotions are,
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Figure 2.11: Types of databases used for emotion recognition and their complexity/difficulty.

the more classification results degrade, as illustrated by Figure 2.11. For a specific task, the best
type of training database of course depends on the application the emotion recognition system is
used in. If used as a toy or for a game acted emotions can even be suitable as users might actually
play emotions. As for all pattern recognition tasks the best is to collect data from exactly that
scenario the application will be developed for and to have a very limited scenario, though these
are sometimes unfeasible requirements.

2.4.2 Labelling emotional databases

Once data has been collected, it needs to be labelled in order for a supervised classifier to learn
dependencies between acoustic data and emotions. This is a crucial task, as of course, an auto-
matic emotion recogniser can only be as good as its underlying data and the quality of the data’s
labels. For acted data, the labels are usually known beforehand.

The labelling of emotions can in principle follow any of the models described in Section 2.1,
however normally, a small set of discrete emotion classes is used. Note that this holds only
for the purpose of automatic classification. The most common emotion labels in acted speech
comprise anger, joy, fear, sadness, disgust, boredom and neutral. In spontaneous speech, often
distinctions on the evaluation dimension are made as this is most important in many applications.
So neutral against negative, and less often against positive speech is labelled. Other common
labels for spontaneous speech include anger, joy, or stress. Typically, two, three, or no more than
four emotion labels are used for realistic emotions. The simplest, but still useful distinction is
that between neutral and emotional speech.

Though current recognition systems of spontaneous emotions usually do not deal with more
than four classes, current databases are tagged following more sophisticated strategies in view
of future, more capable classifiers. An extended scheme for the annotation of real-life emotions
is for example proposed by Devillers et al. [63]. MECAS (Multi-level Emotion and Context
Annotation Scheme) allows the attribution of two labels to a segment, a major and a minor one,
in order to cope with blended emotions that occur frequently in real-life. Additionally, task and
speaker-dependent context information can also be included in this scheme.
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Figure 2.12: Tracking the emotional state over time with Feeltrace [55].

Schröder et al. [200] propose EARL (Emotion Annotation and Representation Language), an
XML-based scheme for representing and annotating emotions. This scheme is independent from
the input modality, thus, it can not only be used for speech, but also for text, videos, pictures,
or multimodal data. It allows for the representation of simple emotions, in terms of categories,
emotion dimensions, or appraisals, but also of complex emotions that are composed by several
simple emotions. Recently, EARL has been further developed into an Emotion Markup Language
by the W3C Emotion Incubator group3 which features the annotation of emotion categories,
dimensions, appraisals or action tendencies and allows for coding additional information such as
intensity, confidence, modality, timing and other meta-data [202].

The annotation tool Feeltrace [55] takes a different approach compared to common annotation
tools in two ways. First, it can be used to label data in a two-dimensional emotion space. Fur-
thermore it allows continuous tracking of the emotional state over time as is shown in Figure
2.12. However, labellers need some experience in order to annotate fast and exactly.

Independent of the chosen approach, the labelling procedure can be supported by video record-
ings if available. In ambiguous situations, where a decision from speech alone is hard to take,
video information can help to disambiguate [65, 228].

Just as the expression of emotion differs hugely between different persons, its perception is
also very subjective. Busso and Narayanan [33] and Truong et al. [234] found that assessing
the emotional state can differ considerably if done by the speaker himself or by other persons.
The question is who may be a better judge of the “real” emotion because sometimes one may
not be aware of one’s own emotional state. However, since there is usually no information on

3http://www.w3.org/2005/Incubator/emotion/
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self-assessment, the ground truth has to be established from labelling based on other persons’
perception. Furthermore, Truong et al. [235] showed in further work that with current methods
observed emotions can be better classified than felt emotions. Except for special cases, for
example the evaluation of the emotions conveyed by infant cries when usually only the caregivers
can judge the real emotion with high accuracy [194], labelling a database by only one labeller
is dangerous as it might be strongly biased and, as Mower et al. [158] showed, can be less
consistent. For this reason, collected data is usually annotated by at least two, better three or
up to five different persons and for example majority voting is used to establish a ground truth
which of course holds only for the specific scenario. The agreement between the labellers, i. e.
the percentage of cases where labellers agree on the annotation, tells about the reliability of the
labelling. Typical values for labeller agreement reported in the literature range from 57/67 %
[63] to 71 % [7] or 85 % [79].

The inter-labeller consistency is often also expressed in terms of the Kappa statistic which is
defined as

κ =
P (A)− P (E)
1− P (E)

(2.1)

where P (A) is the relative and P (E) the chance agreement between two labellers [39], thus
measuring agreement above chance. The higher the Kappa value, the higher the agreement
between raters is. This is both a quality measure of the rating as well as a measure of how
hard the task of rating was, and will be for a machine. The Kappa value truly expresses if
agreement exceeds chance level. However, the Kappa value must be interpreted with caution
concerning how much chance level is exceeded, as it makes no distinction between different
ways of disagreement. Kappa values reported in the literature for realistic data are around 0.4
[7, 137, 217] or around 0.7 [63, 79], depending on emotionality of the data, number of raters and
classes.

As most classification algorithms only work on one target class for each instance, at the end of
the labelling process the decisions of all labellers need to be mapped on a single label, which
is usually done by majority voting. This is a good, but not ideal solution. On the one hand,
majority voting does not hold all information, the “true” emotion might even be recognised by
only one labeller. On the other hand a misclassification into a class that was actually assigned
by some labeller(s) but not by the majority is actually not that bad as one none of the labeller
came up with. Devillers et al. [63] therefore propose a weighted emotion vector holding all labels
a segment was given, with weights according to their number of occurrence and whether they
were major or minor emotions. Steidl et al. [226] aim at rescoring classification results. Using
an entropy-based measure they relate the reference labels of the human raters and the recognised
class in such a way that the entropy increases if none or only few reference labels are equal to
the recognised class and vice versa. Doing the same with a human labeller that has not been
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used for the reference labels, they found their automatic classifier to perform comparably to
humans though the traditional recognition rate was lower. The measure is therefore appropriate
to evaluate performance for applications as it takes into account that misclassifications humans
would also make are not that grave.

As can be easily understood from the above considerations, labelling of large, especially sponta-
neous emotional speech databases involves a lot of human effort. Co-training attempts to mitigate
this problem by automatically labelling unlabelled data based on a small data set of labelled in-
stances [145, 152]. This usually leads to an improvement compared to a classifier that was only
trained on the small labelled data set. Of course, it is even better to have large set of labelled
data.

2.5 Summary

This chapter introduced to basic concepts related to emotions and speech. First, different possi-
bilities to describe emotions were presented. Though very fine-grained descriptions are possible
by dimensional or appraisal models, in automatic recognition usually the simpler and more in-
tuitive discrete emotion categories are used. Furthermore, potential sources for information on
emotions were identified, which include language and speech, on all levels from acoustics to
pragmatics, facial and body gestures, physiological sensors as well interaction patterns. After-
wards, a general speech emotion recognition system with the three major steps of signal process-
ing, acoustic feature calculation and classification was described. In particular, possible acoustic
features that are or could be important for emotions were discussed. While at first view, mainly
acoustic measures such as pitch or energy that can be consciously controlled seem to be suitable,
not directly manipulable features such as spectral features or voice quality turn out to be similarly
or even more important, as will be shown later in this thesis. The former features are especially
important with acted speech, which actually consists of consciously produced emotions, while
the latter are often more useful for natural emotions, as they can be assumed to give information
about unconscious and uncontrollable components of emotions.

Finally, important issues for the design of emotional speech databases were presented. This con-
cerns mainly the type of speech (spontaneous or read) and how emotions are produced (acted,
elicited, natural). Further difficulties arise when labelling emotional speech databases. Since
emotions are subjective experiences, perception is different among listeners, in particular be-
tween the producer and other persons. The next chapter will examine closer to what extent
problems in automatic speech emotion recognition have been addressed in the literature.



Chapter 3

Approaches to speech emotion recognition

Automatic emotion recognition from speech is a rather new discipline, but interest has increased
tremendously in the last decade. Thus, a substantial body of literature related to this work has
emerged. This chapter intends to give an overview of existing related work on automatic emo-
tion recognition from speech. For this purpose the available literature will be surveyed under
different points of view, namely emotion units, feature extraction, classification, and other as-
pects such as speaker types, languages and target classes. Subsequently, special emphasis is
given to a review of affective applications and approaches particularly targeted at real-time pro-
cessing. Finally, various approaches to multimodal emotion recognition including speech will be
presented. Starting from this discussion, the major topics of this thesis are motivated at the end
of the chapter and it is explained how they differ from and go beyond existing approaches.

3.1 Emotion units

The segments, or the “units of emotion”, are most commonly longer units such as turns, utter-
ances or phrases [63, 77, 127, 134, 137, 143, 161, 173, 176, 177, 182, 207, 222, 229, 230, 267],
but also words [15, 243]. Some approaches classify long units, but compute features only from
parts of them, for example from the words of an utterance [15, 144, 163] or special phonemes
such as vowels or voiced consonants [27, 138]. In order to find suitable phonemes, Busso et al.
[37] compared phoneme classes on their relevance with respect to emotions and found vow-
els to hold more emotional information than for example nasals. Schuller et al. [211] even used
phoneme and word specific emotion models. This, however, requires a database with a minimum
occurrences of each word. As words may be very short, Batliner et al. [15] based their features
on words with a varying number of surrounding words. They also compared turns as classifica-
tion units with a chunking of the turns by two levels of boundaries. From this qualitative analysis
they found smaller units to perform better or worse than turns depending on the chunking level,
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but as they have not further quantitatively explored this, they cannot provide general guidelines.
Nicholas et al. [163] classified words, but their annotation was turn-wise, so every word in a
turn got the same emotion label. They also followed a strategy to use only the features of the
middle word of a turn to classify the whole turn. In both cases they achieved an improvement
over turn-based features. The importance of word position was also shown by the work of Kim
et al. [128] who found that sentence medial words are more important than sentence initial and
final words.

There are not too many studies comparing various units [204, 243, 244]. Among these, Schuller
and Rigoll [204] examined fixed time intervals and also combined features based on multiple
time scales into a super-vector. These time scales consisted of the full utterance as well as first,
second and third third, or first, central and last 500 milliseconds. Fixed time intervals turned
out to perform worse than utterances, but are very useful in an online application context. The
combination of multiple time scales which is also an approach to incorporate timing information
exceeded the performance of utterances, showing that timing is evidently relevant for emotion
recognition. The combination of utterance level features with those obtained from first, second
and third third of the utterance thereby outperformed those of utterance level features combined
with features obtained from fixed length frames at relative positions in the utterance. Further-
more, the second third of an utterance showed to have the highest relevance with respect to the
emotional content and performed almost as good as the whole utterance. This finding is conform
with the above mentioned studies of Nicholas et al. [163] and Kim et al. [128] where also the
central part of the utterance proved to be most important. Vogt and André [244] compared utter-
ances, words, words in context and fixed time intervals. This study is also part of this thesis and
described in detail in Section 5.2.

Thus, it can be concluded that there are several alternatives of units for speech emotion recogni-
tion as listed in Table 3.1. In general, longer units such as utterances are preferable over shorter
units and linguistically motivated come off slightly better than others, though this may vary in
particular databases or scenarios. However, it also depends on the particular application purpose
which units are feasible at all. Units are scarcely evaluated in view of online processing. Further-
more, it can be said that in longer units there are areas that reflect emotions stronger than others,
for example vowels are more distinct than consonants and central parts more than initial or final
parts.

3.2 Features

An optimal set of features for automatic classification of emotions in speech is not yet estab-
lished. Therefore, on-going research explores the use of a multitude of different features. Origi-
nally, mainly pitch and energy related features were applied, and these continue to be the promi-
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Unit Features based on

phonemes phonemes

words words
words in context
all phonemes
vowels
voiced consonants

utterances and turns utterances
all words
central words

fixed length intervals fixed length intervals
relative length intervals relative length intervals

Table 3.1: Overview of emotion units.

nent features. Formants and MFCCs are also frequently found. Durational and pause related
features are noted in several papers, as well as different types of voice quality features. Paramet-
ric representations other than MFCCs are less common and spectral measures have only recently
gained more interest.

Feature extraction approaches fall in mainly two classes: features computed over short term
speech segments and those computed on global level speech segments. To explain this in more
detail, common acoustic feature types such as pitch are usually observations made on short time
intervals of about 10–80 ms. These raw values can be used directly for emotion recognition by
dynamic classifiers such as HMMs. Instead, however, usually one feature vector for a longer
time segment such as a word or an utterance is classified with a static classifier (Support Vector
Machines, Neural Networks, etc.). Thus, series of values have to be mapped onto single values
to be represented in the feature vector. Timing information is lost by this approach, though it
is essential for emotion classification, because emotions are phenomena that do not occur at
single points in time only, but affect speech continuously and evolve over time. Thus, in static
classification, time has to be encoded in the feature vector by computing statistical functions
such as mean, maximum or minimum from the value series of the basic feature types.

The following sections describe approaches using global statistics and short term features. Sub-
sequently, some literature on meta-features and specific feature selection algorithms is presented.

3.2.1 Global statistics features

To obtain global level features based on statistics, for each of the underlying segments, a feature
vector is calculated by applying statistical functions to the base feature types. These statistics are
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typically mean, maximum, or minimum, quartiles, etc. of the segment, but can also be regression,
derivations or other more complex functions. Now, first studies comparing feature types will be
described.

Comparisons of feature types

Oudeyer [173] conducted one of the first data-mining experiments on feature types, different
views on the feature types, and statistical functions. That study was the starting point of the
work described in this thesis. The feature basis was formed by pitch, energy, at 250 Hz low-
passed and high-passed energy as well the norm of the absolute vector derivative of the first ten
MFCCs. The raw time series of values of each of these measures was further transformed in a
series of the local maxima, a series of the local minima and a series of the distances between
local extrema of the 10 Hz smoothed curve. Then, ten functions were applied to each of the
raw and transformed time series of an utterance: mean, maximum, minimum, range, variance,
median, first quartile, third quartile, interquartile range and mean of the absolute value of the
local derivative. Thus, altogether 200 features were analysed. When evaluating the relevance of
the features, Oudeyer [173] came to the conclusion that features that are traditionally put forward,
especially by psychoacoustics literature, such as pitch or overall energy were outperformed by
features related to the low-passed energy. The cut-off frequency of 250 Hz for the low- and
high-passed energy correlates to a division of pitch and formant energies. High results for low-
passed energy features suggests that pitch energy is actually more important than the pitch values
themselves. The low importance of high-passed energy implies the lesser relevance of formants.
The lesser importance of raw pitch features was also supported by Fernandez and Picard [77],
Schuller et al. [207] and Vogt and André [244] who found MFCC, voice quality or loudness
features to be superior.

Unfortunately, it is rarely possible to compare published studies on features among each other,
because conditions vary a lot and even slight changes in the general set-up can make results
incomparable. Most researchers use their own recordings, and different databases or particu-
larly types of emotions (acted, natural, . . . ) have a huge impact on the comparability of two
approaches. For one database, 50 % accuracy may be excellent for a 4-class problem, while for
another database, recognition rates of 80 % to 90 % can be reached for a 7-class problem. This
does not mean that the database in the former case was not well designed, but rather that it is
a harder task which can be due to many factors. For this reason one topic of this thesis is to
examine the effects of different databases on the relevance of features.

Though, as said before, many researchers use their own recordings, there are a few available
databases that are used relatively often, for example the Berlin Database of Emotional Speech
[31], the Danish Emotional Speech database (DES) [72] and the Speech Under Simulated and
Actual Stress Database (SUSAS) [99]. However, often evaluation strategies differ (for example
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some evaluations are speaker dependent, others speaker independent), so that no direct compari-
son is possible. The FAU Aibo Emotion Corpus [225] attempts to be the first benchmark corpus
by defining the evaluation strategy to be used in all research studies. It has been released for
the public recently within the INTERSPEECH Emotion Challenge 2009 [213], a competition to
compare speech emotion methodology. However, mainly full systems or classifiers competed,
so that no further insights on the relevance of features could be gained. Still, in the future,
interesting results on features can be expected from evaluations of this database.

Not only databases, but also classifiers, target classes and speaker types differ in the various pub-
lications on automatic emotion recognition, so that a comparison of the literature does not allow
a general statement on which features are most successful. Of course, comparisons of features
within publications are made, for example through relevance ranking by the information gain of
single features [173, 207] or by rank in a sequential selection method [77, 134]. Relevance rank-
ing usually has the goal to see the salience of single features, usually per feature type. However,
a single feature’s relevance does not necessarily imply usefulness in a set of features. Another
strategy is to have groups of features (e. g. prosodic, lexical, etc.) and to look at the different per-
formance of the groups or combinations of groups [16, 137, 143]. So far, no general conclusions
can be drawn from the work on feature evaluation, but as mentioned before, pitch features have
on various occasions shown not to be that important as previously assumed. In the particular
case of stress classification, though, a first general conclusion may be possible, as several papers
have reported wavelets or TEO-based features to be superior to MFCCs [76, 192, 269]. Up to
now, this results has however not been confirmed for other emotion classification tasks. The
CEICES (Combining Efforts for Improving automatic Classification of Emotional user States)
initiative [21] aimed at finding a more general evaluation of features by providing a database
under fixed conditions and having different research sites use their own features and classifiers.
In [208] they compared voice quality, pitch, spectral, formant, cepstral, wavelet, energy and du-
ration features and found duration and energy to be most and voice quality to be least important.
However, results were also partly classifier dependent. In contrast, Lugger and Yang [147] found
pitch and voice quality features to be most relevant, though on acted data, whereas CEICES
analysed elicited emotion data. So, as said before, no general conclusions on best feature types
are possible. Rather, a review of the literature suggests to use a multitude of feature types each
contribution some new information.

The suitability of features for real-time emotion classification and the possibility to extract them
automatically was especially emphasised by Litman and Forbes-Riley [143]. There, as well as
in this thesis, it is an important principle because feature sets are designed for use in online
applications. Several other approaches partly access information from manual processing, for
example disfluencies [208]. Of course, even in view of real-time processing feature selection
and training of the classifier is done off-line.
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Analysis of individual feature types

There are also studies that look at single feature types or explore novel features. In order to show
the diversity of feature approaches, some of them will be presented now.

In a comparison of pitch features only, Busso and Narayanan [35] found that pitch features
modeling dynamic statistics such as mean, maximum, minimum, range are superior to fea-
tures modeling the pitch shape, thus validating the traditional approach to emotion recognition,
and that pitch features obtained from whole utterances perform better than those obtained from
voiced regions only. They also achieved high classification results with pitch features only across
databases and three languages, which shows the general relevance of pitch features, though this
analysis was conducted on acted data.

Pfitzinger and Kaernbach [177] argued that loudness features may often not unfold their full
potential because the recording gain of the amplitude is readjusted for each speaker and emotion
in order to mitigate clipping of loud passages or high background noise in low passages. They
showed that amplitude and amplitude variation features hold indeed very relevant information
for emotion processing and introduce a database without amplitude readjusting. However, this
could only be achieved by absolutely quiet studio conditions during recordings. Thus, though
they make a relevant contribution, their finding is not easily transferable to realistic conditions in
applications.

Fernandez and Picard [77] also explored novel features related to loudness. In particular, they
applied a loudness model that is more perceptually oriented than the commonly used signal
energy as it takes into account masking effects and considers that the human ear gives unequal
emphasis to perceived frequencies. Their feature vector includes then the overall loudness value
according to this model, as well as loudness values for 13 frequency bands. These bands are
critical in the frequency spectrum of the human ear and their width is defined by the Bark scale
for tone height perception, each comprising 1 Bark. In addition, Fernandez and Picard compute a
dissonance diagram of harmonic patterns in the frequency spectrum, which was also inspired by
perception. These novel features combined with some standard features proved to be competitive
and in a relevance ranking, some of the novel features indeed outperformed standard ones.

Cepstral features are increasingly becoming part of standard emotional feature sets that tradition-
ally included only prosodic features. The most prominent cepstral feature type are MFCCs, but
also Linear Prediction Cepstral Coefficients (LPCCs) can be found [167]. MFCCs are evaluated
in feature sets with other feature types, but they are also relatively often used as only feature type.
Compared to most other types, they have a greater potential to be sufficient because they are a
parametric representation incorporating many different aspects of the speech signal. Neiberg and
Elenius [161] obtained MFCCs from two filterbanks, one in the region of prosodic information
between 20 and 600 Hz and one in the region of spectral and formant information between 300
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and 3400 Hz. They could outperform a standard prosodic feature set, though not with identical
classifiers. They also compared the two filterbank regions and found that the lower region gives
slightly better results. Thus, they took this as further evidence that prosodic information is more
important than spectral and formant information, which is in line with other work (e. g. [35]).

Spectral features are also becoming increasingly popular. Usually, a frequency spectrum of short
time intervals (< 50 ms) is computed. Examples for features derived from the spectrum are
the spectral slope [106], spectral entropy [139], spectral centre of gravity [216], the ratio of
the spectral flatness to the spectral centre of gravity [127], or log frequency power coefficients
[146, 167]. Most of these features encode the distribution and weighting of frequencies in the
spectrum. They appear to be quite successful, though they are rarely directly compared to other
features. One example for a comparison is the work of Nwe et al. [167] who propagate log
frequency power coefficients (LFPC) that model the energy in logarithmised frequency bands
for stress classification. In their experiments, the LFPCs outperformed classical MFCCs and
LPCCs. Wu et al. [259] argued based on psychoacoustic and neurophysiological evidence of
human speech processing that it is more adequate to calculate the spectrum from longer segments
of 250 ms. Though they achieved an improvement with their long-term spectro-temporal features
over their baseline system, they compare only to prosodic, not to short-term spectral features.

Except for jitter and shimmer, voice quality features are not very common yet. Even if used, their
individual impact is seldom measured. Lugger and Yang [149] developed features based on voice
quality parameters describing gradients of the glottal excitation spectrum and harmony features
lent from music retrieval that exploit that humans perceive music as positive or negative based on
its harmonic structure. The harmony features are dissonance, the valence of the sound perception
of a tone pair, tension which parametrises that diminished and augmented triads are perceived as
unresolved and thus negative, and modality which can be major or minor in resolved triads. They
showed that these features raise recognition accuracy when added to a prosodic feature set. Sun
et al. [229] also considered glottal parameters and compared them in several two-class emotion
tasks with pitch and energy features, yielding a benefit in some, but not all tasks.

Zhou et al. [269] primarily examined better features for word recognition in speech under stress,
but also employ them for stress classification, which is a task related to emotion recognition
though not necessarily the same, as stress can also be experienced independent of an emotional
state. They propose features based on the Teager energy operator (TEO) which assumes a non-
linear airflow caused by vortices during speech production. This is opposed to the common
model of the air flowing through the vocal tract as a plain wave. A further type of TEO based
features has been developed by Fernandez and Picard [76] who first calculate Daubechies-4
wavelets on which they then apply the TEO, again for stress-classification. These features per-
formed quite well in the given task, but where not compared to other kinds of features. Wavelets
have also successfully been employed for stress classification by Sarikaya and Gowdy [192].



42 Chapter 3. Approaches to speech emotion recognition

As is obvious from the above review of single feature types, many have been explored so far,
but the ultimate solution is still missing which suggests further work on this topic. Furthermore,
many studies are still conducted with acted speech only. As this thesis will show, relevant features
can be very different for acted and realistic emotions. Therefore, not all results of studies that
achieved an improvement by special features can be regarded as generally valid. They rather
apply to only the very particular conditions they were tested in.

3.2.2 Short-term features

Short-term features differ from global statistics features in that no statistical function is applied
over a series of values, but the raw values themselves form the feature vector, and the segments
are very short time intervals (10–30 ms) of a constant length. Thus, classification units are
assigned sequences of feature vectors, not only one single vector. These sequences still hold
the time contour of the basic feature types. Other classification strategies have to be used than
for global statistics features, for example HMMs, and are explained in detail in Section 3.3.
HMM features are most often MFCCs [138, 250, 264], but also wavelets [76], Teager energy
operator (TEO) based features [76, 269], log frequency power coefficients (LFPC) [167] and
linear prediction cepstral coefficients (LPCC) [167] have been explored. Neiberg et al. [162]
included low frequency MFCCs to model F0 variations. Busso et al. [37] described a study where
raw Mel filter bank features outperformed MFCCs in an HMM based classification approach.
Prosodic features are also found among short-term features, though less frequently. For instance,
Nogueiras et al. [164] and Schuller et al. [206] used low-level pitch and energy values, Huang
and Ma [106] pitch, energy and zero-crossing rate of short-term frames in combination with
HMMs.

3.2.3 Non-acoustic features

Acoustic features can be directly combined with other, non-acoustic features, in order to boost
recognition accuracy. These may be manually labelled phonetic features, linguistic features or
meta information known or automatically recognised from the context. Phonetic features include
prosodic peculiarities, disfluency cues and extra-linguistic acoustic features, which were anno-
tated by hand. Prosodic peculiarities of Batliner et al. [16] comprise hyper-clear speech, pauses
inside words and syllable lengthening that were annotated by human labellers. Off-talk was also
marked. The extra-linguistic acoustic features of Devillers et al. [63] were inspiration, expira-
tion, mouth noise, laughter, crying and unintelligibility of voices which occurred in their data
from call-centre recordings with human-human communication and were labelled manually. So,
though these feature types may be relevant, they are not applicable in a real-time approach.
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Valuable linguistic information that can be directly integrated with acoustic information is word
or part-of-speech information [15]. However, it relies either on the (possibly faulty) output of
an automatic speech recogniser or on manual transcription of the data. Word information can
be processed simply as occurrence vectors [172], bag-of-words [207], n-grams or string kernels
[212]. Grammatical or style features have been exploited by [172], a study that is also described
later as part of this thesis in Section 7.3. Lee and Narayanan [137] adopted the concept of
“emotional salience” that chooses words appearing more frequently in one emotion class than
in others. Though data sparsity is a problem here, combining acoustic features and emotional
salience led to a considerable improvement. The authors argue further that extending emotional
salience to word sequences would match human perception even more.

Furthermore, meta information that is available from the context can be used to improve acoustic
emotion recognition. This includes for example gender [8, 105, 128, 133, 137, 222, 239, 245,
261, 262] or culture [123]. Shahid et al. [218] found out that both age and culture have an influ-
ence on how well humans can recognise certain emotions audio-visually. This finding is probably
also true for machines. Other features from meta-data were applied by Litman and Forbes-Riley
[143]. They collected a corpus from a spoken dialogue tutoring system in the physics domain
and hence incorporated into their feature set further application dependent knowledge like the
respective speaker, the gender and which of five available physics problems was treated. In later
work [3], they also employed system and user performance in the tutoring system dialogues for
emotion recognition. Lee and Narayanan [137] integrated five speech act categories occurring
in the user responses to their dialogue system with acoustic and linguistic information but can-
not boost accuracy with this discourse information. A further interesting contribution comes
from Lee et al. [135] who model that dialogue partners mutually influence their emotional state.
Context information can thus be considered very valuable, however, it depends on the particular
scenario if and which information is available.

3.2.4 Feature selection

As already mentioned, in most work with global statistics features a selection process is applied
to reduce the dimensionality of the feature space. Sequential forward selection or floating for-
ward selection with a k-Nearest-Neighbour or Support Vector Machine classifier is a popular
search method [137, 207, 240]. Oudeyer [173] and Álvarez et al. [5] alternatively use a genetic
search, Tato et al. [230] select those features that significantly modify a linear regression model.
Vogt and André [244] and Haindl et al. [97] used correlation based selection criteria. Haindl et al.
showed mutual correlation of features to be inferior in accuracy, but much faster than sequential
selection methods. For very large feature sets with more than 1000 features it is therefore a good
strategy to first apply correlation based feature selection in order to reduce the set to a size that
is tractable for sequential feature selection. A very different approach was taken by [270] who
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based their feature selection on rough set theory.

The feature space dimension can also be reduced by through Principal Components Analysis
(PCA) [77, 137]. Another method for feature space reduction is explored by You et al. [263]
who used Enhanced Lipschitz Embedding (ELE) based on geodesic distance estimation and
showed it to be superior to for example PCA. Furthermore, the method proved to be robust again
background noise. In any case, due to the “curse of dimensionality” and other reasons explained
later, downsizing the dimensionality of large feature vectors, by selection or reduction, is usually
mandatory.

3.3 Classification

As mentioned in Section 2.3.1 vocal emotion recognition does not need any specialised classifier.
Therefore, usually algorithms developed for other domains are adapted to the task. In the follow-
ing, first studies with static classifiers that use global statistics features and assign one class label
to each feature vector are presented. Then, dynamic classification approaches are described that
rely on sequences of short-term feature vectors and where time is modelled by the classifier, not
by the features. Finally, current trends in emotion classification are discussed.

3.3.1 Static classification

So far, a number of generally available classification algorithms have been tested and compared,
including variants of SVM [40, 173, 203, 243, 259, 270], Bayesian classifiers [12, 47, 148,
158, 180], Neural Networks [176, 261], Decision Trees [48, 221], Nearest-Neighbour classifiers
[101], Linear Discriminant Analysis (LDA) [16, 137, 161] or Gaussian Mixture Models (GMM)
[50, 148, 161, 216, 243]. Still, some classifiers are more suitable than others. Requests to such a
classifier include that it can deal with high-dimensional input data. To be also suitable for real-
time recognition, it should be fast, at least during the classification stage. As training is usually
done off-line this stage may be more time consuming.

The quality of a classifier can be determined in comparison to human raters in listening tests
or to other classification algorithms. The former is more meaningful for practical purposes and
shows also the complexity of the particular tasks but it usually involves much effort to conduct
listening tests. Human rating performance has been reported in various studies to be around 65 %
[167, 176] which is also supported by the findings of Scherer et al. [197] in a psychological study,
about 70 % [182, 183], or 80 % [138, 164]. Of course, human performance also depends on the
task. Interestingly, the automatic classification results presented in these papers reach about the
same level or even exceed it. These figures, however, concern acted speech; for spontaneous
emotions the gap is supposed to be larger.
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A comparison of classifiers is usually only reasonable within one study, not between different
studies, because settings vary too much so that different classification rates can have a number
of other reasons besides the classifier. Large-scale classifier comparison experiments were often
done with the data-mining software Weka [255] which has become a standard in the speech emo-
tion recognition community. This approach is followed, for example, by Oudeyer [173] as well
as Schuller et al. [207] and Casale et al. [40] who compared a number of popular classification
strategies. They all showed SVM to outperform Decision Trees or simple classifiers like Naïve
Bayes or k-NN as well as classifier boosting to improve recognition rates. Oudeyer, however,
achieved with boosted Decision Trees even better results than with SVMs, while this was not
the case for Schuller et al.. Devillers et al. [63] also found boosted Decision Trees to perform a
bit better than SVMs, though not significantly. Lee and Narayanan [137] compared two simple
classification algorithms, k-NN and LDA, where LDA came off slightly better. Petrushin [176]
tested k-NN against Neural Networks and found the latter to reach higher accuracies. Neural
networks indeed are promising in principle, but as they do no longer work time-efficiently in
high-dimensional input spaces, now most approaches refrain from using them.

As a general tendency it can be observed that sophisticated classifiers do achieve higher recog-
nition rates than simple classifiers but not much. SVM is the most popular and the most often
successfully applied algorithm, so it can be considered a kind of standard.

3.3.2 Dynamic classification

The most popular dynamic classification algorithm for speech emotion recognition are Hidden
Markov Models (HMM) [76, 134, 138, 167, 206, 250, 264, 269]. A number of studies compare
these with static classification algorithms. In [134] HMMs were shown to classify short utter-
ances more accurately than SVM, and SVM to be more accurately than LDA. But in variable
length utterances, SVM outperformed HMMs. Fernandez and Picard [76] and Lee et al. [138]
compared HMMs with SVM. In both cases the HMMs performed better, but it is hard to assess
whether the classifiers or the features account for that, as for HMMs short-term features were
used, and for SVM, global statistics features were computed. Schuller et al. [206] contrarily
found HMMs with short-term features to perform worse than GMMs with global statistics fea-
tures. A comprehensive study of different HMM designs was conducted by Wagner et al. [250].
There, the best design proved to be highly database and task dependent, but in accordance with
the earlier mentioned study of Kwon et al. [134], HMMs also performed better on short units
than on longer ones, compared to static classification. This may be a generally valid finding.

Varieties from standard HMMs have also been explored. In [183] suprasegmental HMMs are
introduced that model suprasegmental information on top of acoustic models. A suprasegmental
state thus contains several states of the acoustic HMMs. The observations for the acoustic model
are short-term features while the observations for the suprasegmental models are statistical values
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of pitch and intensity over that segment. To obtain a single output probability, the probabilities
of both models are added on the leave of a suprasegmental state. Fernandez and Picard [76]
test different architectures of HMMs. In particular they use conventional HMMs, autoregressive
HMMs, where not only the internal states but also the observations depend on their predecessors,
models with multiple state variables (factorial HMM and hidden Markov Decision Tree) and
mixtures of conventional HMMs, with the last being the most successful.

Whether static or dynamic classification approaches are preferably can not yet ultimately be
answered. So far, static approaches are applied more frequently. Maybe combinations of both
approaches model contours and timing information best.

3.3.3 Trends in speech emotion classification

In the following, some topics from recent literature on speech emotion classification are pre-
sented to illustrate current research trends.

Hierarchical classification Recently, hierarchical classification approaches have come into
vogue and seem very promising. Hierarchical classification means splitting the original classifi-
cation problem into several smaller problems. This can be done along the emotion dimensions
activation, evaluation and potency [8, 127, 148]. For example, when classifying into the classes
anxiety, anger, happiness, boredom, sadness and neutral, Lugger and Yang [148] first distin-
guished between high and low activation (anxiety/happiness/anger vs. neutral/boredom/sadness),
then between high and low potency (happiness/anger vs. anxiety and neutral/boredom vs. sad-
ness) and finally between positive and negative evaluation (happiness vs. anger and neutral vs.
boredom). By that, they achieved a considerable improvement over non-hierarchical classifica-
tion of 14 %. Xiao et al. [261] chose the individual classification problems automatically based
on recognition accuracy. Interestingly, this still results in distinctions along emotion dimension
axes. Instead of looking at the activation and valence dimensions, Lee et al. [136] proposed to
use task-dependent hierarchies that start with easier classification problems and leave the harder
problems for the final steps. Among all described studies, it is common that feature sets in
hierarchical classification are optimised by selection for each individual step.

Regression In order to receive continuous output in terms of a dimensional emotion model, it
is also possible to use regression to model the relationship between features and each dimension,
both with continuous ranges of values. Results can no longer be expressed in terms of accuracy
but in terms of correlation between true and estimated value. Continuous valued output allows to
adjust software reaction to the affective user state in a more fine-grained way. It is also possible
to map intervals of the regression output onto discrete classes and thus compare to classification
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techniques. As databases begin to be labelled by trace data from continuous emotion models (e. g.
Feeltrace, see Section 2.4.2), regression models become more applicable, but are still scarcely
found. Two examples are the studies of Grimm et al. [92] and Giannakopoulos et al. [84].

Classification levels Instead of computing statistical functions from basic feature type val-
ues over global level acoustic segments such as utterances or using dynamic classification ap-
proaches, some authors explore alternatives for mapping feature sequences onto utterance level
classification results. For example, Schuller and Rigoll [205] investigated a multi-instance learn-
ing technique (MI-SVM) on “bag-of-frames” short-term features for interest recognition. How-
ever, they could not outperform a regular SVM classifier on global statistic features with this
technique. Another approach has been taken by Sato and Obuchi [193] who classified each
frame individually based on short-term features and then apply voting schemes to obtain utter-
ance level classification results. Compared to a conventional classification scheme, they achieved
a slight improvement.

In order to obtain a mapping from short-term features to a single feature vector for an utterance,
Hu et al. [105] first train a GMM with the short-term MFCC features of an utterance and then
feed the GMM output as feature vector into a SVM classifier. The GMM is adapted from a uni-
versal background model trained with a large amount of neutral speech. This method achieved
an improvement over a conventional GMM approach, and could be extended in the future by
using more feature types than MFCCs. Dumouchel et al. [69] combine this approach with global
statistics feature classification at the decision level. Vlasenko et al. [242] take a different ap-
proach but also combine short-term with long-term features successfully. Thus, it seems that at
all levels, short-term as well as global, there is relevant information for emotions available and
that this information is not redundant.

Time Though emotions are short-term events opposed to long-term moods, they are not likely
to change strongly within short time intervals. This assumption is modelled by Long Short-Term
Memory Recurrent Neural Networks [256] which include memory cells into a Neural Network
to consider emotional history. Thus, huge changes along the evaluation or activation axis in a
dialogue context are made difficult.

Multi-corpora approaches A further interesting topic regarding classification has been ex-
amined by Shami and Verhelst [219]. They assessed how good classifiers can generalise from
specific corpora. Dealing with two different corpora for this purpose, they compared results ob-
tained by training and classification within one corpus with those obtained by training on one
corpus and classifying on the other (off corpus) and by merging the two corpora. In the off cor-
pus task, the classifiers actually managed to capture information general to the particular emotion
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class from a single corpus, as performance was higher than just classifying always in the most
frequent class. Results of the integration of the two corpora lay between the results obtained
from each corpus alone which suggests that it is possible to construct a robust classifier from
different data sets recorded under different conditions but with the same set of emotional classes.

Finally, Busso et al. [37] also investigated a multi-corpora approach: they train a neutral model
from a large database with neutral speech (TIMIT database [83]) and apply discriminant analysis
on two other emotional speech databases to separate emotional from neutral speech. This can
be used as a first step in a hierarchical classification system, where the following step(s) would
involve classification of only the emotional speech into further emotion classes.

3.4 Speaker types, languages and target classes

Besides features and classification, other essential aspects for the evaluation of work on emotion
recognition are for example speaker types, languages, and target classes. In most work, speakers
are adults, but also children’s speech is analysed [19, 262, 267] or even infants’ cries [194].
The greater variability in children’s speech may be accounted for by applying vocal tract length
normalisation [267]. However, data collection with children is more laborious.

Naturally, the best explored language for emotion recognition is English, but also studies on
German [16, 18, 19, 21, 93, 203, 230], French [63], Japanese [173], Danish [239], Swedish [162],
Finnish [215], Italian [8], Spanish and Basque [5], Polish [48] as well as Burmese and Mandarin
[167] can be found. Though the feature values are of course different for different languages,
methods are alike. Databases in uncommon languages are often recordings from actors, as the
production involves less effort. Busso and Narayanan [35] did a cross-language study, that is
they trained with a database in one language and tested on another database in another language.
When discriminating between neutral and emotional speech, they found a two-step approach
based on the similarity to reference models for neutral speech not to degrade if training and test
language differed, while conventional methods did degrade considerably.

Target classes are usually dependent on the particular tasks. So for acted speech, usually so-
called primary emotions based on the definition of Ekman et al. [70] are discerned. These include
happiness, anger, sadness and neutral [173, 215], but eventually, also fear, disgust, boredom, or
surprise are added [167, 176, 230, 239, 244], or happiness is omitted [182]. Tato et al. [230] took
up a dimensional approach and partitioned their initial set of emotion classes (happiness, anger,
sadness, boredom and neutral) along an arousal as well as an evaluation axis.

In dimensional approaches, the most frequent dimensions are activation and valence [256], but
also dominance [91], involvement [11] or interaction [22]. The latter two dimensions are task-
dependent and may not be useful or applicable in all conditions: involvement was measured
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during prank phone calls in a radio show, while interaction models addressing oneself or the
communication partner. Generally, elicited and spontaneous emotion databases usually exhibit
very specific, task or situation dependent emotional behaviour patterns, that fall not only into
pure emotional categories, but also into emotion-related states. Furthermore, typically not all
but only those emotions or states that are of interest for the particular application are labelled.
For example, the interest in telephone applications lies mainly in the distinction of negative
to non-negative emotions, since the main purpose here is to identify problems so that the call
can be handed over to a human operator [32]. Meeting recordings, otherwise, are searched
for parts of high involvement of the participants [257], or agreement vs. disagreement [103].
In spoken dialogue systems, important emotions are especially task-dependent and comprise
such notions as confidence, confusion, frustration [267], uncertainty [184], motherese [19], or
politeness [262]. Stress [76, 192, 269] and interest [205] recognition are further emotion-related
tasks. Generally, it is easier to distinguish between emotions or states that differ in arousal than
in evaluation though the latter often has more importance in applications.

3.5 Real-time speech emotion recognition

So far, most research on speech emotion recognition has been concerned with the offline anal-
ysis of available or specifically created speech corpora. However, most applications that could
make use of affective information would require an online analysis of the user’s emotional state.
Therefore, the consideration of real-time constraints is also important for emotion recognition.
Of course, recognition rates must be expected to be lower than for offline analysis, and tasks
should be limited to very few emotional states. Schuller et al. [210] listed spontaneous speech,
realistic emotions, noise and microphone conditions as well as speaker independence as major
challenges of online recognition in applications and propose methods to cope with them. Ro-
bustness against background noise was also addressed by You et al. [263].

A further challenge of online recognition is that it is not known beforehand which emotions
will occur. That means that classifiers are usually designed to recognise a closed set of emo-
tions, however, during run-time arbitrary emotions may occur and also those that human labellers
would not be able to establish a majority decision on [227]. One possibility is to consider a rest
class besides the target emotions that consists of all emotional occurrences found in the training
database that do not belong to the target classes, provided there are such occurrences. Truong
and van Leeuwen [233] proposed to abandon classification in favour of detection, where for each
emotion a classifier is trained that distinguishes between the particular emotion and all other
emotions, the “open set”. They show that so far unseen emotions are classified with high accu-
racy into the open set and that this approach is also transferable to new databases that were not
used for training. A further aspect that is related to unknown emotions is that in natural settings,
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emotions are not limited to the big-five Ekmanian emotions, but also unusual, task-specific, thus
non-prototypical emotions occur that are of course not as well explored [227].

The above mentioned studies have investigated topics that are important for real-time processing,
still most of their underlying technology is not yet ready for online recognition. Recently, Ey-
ben et al. [73] introduced OpenEAR1, an open-source package for building complete automatic
speech emotion recognition engines with real-time capabilities. While, or because, the package
contains a comprehensive and powerful set of tools for signal processing and feature extraction it
is primarily intended to support experts in speech emotion recognition with their experiments and
with building online applications. Besides the EMOVOICE framework described in this thesis, it
is the most comprehensive toolbox for real-time speech emotion recognition. While OpenEAR
concentrates on providing a huge range of analysis methods and has more algorithms integrated,
the emphasis of EMOVOICE is, as will be described later in more detail, the easy integration
into applications by software developers, as well as the possibility for non-experts to build per-
sonalised or speaker-independent recognisers with the help of a workflow and graphical user
interface for audio corpus acquisition. In OpenEAR, this requires more familiarisation with the
toolbox and is so far only possible with console applications.

A final aspect of real-time systems is their evaluation which is more complex than that of an
offline system, because no ground truth is readily available for the emotions occurring during
run-time. Instead, they would have to be labelled afterwards and compared with the recognised
emotions. To assess the quality of their online system, Kim et al. [132] therefore feed it with
utterances of a test database to simulate real-time conditions. It is also possible to evaluate the
system based on questionnaires of the users’ impression of its performance [86].

3.6 Applications for speech emotion recognition

As said before, so far only few online applications have been realised. Among these is the work of
Huang and Ma [106] who presented a real-time conversation monitor that distinguishes between
eight basic emotions. It is based on HMMs as classifier and outputs a result every 1.5 seconds.
The program was not formally evaluated but authors state that accuracy is higher than guessing
randomly. Another example for a real-time application is the Jerk-O-Meter that monitors atten-
tion (activity and stress) in a phone conversation, based on speech feature analysis, and gives the
user feedback allowing her to change her manners if deemed appropriate [151]. One of the few
commercial products already exploiting affective speech analysis is the KishKish Lie Detector,
which is a free add-on for the internet based voice and instant messaging software SkypeTM . It
should detect the stress level of the conversation partner who is informed of this monitoring and
may dissent. Though no information is given on its analysis methods, it seems to mainly monitor

1http://sourceforge.net/projects/openart/

http://sourceforge.net/projects/openart/
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the energy level. Finally, Jones and colleagues have explored online emotion detection in games
[120] and for giving feedback in human-robot interaction[119]. In an offline validation of their
systems, they claim 70/80/90 % accuracy for 5/4/3 emotion groups for the classifier integrated
into the game and 75 % accuracy for 5 emotions in human-robot interaction. However, in a user
study comparing one robot with and one without emotion recognition, users rated the robot with
emotion recognition as only slightly more emotionally responsive than the other. All described
studies are very specifically targeted to a particular application or classification scenario. A sys-
tematic analysis of the online suitability of the methods has not been conducted. In contrast,
EMOVOICE, the framework developed in this thesis, is deployable independent of the task or
classes, because it calculates many features and not for example only those suitable for stress or
activity detection.

Most offline studies also envisage application scenarios, for online as well as offline emotion
recognition. Among these are call centre conversations, by e. g. providing call centre employees
with information regarding the emotions their voice might portray, or by automatically switching
from computer to human operators, if a caller exhibits high arousal in his voice, an indication
for a problem [16, 18, 32, 63, 137, 162, 176]. As examples, call centre conversations in medical
emergencies, stock exchange or flight booking have been analysed.

Another important domain are spoken dialogue systems [3, 45, 143, 262, 267], mostly for games
or computer-enhanced learning software, but also for robots [9, 19, 47] or emotionally aware
in-car systems [121, 122, 209, 231], for example to measure driving fun, or stress [77]. Emotion
recognition may also be useful in a surveillance context, for instance for monitoring infants [194]
or for detecting fear to ensure public safety [50].

A holistic approach is followed by the EU project SEMAINE2 that aims to build a multimodal
sensitive artificial listener (SAL) as a virtual character that interacts with human users in a natural
way and also reacts appropriately to their emotional state [201]. Once fully implemented, the
sensitive artificial listener could be used in many application context.

Furthermore, emotion recognition can also boost accuracy in speech recognition or speaker iden-
tification, as these tasks are harder for emotional speech than for neutral speech [109, 260].

Finally, some examples for offline applications making use of emotion recognition are the auto-
matic annotation of court transcripts [8] or search in multimedia databases: the classification of
the emotional content of a movie may help to rate movies [252] or to sort them by genres. A
forthcoming popular field of application is the automatic processing of meeting recordings as in
[162, 257].

As this outline shows, emotion recognition can be very useful and already a lot of applications
making use of it have been conceived, though few have been realised so far, and virtually none

2http://www.semaine-project.eu/

http://www.semaine-project.eu/
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are ready for the market. This is to a large part due to the low accuracy of current recognition
systems, but also the full potential of emotion recognition for applications has not been tapped
yet. In order to help application designers to think of new ways to deal with emotional awareness,
Batliner et al. [20] proposed criteria for a taxonomy of applications that make use of emotions.
The criteria are whether the system is online or offline, that is if it responds to the user’s emotional
state while or after interaction, whether the system is mirroring or not, which means if explicit
feedback to emotions is given or not, whether the system reacts itself emotional in some way or
not, and finally whether emotion processing is critical or not, that is if wrong processing impairs
the applications aims or not.

3.7 Multimodal emotion recognition

Though there is wide agreement that different sources of information need to be exploited to
reach automatic classification performance comparable to human rating, work on multimodal
emotion recognition is still relatively scarce and concentrates mostly on rather unnaturalistic
data. On the one hand, this is due to the fact that approaches to single modality recognition do
not yet reach satisfying recognition rates. However, synchronisation and fusion of the modalities
pose even more serious problems.

Synchronisation is an issue because not all modalities are available at an arbitrary point in time.
One might for example want to know about the emotional state of a person who is not speaking,
or during speaking, but when the face is turned away from the video camera. Though this is
indeed rather beneficial, as in the absence of one modality, there is a good chance that another
modality can take over, the organisation of the different channels becomes a challenge. Further-
more the units of analysis may be distinct. Speech units may be at the utterance level while facial
features are usually extracted from still images or video frames. Biosignals on the other hand
require longer time periods than even utterances for reliable prediction.

If more than one modality is available at the same time, information should be fused in some
way. This fusion can take place at the feature level, when a combined feature vector is formed
by merging the features of the individual channels, or on the decision level. In the latter case, the
feature vectors for each channel are classified separately and the outcomes are integrated into an
overall result either by averaging over the confidence scores of the classes or by using for every
class that modality that best predicts it in unimodal recognition, or by some other criterion.

One solution to these problems was proposed by Gilroy et al. [86] who designed a fusion scheme
based on the PAD model (see Section 2.1) that maps the (possibly discrete) output of the various
modalities onto vectors in the PAD model weighted by the confidence of the classification result.
To address the problem of synchronisation, a decay is introduced at the time of fusion that gives
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lower weighting to modalities whose last classification event occurred longer ago. Modalities
integrated into this model are speech (acoustic and lexical) and video analysis.

Wagner et al. [251] aim at facilitating the development of multimodal online emotion recognition
systems by providing the open source framework Smart Sensor Integration (SSI). SSI offers
tools for data segmentation, feature extraction and classification for online as well as offline
applications. Furthermore, it is able to fuse input from various modalities.

One of the most common combination of modalities is acoustic and lexical information of lan-
guage that are often regarded as two separate modalities though they both belong to language.
Here, synchronisation is of course no problem though segmentation can be, if acoustic units
smaller or incongruent to words are used. The fusion is usually performed at the feature level
and can be found in a number of papers (as presented in Section 3.2.3). Though it often leads
to a slight improvement, the effect is not huge, for example Schuller et al. [207] reached an
improvement of 3.5 % over acoustic features only recognition with 90 % when combined with
linguistic features (65 %). Osherenko et al. [172] achieved only a slight improvement by com-
bining acoustic and linguistic information (67 %) compared to the single modalities (acoustic:
66 %; linguistic: 64 %). This study is described in detail later in Section 7.3.

The integration of audio and visual emotion information has been attempted several times in
recent years [36, 38, 82, 186]. Caridakis et al. [38] segmented into “tunes” that are each assigned
one emotion label. Then they computed a visual vector for every video frame and merged it with
an acoustic vector that was computed over the whole tune. So the acoustic vector was repeated
for every frame in the tune. With bimodal recognition, they achieved with a 79 % a significant
improvement over the singel modalities (visual: 67 %; audio: 73 %). Busso et al. [36] recorded
an actress and computed for every utterance a visual and an acoustic feature vector which are
integrated on the feature and the decision level. Again, the bimodal recognition rate (89 %)
exceeded the single modalities (visual: 84 %; audio: 71 %), while there was no difference for
feature and decision level fusion. Rabie et al. [186] combined a facial emotion recogniser with
the speech emotion recogniser of this thesis and they could also show bimodal recognition to
yield slightly higher results than unimodal recognition (78 % vs 74 % visual and 62 % audio).
The study is the topic of Section 7.4.

Probably the first combination of speech with biosignals has been undertaken by Kim et al. [131]
with modality fusion on the feature and the decision level. On feature level fusion, they achieve
66 % compared to 53 % for biosignals only and 52 % for speech only. A detailed description of
this study will follow in Section 7.2.
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System
aspects

Challenge

Units should be fast to segment
should be fully automatically to segment

Features should be fast to extract
should cover most relevant aspects of emotion in speech

Classification should be fast and robust

Conditions should work speaker-, language- and age-independent
should work on non-acted speech
should be adaptable to many applications

Table 3.2: Difficulties of real-time speech emotion recognition.

3.8 Conclusion

As the discussion in this chapter revealed, by now there exists a considerable amount of literature
related to speech emotion recognition. So far, however, most research is still concerned with the
study of offline recognition. So, currently, the design of affective applications by non-experts
in emotion recognition is difficult. Since researchers in speech emotion recognition will not be
able to conceive of all possible application scenarios, a framework that allows for easy building
of a task and application dependent real-time recogniser, including data collection, would enable
non-experts to integrate emotion recognition into their applications according to their needs. The
development of such a framework is the goal of this thesis. The resulting applications could give
insights about the real challenges of real-time speech emotion recognition and also about how
affective applications should be designed, how users interact with them, and in particular if and
how they accept them. Based on these insights, the system can be improved more specifically.

In order to achieve this, first a real-time emotion recognition system is needed. Such a system
was not available at the beginning of this work, and only very recently, a few systems have
emerged, among them only one that is freely available [73]. Thus, a system that is suitable to
serve as testbed for online methodology and that addresses the major challenges of real-time
speech emotion recognition as listed in Table 3.2 is developed here. Until recent years, many
approaches still relied at some point on manually obtained information. Here, of course, a fully
automatic approach will be followed without any such information at any step. Units that are
suitable for real-time processing have so far been scarcely explored. Therefore, a novel unit
based on voice activity detection is tested here and a systematic comparison of different units
is conducted. Feature extraction approaches in related work showed that a multitude of feature
types is relevant for emotions and that each contributes complementary information. For this
reason, the choice of strategy for feature extraction here falls on a generative approach with
many feature types, including some novel features based on voicing and spectral regression.
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Generative means that starting from basic feature types, features are systematically produced
by applying statistical functions, yielding a high number of generated features. All features are
examined in view of their usefulness for real-time recognition. Furthermore, features should be
applicable not only for acted, but also for spontaneous emotions. That there exist differences
between relevant features for acted and spontaneous emotions and how to find features for the
specific task, is a further topic of this thesis.

Requirements for the classifier are that it should be fast and robust. Analysis of the literature
revealed that simple algorithms can be very successful in the task, so standard classifiers are
employed here, as classification is not the main focus. More complex approaches such as hier-
archical classification are very promising, but are beyond the scope of this thesis. The emotion
model is determined by the annotation of the analysed databases which were all labelled accord-
ing to discrete emotion classes.

With the chosen methodology, an open-source framework for real-time emotion recognition
should be provided and tested in some prototypical applications. In order to make it easy to
use for non-experts, furthermore a standardised procedure to construct training databases with
emotional speech is developed and supported by a graphical user interface, thus boosting the
development of affective applications.

Finally, the literature overview revealed multimodal approaches to show promise for more robust
and accurate systems as at least slight improvements could be gained. For this reason, the useful-
ness of combining acoustic information with gender, linguistic, video and biosignal information
is studied here.
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Chapter 4

Databases and methods for speech emotion
recognition

This chapter presents methodology for online as well as offline speech emotion recognition and
databases used for its evaluation in this thesis. The goal is firstly, to find acoustic emotion units
that are suitable for real-time applications, secondly, to identify possible acoustic features for
emotion recognition that can be extraced fast and automatically, as well as to assess a good
procedure to select the most relevant features for a given purpose, and lastly, to choose a fast,
but accurate classification algorithm. Thus, the methodology used for all three steps as in the
overview in Figure 4.1 is described for both the training and the test phase. In order to be able to
make as general assertions as possible, evaluation experiments are conducted on three databases
of different types with acted and spontaneous emotions. Experimental results will be reported in
the next chapter.

In the following, after the presentation of the databases in Section 4.1, first possibilities to seg-
ment audio signals into units of emotions that are suitable for automatic purposes will be pre-
sented (Section 4.2). Afterwards, the calculation of the basic feature types such as pitch, energy,
MFCCs etc. will be explained in Section 4.3, as well as the exact features that are derived from
the basic types and form the feature vector. Except for a classifier comparison study, classifiers
have been restricted to two common algorithms, Naïve Bayes and SVM. These will be described
in Section 4.4.

4.1 Databases

Three databases were used to evaluate methodology in this thesis. The first one, the Berlin
database of emotional speech, is a database of acted read emotions, the other two were recorded
in Wizard-of-Oz settings. The SmartKom database has only few emotions and contains speech of
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Figure 4.1: Steps in training and testing of the speech emotion recognition system.

adults, while the FAU Aibo Emotion Corpus is more emotional and contains speech of children.
Figures 4.2, 4.3 and 4.4 illustrate each scenario. All three databases are German, however, the
methods described later in this chapter work language-independently.

At the beginning of the work reported in this thesis, databases with spontaneous emotional speech
were sparsely available. Nowadays, the situation has improved, though it is still far from abun-
dant. Besides the databases already mentioned in Section 2.4.1, an overview of the most impor-
tant corpora has been compiled by Ververidis and Kotropoulos [238].

While classification on the Berlin database is a relatively easy task, it is not very realistic as it
contains acted speech obtained under ideal conditions, a scenario one would scarcely find in an
application. Furthermore, it is limited in size. The Aibo and the SmartKom database are much
harder tasks, because emotions are not as prototypical and clear, but they are larger and close to
realistic conditions. Thus, by evaluating these three databases, that are described in detail in the
following, a wide variety of emotions is covered and results can be expected to be general.
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# German Translation into English

1 Der Lappen liegt auf dem Eisschrank. The tablecloth is lying on the fridge.

2 Das will sie am Mittwoch abgeben. She will hand it in on Wednesday.

3 Heute abend könnte ich es ihm sagen. Tonight I could tell him.

4 Das schwarze Stück Papier befindet sich da
oben neben dem Holzstück.

The black sheet of paper is located up there
besides the piece of timber.

5 In sieben Stunden wird es soweit sein. In seven hours it will be.

6 Was sind denn das für Tüten, die da unter dem
Tisch stehen?

What about the bags standing there under the
table?

7 Sie haben es gerade hochgetragen und jetzt
gehen sie wieder runter.

They just carried it upstairs and now they are
going down again.

8 An den Wochenenden bin ich jetzt immer nach
Hause gefahren und habe Agnes besucht.

Currently at the weekends I always went home
and saw Agnes.

9 Ich will das eben wegbringen und dann mit
Karl was trinken gehen.

I will just discard this and then go for a drink
with Karl.

10 Die wird auf dem Platz sein, wo wir sie immer
hinlegen.

It will be in the place where we always store
it.

Table 4.1: The 10 utterances recorded in the Berlin database of emotional speech.

4.1.1 Berlin Database of Emotional Speech

The Berlin Database of Emotional Speech1 was recorded at the Technical University of Berlin
[31]. It contains acted emotional German speech of ten carefully chosen speakers (5 male, 5
female) that were asked to pretend six different emotions (anger, joy, sadness, fear, disgust and
boredom) as well as a neutral state in ten utterances each. Five of the ten utterances consisted of
one phrase, the other five of two phrases. The content of the utterances was emotionally neutral.
The utterances in German and their translation to English can be found in Table 4.1. As the
recordings were intended for phonetic analysis of emotions and emotional speech synthesis they
were conducted under very controlled conditions and so are marked by a very high audio quality
(Figure 4.2).

After the recordings a listening test was performed with 20 human subjects who should recognise
the emotion of every utterance and rate it for its naturalness. Those utterances from the collected
material that were misclassified by more than 20 % of the test persons or perceived as unnatural
by more than 40 % were discarded, ending up with 493 utterances (female: 286/male: 207). On
average, 94.25 % of the 493 utterances were recognised correctly and 78.83 % were perceived as
natural. The distribution of emotions is, except for anger, relatively equal, as can be seen in Table

1http://database.syntheticspeech.de

http://database.syntheticspeech.de
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Figure 4.2: Recording conditions during the creation of the Berlin Database of Emotional Speech.2

Joy Anger Fear Disgust Bore-
dom

Sad-
ness

Neu-
tral

Σ

# 64 127 55 38 79 52 78 493
[min] 3’1” 5’36” 2’34” 2’34” 3’45” 4’11” 3’7” 24’48”

Table 4.2: The distribution and duration of emotions in the Berlin Database of Emotional Speech.

4.2. Furthermore, manually labelled word boundary information is available for this database.

This database is a comparably easy task for emotional speech recognition, but quite far from
realistic settings. It is evaluated by 5-fold cross-validation leaving always two speakers out (one
male, one female). Though not intended by the creators who, as said before, designed this highly
artificial database for speech synthesis it is used commonly in speech emotion recognition [e. g.
207] because it is freely available. Usually, it is evaluated with 10-fold speaker-dependent cross-
validation.

4.1.2 FAU Aibo Emotion Corpus

The FAU Aibo Emotion Corpus was recorded at FAU Erlangen, Germany, in a Wizard-of-Oz
(WoZ) setting within the EU project PF-Star [17, 22, 225]. It contains speech from children
interacting with Sony’s robot dog Aibo (Figure 4.3). The children had to direct the dog with
verbal commands in order to fulfil a task. In fact, however, the robot was operated remotely by
another person and the sequence of its moves was predetermined. For the children, it thus looked

2 c©http://database.syntheticspeech.de/, 2010

http://database.syntheticspeech.de/
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Figure 4.3: Sony’s pet robot Aibo.3

like the dog was “disobedient” or incapable to do what they wanted it to do. This caused them to
try to teach the robot, usually using baby talk (so-called “motherese”), to be angry with the dog
when it disobeyed them, or to compliment it when it by chance made the right moves.

Recordings were obtained from 51 children in the age of 10 to 13 years from two schools (25
children from school “Mont” and 26 children from school “Ohm”), 31 of them girls, 20 of them
boys. In total, it contains about 9.2 hours of speech in 13642 turns. Subsequently, each word
was annotated by five independent raters with the labels joyful, surprised, emphatic, helpless,
touchy/irritated, angry, motherese, bored, reprimanding, rest, and neutral. Word segmentation
was obtained from an automatic speech recogniser and then manually corrected.

This corpus was initially only available for processing within the CEICES (Combining Efforts
for Improving automatic Classification of Emotional user States) initiative [21] from the EU
network of excellence HUMAINE which aimed at the joint evaluation of the database under
fixed conditions in order to better compare results. Since the distribution of emotions is unequal,
— neutral words prevail, — for the purpose of CEICES a subcorpus was chosen on which also
the reference corpus throughout this work is based on. The so-called AMEN subcorpus contains
only those words labelled with the four most frequent classes Angry (formed by merging touchy,
reprimanding and angry), Motherese, Emphatic and Neutral by at least three of the five labellers.
The use of emphatic and motherese as emotion classes may at first seem strange, but emphatic
was chosen because situations with emphatic speech often precede angry situations, and have
thus some kind of signalling function, and motherese marks situations when the child wants to
compliment Aibo or make it obey in a positive way. These descriptions fit into the definition
of emotion as a “short-term, consciously perceived, valenced state, either positive or negative”

3 c©http://www.sonynet.com, 1999

http://www.sonynet.com
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Angry Motherese Emphatic Neutral Σ

# 1557 1223 1645 1645 6070

Table 4.3: The distribution of emotions in the AMEN words of the FAU Aibo Emotion corpus.

Angry Motherese Emphatic Neutral Σ

# 867 487 1334 1307 3995
[min] 38’ 25’ 63’ 62’ 188’

Table 4.4: The distribution and duration of emotions in the turns containing at least one AMEN word of the FAU
Aibo Emotion corpus.

Mont Ohm

# 1739 2256
[min] 71’ 117’

Table 4.5: The number and duration of turns with AMEN words in the two schools.

(see Section 2.1). In a stricter sense, they are “emotion-related user states” [225]. The classes
emphatic and neutral were down-sampled in order to obtain a more balanced distribution of
emotions, as is shown in Table 4.3. Thus, the AMEN corpus contains 6070 words which is about
15 % of the whole corpus. Evaluations of the Aibo database in this thesis refer to those turns that
contain at least one of the AMEN words, not only to the AMEN words. Further segmentations
(also words) are all based on these turns. Tables 4.4 and 4.5 show the distribution and duration
of emotions, and the fraction of the two schools in the AMEN turns, respectively.

There also exists a semi-automatically segmentation into chunks for the whole Aibo corpus con-
sidering pauses and syntactic boundaries. The chunks therefore approximate a segmentation into
utterances. Labels for the various units explored later were assigned on the basis of the word
labels. The exact label mapping strategy will be described along with further segmentations in
Section 4.2. As evaluation strategy for this corpus three-fold cross-validation was chosen, in
order to have always one split as test set and the other two as a training set that can further be
divided into a training and an evaluation set for feature selection. The splits were created with
the gender, school and emotion distribution (given in order of priority) conserved as much as
possible in the same way as by Schuller et al. [208].

As said before, the use of the database has been restricted until recently to the CEICES initiative.
In the course of the INTERSPEECH 2009 emotion challenge [213] on the full corpus it has been
made publically available.
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Figure 4.4: Design study of the SmartKom-Mobile scenario.4

4.1.3 SmartKom Corpus

The goal of the SmartKom project was to develop a multimodal dialogue system for three dif-
ferent scenarios: a public information interface, a home-based and a mobile communication
assistant (see Figure 4.4). The system was meant to understand speech and gestures, as well as
to be responsive to emotions. Within the project, a large multimodal corpus was collected in
a Wizard-of-Oz setting at the University of Munich [198]. 222 subjects were recorded in 447
sessions. Each session was about 4.5 minutes in length, however, the speech part is much less.
Audio was captured with a directional microphone, a 4-channel microphone array and either a
headset or a clip microphone. Because of better quality, only the headset microphone recordings
are used here for analysis which restricts the data to 126 sessions of the mobile scenario by 66
speakers (37 female and 34 male). Three of the speakers were non-native German speakers. The
age ranged from about 10 to 65 years, while the majority of speakers was between 12 and 27
years old. Thus, subjects were very heterogeneous. Videos were also recorded and supported the
later annotation of emotions.

Subjects did not know during the recordings that their emotional state was observed. Besides
from naturally occurring emotions it was tried occasionally to elicit emotions by slight disfunc-
tions of the system like leading the subject all through a movie reservation process and telling
them at the last step that this function was not available now. While the occurring emotions can
be considered quite realistic, unfortunately, the biggest part of the speech is emotionally neutral.

The following emotions, referred to in SmartKom as “user states”, were labelled [228]: joy/grati-
fication, surprise, pondering/reflecting, helplessness, anger/irritation, and neutral, and unidentifi-
able episodes. The first five categories were further distinguished between strong and weak. Each
session was labelled by three persons. Since some of the categories occurred only very rarely and
a 12-class problem is not realistically tractable with current speech emotion recognition methods,
especially in a database with very natural and weak emotions, a scheme base on Batliner et al.

4 c©http://www.smartkom.org/mobil_de.html, 2010

http://www.smartkom.org/mobil_de.html
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positive neutral negative Σ

# 256 2086 776 3118
[min] 8’ 139’ 29’ 176’

Table 4.6: Duration and number of emotional episodes in the headset-recorded sessions within the mobile scenario
of the SmartKom database based on the holistic user state annotation.

[16] was applied to merge the original categories into a 3-class problem. Thus, joy/gratification
and surprise were mapped onto positive (or indicating "no problem"), pondering/reflecting, help-
lessness and anger/irritation onto negative (or indicating "problem"). The third class was neutral,
unidentifiable episodes were dropped.

The annotation process had two stages. First, user states were annotated holistically, considering
both audio and visual information. Then, the non-neutral segments were further labelled using
only visual information. Due to this annotation procedure, the labels are often hardly identifiable
from the speech signal alone, a fact also noted by the database creators [228]. As a consequence,
this corpus represents a great challenge for automatic emotion recognition based on speech in-
formation only. Emotions are distributed very unequal, with more than two thirds of the speech
being neutral, as can be seen in Table 4.6 which shows the distribution of the holistic user state
annotation on the sessions of the mobile scenario.

Though this high proportion of neutral should occur in most real applications, in order to alleviate
the difficulty of the task, only segments where both labels matched were selected for evaluation
here, as these were regarded as less ambiguous. Obviously, in contrast to the other two databases
labels in SmartKom are not based on linguistic units such as words or utterances. In addition
to the annotation of user states, prosodic peculiarities were also labelled and supposed to en-
hance automatic emotion recognition. These were not used in this work as the emphasis is on
fully automatically extractable features. Information on word boundaries was available from an
automatic speech recogniser.

The SmartKom database was chosen for evaluation here because this natural corpus reflects the
difficulties to be encountered in real world applications and therefore allows for a careful con-
sideration of these problematic issues. Comparable results are available by the work of Batliner
et al. [16] though their results were obtained from a different subset of the database, the public
scenario. As Aibo, this corpus was evaluated with three-fold speaker-independent and gender-
balanced cross-validation to have separate splits for training, feature selection and testing.
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4.2 Audio segmentation

As could already be seen in the Aibo and SmartKom databases in the previous section, speech
segmentation is a non-trivial issue. The overview of the steps of the emotion recognition system
in Figure 4.1 shows as the first step to segment the audio input signal into meaningful units to
later derive the actual features from acoustic measurements of those units. The units are usually
linguistically motivated medium-length time intervals such as words or utterances. Though the
decision on which kind of unit to take is evidently important, it has not received much attention
in past research on emotion recognition. Most approaches so far have dealt with utterances of
acted emotions where the choice of unit is obviously just this utterance, a well-defined linguistic
unit with no change of emotion within in this case. However, in spontaneous speech this kind of
obvious unit does not exist. Neither is the segmentation into utterances straight-forward nor can
a constant emotion be expected over an utterance. Generally speaking, a good emotion unit has
to fulfil certain requirements. In particular, it should be

1. well-defined to be consistently extracted,

2. long enough so that features can reliably be calculated by means of statistical functions,

3. short enough to guarantee stable acoustic properties with respect to emotions within the
segment,

4. consistent with the labelling of the training database.

The first point is important because the segmentation in training, test and application should be
subject to the same rules, that is, it must have the same characteristics. Thereto the rules for
segmentation need to be unequivocally defined. For example, the notion “sentence” does exist
for spontaneous speech, however, a segmentation into sentences is often not feasible and if, it is
often ambiguous. So a sentence would not be a good unit for spontaneous speech, though it is
useful for acted speech.

Since here, as in many other work, the feature extraction approach of calculating global statistics
for given time segments is taken, the classification units need to have a minimum length. The
more values statistical measures are based on, the more expressive they are. On the other hand all
alterations of the emotional state should possibly be captured, so the unit should be short enough
that no change of emotion is likely to happen within. In addition, it should be so short that the
acoustic properties of the segment with respect to emotions are stable, so that expressive features
can be derived. This is particularly important for features based on statistical measures, since
for instance the mean value of a very inhomogeneous segment yields an inadequate description.
Thus, a compromise has to be found for these two conflicting requirements
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Furthermore, for a given training database, arbitrary units cannot be used, since emotion labels
are biased to some extent if they do not exist for exactly this segmentation. Hence a comparison
of units on different databases must be drawn with care. For example, if the database is labelled
on turn level, this does not mean that every word in the turn has this emotion. Some might be
neutral if accounted for individually, especially short words without emphasis. In reverse, careful
consideration is needed to derive a turn label from word labels, for example by simple majority
voting over word labels. It is often better to reduce the influence of neutral words.

As the aim here is a real-time self-contained emotion recognition application which does not
require further knowledge, for example about words and word boundaries, a further requirement
is put onto the unit of choice as it should be automatically computed from the audio signal alone.

In general, potential units can be linguistically motivated and thus be phonemes, syllables, words,
or utterances, or be set to frames with a fixed length, for example 0.5 or 1 seconds. The latter
have the advantage that their automatic extraction is straight-forward which is favourable for
realistic applications. Furthermore, a unit can be considered with its context, that means for
example for a word, to consider the preceding and succeeding word(s) as well. In the context of
dialogue systems, for which emotion recognition is especially applicable, whole dialogue turns
can also serve as emotion classification units. The length and nature of turns, however, strongly
depend on the dialogue system. In order to have a unit in spontaneous speech that approximates
utterances in acted speech a — manual or automatic — boundary detection can be carried out. A
strategy for automatic boundary detection is to segment by pauses, that is sections of low signal
energy, that are at least 0.2 to 1 seconds long. For this purpose, voice activity detection (VAD)
algorithms can be used, as breaks in voice activity can mark the boundaries.

Generally, it strongly depends on the data which unit fits best. Hence, various types of units will
be explored here in view of their usefulness for different kinds of data, in particular fixed length
units, words, utterances, segments marked by pauses, and turns. An overview of the examined
units for each of the three databases can be found in Table 4.7.

Now, first the non-linguistic units are described. Three durations of fixed length units are tested:
0.5, 1 and 2 seconds. These were chosen because units of less than 0.5 seconds were considered
as too short for the calculation of statistical measures, while changes of the emotional state
may well occur in units longer than 2 seconds. Lastly, as an approximation of a linguistic unit,
speech parts segmented by breaks in the voice activity detected automatically and on the acoustic
signal only by the algorithm integrated into ESMERALDA, a framework for building automatic
speech recognisers based on HMMs [78], are investigated. All these units are very suitable for
an integrated online system.

Analysed linguistically motivated units comprise words, words in context, manual and automatic
speech recognition (ASR) assisted pause segmentation as well as utterances and dialogue turns.
These are analysed here offline and mainly as reference for the performance of the non-linguistic



4.2. Audio segmentation 67

Unit Berlin Aibo SmartKom

fixed length 0.5s
√ √ √

fixed length 1s
√ √ √

fixed length 2s
√ √ √

automatic pause segmentation by VAD
√ √ √

word
√ √ √

word in context (± 1 word)
√ √ √

manual syntactic/prosodic boundary detection (chunks) —
√

—
pause segmentation by ASR (chunks) — —

√

utterance
√

— —
turns —

√ √

Table 4.7: Emotion units explored for the Berlin, SmartKom, and Aibo database.

units and as reference to other related work. Words are often very short, that is why they are also
investigated within the context of one preceding and succeeding word and the potential silent
or non-verbal part in between. Among the units compared here, considering context is most
reasonable for words, because the difference of adjacent words within an utterance in respect
of their emotional tone will scarcely be huge. For dialogue turns, contrarily, this should be the
case more often, as between succeeding turns, events that lead to a change in the emotional
state may happen. Still, words are not desirable for the further goals in this thesis, because a
speech recognition system is needed to determine word boundaries automatically. Since speech
recognisers — especially for arbitrary application areas — are very prone to errors, their use will
be avoided here so that a self-contained emotion recognition system can be built.

As higher-level linguistic units, chunks, utterances and turns are examined. On the Aibo database,
chunks were obtained by a manually revised detection of syntactic and prosodic boundaries trig-
gered by main clauses, free phrases and between successive occurrences of the word “Aibo”, as
these repetitions are likely to mark a change in the emotional state [208]. Prosodic boundaries
were set when pauses between words exceeded 0.5 seconds. In SmartKom, chunks were defined
by pauses longer than 0.5 seconds as detected by an ASR system, which is a fully automatical
procedure. However, there were only a few emotionally neutral turns that were affected by this
segmentation. Chunking is not available for the Berlin database, instead, utterances were used.
Within dialogue turns changes of the emotional state have to be expected, but the classifier has to
decide on only one emotion per turn. Turns containing more than one emotion are probably not
acoustically homogeneous with respect to emotions so they assumedly produce lower recogni-
tion rates. If this indeed makes them a suboptimal unit for emotion recognition will be discussed
by means of the results in the next chapter.

A very important point is how labels, which were always available for only one unit per database,
are mapped onto other units. Labels in the Berlin database arise from that emotion that the actors
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# Word Start End Labels

1 jetzt 0.49 0.75 NNNNN
2 *gehd 0.86 1.0 NNNNN
3 g’radeaus 1.12 1.92 EEENN
4 stopp 2.04 2.44 EEENE
5 stopp 2.56 2.93 EEENE

Table 4.8: The words in the turn “jetzt *gehd g’radeaus stopp stopp” in the Aibo corpus with start and end times in
seconds, as well as labels from each of the five labellers.

were asked to pretend in the superordinate utterance. Finding a good label mapping strategy for
the Aibo database is more complicated since labels are available on word level from each of the
five annotators. The mapping is based on Steidl’s strategy [225]. Thus, for word and 0.5 seconds,
a majority voting of all available labels was used. The label of the word in context arises from
the label of its central word. For VAD based units, chunks and 1.0 seconds, a unit was labelled
as neutral, if at least 60 % of the votes were neutral; as motherese, if there were at least as many
votes for motherese than for emphatic or angry; as angry, if there were equal or more votes for
angry than for emphatic; and as emphatic in the remaining cases. For turns and 2.0 seconds,
the same strategy was used, but the threshold for neutral was set to 70 %. Neutral is treated in
a special way because for a whole chunk to be perceived emotional, not all words, especially
function words, need to be pronounced emotionally. In the case of fixed length and VAD units,
labels are weighted by the number of samples they occur in the unit. If more than one third
of a unit was not labelled because it did not occur in a word, the unit was not considered for
classification. This may not be realistic, as normally, these units should be labelled as pertaining
to a rest class or silence, but it would have made it more difficult to compare units because the
number of classes was not the same. In order to ease the understanding of the labelling process,
it is illustrated by an example: Given the turn “jetzt *gehd g’radeaus stopp stopp” with durations
and labels as in Table 4.8, labels for the various units are derived as shown in Table 4.9.

In the SmartKom database, labels were derived by simple majority voting. If the relative majority
of a fixed-length unit pertained to silence, the unit was not used for classification. Words shorter
than 0.1 seconds were also discarded.

Two further remarks concern all three databases: if a fixed length unit at the end of a turn does
not have full length, it is not used. Furthermore, a word in context at the beginning of a turn
consists of the first and the second word, likewise the last word in context consists of the last and
the second to last word.
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Unit Label sequence

0.5s N E E E E E
[0.5–1] [1–1.5] [1.5–2] [2–2.5] [2.5–3] [3–3.5]

1.0s N E E
[0–1] [1–2] [2–3]

2.0s N
[0–2]

VAD E E
[0.49–2.63] [2.66–3.03]

word N N E E E
[0.49–0.75] [0.86–1] [1.12–1.92] [2.04-2.44] [2.56–2.93]

word ±1 N N E E E
[0.49–1] [0.49–1.92] [0.86–2.44] [1.12–2.93] [2.04–2.93]

chunk N E E
[0.49–2.44] [1.12–2.93] [2.04–2.93]

turn E
[0–3.3]

Table 4.9: Label mapping in the Aibo database from word based labels (see Table 4.8) onto the different units.
Durations are given as intervals in seconds below the label.

4.3 Features

Common features for speech emotion recognition are based on short-term acoustic observations
like pitch or energy, as presented in Section 2.3.2. Since the specific values of these measures are
usually not too expressive per se, but rather their change over time, the modeling of the temporal
behaviour is crucial to the success of the task. Basically, there are two approaches to do this,
which depend on the type of classifier that is used. Learning algorithms like HMMs model tem-
poral changes by considering sequences of feature vectors, looking especially at the transitions
between the vectors. Thus, a classification unit consists of a series of feature vectors and obtains
one label by the classifier. Standard classifiers, however, assign one label to each feature vector.
As a result, time needs to be encoded in the features themself, usually by (optional) transforma-
tions of the basic values and applying (statistical) functions like mean calculation, that map a
series of values onto a single value.

The latter approach is the one followed here. Of course, there is a huge number of possibilities
how to transform value sequences to single values. Since emotional features are investigated
extensively here, the goal is to calculate a multitude of possibly relevant features starting from
the basic feature types. However, high-dimensional input does not only slow down classification,
but can also deteriorate it if too many similar features that are dependent of each other are used.
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For this reason, the most important features of the initially calculated set can be chosen here by
means of (combinations of) feature selection strategies: information gain, a correlation-based
algorithm and sequential forward floating feature selection.

In the following sections, first feature extraction as used for the experiments described in the next
chapter is described. This includes the calculation of the basic feature types as well as the actual
features that were derived from each of them. Subsequently, the feature selection methods are
presented.

4.3.1 Feature extraction

The strategy for feature extraction was inspired by the work of Oudeyer [173]. There, time series
for pitch, intensity, low-passed and high-passed intensity as well as 10 MFCCs, were calculated
for each signal chunk. Then, three additional series were derived from these basic time series
looking only at the minima, at the maxima or at the distances between local extrema of the 10
Hz smoothed curve of the original series. For each of the four resulting series for each measure,
mean, minimum, maximum, difference between minimum and maximum, variance, median,
first quartile, third quartile, interquartile range and the mean of the absolute value of the local
derivative were computed, which amount to ten statistical values. Thus, in total 200 features
were used.

Here, further basic feature types are investigated, in particular pitch, energy, 12 MFCCs, the
frequency spectrum and voice quality measures. Furthermore, the derivation of series from the
basic series is extended. Since also derivatives of the basic series are considered, the last statis-
tic, the mean of the absolute value of the local derivative, is dropped in contrast to Oudeyer’s
approach. Additionally, features related to voicing and global features such as duration, pauses,
speaking rate, jitter and shimmer are integrated.

In the following, it will be described how these basic feature types were calculated and which
features exactly were derived from them. A detailed description of the feature types and how
they relate to emotions has been provided in Section 2.3.2. Note that the final features are cate-
gorised here according to the basic feature type they were derived from. This is not necessarily a
phonetically valid categorisation — for example Batliner et al. [14] denote features related to the
position of pitch on the time axis as durational features — but rather a practical categorisation.

Pitch

Pitch, or fundamental frequency, is the acoustic correlative of the perceived tone height. The
automatic estimation of pitch is a non-trivial task. Sources for errors are the distinction of voiced
and unvoiced segments, and within voiced segments, the pitch detection can be overshadowed
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by effects of vocal tract resonance and short-term perturbations in the speech signal [49]. Gross
errors are mainly octave jumps when other harmonics have high energy which are then easily
taken for the fundamental frequency, but also local errors occur in the determination of the exact
Hertz values. Depending on the task, the latter may be negligible.

Here, the pitch algorithm described by Boersma [28] is used, whose high accuracy is generally
accepted and which is part of the popular phonetics software PRAAT [29]. Thereto the speech
segment is divided into frames of 80 ms length at a rate of 10 ms. Each frame is first windowed
by a Gaussian window, then possible pitch values are calculated from the maxima of the auto-
correlated signal. The possibility of an unvoiced frame is as well added to the list of candidate
values. Each candidate has a strength associated that is based on a voicing and silence threshold
for the unvoiced candidate and the auto-correlation value for voiced candidates. With dynamic
programming, an optimal path through the candidates of all frames is searched, using a cost
function that takes into account a cost for voiced to unvoiced transitions and an octave jump
cost related to the log quotient of both candidate values for voiced to voiced transitions. This
guarantees higher robustness against the earlier mentioned sources of errors compared to algo-
rithms that find pitch values only locally, though it does not eliminate them fully. Besides, the
accuracy of the algorithm increases with the length of the superordinate speech segment which
however forbids an incremental pitch detection. For performance reasons, the algorithm was
re-implemented here with a lesser depth when interpolating the frequency values of the maxima
of the sampled auto-correlation to continuous resolution compared to its implementation in the
original software (PRAAT). The allowed pitch range was restricted to 75–600 Hz for Berlin and
SmartKom, and to 100–800 Hz for Aibo as it contains children’s speech.

Pitch is very prone to inter-speaker differences, especially gender differences, so that “high pitch”
can mean 200 Hz for one speaker and 300 Hz for another, and even higher for children. Different
approaches are examined to remedy this. The first step into this direction is to logarithmise the
pitch values, as this makes the pitch variation for male and female more similar [126]. An actual
normalisation is obtained by subtracting the median from the logarithmised pitch values. Addi-
tionally, the “raw” pitch mean, median, first and third quartile values are normalised following
Zhang et al. [268] by minimum and maximum pitch of the respective segment according to the
following formula (exemplarily here for mean)

meannorm =
mean−min
max−min

(4.1)

A further approach to the compensation of gender differences is investigated in Section 7.1.
However, though the validity of unnormalised raw pitch values is questionable, the usefulness of
normalised values is not less challenged here. Anyway, features modeling the dynamic behaviour
of pitch, so for example related to the temporal distance between local extrema or relative mag-
nitude of extrema, are assumed to be more important than the specific (raw or normalised) values
of pitch. Evidence on this is given in the next chapter.
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Figure 4.5: Transformation of time value series using pitch as example: local maxima, local minima (above);
frequency distance, temporal distance and slope between adjacent local extrema (below).

In order to obtain different views on the data, the above described series of raw values, log
values and median-subtracted log pitch values are further transformed into the series of the local
maxima, the local minima as well as the difference, distance and slope between adjacent local
extrema. These transformations are illustrated by Figure 4.5. Furthermore, first and second
derivation are obtained. From the resulting 22 pitch series, the standard statistic measures are
calculated.

Further features are the position of the overall pitch maximum, which approximates the main
accent in linguistically motivated segments, and the position of the overall pitch minimum. As
indicators for pitch contours, the number of minima, maxima, falling and rising values are ob-
tained. All these values are normalised by the number of pitch values in the segment, ending up
with 208 pitch related features in total. Table 4.10 summarises all pitch features once again.
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Transformation absolute pitch
logarithmised
pitch

median subtrac-
ted log pitch

basic S S S

local minima S S S

local maxima S S S

difference between local
extrema

S S S

slope between local ex-
trema

S S S

distance between local
extrema

S — —

first derivation S S S

second derivation S S S

normalised by global
minimum/maximum

mean, median, 1st quartile, 3rd quartile

position global minimum, maximum

number local minima/maxima
falling /rising pitch frames

Table 4.10: Pitch features: Transformations of the absolute, the logarithmised, and the median subtracted logarith-
mised pitch values. S indicates whether global statistics have been calculated.

Energy

Signal energy corresponds to the perceived loudness of a sound. It is obtained using the ESME-
RALDA environment for speech recognition [78] where it is calculated for frames of 16 ms length
at a rate of 10 ms. The mean adjusted and logarithmised signal energy SE is then calculated from
each frame by

SE = log

∑N
i=0 s

2
i

N
−
(∑N

i=0 si
N

)2
 (4.2)

where si is the amplitude value at time i of a frame of N samples length. Afterwards, the energy
is normalised to the 95 % quantile of the previous frames.

Like for pitch, the series of only the local maxima and only the local minima are derived from
the energy curve, as well as difference, distance and slope between adjacent local extrema. First
and second order derivation together with the series of their local maxima and local minima are
further added to the number of 12 resulting energy related value series, from which again the
standard statistic functions are calculated.
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Transformation f f ′ f ′′

basic S S S

local minima S S S

local maxima S S S

diff. between local extrema S — —

slope between local extrema S — —

dist. between local extrema S — —

position global max — —

number local max — —

Table 4.11: Energy features: transformations of the basic series (f ), first (f ′) and second derivation (f ′′) with
global statistics (S) calculated, as well as further features.

Transformation f f ′ f ′′

basic (1–12, avg) S S S

local minima (1–12, avg) S S S

local maxima (1–12, avg) S S S

Table 4.12: MFCC features: transformations of the basic series (f ), first (f ′) and second (f ′′) derivation with global
statistics from coefficients 1–12 and averaged sum.

The position of the global maximum and the number of local maxima, both normalised by the
number of frames in the segment, are also joined to the feature vector, which finally contains 110
energy related features, as shown in Table 4.11.

MFCC

Mel-frequency cepstral coefficients (MFCCs) encode a compact representation of the frequency
spectrum. They are calculated by ESMERALDA at the same frame length and rate as signal
energy according to the general description in Section 2.3.2. ESMERALDA additionally performs
an adaptation to the microphone channel.

Adding the first and second derivatives of every coefficient yields 36 MFCC time series for
every signal segment. From each series, the local maxima and minima series are also derived.
Furthermore, a condensed representation — the average over all 12 coefficients for each basic,
first and second derivation — is contrasted to the single features. This gives in total 1053 MFCC
related features, as summarised in Table 4.12.
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Durational features

Durational features are all features that relate to timing issues. Much of this information is en-
coded on the global unit level, not in time series, and some features described earlier in the
sections on pitch resp. energy, for instance positional features such as the position of the pitch
maximum/minimum or energy maximum, also model durational aspects. Three aspects of dura-
tion are represented explicitly in the full feature vector by four features:

1. Segment length, measured in seconds. This is a value that may not make sense in some
contexts but is very useful in others. For example, the length of individual words is often
not distinctive for a specific emotion but depends more on the type of word (e. g. function
word, content word). On the other hand, length can be a very characteristic feature on
utterance level, especially for acted emotions where utterance lengths are often comparable
as the same utterance is spoken several times, and for instance boredom tends to be spoken
very slowly.

2. Pause: This is grossly approximated by the ratio of unvoiced pitch frames to the total num-
ber of frames in the segment. Furthermore, the same voice activity detection algorithms as
used for the pause detection in audio segmentation (see Section 4.2) was applied to each
emotion segment and the proportion of non-speech was calculated. In the case of VAD
units it may not make sense at first glance to apply this algorithm possibly twice to the
same speech signal. However, the threshold for voice activity is determined dynamically
and adaptive to the energy in the specific context. As the context for segmentation into
emotion units is longer than the context within an emotion unit, this usually yields a new
speech/non-speech segmentation.

3. Speaking rate: A first approximation of speaking rate is already contained in energy fea-
tures measuring the distances between local maxima. Additionally, the zero-crossings rate
of the amplitude is roughly related to the speaking rate. There exist more sophisticated
speaking rate measures than these two, however, they were preferred here for their fast and
straight-forward calculation.

The four explicit duration features that are not derived from any of the other basic feature types
can be found in Table 4.13.

Spectral analysis

In order to gather spectral information, the acoustic signal is broken down by Fourier trans-
formation (FFT) into a series of short-term spectra of 16 ms length at a rate of 10 ms. Since
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Basis Feature

length segment length

pause unvoiced proportion
non-speech proportion

speaking rate zero-crossings rate

Table 4.13: Explicit duration features.

especially information on the slope of the spectrum was regarded as important, for each short-
term spectrum, the distance between the 10th and the 90th percentile, the slope between weakest
and strongest frequency, as well as two linear regression coefficients a and b to model the energy
E with the frequency spectrum f by ordinary least-square estimation are calculated:

E = a− bf (4.3)

with

a = E − bf (4.4)

b =

∑n
i=1(fi − f)(Ei − E)∑n

i=1(fi − f)2
(4.5)

where fi is the ith frequency of the spectrum, Ei the energy of fi in the spectrum, f the mean
frequency and E the mean energy.

Furthermore, the centre of gravity (CG) of the spectrum is obtained according to the formula

CG =

∑
fi · Ei∑
Ei

(4.6)

The centre of gravity parametrises the spectral balance between high and low frequencies for a
signal segment [236].

Each of these five values yielded a new 1-dimensional time series, from which the standard
statistics were derived (see Table 4.14).

Voicing features

The length and distribution of phonetically voiced and unvoiced segments, as obtained from the
pitch calculation, in a speech signal is related to certain voice characteristics that may give hints
on the emotional state of the speaker. For example a chopped speaking style may be reflected
by the distribution of voiced and unvoiced segments. Therefore, the lengths of both the voiced
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Transformation Features

centre of gravity S

distance between 10 and 90 % frequency quantile S

slope between strongest and weakest frequency S

linear regression, coefficient a S
linear regression, coefficient b S

Table 4.14: Spectral features: features based on global statistics of transformations of short-term spectra.

Basis Features

length of voiced segments S
length of unvoiced segments S

voiced segments number

Table 4.15: Voicing features: Features based on unvoiced/voiced decisions of pitch frames.

and the unvoiced segments in an emotion unit are used to create new value series. Applying the
standard statistic measures yields for instance the mean length of voiced segments in the unit.
Furthermore, the number of voiced segments normalised by the number of pitch frames in the
unit is added. Table 4.15 shows the full list of voicing features.

Voice quality

Voice quality refers to the different types of phonation, for instance a harsh voice may reflect
anger. The harmonics-to-noise ratio (HNR) as well as the glottal pulses are used as voice quality
features here. HNR is obtained from the pitch algorithm described in Section 4.3.1 with a Han-
ning window instead of a Gaussian window, and the window length being twice as long. The
calculation is based on the implementation in the PRAAT software for each frame as follows:

HNR = 10 log10
r

1− r
(4.7)

where r is the strength of the fundamental frequency in the frame. This yields a series of HNR
values over an emotion unit from which the standard statistic functions are derived.

Furthermore, jitter and shimmer of the glottal pulses of the whole segment (compare Section
2.3.2) which correspond to the variability in distance and amplitude of the glottal pulses respec-
tively, as well as the number of glottal pulses normalised by the segment length in seconds are
added to the feature set (see Table 4.16).
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Basis Features

HNR S

glottal pulses number
jitter
shimmer

Table 4.16: Voice quality features: based on Harmonics-to-Noise ratio (HNR) and glottal pulses.

Feature type Number of features

pitch 208
energy 110
MFCC 1053
duration 4
spectral properties 45
voicing related features 19
voice quality 12

Σ 1451

Table 4.17: Number of features in each feature type.

Summary

The exact numbers for each feature type are summarised in Table 4.17. As can be seen, MFCC
features outnumber the others by far, but this is only because every coefficient is represented
individually which produces a large number of features.

Altogether, the features accumulate to a total of 1451. Although some of the features have
only approximative character, their advantage is that they can be computed very fast, which is
important in respect to the intended use of real-time feature extraction.

At this point, also a systematic nomenclature of the features should be introduced which starts
with the basic feature type, then lists transformations of the basic value series in the order of their
application, and finally specifies statistical functions, all separated by “_”. The abbreviations that
are used can be found in Table 4.18. The mean of the local minima of the logarithmised pitch
values would thus be encoded as pitch_log_mins_mean.

4.3.2 Feature selection

The feature set as described in the last section contains a lot of features, many of them proba-
bly redundant or not relevant, at least for particular tasks. As already indicated in Section 2.3.2
feature selection can have several benefits, for the interpretation of features as well as for the
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Description Abbreviation

pitch pitch

energy energy

MFCCs mfcc

Feature categories duration dur

short-term frequency spectrum spectral

voicing related features voicing

voice quality voiceQual

average avg

centre of gravity cog

Transformations range of 10 % percentile and 90 % percentile prange

of slope between minimum and maximum slope

multidimensional data linear regression, coefficient a linRegA

linear regression, coefficient b linRegB

Harmonics-to-Noise ratio hnr

local maxima maxs

local minima mins

difference between adjacent local extrema x_diff

distance between adjacent local extrema x_dist

Transformations slope between adjacent local extrema x_slope

of 1st derivation d

time series 2nd derivation dd

logarithmised log

logarithmised and median subtracted log_median

length of voiced segments voiced

length of unvoiced segments unvoiced

normalisation norm

Functions position pos

number num

mean mean

maximum max

minimum min

range range

Statistics variance var

median median

1st quartile q1

3rd quartile q3

interquartile range qrange

Table 4.18: Denotation of features.

further proceeding. Here, three purposes are pursued by feature selection. Firstly, a selection of
the extracted features should give hints on which types of features are relevant and how much,
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both for individual features and subsets of features. Then, for the emotion recognition system
described later in Chapter 6 feature selection is beneficial for efficiency reasons, as a smaller set
with comparable results is preferred over a larger set, because training as well as classification
times are shorter. Thirdly, in practise a feature selection can actually increase performance, be-
cause with the learning algorithms used here, an addition of bad, redundant or correlated features
may even deteriorate accuracy. On small training data sets, the effect of overfitting may occur.
Furthermore, feature sets should be optimised for the respective application scenario, since it is
assumed that good feature sets are very different depending on the data type.

Here, three different approaches to feature selection and evaluation will be applied that have
already been shortly described in Section 2.3.2. For a start, features are ranked according to
their information gain in order to evaluate each feature individually. Then, a method is examined
that removes correlated features (CFS), and finally, sequential forward floating feature selection
(SFFS) with classifier performance as selection criterion is used to optimise the classification
result. In order to restrict the search space, two combinations of the strategies are also evaluated.
These are information gain ranking prior to CFS, as well as CFS followed by SFFS.

Information gain feature ranking

The information gained from a specific feature to predict an emotion gives evidence on its use-
fulness. It is measured by the gain in entropy H() of that feature with respect to the emotion
class and is obtained from

IG(Emotion, Feature) = H(Emotion)−H(Emotion|Feature) (4.8)

In order to rank features according to their information gain, the data mining toolkit Weka [255]
was used.

Correlation-based feature subset evaluation

In contrast to ranking features individually by information gain, correlation-based feature subset
selection (CFS, [98]) evaluates sets of features taken from the original set. The goal is to find a
subset where the correlation of each feature with the class is maximised, while the correlation of
the features among each other is low. This strategy is especially beneficial for the Naïve Bayes
classifier which performs badly when features are highly correlated since it assumes features to
be independent for simplification reasons.

Again, the Weka toolkit was used to evaluate feature subsets with CFS in combination with a
Best-First search to find suitable subsets.
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Sequential forward floating search

In order to find a good feature subset with sequential forward floating search (SFFS, [185]),
subset selection starts with an empty set. Then, sequentially that feature is added from the full
feature set which gives best evaluation scores. Evaluation criterion is the mean accuracy per class
obtained from the Naïve Bayes classifier obtained from two-fold speaker independent cross-
validation. After each feature addition, sequentially features can be eliminated from the current
set as long as the score is higher or equal. The maximal subset size is restricted here to 200, but
as can be seen later in Section 5.3.6, the best sets found are considerably smaller.

Since usually lots of subset evaluations are needed in order to find an optimal set, this search
method can in practise only be run with a learning algorithm that is fast in training and classi-
fication. For this reason, only Naïve Bayes was used for this purpose. However, the resulting
set is thus optimised towards this classifier and not necessarily well suited for others. For the
implementation of SFFS, the code in the electronic annex of [224] was adapted.

4.4 Classification

Classifiers are needed for three different purposes here: first, for the evaluation of units and
features (Sections 5.2–5.3), second, for an experiment on the comparison of classifiers (Section
5.4), and last, for integration into the stand-alone emotion recognition system of Chapter 6.

Starting with the last point, the implemented algorithms are Naïve Bayes and Support Vector
Machines (SVM). As already indicated in Section 3.3, Support Vector Machines have proved to
be very competitive and are used by a large number of approaches. The Naïve Bayes classifier is
fast to train, especially in high-dimensional input spaces, and though it is a very simple classifier,
it still gives good results [148, 158, 180]. For this reason, it is used exclusively for experiments
on units and features here. The algorithms and actual implementations of SVM and Naïve Bayes
are described later in this section. For further information the reader is referred to the vast body of
literature on pattern recognition and machine learning, which often deals with these two popular
classifiers (e. g. [26, 68, 156]).

Finally, for the experiment on classifiers, a selection of popular algorithms from Weka is com-
pared. Since the focus of this thesis lies on feature calculation and emotion units, no extensive
testing of classifiers is conducted here and the majority of classifiers has not been reimplemented
or altered. The algorithms are in detail:

• 0-R: The 0-R classifier always classifies into the majority class. This classification scheme
has no practical importance, however, it is a useful baseline algorithm: a good classifier
should be at least better than this one. Mean accuracy per class of 0-R corresponds to
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chance accuracy. When classes are unbalanced as in Aibo and SmartKom, it may be even
difficult for other classifiers to outperform 0-R’s overall accuracy.

• Naïve Bayes: The Weka implementation of Naïve Bayes is almost identical to the one
presented later in this section and gives only very slight and insignificant differences in
classification rates.

• SVM: The LibSVM [43] implementation of Support Vector Machines (SVM) that is inte-
grated into the stand-alone emotion recognition system of Chapter 6 and will be described
later is also available in Weka. Features are normalised prior to training and classification.

• MLP: The Multi-Layer Perceptron (MLP) [26] is a Neural Network with an output layer
of neurons, but also hidden layers that are connected with each other and the output layer.
The weights of the neurons can be learnt with the backpropagation algorithm to match the
training patterns. The MLP is a sophisticated classifier that has been shown to work well
on a number of problems. However, depending on the complexity of the network, training
as well as testing can take very long.

• 3-NN: The Nearest-Neighbour classifier [2] classifies new instances according to the class
of the k (here: k = 3) most similar instances found in the training database. It is a simple
well-known algorithm that obviously requires no training time, though dependent on the
size of the training set, classification can be time consuming.

• Random Forest: A Random Forest [30] classifier is a combination of Random Tree clas-
sifiers that depend at each node on a certain number of randomly selected features. Tree
algorithms are relatively seldom used for emotion recognition, but have in some cases
proved to be very accurate [21].

• RIPPER: Rule-based classifiers are scarcely found in the literature on emotion recogni-
tion. For the sake of completeness, the RIPPER (Repeated Incremental Pruning to Produce
Error Reduction) [51] classifier is included here as an example for rule-based classification.

Now, the SVM and Naïve Bayes classifiers are described in detail.

4.4.1 Support Vector Machines

Support vector machines (SVM) belong to the group of linear learning algorithms, but they over-
come some of the limitations of regular linear classifiers. The idea behind SVM is to find a
hyperplane between the instances of two classes in such a way that the shortest distance between
the instances and the hyperplane is maximised. Thus, a maximum margin hyperplane is defined
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Figure 4.6: Support vectors ~s1, ~s2 and ~s3 for a SVM classifier maximise the distance between two classes. The
solid blue line indicates the maximum margin hyperplane.

on the basis of so called support vectors, which are training instances situated at the class bound-
aries (Figure 4.6). The class y of a test instance ~x is then assigned by the side of the hyperplane
it is located at:

y = sgn(b+
N∑
i=1

αici~si~x) (4.9)

Here, ~si is one of N support vectors, ci is the class value of si which is either 1 for class 1 or −1
for class 2, and b and αi are coefficients to be determined during training [255].

An advantage of SVM is that it can also solve linearly not separable class problems by a trans-
formation into a higher-dimensional space. That way, class boundaries are non-linear in the
original space, but linear in the transformed space. In order to achieve this, non-linear functions
are applied to the product ~si~x of the test instance and the support vector in Equation 4.9. These
functions are called kernel functions. Possible kernel functions are a polynomial kernel (~s~x)n,
or a radial basis function kernel exp−(~s~x)2 .

The drawback of this transformation into a higher-dimensional space is that the number of co-
efficients to be trained increases. So SVMs in general need a lot of training material to build a
reliable classifier that can generalise to unseen instances, otherwise the model might overfit the
data. Furthermore, the time it takes to train a SVM classifier is relatively long.

Note further that SVM primarily treats only two-class problems, but it can be extended to multi-
class problems by splitting the original problem into a set of two-class problems.

In the experiments described in the next chapter, the libsvm implementation [43] of SVM, a
generally accepted library, is used. A linear kernel is applied because it is faster to train and
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empirically proved to be better when the majority of instances belongs to only one class, which
applies often to spontaneous emotion classification, in particular to the Aibo and the SmartKom
databases. Before classification, features are normalised by their maximum and minimum values
in the training set for this classifier.

4.4.2 Naïve Bayes

Naïve Bayes is a simple classifier based on the Bayes Theorem which states:

P (Ei|f1, . . . , fn) =
P (Ei)

∏n
j=1 P (fj|Ei)

P (f1, . . . , fn)
(4.10)

In other words, this means that the probability of the emotion Ei given an observed feature
vector (f1, . . . , fn) of dimension n depends on the a-priori probability P (Ei) of the emotion,
multiplied by the product of the probability of each feature fi given the emotion, divided by the
a-priori probability of the feature vector. As classification result, the emotion Ei from a set of N
emotions E1, . . . , EN that maximises Equation 4.10 is chosen. This is simplifying in so far (and
hence the name Naïve Bayes), as the Bayes Theorem assumes the features to be independent
from each other. In reality, and especially in the approach taken here, where a multitude of
possibly redundant and interdependent features is calculated, this is usually not true. However,
Naïve Bayes has still proved to be quite successful in a variety of tasks [255, p. 91].

Parameters for the probability distributions P (Ei) and P (fj|Ei) are gained from the annotated
training material. For practical purposes, the denominator in equation 4.10, P (f1, . . . , fn), can be
omitted as it is constant with respect to the emotion class. Furthermore, for the implementation
of the algorithm in this thesis, the logarithmised probability logP (Ei|f1, . . . , fn) is computed,
which transforms the products of equation 4.10 into sums, to avoid floating point exceptions
caused by very small numbers that emerge from multiplying very often (here up to 1451 times)
only numbers smaller than 1. Since the real probability values are of no interest here, but rather
the relation of the probabilities of different emotion classes for a given feature vector, this does
not affect the validity of the result.

P (Ei), and P (fj|Ei) are modelled by discrete probabilities if the fj have discrete values. If the
fj can take a continuous range of values, they are usually, and here in particular, assumed to be
normally distributed:

P (fj|Ei) =
1

σj
√
2π
e

(
−

(fj−µj)
2

2σ2
j

)
(4.11)

where µj and σj are the mean and standard deviation of the jth component of all feature vectors
annotated as class Ei in the training material. The constant term

√
2π is again omitted in the

implementation.
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4.5 Summary

This chapter presented databases and methodology for speech emotion recognition. The Berlin
database of emotional speech, the FAU Aibo Emotion Corpus and the SmartKom database were
introduced. Among these the Berlin database contains acted emotions, whereas the other two
databases contain spontaneous or elicited emotions. Several non-linguistic and linguistically
motivated units that can possibly be used for emotion recognition from speech were presented,
including units with fixed length, units segmented by voice activity detection, words, words in
context, speech segments delimited by pauses obtained from automatic speech recognition —
possibly supported by manual labelling —, utterances and turns. For feature extraction, an ap-
proach computing global statistics from basic feature types for each unit is chosen. The calcula-
tion of the basic feature types pitch, energy, MFCCs, duration, spectral and voicing information,
as well as voice quality was described. Finally, the classification algorithms for a classifier com-
parison experiment were presented, among these Naïve Bayes and SVM in more detail, because
they are also used for further experiments in this thesis. Thus, all prerequisites are now provided
to conduct the experiments in the next chapter.
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Chapter 5

Experimental results

The previous chapter introduced methodology for suitable segmentation units, features and clas-
sifiers for emotion recognition from speech. This methodology will now be evaluated by experi-
ments, particularly with respect to a compromise between fast and accurate algorithms for online
recognition. The following questions are investigated:

1. Which emotion units are suitable in which scenario?

2. Which features are useful, seen individually and in the context of subsets?
What are the advantages/disadvantages of feature subsets selected by various strategies?
This includes within feature type investigations, as well as contrasting feature types, sta-
tistical functions or other groups of features.

3. Which classifiers are advantageous?

All these questions are interdependent. For example, good features may vary for different seg-
mentation units or classifiers. Therefore, first suitable segmentation units will be assessed with a
standard feature selection method (CFS) and classifier (Naïve Bayes). Then, relevant features of
each database will be evaluated for the most suitable unit with the Naïve Bayes classifier. Last,
classifier performance will be discussed. Prior to the description of the experiments, however,
the evaluation measures used will be discussed.

5.1 Evaluation measures

System performance is usually measured by recognition accuracy. This can be in terms of the
overall accuracy OA:

OA =
# correctly classified instances

# total instances
(5.1)

87
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which is the proportion of correctly classified instances to the overall number of test instances,
commonly given in percent. Another possibility is to use the averaged accuracy AA1 for each
class, which is related to the mean precision in information theory:

AA =
N∑
i=1

1

N

# instances correctly classified as class i

# total instances in class i
(5.2)

where N is the number of classes. While the overall accuracy is usually the primary measure
of interest, it can be misleading in tasks with an unbalanced class distribution. If the number
of instances in the classes is very unequal, a high overall accuracy can be achieved by simply
classifying into the majority class. For this reason, it is useful to look at the averaged accuracy
as well. Since two of the tree databases used here have a highly unbalanced class distribution
(Aibo and SmartKom), the primary measure to optimise here will always be averaged accuracy,
as for approximately equal class numbers as in Berlin, accuracy and precision are equivalent.
F-Measure, which is the harmonic mean of OA and AA, would be a possibility to combine both
in one measure, but it is abstained here from using the F-Measure because it is less intuitive.
Furthermore, it gives OA and AA equal importance while AA should be emphasised more here,
for the reasons given before.

When feature sets with only few features are compared, recognition rates can be so low, around
or below chance level, that they are not meaningful. It may then be more reliable to compare the
sets in terms of the information gained from the individual features. Therefore, in these cases two
additional measures will be used, the mean information gain value and the mean rank according
to the information gain of all features in a set for each database.

In order to measure the confidence of a result, the 95 % confidence interval estimate for the true
error will be used according to the following formula based on Mitchell [156, chap. 5.2.2]:

accT = zt

√
accT (1− accT )

N
(5.3)

where the constant zt is defined as zt = 1.96 for 95 % confidence, accT is the accuracy (OA
or AA) on the test set T of a particular learning scheme and N is the number of instances in
T . In the following discussions, confidence intervals will not be given explicitly, but remarks on
significance always relate to Equation 5.3. Of course, different confidence intervals are applied to
each database. Under certain circumstances significantly worse results may still be more useful,
if they are better in other respects.

1Among other names that can be found in the literature to denote AA are class-wise recognition rate[21] or
unweighted accuracy[213].
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Unit Total Joy Anger Fear Dis-
gust

Bore-
dom

Sad-
ness

Neu-
tral

fixed length 0.5s 2487 298 607 223 236 402 387 334

fixed length 1s 1111 130 268 96 110 183 179 145

fixed length 2s 543 64 133 56 48 85 79 78

automatic pause seg-
mentation by VAD

498 57 128 54 46 68 84 61

word 4827 634 1242 546 355 782 514 754

word in context (± 1
word)

4827 634 1242 546 355 782 514 754

utterance 493 64 127 55 38 79 52 78

Table 5.1: Numbers of instances per emotion unit in Berlin: total and per class.

Unit Total Motherese Neutral Emphatic Anger

fixed length 0.5s 13683 1366 6974 2905 2438

fixed length 1.0s 8184 835 3884 1903 1562

fixed length 2.0s 4244 497 1842 1046 859

automatic pause segmenta-
tion by VAD

6121 552 2830 1542 1197

word 17618 1432 11547 2472 2167

word in context (± 1 word) 17618 1432 11547 2472 2167

manual syntactic/prosodic
boundary detection (chunks)

6413 664 3254 1397 1098

turn 3995 487 1307 1334 867

Table 5.2: Numbers of instances per emotion unit in Aibo: total and per class.

5.2 Emotion units

In Section 4.2, the need to find appropriate units in speech for emotion recognition has already
been motivated: suitable units should be short enough to have no change of emotion within, long
enough to reliably calculate features based on statistical functions, well-defined and consistent to
the labelling scheme. In the following, results from a systematic comparison of various different
units as listed previously in Table 4.7 is reported, because a study of this scale is missing so far
in the literature.

First of all, the number of instances, total and per class, are given for each unit and database
in Tables 5.1 to 5.3. The first four units in each table do not require linguistic knowledge, thus
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Unit Total Positive Neutral Negative

fixed length 0.5s 19483 713 15840 2930

fixed length 1.0s 9238 332 7500 1406

fixed length 2.0s 4203 152 3390 661

automatic pause segmenta-
tion by VAD

3256 124 2765 367

word 13222 487 11581 1154

word in context (± 1 word) 13222 487 11581 1154

pause segmentation by ASR 1831 70 1594 167

turn 1816 70 1579 167

Table 5.3: Numbers of instances per emotion unit in SmartKom: total and per class.

Figure 5.1: Average duration of units in seconds for the Berlin, Aibo and SmartKom databases.

are especially suitable for online speech emotion recognition. The other units do need linguistic
information obtained from either an automatic speech recogniser or a human, and are in the
literature usually considered to be more suitable for emotion recognition. As can be seen, the
distribution of the number of instances per class does not change much among the units of a
database. In the Aibo database, the proportion of neutral instances decreases with the length of
the unit. This reflects the strategy mapping labels from words to other units that reduces the
influence of neutral for longer units.
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Unit Berlin Aibo
Smart-
Kom

fixed length 0.5s AA 44.4 47.5 43.9
OA 47.6 44.4 49.9

fixed length 1s AA 57.6 48.7 44.0
OA 59.7 45.6 50.8

fixed length 2s AA 64.9 48.8 42.4
OA 67.0 45.3 52.1

automatic pause segmenta- AA 60.0 51.0 48.5
tion by VAD OA 60.8 47.6 64.7

word AA 38.8 51.0 44.3
OA 38.8 47.6 54.3

word in context (± 1 word) AA 51.6 50.7 45.1
OA 53.0 45.5 56.0

manual syntactic/prosodic AA — 50.3 —
boundary detection (chunks) OA 40.7

pause segmentation AA — — 45.1
by ASR (chunks) OA 58.8

utterance AA 73.4 — —
OA 73.2

turn AA — 49.3 46.1
OA 47.2 60.1

Table 5.4: Comparison of segmentation levels: AA and OA in % from Naïve Bayes classifier are given. Best and
insignificantly worse results for each database in bold.

Figure 5.1 shows the average length of each unit. Of course, the length correlates with the number
of instances: the longer the unit, the lower the number of instances. Words are shortest in Berlin,
and VAD based units are shorter in SmartKom and Aibo as in Berlin. The reason for that is that
Berlin contains read speech: the shorter word length can be explained by a higher speaking rate as
speakers do not have to plan what to say and by the limited vocabulary of the 10 sentences which
does not contain extraordinarily long words. Furthermore, when reading one makes fewer pauses
than when speaking freely and spontaneously, so that there are less breaks in the voice activity,
thus VAD based units are longer in Berlin than in Aibo or SmartKom. The speech in SmartKom
is especially characterised by pondering so it is no surprise that here, VAD units are shortest. It
can further be observed that VAD units are shorter than utterances or chunks (manually or by
ASR), so they seem to be rather one segmental level lower. Comparing automatic with linguistic
units with respect to length, 1.0s approximately matches the word in context of ±1 word, and
2.0s approximates utterances or manual chunking. A word is even shorter than 0.5s.
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Table 5.4 shows recognition results for the different segmentation units for the three databases.
For the Berlin database, the difference in results between the units is most dramatically: the best
unit (utterances) is almost twice as good as the worst (words). This may be due to the very
short average word length: 0.1s is obviously too short for global statistics features. A dynamic
classification approach might give better results here. In the SmartKom database, words also
score worse than longer units, though the difference is not as big. In contrast, results for words
and chunks on the Aibo corpus are very similar, but here it is important to notice that the labelling
was based on words. With regard to the question whether turns are too long because they may
often contain several emotions, results indicate that this effect is not huge as they score quite
good in both Aibo and SmartKom. VAD units on average come off best which argues in favour
of not overly long units. Even though this unit is rather targeted at non-prompted speech as in
Aibo or SmartKom, VAD units score worse only than utterances and 2.0s segments in the Berlin
database. So they apparently do not give bad results on prompted speech either. For this reason,
VAD is chosen as unit in the experiments on features and classifiers in the following sections.

Concluding, the best type of unit is different in each database. Apart from the characteristics of
the contained speech (read, spontaneous), this is probably due to the labelling, which is always
based on only one unit, and different in each database. In Berlin, this variance is most obvious.

5.3 Feature evaluation

The central role of good features for emotion recognition has been motivated before. Now,
the feature set described in the last chapter is evaluated in several aspects. First, insights on
suitable features are obtained from an information gain ranking. Then, two of the seven feature
types, pitch and MFCC, will be examined closer. For pitch, the benefits of normalisation will
be discussed, for MFCCs, whether features derived from the average of all coefficients perform
equally well as features for each single coefficient, which reduces the overall number of features.
The next topics are the significance of the different feature types and of statistical functions,
while the evaluation of feature subsets and feature selection strategies finishes this section. As
said before, each database is analysed with automatic voice activity detection as unit.

5.3.1 Individual feature ranking

In order to evaluate single features, the information gain for all features with respect to emotion
classes was calculated in all databases. The information gain of a feature tells about its individual
ability to predict certain emotional classes. However, for classification, a feature set composed
of the best ranked features is not necessarily a good set because the information contained can be
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Rank Berlin Value

1 pitch_d_qrange 0.6999
2 pitch_x_diff_q3 0.6243
3 spectral_cog_median 0.5997
4 mfcc_d_11_var 0.5988
5 pitch_x_diff_qrange 0.5926
6 pitch_x_diff_mean 0.5883
7 pitch_q3 0.5869
8 pitch_log_q3 0.5869
9 spectral_cog_q1 0.5788
10 pitch_dd_qrange 0.5781

no IG (#) 392

Table 5.5: 10 best features from information gain ranking, as well as number of features with no information gain
for the Berlin database.

Rank Aibo Value

1 energy_range 0.1233
2 spectral_slope_q1 0.1194
3 spectral_linRegA_var 0.1168
4 spectral_slope_var 0.1141
5 energy_max 0.1088
6 spectral_slope_qrange 0.1078
7 energy_maxs_max 0.1074
8 spectral_slope_mean 0.1067
9 spectral_linRegA_mean 0.1052
10 spectral_slope_median 0.1051

no IG (#) 108

Table 5.6: 10 best features from information gain ranking, as well as number of features with no information gain
for the Aibo database.

redundant. Still, an information gain ranking shows which acoustic characteristic are especially
important for emotion recognition in reference to the given databases.

Tables 5.5 to 5.7 show the 10 best features for the Berlin, Aibo and SmartKom databases ac-
cording to their information gain. The most important feature types are quite obviously pitch
for Berlin, spectral information and energy for Aibo, and MFCCs and energy for SmartKom.
In the latter case, important features can even be limited to the derivation of the second MFCC
coefficient and to energy derivation and slope. Thus, timing seems to be especially important
here.

The information gain values are by far the highest for the Berlin database, and lowest for the
SmartKom database. This is consistent to how the difficulty of the databases in respect to emotion
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Rank SmartKom Value

1 mfcc_d_2_var 0.0689
2 mfcc_d_2_qrange 0.0561
3 mfcc_d_2_maxs_var 0.0552
4 mfcc_d_2_range 0.0544
5 mfcc_d_2_max 0.0501
6 energy_d_qrange 0.0498
7 energy_d_mins_mean 0.0497
8 mfcc_d_2_maxs_max 0.0495
9 energy_slope_mean 0.0493
10 energy_d_var 0.0486

no IG (#) 264

Table 5.7: 10 best features from information gain ranking, as well as number of features with no information gain
for the SmartKom database.

Figure 5.2: Distribution on feature types of the 100 best ranked features according to their information gain for the
Berlin, Aibo and SmartKom databases.

recognition can be estimated, with the Berlin database containing the most, and the SmartKom
database the least emotional speech.

Overall, not too many features had no information gain at all, which allows the preliminary
conclusion that the feature set used in the experiments here is generally suitable for the task.
There were 40 features that added no information in all three databases, among them 35 features
derived from MFCCs, four from pitch and one from energy. These seem to be the least relevant
features. Good features, however, vary a lot among databases, and there are no features shared
among the three databases for the ten highest ranked features.

The distribution on features types of the 100 best ranked features can be seen in Figure 5.2. Of
course, the proportions of the feature types cannot be equated in general with their importance, as
types with large numbers such as MFCCs obviously appear more frequently. The distribution is
most balanced for the Aibo corpus; for the other databases one feature type predominates. Also,
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the number of feature types included in the best 100 features is highest for Aibo. This suggests
that this database contains very heterogeneous information. Voicing features cannot be found
among the 100 best ranked features. However, this alone is no criterion for complete exclusion.

5.3.2 Intra-feature type comparisons

Prior to comparisons between feature types and looking for relevant features within feature types,
pitch and MFCC features will be examined closer. For pitch, the benefits of normalisation meth-
ods will be investigated. For MFCCs, a compact representation of all coefficients will be con-
trasted to using all single coefficients. Final answers to these questions, however, will have to
wait until the discussion of automatically selected features in Section 5.3.5.

Pitch

Absolute pitch values are strongly dependent on speaker types. Men have a mean pitch of about
80–100 Hz, the mean pitch of women is about twice as high, and children’s voices have a mean
pitch around 400 Hz, depending on their age [96]. Therefore, it is difficult to tell from a measured
mean pitch value whether it is increased or decreased by affective influences as it must always
be seen relative to the standard value of the gender or age group. One possibility is to normalise
pitch values according to a reference value (e. g. minimum or maximum pitch). Here, however,
for the calculation of a feature vector, only information should be used that is available in that
acoustic segment the feature vector stands for, so that classification is possible without further,
especially no hand-crafted knowledge. So if the reference value is from the same segment, in-
formation can be lost compared to the unnormalised value, since an already increased/decreased
reference value may scale an actually increased/decreased pitch value to a normal value.

In order to investigate the question whether normalisation is worth the effort under these cir-
cumstances, a comparison of the normalisation techniques described in 4.3.1 is now presented
by means of two experiments. First, those features derived from raw pitch, logarithmised pitch,
median subtracted logarithmised pitch, and all three together are compared. Secondly, mean,
median, first quartile and third quartile of raw, logarithmised, median subtracted logarithmised
and minimum/maximum normalised pitch are contrasted. The experiments are evaluated with re-
spect to classification results (overall accuracy (OA) and averaged class accuracy (AA) obtained
from Naïve Bayes) as well as mean information gain of the features and their average rank in the
information gain ranking.

Tables 5.8 and 5.9 show results for the first experiment. Recognition rates are low, except for
Berlin around or only slightly above chance level. However, this is not a problem in general, as
better results can be expected by the full classification later with more features and the evaluation
of the experiment also relies on the information gain.
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Database all raw log log median
subtracted

Berlin AA 39.5 33.2 35.0 42.7
OA 38.4 32.5 33.9 43.4

Aibo AA 31.4 30.7 30.1 31.8
OA 27.1 27.9 25.4 28.1

SmartKom AA 33.8 32.0 34.3 37.7
OA 56.3 55.2 58.4 74.6

Table 5.8: Different pitch transformations to compensate for speaker differences: all transformations, raw, loga-
rithmised, and logarithmised and median subtracted. AA/OA in % from Naïve Bayes classifier are given, best and
insignificantly worse results in bold.

Database all raw log log median
subtracted

Berlin mean IG 0.2702 0.3595 0.242 0.2092
mean IG rank 407 217 463 540

Aibo mean IG 0.027 0.031 0.0285 0.0216
mean IG rank 677 595 654 782

SmartKom mean IG 0.0129 0.0134 0.0132 0.012
mean IG rank 748 729 741 775

Table 5.9: Different pitch transformations to compensate for speaker differences: all transformations, no, logarith-
mised, logarithmised and median subtracted. Mean information gain value and mean information gain ranking is
given, best results in bold.

Both tables show very clear, though contradicting tendencies: in terms of recognition rates,
the logarithmised median subtracted pitch performs always best or among the best while the
information gain is by far the highest for raw pitch. Apparently, the information contained in
raw pitch features is high, but redundant. Pitch that is only logarithmised, however, scores worst.
Furthermore, it is not necessary to use all pitch features as results for all pitch features together
do not exceed those of the single transformations, both in recognition rate and information gain.

The second pitch normalisation experiment gives further evidence in favour of raw pitch which
tends to have best recognition rates (though often not significantly) and, together with logarith-
mised pitch, highest information gain. Regarding the bad results for median subtracted logarith-
mised pitch it must be noted that one of the four values, the median, does not contribute in this
case. The minimum/maximum normalised pitch proved not to be useful.

Summing up both experiments, it is arguable whether to normalise pitch or not. The most im-
portant pitch features for emotions seem to be those that describe rather relative changes than
absolute values. For these features, normalisation is irrelevant. In any case, it is not necessary to
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Database raw log median sub-
tracted log

min/max
normalised

Berlin AA 25.4 22.8 22.2 20.9
OA 30.1 28.9 25.7 29.3

Aibo AA 33.4 27.1 26.9 25.3
OA 47.5 37.1 42.4 45.9

SmartKom AA 35.8 34.4 34.6 34.2
OA 83.5 84.3 83.2 84.5

Table 5.10: Mean, median, first quartile, 3rd quartile of different pitch normalisations to compensate for speaker
differences: no, logarithmised, logarithmised median subtracted, min/max normalised. AA/OA in % from Naïve
Bayes classifier is given, best or insignificantly worse results in bold.

Database raw log median sub-
tracted log

min/max
normalised

Berlin mean IG 0.5298 0.5331 0.1101 0.1063
mean IG rank 22 22 760 860

Aibo mean IG 0.0756 0.0758 0.008 0.0021
mean IG rank 52 52 1142 1332

SmartKom mean IG 0.0155 0.0155 0.0082 0.0089
mean IG rank 626 624 878 999

Table 5.11: Mean, median, first quartile, 3rd quartile of different pitch normalisations to compensate for speaker
differences: no, logarithmised, logarithmised median subtracted, min/max normalised. Mean information gain value
and mean information gain ranking is given, best result in bold.

use all pitch features as this leads always to lower performance. However, results obtained here
are probably dependent on the segmentation unit.

MFCCs

A further experiment contrasts the average of all 12 MFCC coefficients with features obtained
from each coefficient individually and with both the averaged and individual representation. The
same evaluation measures as for pitch are employed: overall accuracy, averaged class accuracy,
mean information gain, mean information gain ranking.

As can be seen in Table 5.12 recognition rates are well above chance level for all databases
so they can be considered meaningful. Single coefficients are always better than the averaged
representation here; however, the less emotional the data and the harder the task is, the lower is
the difference. The performance increase obtained from all compared to the individual features
is negligible and never significant which suggests that using both feature sets is unnecessary.
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Database all sum single coefficients

Berlin AA 52.6 51.5 38.3
OA 54.4 53.4 36.8

Aibo AA 45.6 44.9 40.0
OA 43.5 43.0 37.5

SmartKom AA 44.1 44.7 42.9
OA 61.1 61.5 59.5

Table 5.12: Comparison of different representations of MFCCs: AA/OA in % from Naïve Bayes classifier is given,
best or insignificantly worse results in bold.

Database all sum single coefficients

Berlin mean IG 0.1273 0.1257 0.1462
mean IG rank 777 785 679

Aibo mean IG 0.0212 0.0204 0.0309
mean IG rank 799 818 563

SmartKom mean IG 0.0138 0.0138 0.0143
mean IG rank 760 764 711

Table 5.13: Comparison of different representations of MFCCs: Mean information gain value and mean information
gain ranking is given, best result in bold.

Interestingly, the information gain evaluation shows an opposing tendency and is in favour of the
averaged representation. However, this is probably an artifact caused by a large number of single
coefficients features having a low information gain, but still not deteriorating the classifier.

Thus, this evaluation lets conclude that if a low number of features is desirable, the averaged
MFCC representation is a good alternative, especially for natural data, but higher accuracies can
be obtained with each coefficient represented individually.

5.3.3 Inter-feature type comparison

A central question to speech emotion recognition is which types of features are most suitable for
the task. It is assumed that these will differ for different data types. In the following, this ques-
tion shall be investigated for pitch, MFCC, energy, duration, spectral, voice quality and voicing
related features. Furthermore, it will be explored whether certain feature types are especially
suitable for the recognition of particular classes. One problem with this experiment here is that
the number of features is very unequal for different types (see Table 4.17). A large number can
be positive for a feature type, as the chance of catching meaningful properties is higher, or neg-
ative, if redundant features interfere with each other. In order to make the feature set sizes a bit



5.3. Feature evaluation 99

Berlin pitch energy MFCC duration spectral voicing voice
quality

joy 38.6 12.3 42.1 5.3 15.8 47.4 10.5
neutral 67.2 34.4 68.8 55.7 60.7 6.6 13.1
anger 51.6 71.1 64.8 72.7 77.3 16.4 78.1
fear 40.7 11.1 40.7 1.9 20.4 29.6 3.7
disgust 21.7 65.2 43.5 6.5 21.7 13.0 15.2
sadness 26.2 36.9 63.1 40.5 46.4 16.7 34.5
boredom 51.5 32.4 54.4 23.5 20.6 17.6 20.6

AA 42.5 37.6 53.9 29.4 37.6 21.1 25.1
OA 43.8 41.8 56.4 37.0 44.0 20.1 33.3

Table 5.14: Feature type comparison for the Berlin database. Recognition rates of individual classes for each feature
type as well as averaged (AA) and overall (OA) recognition rate in % from Naïve Bayes classifier is given, best or
insignificantly worse results for each class in bold.

more equal and to restrict the sets to meaningful and discriminative features, a correlation based
feature subset selection (Section 4.3.2) was carried out for each type. In the following, recogni-
tion results obtained from each feature type after correlation analysis will be discussed for each
database and class.

Table 5.14 shows the results obtained for the Berlin database. Anger, neutral, disgust and sadness
achieve high accuracies while joy and fear seem difficult to distinguish from other classes. Anger
can be detected very accurately by all feature types except for voicing and pitch, by the latter,
however, with at least medium accuracy. Neutral is recognised well by pitch, MFCC, duration
and spectral features, but achieves low accuracies with the other feature types. For disgust, en-
ergy features contribute most, whereas for sadness, MFCC features achieve the highest accuracy.
Boredom is discriminated moderately well by pitch and MFCC features. Voicing features are the
best indicator for joy, pitch and MFCC for sadness, though for both classes, only low accuracies
can be achieved. Looking not at the classes but at the feature types, it can be observed that pitch
detects neutral better than other classes, while energy is a good indicator for anger and disgust,
so rather for negative emotions with high activation, but not for other classes. MFCCs have the
broadest aptitude and are best for neutral, anger and sadness. Duration features are mainly good
at detecting anger, spectral features at detecting neutral and anger. Voicing features seem to have
discriminating ability only for joy, and voice quality for anger. With regard to the recognition
rates for all classes, only MFCCs classify correctly in more than half of the cases, though all fea-
ture types classify above chance level. Duration, voicing and voice quality feature are, however,
considerably worse than the other feature types. Obviously, MFCCs have the best generalising
power though they do not perform best in each class. A positive result is that each feature type
contributes to the recognition accuracy, though for most classes, single types stand out, while
most perform bad.
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Aibo pitch energy MFCC duration spectral voicing voice
quality

angry 74.2 42.5 61.3 22.1 34.0 26.8 79.7
emphatic 27.9 37.0 49.5 32.8 33.6 29.3 14.6
neutral 26.8 29.1 44.9 77.5 28.3 73.7 12.2
motherese 6.5 63.8 45.3 0.0 74.5 5.3 18.7

AA 33.9 43.1 50.3 33.1 42.6 33.8 31.3
OA 34.5 36.8 49.3 48.4 34.9 47.2 26.6

Table 5.15: Feature type comparison for the Aibo database. Recognition rates of individual classes for each feature
type as well as averaged (AA) and overall (OA) recognition rate in % from Naïve Bayes classifier is given, best or
insignificantly worse results for each class in bold.

SmartKom pitch energy MFCC duration spectral voicing voice
quality

positive 4.8 8.1 12.1 0.0 26.6 14.5 0.0
neutral 86.9 68.5 65.3 95.9 49.5 72.3 96.8
negative 19.1 57.0 58.3 14.2 68.7 23.2 6.3

AA 36.9 44.5 45.2 36.7 48.3 36.6 34.4
OA 76.1 64.9 62.5 83.0 50.8 64.5 83.0

Table 5.16: Feature type comparison for the SmartKom database. Recognition rates of individual classes for each
feature type as well as averaged (AA) and overall (OA) recognition rate in % from Naïve Bayes classifier is given,
best or insignificantly worse results for each class in bold.

In the Aibo database (see Table 5.15), the classes angry, neutral and motherese can be recognised
very well, only emphatic is difficult to detect. Voice quality, pitch and MFCC features are rele-
vant for anger; for emphatic, only MFCCs give useful results. Neutral is best discriminated by
duration and voicing features which in turn have considerably lower scores for the other classes.
However, due to the unbalanced class distribution in the Aibo database, it is hard to tell whether
these features are especially suited to recognise neutral voices or whether they just classify in the
most frequent class. Motherese is recognised best by spectral and energy features. Again look-
ing at the feature types, pitch, MFCCs and voice quality detect anger well, energy and spectral
motherese, duration and voicing neutral. Each feature type excels in only one class. Overall,
again MFCCs are best (again with about half of the instances classified correctly), followed by
energy and spectral features.

The problem of unbalanced class distribution is even more serious in the SmartKom database
(see Table 5.16). Especially the difference in recognition rate for the most and least frequent
classes, neutral and positive, is extreme. Results for neutral and the overall recognition rate are
therefore not overly meaningful. For positive emotions, spectral features are by far the best, but
still below chance level. Spectral features, and to a lesser extent also MFCC and energy features,
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are most important for negative emotions. The importance of spectral features is noticeable.
Again, MFCCs show the best performance over all classes.

Comparing all three databases, MFCC features generally prove to be the most descriptive type
of features. However, it is hard to say whether this is due to the quality of the features or just to
their high number (even after correlation analysis). Furthermore, each feature type contributes
at least at one point so it is not wise to drop any type completely. Neither is it possible to make
a general statement valid across data types which feature types are especially suited for certain
emotions. For example, voice quality is important for anger in the Berlin and Aibo databases,
but not for negative in SmartKom. Apparently, however, the less emotional the data is, the higher
is the importance of MFCCs. If classification always relied on that feature type that recognises
a particular class best, that means if the fusion scheme was ideal, even a higher result could be
obtained by a multi-level classification split into feature types than with all types together (see
Table 5.25 below). Of course, relevant features and feature types do not only depend on the
emotional classes that are considered; for other databases, units or classifiers, different features
may be relevant than were found here.

5.3.4 Reducing the number of statistical measures

The goal of the following two experiments is to look at the statistical measures that are applied
when generating features automatically from the acoustic time series as presented in Section
4.3.1 of the last chapter and see whether some of them are redundant, thus can be left out. For
this purpose, first each measure was analysed individually, then a group analysis was carried out.

When looking at the nine statistics used throughout this thesis — mean, minimum, maximum,
range, variance, median, 1st quartile, 3rd quartile, interquartile range — it is apparent that they
fall into groups of similar measures. These groups are mean/median, minimum/first quartile,
maximum/third quartile, and lastly variance/range/interquartile range as dispersion measures.
One measure in each group is a quartile measure which are especially robust towards outliers. In
the first experiment it will be examined which measure in each group is the best. Subsequently, it
will be examined whether an equally good or even better result can be achieved by an appropriate
subset than with all nine measures. This analysis considers only those features from all time
series across all feature types that result from systematic feature generation. Features such as
jitter, shimmer or number of voiced frames were excluded.

Classification results obtained from the Naïve Bayes classifier for all nine measures individually
are given in Table 5.17. Results for mean and median are very similar. Mean is more often
slightly, but not significantly better than median. Apart from that, the quartile measures outper-
form their counterparts, except for AA of maximum value and 3rd quartile in Aibo. Variance
mostly gives intermediate results between the absolute range and the interquartile range. In this
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Database Mean Median Min. 1st q. Max. 3rd q. Range Interq. Var.

Berlin AA 57.3 56.2 42.9 56.6 43.6 56.0 40.8 56.3 46.0
OA 57.4 58.0 45.6 57.0 45.6 57.0 44.2 56.2 48.8

Aibo AA 45.7 43.5 43.9 44.6 45.8 42.3 41.5 44.8 43.9
OA 46.1 46.1 38.6 46.2 41.8 46.3 36.0 47.8 40.2

SmartKom AA 45.5 45.2 42.5 44.9 44.4 46.5 42.9 47.8 43.2
OA 69.3 68.8 60.4 69.9 60.9 67.7 57.6 67.2 46.0

Table 5.17: Individual evaluation of statistical measures: Comparison of mean/median, minimum/first quartile,
maximum/third quartile, range/interquartile range/variance of time series: AA and OA in % from Naïve Bayes
classifier is given, best or insignificantly worse results for each group in bold.

experiment, the difference between AA and OA in SmartKom is especially large. As already
mentioned, the effect of a large difference between AA and OA appears with unbalanced class
distributions. Though this difference also exists for Aibo, the effect is not as huge, because the
class distribution of SmartKom is considerably more unbalanced, but it might be also because of
the different labeling strategies based on speech only or on video that the most frequent class, the
neutral class, is especially general in the SmartKom database and easily subsumes other classes
as well.

These results suggest the analysis of the following four groups in the next experiment:

1. ALL: all nine measures as reference,

2. MQQQ: four quartile measures,

3. MMMR: four non-quartile measures (mean, minimum, maximum, range),

4. MeanQQQ: the best of each group (mean, first quartile, third quartile, interquartile range).

As Table 5.18 shows, MeanQQQ achieves best results but the difference to MQQQ is only
marginal and not significant. ALL yields highest class-wise accuracy for the Aibo database.
MMMR is by far worse than the other groupings. Thus, it seems favourable to restrict the full
set and to use either MeanQQQ or MQQQ, with a slight advantage in favour of MeanQQQ.

5.3.5 Automatically selected features

It is difficult to predict from the evaluation of individual features or feature types how they
perform in a feature set together with other features, as they can contribute supplementary or
overlapping information. Techniques for automatically selecting feature subsets therefore can
yield quite different results of which features are relevant. For this reason now results of an
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Database ALL MQQQ MMMR MeanQQQ

Berlin AA 55.1 60.2 48.9 61.2
OA 56.6 60.6 51.0 61.9

Aibo AA 47.8 45.0 46.5 45.5
OA 46.1 47.3 41.9 47.3

SmartKom AA 47.0 48.2 45.0 48.2
OA 61.0 66.5 60.4 66.6

Table 5.18: Group evaluation of statistical measures: Comparison of all 9 statistics (ALL) vs. median-1st quartile-
3rd quartile-interquartile range (MQQQ) vs. mean-maximum-minimum-range (MMMR) vs. mean-1st quartile-
3rd quartile-interquartile range (MeanQQQ): AA and OA in % from Naïve Bayes classifier are given, best or
insignificantly worse results of each condition in bold.

experiment are presented where features of subsets selected by different algorithms are analysed.
The algorithms were explained in detail in Section 4.3.2. The selection techniques included:

1. CFS: correlation analysis by correlation-based features subset selection (CFS),

2. IG+CFS: CFS on features with an information gain above average on the training set,

3. CFS+SFFS: a sequential floating forward selection (SFFS) on the features selected by
CFS. The evaluation criterion of the subsets was averaged class recognition accuracy (AA)
by Naïve Bayes.

The preceding step of information gain selection and CFS in 2. and 3. is supposed to speed up
the selection by a restriction of the search space. Only selected features are analysed, recognition
performance is discussed in the next section.

The distribution on feature types is especially interesting in comparison to the information gain
ranking (see Section 5.3.1). In the Berlin database (Table 5.3), the influence of energy and
MFCCs increases and the influence of pitch decreases compared to the information gain ranking.
For the subset selection strategy IG+SFFS the influence of pitch is still highest, which is natural
as features were preselected by information gain. Results for the subset selection confirm the
negligible influence of duration and voice quality for this particular database. Voicing features
now can be found in the subsets, and the impact of spectral features is also higher than in the
information gain ranking.

In the Aibo database (Table 5.4), more MFCC features and less spectral features are selected
compared to the information gain ranking. Again, the diversity of feature types is higher than for
the other databases: all seven feature types are selected by each of the selection strategies. The
information gain ranking for the SmartKom database contained only few feature types. Subset
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Figure 5.3: Distribution on feature types in % of the three subset selection strategies for Berlin.

Figure 5.4: Distribution on feature types in % of the three subset selection strategies for Aibo.

Figure 5.5: Distribution on feature types in % of the three subset selection strategies for SmartKom.

selection yields a much more diverse range of features, with all types found by CFS, and all but
one found by IG+CFS and CFS+SFFS (Table 5.5).

Besides these observations, general tendencies are similar for information gain ranking and sub-
set selection. Furthermore, it is noticeable that, across subset selection strategies, the distribution
on feature types is always similar for each database. Though this may partly be due to the fact
that CFS is involved at some point in every strategy, it makes results more universally valid. Gen-
erally, however, the high proportion of MFCC features stands out, which is between one half and
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Figure 5.6: Distribution on feature types in % of the full feature set.

three quarters of the features. The outcome that the proportion of MFCC is highest in SmartKom
confirms again that the less emotional the speech is, the more important MFCCs are.

When analysing the number of features per type, however, one has to keep in mind their pro-
portion in the full feature set. For example, it is not surprising that duration does not reach a
proportion higher than 2 %. The proportions of the types in the selected subsets correspond
roughly to the proportions in the full set (see Figure 5.6). They are even rather higher for the
types with low numbers. This indicates that the more features are generated from one type, the
less new information is added by individual features.

Only few features are selected by all strategies from a database. These are mfcc_d_3_-

mins_mean for the Berlin database, mfcc_4_mean, mfcc_4_q1, mfcc_4_maxs_mean,
mfcc_d_2_mean and mfcc_d_6_q3 for the Aibo database, and none for SmartKom. The
relevance of these features in this context is thus obvious. Their information gain value is like-
wise high above average.

Of equal interest as those features that occur in the selected subsets are those that do not, as this
information can be used to possibly exclude features from the extraction process. From a point
of view of efficiency it is, however, not necessary to exclude single features of series, but rather
whole series, types, or features not belonging to a series. However, it never occurred that all
features from one series were not selected.

Altogether, 789 features were never included in any subset which is about half of the full feature
set. Figure 5.7 shows the proportion of omitted features per feature type and Figure 5.8 shows
the proportions of the feature types in all discarded features. Obviously, feature types with many
features lose percentally more features than those with few features. On the one hand, as said
before, this is not surprising as less new information may be expected. On the other hand, this
possibly speaks against the generation of very many features from one type rather than adding
new types. No feature type was completely discarded, which proves once more that all types are
relevant for emotion recognition.
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Figure 5.7: Proportion of discarded features in each feature type, totalled over all strategies and databases.

Figure 5.8: Proportion of feature types in discarded features in %, totalled over all strategies and databases.

Overall, 107 pitch features were discarded. The feature pitch_num_rising was never se-
lected and thus can be dropped in the future. None of the four normalised features pitch_norm
were selected. This is consistent with the previous analysis of pitch normalisation in section
5.3.2 where normalised pitch features proved inferior, so also the normalised pitch features can
be dropped. Furthermore, the question whether raw, logarithmised or median subtracted loga-
rithmised pitch is best that has also been discussed in Section 5.3.2 can now be concluded. Figure
5.9 shows the proportion of selected features of all raw, logarithmised and median subtracted log-
arithmised pitch features, respectively, which tells how diverse the selection in this type was, and
the frequency of selection as percentage of all selected raw, logarithmised and median subtracted
logarithmised pitch features. Apparently, though a diversity of features is used from median
subtracted logarithmised pitch features, overall they are selected relatively seldom, especially in
comparison to raw pitch. This results makes it hard to decide between raw and median subtracted
logarithmised pitch as highest recognition accuracy still holds for the latter, so it seems wise to
keep both. Logarithmised pitch, however, can be omitted. A further remarkable result is that
the basic series and the first derivation are especially important as almost all of those features
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Figure 5.9: Proportion and frequency of selected features for raw, logarithmised and median subtracted logarith-
mised pitch, totalled over all strategies, databases and units.

are selected at some point, while more than half of the features in the series of maxima and of
minima are omitted.

From the energy features, 28 features were never selected, a considerably lower proportion
than from pitch, and it is not possible to leave out any features, because at least four feature
were selected in every series. Most features were discarded from the series energy_dist,
energy_d_maxs and energy_dd_maxs, least from energy, energy_d, energy_dd
and energy_maxs.

More than half of the MFCC features (636 of 1053) were discarded. Thus, as suspected, MFCCs
have the highest proportion of redundant features. An analysis of the number of selected features
for each coefficient (Figure 5.10) shows that the first four coefficients are significantly more
important than the higher ones, with coefficient 2 being the most, and 8 the least important. So
it seems not useful to consider even higher coefficients than the 12th. The number of selected
features from the average of all coefficients is similar to those of the high coefficients. This
is a further argument to the discussion in 5.3.2, that it is essential to consider all coefficients
individually.

From the remaining feature types, only few features were never selected. Only dur_length
was discarded from the durational features. The length of a segment with voice activity appar-
ently has nothing to do with the occurring emotions. The least important spectral features seem to
be derived from spectral_cog, those of the voicing features from voicing_voicedLength

Finally, voiceQual_num_pulses is a deselected voice quality feature not belonging to any
series and can thus be omitted.
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Figure 5.10: Mean number of selected features for each single MFCC coefficient and for the average of all coeffi-
cients per database split.

5.3.6 Feature subsets

In this section, recognition performance and size of feature sets selected by different strategies
shall be discussed. On the one hand, of course high recognition accuracy is the ultimate goal and
that feature selection strategy that most often yields highest accuracy is preferable. However,
on the other hand, a low number of features is desirable in terms of speed, and furthermore a
high accuracy achieved by a high number of features may be due to overfitting and thus not yield
similar results on unseen test data. Three groups with overall 10 feature sets will be compared in
the following: a group of “simple” selection strategies, a group of subset selection strategies on
the full feature set and finally, a group of subset selection strategies on a restricted feature set. In
detail, the following simple feature sets will be compared:

• All: the full feature set as described in Section 4.3.1 as reference set.

• Manual: a subset selected manually from the full set based on experience. This serves to
compare the approach of automatic generation of a large number of features on the basis
of acoustic functions followed in this thesis with knowledge-based approaches with small
hand-crafted feature sets. The features contained in this manual set are listed in Table 5.19.

• InfoGain100: the best 100 features ranked according to their information gain (see Section
5.3.1). This is a very fast selection strategy as every feature needs only to be evaluated
individually, not in context, and that yields a reasonable set size. But assumedly, this
selection contains a lot of redundant features.

The selection strategies of Section 5.3.5 will now also be evaluated in terms of recognition accu-
racy. These are:
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• CFS: features selected by correlation-based subset selection (CFS).

• IG+CFS: features with an information gain above average and subsequently selected by
CFS.

• CFS+SFFS: features are selected by CFS, and the resulting set is further limited to the
most relevant features according to Sequential Floating Forward Search (SFFS).

Furthermore, based on the findings of the experiments described in Sections 5.3.1 to 5.3.5, a
restriction of the full feature set is proposed here, where features are omitted that did not prove
to be relevant across databases. The knowledge on the suitable restriction of this set is based on
both training and test splits, thus it is not independent. However, as it is obtained from three very
different databases chances are high that results are generally valid. The set itself as well as after
further automatic selection shall be evaluated:

• Restriction: In detail, the following features are omitted:

– all median, maximum, minimum, range and variance features

– all logarithmised pitch features

– all normalised pitch features

– all averaged MFCC features

– pitch_num_rising, dur_length and voiceQual_num_pulses.

This new feature set has a size of 582 features. With a considerably lower number of
features, it should still yield similar accuracies as the full feature set, according to the
previous experiments.

• Restriction+IG0: In a first database-dependent step, the previous set can be further re-
stricted by leaving out all features with an information gain of 0 on the training database,
as these features are not expected to contribute to the classification.

• Restriction+IG0+CFS: In a second stage, a CFS can be performed on the remaining
features.

• Restriction+IG0+CFS+SFFS: In the third and last stage, SFFS can be performed on the
CFS selected features to reach a very low number of features.

Tables 5.20 to 5.22 show the recognition results for the 10 feature sets. The discussion of the
results in the following refers only to AA as criterion. Obviously, it is not only faster, but also
more accurate not to use all features. The manually selected set performs worst of all. Of course,
it can be argued that a bad performance is due to a bad manual selection in this case and not in
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Type Series Features

x_dist mean, max, min, var

log_median_maxs mean, max, min, var

pitch log_median_d mean, max, min, var

log_median_dd mean, max, min, var

pos max

- mean, max, min, var

dist mean, max, min, var

energy pos max

d mean, max, min, var

dd mean, max, min, var

num maxs

avg mean, max, min, var

mfcc d_avg mean, max, min, var

dd_avg mean, max, min, var

- length

duration num unvoiced

- speechProp

- zeroCrossings

cog mean

prange mean

spectral slope mean

linRegB mean

linRegA mean

voicing voicedLength median

hnr mean

voice quality num pulses

- jitter

- shimmer

Table 5.19: Manually selected feature set based on experience.

Task All Manual InfoGain100
% # % # % #

Berlin AA 55.6 38.8 45.3
OA 57.2 40.2 48.4

Aibo AA 47.6 43.8 48.0
OA 45.9 1451 36.6 61 42.7 100

SmartKom AA 47.3 46.4 48.4
OA 61.3 66.4 58.8

Table 5.20: Comparison of “simple” feature sets: AA and OA in % from Naïve Bayes classifier, and number of
features (#) are given, best or insignificantly worse accuracies in bold.

general to manual selection. But the set should be representative for an average manually selected
set as found in the literature. The full and the information gain based selected set perform a little
better, but still significantly worse than the other sets.
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Task CFS IG+CFS CFS+SFFS
% # % # % #

Berlin AA 60.0 128 58.8 100 57.1 60
OA 60.8 101 - 59.6 76 - 59.0 37 -

Aibo AA 51.0 173 50.9 151 51.0 61
OA 47.6 168 - 47.7 133 - 51.4 43 -

SmartKom AA 48.5 115 48.6 97 44.4 43
OA 64.6 100 - 63.7 81 - 67.2 35 -

Table 5.21: Comparison of feature subsets selected from the full feature set: AA and OA in % from Naïve Bayes
classifier, and number of features (#) are given, best or insignificantly worse accuracies in bold.

Task Restr. Restr.+IG0 Restr.+IG0-
+CFS

Restr.+IG0-
+CFS+SFFS

% # % # % # % #

Berlin AA 61.5 59.9 419 59.8 94 55.1 49
OA 62.8 60.6 376 - 60.0 76 - 56.6 35 -

Aibo AA 46.3 46.7 536 50.8 111 51.3 52
OA 48.2 582 48.5 514 - 50.3 97 - 52.3 29 -

SmartKom AA 49.0 50.8 412 49.5 95 44.4 46
OA 66.3 63.9 356 - 67.1 83 - 70.7 33 -

Table 5.22: Comparison of feature subsets selected from the restricted feature set: AA and OA in % from Naïve
Bayes classifier, and number of features (#) are given, best or insignificantly worse accuracies in bold.

The subset selection strategies on the full feature set generally perform very well, differences
in classification performance are only slight and hardly significant. Two-stage selection reduces
the number of features, but also often deteriorates results a little. CFS always achieves best or
non-significantly worse results.

The best result for each database is obtained from (subsets of) the restricted set, though all from
different strategies. The most robust strategy overall seems to be CFS whose rank of accuracy
averaged over all three databases is best compared to the other schemes (see Table 5.23). Se-
quential feature selection (SFFS) shows to be successful in the Aibo database, but seems not
favourable for SmartKom. Possibly, the feature set becomes too small. This holds equally for
the Berlin database: while it seems favourable for Berlin to keep relatively many features, results
on Aibo rather improve by reducing the number of features (Tables 5.21 and 5.22). Regarding
SmartKom it is very interesting to observe that the information gain seems to be very meaning-
ful: across all three tables of results (5.20 to 5.22) schemes with information gain based selection
score best.
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Rank Selection Strategy

1 CFS
2 Restr.+IG0+CFS
3 Restr.+IG0
4 IG+CFS

Restr.
6 CFS+SFFS
7 Restr.+IG0+CFS+SFFS
8 all

IG100
10 manual

Table 5.23: Ranking of selection strategies based on AA in Tables 5.20 to 5.22.

Selection Strategy Selection
time [min]

Classification
time [ms]

All 0 153
Manual 0 10
InfoGain 100 0:02 15
CFS 1:59 17
IG+CFS 0:29 15
CFS+SFFS 16:09 9
Restr. 0 65
Restr.+IG0 0:01 45
Restr.+IG0+CFS 0:09 10
Restr.+IG0+CFS+SFFS 8:02 7

Table 5.24: Selection time of different feature selection strategies on one training split of the Berlin database, and
classification time on the corresponding test set.

From these results it can be concluded that in order to obtain high accuracy, it is most advan-
tageous to do automatic feature subset selection. The generally best method is to put a large
number of features into the selection process and to remove correlated features. However, a
prior restriction of the full feature set yields in most cases for practical purposes equal recog-
nition rates with at the same time lower numbers of features and selection times. The relation
between selection and classification times of all strategies, exemplarily for one training/test split
of the Berlin databases with 394 instances in the training split and 104 instances in the test split
is shown in Table 5.24. Obviously, differences in the selection time are substantial, especially
when considering that Berlin is a very small database. For the other two databases, times are
severalfold higher. Classification times also exhibit great differences, selection leads to at least
halving the time. The two lowest values are indeed achieved by the longest selection times. For
Naïve Bayes, classification of 104 instances takes less than 200 ms even for the full set; for
many other algorithms, however, the differences in classification time would be higher, as will
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be shown in the next section.

During recognition, the most costly in terms of time is not classification but feature extraction.
Unfortunately, however, it is often not possible to save time here by reducing the number of
features, because the most time-consuming step is the calculation of the raw acoustic measures;
in comparison, calculating statistical functions is negligible. So as long as not a whole feature
type is eliminated, not much time-saving is possible in feature extraction.

Concluding, although CFS leads in general to the best accuracy and a very low number of fea-
tures, at medium selection time, it may be decided anew before each application design whether
accuracy, selection or classification time is given precedence, or what compromise of all three is
sought.

5.4 Classifiers

The main focus of this thesis lies on analysing suitable emotion units and features, not clas-
sifiers. Therefore, no extensive comparison of classifiers as in approaches with emphasis on
emotion classification is carried out here. Since emotion recognition is a general classification
problem, any data-mining or pattern recognition approaches can be applied. However, recent
approaches often explore multi-layer classification [136, 148, 261], that is, the original classi-
fication problem is divided into several easier problems, e. g. two-class problems. In order to
still evaluate some classifiers with special regard to online recognition, the standard data-mining
software Weka is used to compare some common classification algorithms on the most success-
ful unit (voice activity detection) and feature set (CFS on the full feature set) as evaluated in
the previous sections for the three databases. The algorithms are 0-R, Naïve Bayes, Support
Vector Machines (SVM), Multi-Layer Perceptron (MLP), Nearest-Neighbour (3NN), Random
Forest and Repeated Incremental Pruning to Produce Error Reduction (RIPPER) and have been
described in detail previously in Section 4.4. Among these, 0-R, Naïve Bayes and 3-NN are
naïve classifiers, while SVM and MLP can be regarded as more sophisticated functions. Except
where stated explicitly, standard Weka configurations were used because the search for optimal
parameters usually means a high adaptation to the training or test situation, even when a hold-out
set is used. It appears, however, that these parameter configurations are often not general enough
to work well on new databases, situations or even just new test sets. Here, a method should
be found that yields good “out of the box” performance under a variety of conditions without
extensive parameter tuning.

The results in Table 5.25 show that the overall accuracy is always highest for SVM. With regard
to the averaged accuracy for Berlin, SVM, and also MLP, again work best. Naïve Bayes is a little
worse, but achieves by far the best AA for Aibo and SmartKom. For SmartKom, Naïve Bayes is
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Database 0-R Naïve
Bayes

SVM MLP 3-NN Random
Forest

RIPPER

Berlin AA 14.3 59.5 63.5 62.1 53.5 50.1 41.1
OA 25.7 60.4 66.5 64.3 56.6 55.0 45.4

Aibo AA 25.0 51.1 46.8 46.2 43.4 43.2 42.5
OA 46.2 47.7 58.0 53.1 51.1 54.5 55.4

SmartKom AA 33.3 48.5 33.5 39.4 38.1 37.1 36.1
OA 84.9 64.6 85.0 78.8 81.5 84.5 82.5

Table 5.25: Comparison of classifiers: AA and OA in % are given, best or insignificantly worse results in bold.

actually the only algorithm that outperforms 0-R considerably. The overall accuracy of 0-R for
Aibo and SmartKom is, due to the unbalanced class distribution, very competitive. For Smart-
Kom, even no other scheme yields significantly better results, but a trend can be observed that the
better AA is, the worse OA. Once more this can be explained by the difficulty of this database for
emotion recognition and emphasises the use of AA as evaluation criterion. The schemes 3-NN,
Random Forest and RIPPER work more or less well, but always worse than Naïve Bayes, SVM
or MLP. Thus, measured by AA, Naïve Bayes excels over the other algorithms.

In Table 5.26 times needed to train a classifier and test a set of instances are presented for the
seven algorithms. Again, this analysis was carried out on one split of the Berlin database with
394 training and 104 test instances. 115 features were selected by CFS for this split. Weka is
a very practical testbed for data mining, however, it is not very fast due to various reasons. For
example, the Naïve Bayes classifier of Weka is considerably slower than the one implemented
in the framework for this thesis (cf. Table 5.24), mainly because it is implemented in C instead
of Java, but also because there is less overhead from the overall framework and a simpler, but
quicker solution to ensure precision of floating point exceptions is used. Classification times
are given as the extra time needed compared to 0-R. Generally, the magnitude of the differences
between the times should be considered rather than the absolute times, as these are very database
and feature set size dependent. Table 5.26 clarifies once again the superiority of Naïve Bayes
over SVM and MLP as fastest and most robust classifier.

In conclusion, similar or even better results with other classifiers and schemes, or other parameter
configurations, have been reported in the literature on the evaluated databases, e. g. 96.5 % for
Berlin by Schuller and Rigoll [204], 68.9 % AA for Aibo by Steidl [225] and 48.5 % for Smart-
Kom by Batliner et al. [16], but results are not fully comparable, because for instance Schuller
and Rigoll use, as is done in many other work on the Berlin database, speaker-dependent 10-fold
stratified cross-validation as evaluation strategy, which may yield higher accuracy, but is a weaker
predictor with respect to unknown speakers. Steidl obtained results on syntactic chunks and from
a combination of acoustic and linguistic features. Furthermore, only chunks containing at least
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Classifier Training time [s] Classification time [ms]

0-R 0.11 0
Naïve Bayes 0.15 84
SVM 0.96 451
MLP 162.95 168
3-NN 0.07 272
Random Forest 0.44 89
RIPPER 2.53 39

Table 5.26: Comparison of training and test times of the classifiers on one training/test split of the Berlin database.

one of the highly prototypical AMEN words (see Section 4.1.2) were used, while here, the full
speech data of turns containing at least one AMEN word was included. Finally, Batliner et al.
used a different subset of the SmartKom corpus, the PUBLIC subcorpus. Thus, the evaluation here
showed that Naïve Bayes is a fast classifier that yields good results under a variety of conditions.

5.5 Conclusion

In this chapter, various strategies for segmentation, feature extraction and classification have
been investigated. The questions posed at the beginning of this chapter could all be answered
satisfactorily. These were:

1. Which emotion units are suitable in which scenario?
In search of an automatic segmentation and word-independent unit, VAD based units com-
pared very well to traditional units in all three databases. There was a tendency for read,
acted speech (Berlin) to prefer long units while for other speech types medium-sized units
were best.

2. Which features are useful, seen individually and in the context of subsets?
This question proved to be very database dependent. While for read, acted speech, pitch
features were dominant, the less emotional the data was, the higher was the importance
of MFCC and spectral features. Thus, it can be concluded that acted speech is no good
substitute for real emotions when exploring features, as results can be very different. This
finding strengthens the need to focus as much as possible on natural emotions in research.
Evaluating each class individually, MFCCs also proved to be the most generally successful
feature type across databases.
What are the advantages/disadvantages of feature subsets selected by various strategies?
Though best results for each database can be obtained by specific methods, a general
method selecting features with low correlation from a large feature set (CFS) proved to
be most robust across databases.



116 Chapter 5. Experimental results

3. Which classifiers are advantageous?
While with more prototypical data (Berlin), Support Vector Machines (SVM) and Multi-
Layer Perceptrons (MLP) that are traditionally known as very accurate classifiers in speech
emotion recognition performed slightly better, Naïve Bayes, a very simple classifier, yielded
best results for more natural data, and is considerably faster at the same time.

New contributions gained from the experiments presented in this chapter include that no such
comprehensive and systematic comparison of units for emotion recognition from speech has
been conducted so far. It showed that non-linguistic units may also have very good performance,
though so far, rather the opposite has been implicitly assumed, as there is almost no work us-
ing such units. This positive result holds at least under the specific conditions (e. g. databases,
features, classifier, evaluation strategies) under which experiments were conducted here. In par-
ticular, to the best of knowledge, VAD based units have not yet been examined.

With regard to features, it became apparent, that pitch features are important, but not as strongly
as very early work assumed; this finding is conform to other more recent work. A further result
that has not been elaborated so clearly so far or contradicts established assumptions is that pitch
normalisation has, if at all, only a minor effect. Moreover, the generative approach of calculating
many features combined with automatic feature selection has proved here, similar to Schuller
[203], as more advantageous compared to a smaller hand-crafted feature set, even though this
latter is preferred by most other authors. However, MFCC features take on an oversized role in
this thesis. As they are very general and actually intended to filter out non-linguistic influences
in speech, there is probably still more potential in the search for good feature types. When
evaluating the general usefulness of the feature set used here, also a comparison for the Aibo
corpus with the feature sets of the CEICES initiative suggests itself. For example, in [21], where
a subset of the features used here and the Naïve Bayes classifier were directly compared with
approaches of other institutions, other sites achieved higher accuracies (between 54.8 and 56.6
% compared to 52.3 % with the approach taken here). However, all of them included linguistic
features from a manually revised word transcription, so that the influence of the quality of the
acoustic features is not clear. The only other approach that did not use linguistic features achieved
only 46.6 % accuracy, though with a very limited feature set. Furthermore, evaluation strategy
(two-fold cross-validation by schools) as well as units (turns) differed compared to the accuracy
of 51.1 % obtained in this thesis. Schuller et al. [209], who did not compare among institutions
but pooled features from all, again achieved better results than here, probably because even more
features and types were given to the selection process; however, results were again obtained from
a different unit (syntactic chunks).

A further new insight gained in this chapter is revealed by the classifier comparison which also
contradicts the established trend that SVM is the most successful classifier. This holds in partic-
ular for non-acted data.
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Therefore, moving on to online speech emotion recognition in the next chapter, selected method-
ologies are voice activity detection for segmenting speech into emotion units, correlation based
feature subset selection on the full feature set to obtain a limited size feature set, and Naïve Bayes
as a robust and fast classification algorithm.
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Chapter 6

EMOVOICE — Real-time speech emotion
recognition

The two previous chapters presented methods for speech emotion recognition and experiments
to evaluate them in view of real-time processing. This chapter now presents a framework called
EMOVOICE that integrates gained insights into a comprehensive toolkit for online and offline
speech emotion recognition. The module for online recognition is a standalone application which
can easily be linked to other applications that make use of information on the emotional state of
a user.

As has been already mentioned in Section 3.5, there exist only very few fully implemented sys-
tems for online speech emotion recognition so far, none of them in serious commercial products.
Consequently, this is still a novel and not fully explored topic, the major impediment of current
systems being their low accuracy. However, the availability of such a system, even with relatively
low accuracy, may boost development of affective applications, giving in turn insights to refine
recognition system to produce higher accuracy.

The primary requirements for online emotion recognition are that it should be 1) fast, 2) robust
and 3) as correct as possible. Therefore, the following points have to be considered:

• Audio segmentation is faster and more consistent the less knowledge is used. Furthermore,
it should work incrementally.

• Feature extraction may, of course, not include any manual knowledge. It also has to be
compatible to the audio segmentation. For example, it may not rely on word length or
information, if no automatic word recognition is available.

• Classification should be fast and robust, as well. If no online retraining or adaptation of
the classifier is necessary, feature selection and training of the classifier do not need to run
in real-time, however, this depends on the particular application.

119
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• During runtime, occurring emotions are no closed set as in a pre-recorded database. Thus,
only those emotions the application is intended to react to can be defined beforehand. An
online system needs to find a solution how to cope with other emotions.

This chapter first explains the architecture and modules of EMOVOICE. Furthermore, the topic
of data acquisition for online recognition is considered. In order to demonstrate the utilisability
of EMOVOICE, a number of applications and projects that were linked with EMOVOICE are
presented. Moreover, differences in the expression of emotions under realistic conditions in
applications and under fixed conditions in an emotional speech database are discussed. Finally,
by means of three of these applications, studies of EMOVOICE are described that assess user
evaluation of the system.

6.1 Architecture

EMOVOICE consists of a set of command line tools developed for Linux, but can also be run
non-natively on Windows systems with the Linux emulator Cygwin1. It is implemented in C
and partly based upon the ESMERALDA environment for speech recognition [78]. As Figure
6.1 illustrates, four groups of tools can be distinguished: tools for audio processing, for feature
processing, tools related to classifier building and tools for full online and offline systems. The
tools are built stepwise upon each other.

Thereby, the tool audio/segment can segment audio signals at a fixed frame rate and shift,
according to a given annotation, or by automatically detecting segments with voice activity.
The expected input format are raw, i. e. uncompressed, audio samples at a rate of 16 kHz.
features/extract extracts acoustic features in two versions. Version 2.0 is the one de-
scribed earlier in Section 4.3, while version 1.0 is a previous version extracting 1316 acoustic
features based on pitch, energy, MFCCs, duration, spectrum and voice quality. It does not con-
tain logarithmised pitch features, spectral slope or spectral linear regressive features, and only
HNR based voice quality features.

classification/train and system/train both train a Naïve Bayes or Support Vector
Machine classifier (for implementation details see Section 4.4), and classification/clas-
sify, system/classify both classify new instances with classifiers built by the training
tools. The classification and system versions differ in that the former operate on fea-
ture vectors, while the latter are full systems processing audio files. All four tools may use
all features in the set, but can also be given a list of features for restricting the set. This list
can be obtained in various ways, for example by empirical knowledge, by feature selection al-
gorithms from Weka [255] or by the tool classification/fselect that selects relevant

1http://www.cygwin.com

http://www.cygwin.com
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Figure 6.1: Overview of tools in EMOVOICE.

features with Sequential Floating Forward Feature Search. At least one pair of training and
evaluation split of feature vectors is needed (if more are given, they are cross-validated) and a
classification algorithm (Naïve Bayes or SVM) has to be specified. This tool is located in the
classification group because feature extraction as well as a classifier are needed to per-
form the search. If a reference annotation is available, classification outputs can be evaluated
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Figure 6.2: Overview of emo_online, the online speech emotion recognition module of EMOVOICE.

with classification/eval that outputs the overall recognition accuracy (OA), the recog-
nition accuracy averaged over classes (AA), a confusion matrix and some statistics of the test
data. Finally, system/online, also called emo_online, continuously reads audio input
from a microphone, incrementally finds segments of voice activity, extracts features from them
and classifies them, and outputs the results as soon as it is available.

Since emo_online is the key tool of the framework, it is described in more detail now. It works
in three threads, as shown in Figure 6.2:

1. In the signal recording thread, signal chunks of 16 ms length at a rate of 10 ms are contin-
uously buffered and provided to the next thread.

2. The voice activity detection thread analyses for each incoming chunk whether it contains
speech, and incrementally adds voiced chunks until a threshold number of successive non-
voice chunk is detected. Once a voiced segment is completed in doing so, it is provided to
the last thread.

3. In the last thread, feature extraction and classification are performed on the voiced seg-
ments. Results are outputted to the console or to a socket.
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Obviously, classification results are obtained here continuously during talking, there is no “push-
to-talk”. The output is either the most probable class or all classes with their confidence scores.
Thereby, audio stream segmentation by voice activity detection permits continuous and language-
independent processing, without the necessity of other time-consuming steps such as speech
recognition. This kind of segmentation is especially suited for spontaneous spoken language and
it was shown in the previous chapter that it yields meaningful emotion units. In contrast, when
reading speakers usually do not make long enough pauses, even between text sections that differ
in terms of content, and emotions. However, in EMOVOICE, there is also the option to set a
maximum interval for the output of a classification result if no pause has occurred before. For
this interval, 2–3 seconds turned out to be a suitable duration.

The adequacy of the feature extraction has likewise been demonstrated in the previous chapter.
Furthermore, it is fast enough for real-time processing. Extracting features for an audio segment
of 1 second length takes about 0.4 seconds. The two classification algorithms that are currently
integrated in EMOVOICE (Naïve Bayes and SVM) both have advantages and disadvantages in
view of real-time processing. The Naïve Bayes classifier is very fast, even for high-dimensional
feature vectors, but was shown in previous work to have slightly lower classification rates than the
SVM classifier which is a very common algorithm used in offline emotion recognition. Empiri-
cally, however, Naïve Bayes is relatively robust against mismatching training and test conditions.
SVM is slow for high-dimensional data, but in combination with feature selection and thereby
a reduction of the number of features to less than 100, SVM results can also be obtained in
real-time.

The task of emo_online is simply to recognise emotions which usually makes no sense per se,
but only if there is another module or application interpreting or reacting to this information. As
the output of emo_online can be transmitted over a socket, linking with external applications
is straight-forward. A sample of applications that EMOVOICE has been connected to so far
is presented in Section 6.3. In order to ease the use of EMOVOICE for software developers
unfamiliar with speech emotion recognition in general but who want to integrate affective user
speech in their application, a set of graphical user interfaces exists that make it very simple to
record a speech database and to build a classifier (see Figure 6.3). Thus, application developers
do not need to care about implementation details of EMOVOICE. Database creation is further
supported by a recording script which is the topic of the next chapter.

Recently, EMOVOICE has been integrated as toolbox into Smart Sensor Integration (SSI)2, a
framework for multimodal sensor fusion and multimodal emotion recognition in real-time by the
University of Augsburg [251]. Since November 2009, it can be downloaded freely in this form
under the terms of the Gnu Public License v3.0 as open-source software after prior registration3.

2http://mm-werkstatt.informatik.uni-augsburg.de/ssi.html
3http://mm-werkstatt.informatik.uni-augsburg.de/EmoVoice.html

http://mm-werkstatt.informatik.uni-augsburg.de/ssi.html
http://mm-werkstatt.informatik.uni-augsburg.de/EmoVoice.html
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Figure 6.3: Graphical user interfaces supporting speech database creation and classifier building.

6.2 Data acquisition

As mentioned before, statistical classifiers need training data. Thus, while EMOVOICE can tech-
nically be integrated into arbitrary applications, the classifier needs to be trained with suitable
data to give reasonable results. What could be a suitable corpus for a real-time emotion recog-
nition system? There are no general purpose databases for emotion recognition, for several rea-
sons. For a general database, first, an “emotion inventory” would be needed, from that, similar
to a phoneme inventory for speech recognition, other emotions could be composed. However,
such an inventory does not exist. Mehrabian [153]’s PAD (Pleasure, Arousal, Dominance) model
could possibly provide an approximation to this, by either building regression models from con-
tinuous labels, or by training discrete areas in the model and then interpolating between these
areas to model others. Still, environmental factors (microphone, background noise, etc.), speaker
groups (general vs. selected speakers, adults vs. children, etc.) and languages in train and test
data would not necessarily match. This is a general problem for speech emotion recognition
systems integrated into applications because state-of-the-art technology is not flexible enough to
cope with different environmental factors. Existing databases are likewise only suited for their
specific conditions. In particular, specific non-prototypical emotions that are usually limited to
the application context will rarely be found in existing databases. Thus, application specific
training databases have to be recorded.

Given this insight, a second point to consider with respect to data acquisition is that if speech
emotion recognition is integrated into many applications, creating a database for each application
involves lots of effort, in terms of time and manpower, and cannot be carried out any more
by the speech emotion recognition system developers. If application developers are to record
databases, availability of time and knowledge are reduced. From experiences gained for example
in the EU project CALLAS4 where artistic showcases interpreting multimodal affective input
are developed (see the next section), it was observed that it is not possible to record as many
hours of thoroughly labelled emotional speech data for each application as is usually used for
offline analysis, not only because the primary goal is software development and not extensive

4http:www.callas-newmedia.eu

http:www.callas-newmedia.eu
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data collection but also because of a general problem for applied speech emotion recognition
under realistic conditions: Though it would be best to record large amounts of data from users
interacting with the application, and use them as training data, this is often not possible, mainly
because there is no test data yet, but also because it is too time consuming, especially to annotate
the data, or not feasible to do by non-experts. For integrated speech emotion recognition systems,
application developers need to be able to create databases in a simple and fast fashion on their
own. Furthermore, applications are conceivable where users create their own speaker dependent
recognition systems whose accuracies can be expected to be considerably higher than that of
a general recognition system. Even if the quality of these databases is not as high as of those
created by experts, they will be better suited for their purposes.

For these reasons, a work flow was designed for the application developers to record their own
training database adjusted to their application and the easy-to-use interface for recording and
training an emotional speech corpus, as presented in the previous section and in Figure 6.1, was
integrated into EMOVOICE. The interface offers the possibility to present stimuli that are simi-
lar to those occurring in the applications. The emotion label then results from the stimulus and
labelling afterwards is not necessary. The interface lets developers decide on the emotions they
want to recognise (though they might not yet know which emotions actually occur, see above),
on the language, they can provide as similar as possible background noises and select suitable
speakers. One successful method used for emotion elicitation was inspired by the Velten mood
induction technique [237] as used by Wilting et al. [254] where subjects had to read out loud a
set of emotional sentences that should set them into the desired emotional state. A predefined
set of such sentences is provided with EMOVOICE for the four quadrants in a two-dimensional
emotional space (positive-active, positive-passive, negative-active, negative-passive) as well as
neutral which could be mapped for example on the emotions joy, satisfaction, anger and frustra-
tion (and neutral). Examples for the 200 sentences (40 per emotion) can be found in Figure 6.4.
However, developers making use of the system are encouraged to change sentences according to
the emotional experiences of the recorded persons, or base them on the topics of their application.

The interface allows to quickly build a customised classifier, but there also arise problems from
the recordings being made by non-experts. The Velten method is in principle a very suitable
method, but especially when conducted by non-experts it cannot be guaranteed that speakers re-
ally immerse in the respective emotions. Though the goal is usually the recognition of non-acted
emotions, of course, this method does not yield truly natural emotions; instead, they could rather
be called semi-acted. However, even if the recorded emotions may not be fully spontaneous be-
cause the sentences are read, they represent a hard and realistic problem because the speakers are
usually no professional actors and do not produce full-blown or prototypical emotions as profes-
sional actors would do. Listening tests on a database recorded with EMOVOICE for an Italian
artistic showcase revealed that it was often hard for humans who could not speak Italian to detect
the target emotion.
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positive-active

I feel amazingly good today!
It would really take something to stop me
now!
You won’t believe it, I got the new job!

positive-passive

I think my life is beautiful.
I like listening to flowing water in the
mountains.
My life is completely under control.

negative-active

This is so unfair!
That’s dangerous what you’re doing, stop
it!
You really get on my nerves.

negative-passive

I feel rather sluggish now.
It often seems no matter how hard I try,
things still go wrong.
I just can’t make up my mind.

neutral

Bibliography notes should appear at the
end of the paper.
The museum is at the end of the road.
The Greater Munich area is home to over 5
million people.

Figure 6.4: Examples for emotional stimuli sentences inspired by the Velten mood induction technique [237].

By giving over the recording process into the hands of the application developers, the recognition
system developer is no longer able to control the adherence to the standards for recording, for ex-
ample if indeed similar settings were provided. Furthermore, the amount of data is usually small.
For these reasons, there is a discrepancy between training and test data, which is likely to occur in
real-time systems. Of course, this can seriously affect recognition accuracy. What adds further
is that conditions in general are very difficult in some applications as they are not exclusively
centred around the requirements of the speech emotion recognition system and may produce for
example background music as well. Especially voices in the background negatively affect the
recognition rate as the system cannot distinguish which voice it should recognise emotions from.

In order to assess the suitability of the work flow, two data sets created with this method were
analysed. The first data set was obtained from 29 students (8 females, 21 males) between 20
and 28 years who created the recordings as part of an exercise to a lecture. The sentence set
was the predefined set described above, but with only 20 sentences per emotion, and in German,
though there were also 10 non-native speakers among them. Students could do the recordings
at home, so the audio quality and equipment were not controlled, but all students were told to
use a head-set microphone. Offline speaker-dependent accuracies in 10-fold cross-validation for
all 4 classes varied — not surprisingly — a lot among speakers and ranged from 24 % to 74 %,
with an average of 55 %. This great variation is to a good extent due to the uncontrolled audio
recordings which led to very different audio and emotion qualities but this makes the setting
especially realistic with regard to how people cope with the technology on their own.
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From all test persons, 10 German native speakers (5 female, 5 male) whose speaker-dependent
accuracy was not below 40 % and where audio quality was satisfactory were selected to train
a multiple-speaker classifier that could be used as a general classifier in many applications re-
sponding to emotional states in the recorded set. This resulted in a recognition accuracy of 41 %,
obtained again in 10-fold cross-validation. All results were obtained with the Naïve Bayes clas-
sifier on the full feature set (no selection) and though the figures may not sound high overall, they
are well above chance level. Especially in the speaker-independent evaluation, the use of differ-
ent microphones is responsible to a great extent for low recognition rates. For good results in a
realistic setting and online recognition, only 2 or 3 of these classes should be used anyway. As
an example, recognition rates between 60 % and 70 % can be obtained for the multiple-speaker
system when leaving two classes out. Again note that all recognition accuracies were obtained
offline, though speech data and recording conditions were expected to match online conditions
closely. A systematic evaluation of online recognition accuracy has not been done yet, but is em-
pirically 10–20 % lower than the offline accuracy if applied in a scenario similar to the recording
conditions.

It took the speakers about 10–20 minutes to record the 80 sentences. For a good speaker depen-
dent system, however, it is recommended to have at least 40 sentences per emotion.

The speakers of the second data set were recorded for showcases of the CALLAS project. The
four male speakers read English sentences for three emotional classes (positive-active, neu-
tral, negative-passive). Two of them were non-native speakers and the class distribution of the
1346 sentences was approximately balanced. Not all speakers read the same amount of sen-
tences. Again, reported recognition accuracies were obtained with the Naïve Bayes classifier
offline. Speaker dependent accuracies in 10-fold cross-validation ranged from 54.5 % to 65.4
%. When evaluating all speakers together, again in 10-fold cross-validation, accuracy was lower
with 49.5 %.

Thus, from the analysis of both data sets it can be concluded that even if the results obtained
from the work flow may not be perfect, it does yield useful results, so that it is a good alternative
if no suitable pre-recorded and annotated databases exist.

6.3 Sample applications and prototypes

Of course, knowing the emotion expressed by one’s own voice is not very useful per se, but
only in the context of an application making use of the affective information. However, for fully
natural low-intensity emotions in online recognition, only low accuracies can be expected. At the
current state of the art, rather applications should be considered where expressive speech comes
natural, e. g. games, voice training or artistic expressions of emotion.
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The integration of emo_online with other applications is simple, as the result of the emo-
tion recognition can be continuously transmitted over a socket connection to that application.
Therefore, EMOVOICE has been successfully integrated in a number of applications or existing
architectures. So far, there exist a number of prototypes and applications that use EMOVOICE

and that have been developed internally or at external institutions, either in cooperation or in-
dependently. The applications will be described in the following and fall into two groups: con-
versational applications, where conversations with an artificial character or robot are analysed
with respect to the affect conveyed in the user’s voice causing changes in the behaviour of the
artificial companion or where direct feedback of the emotionality of the user’s voice is given, and
artistic applications, that should appeal to the human sense of aesthetics or provide artists with
new ways to express themselves emotionally and that have mainly been developed in the context
of the CALLAS project. User studies have been conducted only on some of the applications and
will be presented later in this chapter.

In the presented applications and prototypes, four different languages, German, English, Ital-
ian and Finnish, were used. This shows that the methodology of EMOVOICE is language-
independent.

6.3.1 Conversational applications

The six conversational applications are intended to support affective conversations. In two of
them (Barthoc jr. and Greta, see Figure 6.5), EMOVOICE was integrated into existing architec-
tures to see whether affective behaviour makes a robot or virtual agent more believable. Barthoc
jr. [95] is a humanoid child robot head of the University of Bielefeld, that is capable of very de-
tailed and human-like facial expressions. In the scenario, users read the fairy tale “Rotkäppchen”
(English: “Little Red Riding Hood”) and the robot mimicked the recognised emotions with its
facial expressions. Hegel et al. [102] showed in a user study a preference of the emotionally
reacting robot over a robot without emotion recognition. This evaluation study is described in
more detail in Section 6.5.1.

Greta [61] is a virtual agent, whose facial expressions can, like Barthoc jr., be changed at runtime.
It was integrated at the University of Augsburg with EMOVOICE in an empathic listener scenario,
where the user can talk freely with the agent and Greta mirrors the user’s emotional state in her
face. Furthermore, from time to time she gives emotionally coloured small-talk feedback, thus
showing empathy with the user [247].

Three further applications, EmoEmma, the virtual Karaoke singers and the Affective Interactive
Narrative installation, are entertainment applications where the flow of the application is influ-
enced by affective information conveyed in the voice (see Figure 6.6). EmoEmma [42] is an in-
teractive storytelling system based on Gustave Flaubert’s novel “Madame Bovary”, and has been
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Figure 6.5: The humanoid robot head Barthoc jr. (left) and the virtual agent Greta (right) as empathic listeners
mirroring the user’s emotional state with their facial expressions.

developed at Teesside University, UK, within the EU Network of Excellence IRIS5 (Integrating
Research in Interactive Storytelling) which is concerned with the development of novel tech-
nologies for interactive storytelling. Recognition of affect is one of the novel techniques to be
integrated into virtual storytelling environments. In EmoEmma, users can influence the outcome
of the story by acting as one of the characters, Rodolphe, who wants to seduce Emma, the main
character of the novel, and the interaction mode is restricted to the emotional tone of their voice.

Rehm et al. [188] implemented a karaoke system where virtual characters dance during the user’s
karaoke performance. The user can control the expressiveness of the characters’ dance move-
ments by singing and gestures. Singing is analysed with EMOVOICE in terms of activation,
while gestures can be performed with the Nintendo R© Wii Remote controller, which has an in-
built motion sensor, and are analysed with WiiGLE6 (Wii-based Gesture Learning Environment),
a toolbox for feature extraction and classification of acceleration-based gesture sensor data. By
means of this approach, the users’ situated arousal and personal style can be expressed and com-
municated to the outside world in an immersive 3D environment.

5http://iris.scm.tees.ac.uk
6http://mm-werkstatt.informatik.uni-augsburg.de/project_details.php?id=46

http://iris.scm.tees.ac.uk
http://mm-werkstatt.informatik.uni-augsburg.de/project_details.php?id=46
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Figure 6.6: EmoEmma (top), karaoke singers (bottom left) and Affective Interactive Narrative installation (bottom
right): agent behaviour is, among others, controlled by the affect conveyed in the voice of the user.

In the Affective Interactive Narrative installation from the CALLAS project, a virtual character
(again Greta) watches a (horror) movie and reacts to the emotions conveyed in the scenes and by
a human spectator [44]. Furthermore, the narrative tension of the generated story can be strength-
ened or weakened depending on whether positive or negative feedback is given. Emotions are
detected from acoustic and from word information as recognised by a multi-keyword spotting
system.

Finally, EmoSkype, developed in a student project at the University of Augsburg, is designed as
a an add-on to SkypeTM7, an internet voice and instant messaging software. It analyses the voice
of a user during talking and gives objective feedback on the conveyed emotions. This should
bring users insights on how they act on their conversation partner and allow them to adapt their
voice in order to transmit the desired emotional tone. The feedback is displayed in a small box
with further information on the call and the callee, and/or as a corresponding icon, realised with
smileys, in the taskbar, as shown in Figure 6.7. EmoSkype is primarily intended to support call
centre employees in the banking sector.

7http://skype.com

http://skype.com
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Figure 6.7: EmoSkype, an add-on to the internet voice messaging software SkypeTM, gives feedback on how a user
acts on his/her phone conversation partner.

Figure 6.8: An animated kaleidoscope to visualise online recognised emotional states.

6.3.2 Artistic applications

Other applications integrated with EMOVOICE are of artistic nature and have the goal of visual-
ising emotions or allowing users to express themselves emotionally. One of them is an animated
kaleidoscope [220] that changes according to a speaker’s emotions. Colours, speed and forms of
the animations are specific to each emotion, as can be seen in Figure 6.8.

Within CALLAS (Conveying Affectiveness in Leading-edge Living Adaptive Systems), an In-
tegrated Project funded by the EU, showcases of interactive art are being developed that respond
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to the multimodal emotional input of performers and spectators in real-time. Some of them are
intended to be used primarily by professional actors, and it is assumed and encouraged that users
express themselves with strong, possibly exaggerated and acted emotions. For this reason ,these
scenarios are ideally suited for the current state of the art in emotion recognition technology.

The following showcases in CALLAS, illustrated in Figure 6.9, make use of EMOVOICE to
detect emotions from the user’s voice or employ parts of EMOVOICE to analyse acoustic features
of emotional speech input.

• E-Tree: E-Tree [86] by Teesside University, UK, is an Augmented Reality art installa-
tion of a virtual tree that grows, shrinks, changes colours, etc. by interpreting affective
multimodal input from video, keywords and emotional voice tone.

• Galassie: Galassie [118] by Studio Azzurro8, Italy, creates stylized shapes similar to galax-
ies for each present user. The visual appearance of the galaxies depends on the user’s
emotional state which EMOVOICE detects from the user’s voice.

• PuppetWall: In the PuppetWall showcase [141] by Helsinki University of Technology
(TKK), Finland, a user may influence a 2D graphics by the movements of physical puppets
and the emotional tone of his or her voice. In contrast to the other showcases where the
system responds to emotional states, PuppetWall is controlled by acoustic features of the
user’s voice.

• Interactive Opera: Interactive Opera by Digital Video9, Italy, is a live performance for
children recreating characters and sceneries of famous compositions from W.A. Mozart,
Giacomo Puccini, Giuseppe Verdi and many others. The children may influence the out-
come of the story by expressing emotions using facial expressions and their voices that are
mapped onto the characters.

• MusicKiosk: MusicKiosk [140] by XIM10, UK, is an interactive museum installation that
presents music instruments to young people in an innovative way enabling them to control
music by expressing their feelings.

• ElectroEmotion: ElectroEmotion [142] by TKK is an affective, interactive installation for
public spaces that mainly served to collect a multimodal corpus of emotion data. In this
showcase, users are directly requested to express different kinds of emotions which are
visualised to provide the users with feedback.

8http://www.studioazzurro.com
9http://www.toonz.com

10http://www.xim.co.uk
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Figure 6.9: Showcases of interactive art in the CALLAS project making use of EMOVOICE.11

Most showcases are fully implemented and have been used already by real users, partly in user
studies (E-Tree, ElectroEmotion), but also under realistic conditions. For example, Galassie has
been performed in July 2008 at Teatro Arcimboldi in Milan, Italy, and E-Tree has been presented
to users at the EC’s ICT (Information and Communication Technologies) event 2008.

In all cases, EMOVOICE was used to analyse the users’ vocal emotions in real-time while they
were interacting with the installations. Some showcases were completely controlled by the user’s
emotional state. That is, there was no analysis of the semantic content. In most cases, the user’s
emotional state was reflected by the system’s display. For example, in the E-Tree installation
there was a direct mapping between the user’s emotional state and the colour and size of the tree.
In the Interactive Opera, the system did not simply mirror the user’s emotional state. Instead a
more sophisticated reasoning process was required to determine the output of an appropriate sys-
tem response. Some showcases, such as the MusicKiosk and Interactive Opera, were specifically

11The pictures are courtesy of University of Teesside, Studio Azzurro, Helsinki University of Technology (TKK),
Digital Video and XIM Ltd respectively. The copyright remains with these organisations.
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designed as multi-user applications.

6.4 Emotion expressions under realistic conditions

In work on offline emotion recognition (see Chapter 3), usually, a corpus of emotional speech
is collected and annotated with emotional states using either emotion categories or emotion di-
mensions. Typically, the ground truth is given by a majority vote of the labellers and ambiguous
cases are often discarded. Thus, all occurring emotions are known.

With online recognition, the situation is more complicated, as normally, occurring emotions can-
not be restricted, and if it is possible, it is still not guaranteed the user adheres to this demand.
Nonetheless, all emotions have to be reacted to in some way. In the following, therefore, the ex-
pression of emotions under realistic conditions in applications based on EMOVOICE is addressed
and what has to be considered in view of the problems that arise.

Emotions expressed by the users in the various applications presented in the previous section
are very varied. They range from rather prototypical emotions in E-Tree, where users explore
which emotional expressions can make the tree respond, to absolutely unprototypical and unpre-
dictable expressions e. g. of spectators in Galassie or users of EmoSkype. Except for Barthoc
jr. and ElectroEmotion, where emotions were specified by the conductor of the experiment,
allowed emotions cannot be imposed on the users. Furthermore, everybody has their own in-
dividual interpretation of emotions and expresses them differently. For example, for Galassie,
a classifier for three emotional states (positive/high-arousal, neutral, negative/low-arousal) was
trained. In this showcase, the users were intended to control the system via their emotional states
as expressed by speech. When analysing the showcase Jacucci et al. [118] identified, however,
fourteen different emotion states based on reported user experiences: interest, transport, ludic
pleasure, amazement, involvement, creation, serenity, freedom, confusion, irritation, indiffer-
ence, frustration, boredom, distressed. Interest, transport and ludic pleasure were reported most
frequently, that is by 50 % of the users. Of course, some of these emotions can be subsumed
under the classes positive/high-arousal, neutral and negative/low-arousal, but not all, and addi-
tionally, it is not possible with these general terms to respond to the user very specifically. Most
of all, it could not be known beforehand that exactly these emotions will occur. This example
illustrates that it cannot be predicted how users interact with affective applications and that emo-
tional expression is individual, in particular its strength. It is only possible to define — based on
the application — which emotions the system will react to. Furthermore, in order to be able to
frequently react to the user’s affect appropriately, it is not sufficient to focus on prototypical or
standard Ekmanian emotions.

A number of further factors contribute to non-standard expressions of emotions in the presented
applications: some have a limited, pre-selected user group, for example EmoSkype could be
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conceived as a personalised application, and Interactive Opera addresses only children. For
others, in turn, potential users cannot be restricted. Languages comprise English, by native and
non-native speakers, German, Italian, and Finnish. Background noises also vary a lot among and
within applications. For instance, E-Tree has been performed in quiet office environments and at
exhibitions. In Galassie, Interactive Opera and PuppetWall, the background noise level is high
and the voice of the speaker to be analysed competes with other voices in the background, or, as
in EmoSkype, EmoEmma or Greta as empathic listener, with the voice output of the human or
virtual conversation partner. For Barthoc jr. and the kaleidoscope, on the contrary, a quiet office
environment can be assumed. Though it is recommended that every speaker wears a headset
microphone, this is not feasible in some circumstances.

Emotions in the artistic CALLAS showcases or in entertainment applications such as EmoEmma
or the karaoke singers often are rather exaggerated, which might ease recognition. However,
expectations of users are very high. In Galassie, users expected the system to be as sensitive as
humans, or even more, to their emotional state and to understand even very subtle emotions. This
is of course an expectation that cannot be met with current technology. The same expectations
probably also have users of EmoSkype and there, a further aggravating factor is that emotions
are presumably not very intense. But also the other demands go beyond those encountered at
the offline analysis of existing emotional speech databases as done by previous and many current
work on speech emotion recognition and require new strategies.

The primary strategy that is applied with EMOVOICE to cope with the diversity of emotions is to
train a limited set of general emotion classes based on pleasure and arousal in a dimensional emo-
tion model, for example the PAD model. For instance, five emotion classes (positive/high-arou-
sal, positive/low-arousal, neutral, negative/low-arousal, and negative/high-arousal) were trained
for EmoEmma which should then subsume the actually expressed emotions at runtime. In both
the E-Tree and EmoEmma scenarios, the classes are then mapped again onto points in the PAD
space. In E-Tree, other modalities also provide PAD values which allows accommodation of
non-prototypical emotions by multimodal fusion of PAD-based emotional representations. Fur-
thermore, a decay is introduced by combining the overall score with previous values to make
changes in the tree’s appearance smoother and interaction more natural [87]. A problem with
emotions trained with the help of the EMOVOICE workflow described in Section 6.2 is, however,
that often rather prototypical, full-blown emotions are elicited. The more subjects during record-
ing of the training database can be made to immerse in the respective emotions, for example by
situational or personal stimuli, the better the quality of the classifier will be.

Another possibility to cope with non-prototypical data is to concentrate on a few important and
specific categories and to add a “garbage” class for all other occurring emotions. This garbage
class should then be very general as it has to include very different kinds of emotional expres-
sions. This strategy has not been applied with EMOVOICE yet, though a similar objective was
pursued in EmoEmma, where a “noise” class was trained with undesired environment noises,
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thus adapting to the background environment. A further possibility to deal with a garbage class
is multi-level classification by first differentiating between relevant emotions and garbage, and
to analyse then which of the relevant emotions actually occurred.

Thus, the major problems occurring with online emotion expressions are described and first
strategies to cope with them are identified. However, this topic is not yet concluded and still
poses great challenges for the future.

6.5 Evaluation studies

Offline systems are usually evaluated in terms of their recognition accuracy on a test database.
A classifier that should be used in an online system can of course also be evaluated offline in the
same way. In order to evaluate it at run-time, however, further issues need to be considered: a
first question is what should be evaluated, the subjective or objective experience. The subjective
evaluation can be better or worse than the objective evaluation. Especially in artistic installa-
tions, mainly the subjective experience of the user is of interest and evaluated, i.e. if the user
has the impression that the system is responsive. This may diverge from the objective accuracy
of the system, though the latter is often difficult to determine, as first a ground truth has to be
established. This can be done by annotating test data after run-time though this may be too late
and thus not applicable for many purposes. Other methods are physiological measurements as a
ground truth (E-Tree) or video observations (ElectroEmotion). In general, the objective recog-
nition rates of online systems must be expected to be lower than in offline analysis. However,
because the range of occurring emotions cannot be predicted, it may not always be possible to as-
sign an emotional state to a class present in the system, or only if a garbage class exists. Finally, it
has to be decided whether to evaluate a system’s ability to recognise emotions over time (E-Tree)
or whether to evaluate the concept of automated emotion recognition as a whole (EmoEmma).
In the first case, the system’s results need to be compared with ground truth data at particular
points in time. In the second case, a posteriori evaluation of the system usually concentrating
on user experience is performed. Furthermore, in multimodal systems, the influence of single
modalities on the subjective evaluation can often not be separated from the performance of the
whole system.

In order to give an impression of the performance of EMOVOICE, the results of evaluation stud-
ies of Barthoc jr., E-Tree and EmoEmma, conducted by the respective system developers, are
described shortly in the following.
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6.5.1 Barthoc jr.

As described before, the humanoid robot head Barthoc jr. (see Figure 6.5) is capable of very
realistic facial expressions. In particular, it can display five basic emotions. After displaying an
emotional expression, the head moves back into a neutral expression before displaying the next
emotion.

The mimic control interface (MiCo) of Barthoc jr. was integrated with EMOVOICE through the
XML-based Communication Framework XCF [258] in order for the robot to be able to mimic the
emotions conveyed in a user’s voice with its facial expressions. A user study [102] was conducted
to see how users accept an emotionally responsive robot and if they find interaction more natural
or not. A further goal was to evaluate their impressions of the accuracy of EMOVOICE. Subjects
were asked to sit in front of the robot and read out loud excerpts of the fairy tale “Rotkäppchen”
(English: “Little Red Riding Hood”), acting as if they were reading it to a child. For each excerpt,
a suitable emotion was suggested for the subjects to convey. The emotions included happiness,
fear and neutral. The robot mirrored the emotions recognised by EMOVOICE with his face. As
neutral was also the standard facial expression that the robot showed while the participant was
still reading, a short head movement was executed to characterise it as a reaction to the user’s
utterance. After each sentence, participants were instructed to pause and observe Barthoc jr.’s
reactions.

Overall, 28 test persons (13 females and 15 males) between 18 and 35 years old took part in the
experiment. 17 subjects interacted with the emotionally responsive robot as described above. In
the interaction with the remaining 11 subjects, Barthoc jr. always showed a neutral expression,
with only the neutral head movement as confirmation to a fully read utterance. Comparisons
of the two groups were intended to reveal whether emotional feedback was preferred by the
participants or not. Directly after the experiment, which lasted about five minutes on average,
participants were given a questionnaire that consisted of three groups of questions. With the
first group of questions, the appropriateness of Barthoc jr.’s reactions with respect to the social
situation was assessed. Participants rated on separate 5-point scales with 0 as worst and 4 as
best evaluation the degree as to 1) Barthoc jr.’s facial expressions overall fit the situation, 2)
whether Barthoc jr. recognised the emotional aspects of the story, and 3) whether Barthoc jr.’s
response came close to a human counterpart. In all three ratings, the mimicry condition scored
significantly better than the neutral condition, though both remained in the area between 1 and 2.

In the second block of questions users rated again on a 5-point rating scale the degree as to which
individual facial expressions occurred too infrequently, just right, or too frequently. In general,
emotions in the mimicry condition were rated as occurring too frequently, while the opposite was
found for the neutral condition. However, this difference was only slightly significant.

The last question assessed the appropriateness of the timing of Barthoc jr.’s response. The av-
erage rating on a 5-point scale (-2 = too early, 0 = just right, +2 = too late) was 0.4 and 0.1 for
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the mimicry and the neutral condition, respectively, indicating that the timing of Barthoc jr.’s
responses was quite good, but might appear more natural if Barthoc jr. responded a bit quicker.

Concluding, it can be said that the emotionally responsive robot was evaluated better than the
neutral robot by the users, showing that an emotional robot is accepted better and is more believ-
able, and that in general, users had the impression that EMOVOICE often recognised the correct
emotion. Probably, however, users evaluated EMOVOICE’s performance integrated into the robot
more favourable than they would have if presented with the pure recognition results.

6.5.2 E-Tree

As presented earlier in Section 6.3.2, E-Tree is a multimodal Augmented Reality (AR) system
of interactive art shown on a large screen. Speed of growth or shrinkage, colour and branching
of the tree are determined by affective input. Modalities include speech emotion recognition
by EMOVOICE, multi-keyword spotting, where predefined sequences of words were recognised
and assigned to an affective category, as well as video features for detecting and tracking facial
geometries and optical flow within a video stream. Results of each modality are mapped into
the PAD space. For example EMOVOICE was trained to recognise the classes positive-active,
neutral and negative-passive that can be easily mapped onto PAD vectors with a dominance
value of 0 in all three cases. The overall PAD vector is obtained by summing the vectors of
all modalities. In order to smooth transitions between successive vectors, the current vector is
always combined with previous results, where those that had occurred more recently have higher
influence. The fusion model is described in detail in [87]. Unfortunately, keyword spotting was
used almost never, due to several reasons including low detection and occurrence rates of the
limited vocabulary and bugs in the fusion system.

Two user studies were conducted, both with the goal of evaluating the multimodal fusion system
and whether E-Tree was an engaging interactive installation. 10 subjects participated in the first
study [86], while the second was conducted with 16 test persons. Subjects acted in pairs to
ease conversation. All pairs each had two runs of interaction with E-tree, which took about 5
minutes overall. In the second set of tests, additionally skin conductivity was measured to obtain
a ground truth for arousal. Since a positive linear correlation of 0.79 was observed between
skin conductivity and the values for arousal summed over all modalities, it is probable that at
least the arousal dimension was recognised quite accurately of the multimodal system. It is
difficult, however, to infer the accuracy of EMOVOICE from this, as it only contributed 11 % to
the recognition of arousal. This is a general problem with multimodal and in particular real-time
systems, that the influence of a single modality cannot be measured isolated. The contribution of
EMOVOICE to all three PAD dimensions was 21 % on average. It is peculiar that the contribution
to pleasure was much higher than that to arousal, though usually, acoustic features are better
suited for the recognition of arousal. This could be due, however, to an exceptionally high
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Figure 6.10: Questionnaire results of the first (left) and second (right) E-Tree user study.

relative influence of the video features on the recognition of arousal, instead to an absolute low
contribution of the acoustic features. The contribution to dominance was 0 as it was kept constant
in the classes recognised by EMOVOICE.

After the interaction, subjects were given a questionnaire (individually, not in pairs) with four
semantic differential questions on a scale between 1 and 5 where 1 indicated the most negative
opinion and 5 the most positive. In the first study, the questions concerned the users’ interest in
the installation, how realistic they found the tree’s appearance, if it was responsive to their actions
and how representative it was of their own emotions. As can be seen in Figure 6.10, the overall
evaluation was quite positive showing that participants found the interaction engaging and novel,
and felt they could affect the tree’s behaviour. The relatively low score of the representativeness
of the users’ own emotions may partly result from low accuracy of the multimodal recognition
components, though it is probably mainly due to that users did not intend to communicate their
own actual emotional state to the tree, but just any emotions, including acted ones. For the
second users study, the question regarding representativeness was therefore dropped in favour of
a question about the engagement of the installation. Again, a generally positive overall response
was received (see Figure 6.10). The higher evaluation of realism might reflect the improved
graphics and tree behaviour in this second study.

Thus, the multimodal setting of E-Tree was well received by the users and recognition accuracy
was seemingly good. EMOVOICE’s share of this, however, cannot be specified exactly.

6.5.3 EmoEmma

The interactive storytelling system EmoEmma has been introduced previously in Section 6.3.1.
As with Barthoc jr., interaction is restricted here solely to acoustic emotion processing by EMO-
VOICE which was trained to recognise the classes negative-active, negative-passive, neutral,
positive-active and positive-passive. The story planning of the system changed according to
the output of EMOVOICE. Word information was not used in the interaction, as in order to im-
merse deeply into the story, the user should be enabled to talk naturally and without restrictions
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of vocabulary. For a high accuracy, however, a speech recognition system would have required a
limited vocabulary. Thus, the system relied only on the emotional tone of the voice for interac-
tion.

EmoEmma was evaluated in a study with 14 users [42] with the aim to validate the overall
concept of the system and assess user engagement. Subjects interacted with the system by taking
over the part of one of the characters, Rodolphe, and were told that the main character Emma
would react to the emotional content of their responses. However, they did not know to which
aspects of affect Emma was reacting to, in particular, they did not know that the meaning of their
utterances was not processed. Users were not restricted to answering Emma’s question in the
interaction, but could address Emma at any time. They could react negatively or positively to
Emma, or choose not to react at all which also altered the planning of the story. The influence
of the user’s emotion on the development of the story was not obvious, as a reaction might occur
immediately, with a delay or not at all. Each interaction took about three minutes and the end of
the story was either negative, that is Emma left in despair, or positive when she finally engaged
with Rodolphe. Both endings occurred approximately equally often. The story took longer if
the user showed contradicting emotions in succession. However, it could also be the case that
this was not intended by the user, but was due to the error rate of EMOVOICE, and users tried to
compensate it by repeating utterances in the desired emotion until it was recognised correctly. In
any case, the engagement level was quite high which is reflected by the high number of utterances
(on average 7.4 per interaction) and by the length of these utterances (on average 7.5 words per
utterance, with many longer than 10 words).

After the interaction, subjects were given a questionnaire with the following four questions:

Q1. I had the feeling that Emma understood what I was saying.

Q2. I had the feeling that Emma was responding emotionally to what I was saying.

Q3. I had the feeling that Emma was expressing emotions.

Q4. Emma’s speech reflected the changes in the story.

Results to these questions are shown in Figure 6.11. Obviously, the test users had a very posi-
tive impression of the installation and perceived Emma as a believable character that responded
appropriately to their interaction. These results can be taken as evidence for the effectiveness
of EMOVOICE. Since it was the only mode of interaction, especially the positive evaluation of
Emma’s responsiveness is a direct result of the speech emotion recognition system.

On the one hand, the limitation of the emotion recognition to five categories (which actually
is a relatively high number for the current state of the art) restricts the interactive story as the
original novel of course contains a plethora of emotions. On the other hand, from the perspective



6.6. Conclusion 141

Figure 6.11: Averaged answers to the evaluation study of EmoEmma.

of interactive storytelling and other digital entertainment systems, emotion recognition is a very
favourable mode of interaction as it represents a more feasible alternative to large-scale natural
language processing.

6.6 Conclusion

Based on the insights of the previous chapters, the framework EMOVOICE could be presented in
this chapter, that allows for real-time emotion recognition from acoustic features of speech, can
easily be integrated into other applications and provides tools for feature extraction and classifier
training, as well as for the creation of training databases. In particular, the following aspects are
integrated:

• Voice activity detection is used as an incremental and consistent speech segmentation
method, that does not require an automatic speech recognition system.

• The acoustic feature extraction is completely automatic, effective and fast enough.

• Classification with Naïve Bayes is fast and robust.

• The highly variable expression of emotions in online applications is met by the training of
general emotion classes. The training of a rest class as additional instrument is available
in the framework without difficulty, but has not been used yet.

Furthermore, the practical applicability of EMOVOICE could be demonstrated by means of sev-
eral already implemented applications and showcases under various conditions as well as with
the help of user studies. Particularly the user studies showed that there is a considerable interest
and acceptance of emotionally aware interfaces. The major challenges for the future will be to
achieve higher accuracy, but also to deal better with the non-prototypical expression of emotions
which should not or cannot be restricted in online applications. This could mean finding better
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and more natural stimuli for creating the training speech database, but could also include re-
training of the classifier with data collected at run-time. Hereby, it should still be possible to rely
on labels that arise from the situational context, though a detailed manually revised annotation
would probably lead to significantly better results.



Chapter 7

Multimodal emotion recognition

As was shown in the previous chapters, acoustic emotion recognition is possible, but accuracies
are still far from perfect or from human performance, when it comes to natural data. This is
not surprising, as humans in general employ more information than just voice tone to judge the
emotional state of a conservation partner, for example also word information, facial expressions,
context, their acquaintance with the person etc. Thus, the situation for an automatic speech emo-
tion recogniser can be compared to a human trying to detect the emotional state of an - unknown!
- conversation partner speaking a foreign language on the telephone. Humans would not succeed
too well in this task and an automatic system cannot be expected to perform better - at least
now and in the next decades. Rather, it should be given as much information at hand as humans
have, or at least as much as possible. Agreement of multiple modalities makes decisions more
confident, whereas conflicts between modalities may help to detect social masking of emotions
or to yield higher accuracy by finding more reliable modalities in particular situations.

So, for multimodal analysis, the modalities have to be combined in some way to give a single
result. In general, this can be done on the feature level, that is, a joint feature vector is computed
for all participating modalities that can be used as input for any suitable classifier, or on the
decision level, where the classification results of feature vectors of the individual modalities are
combined [175]. In the latter case, a fusion scheme has to define the result in cases where the
individual modalities give conflicting results. The simplest fusion scheme is majority voting,
however, this does not consider the confidence of the single decisions as some modalities may
be better suited for the recognition of certain emotions. For instance, Fagel [74] found the visual
modality to convey more reliable information on valence, and speech to be better suited for the
recognition of activation. Therefore, other schemes have been explored such as weighting by
posterior class probabilities [36], fusion by an emotion-specific multi-ensemble approach [130],
or weighting by reliability of modalities for certain emotions or situations obtained e. g. from an
independent training set or from perception experiments.

A further problem arising from multimodal fusion is that often, different modalities have different
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segmentation levels. For example, units in speech are naturally defined by speech activity. Facial
expressions are continuously available, except when the face is turned away from the camera.
Also the segment duration that is necessary for analysis differs. In speech, a word of 200 msec
may already contain comprehensive information on the emotional state, for biosignal, in contrast,
time periods at least longer than one second are necessary. Finally, the sampling rate of different
modalities varies. The choice of synchronisation always depends on the particular modalities
and the scenario, so there is no single general solution to this problem.

Previous work on multimodal emotion recognition has been addressed already in Section 3.7.
This chapters presents four studies combining either context information (gender), biosignals,
words or facial expressions with acoustic information. The acoustic feature set is always the
EMOVOICE feature set (see Section 4.3), though in most cases in previous versions as the studies
were conducted within a period of several years. Of course, covering all participating modalities
with high quality requires the use of special databases instead of only the Berlin, Aibo and
SmartKom databases. The studies on biosignals, linguistic information and facial expressions
were conducted as cooperations by colleagues of the Universities of Bielefeld and Augsburg,
who specialise in the respective modalities.

7.1 Gender information

The different anatomies of men and women, for example the length of the vocal tract length
and shape of the larynx, have direct influence on the magnitude of acoustic measures commonly
used as feature types for speech emotion recognition. Especially pitch is gender-dependent, with
approximately 160 Hz separating male from female pitch in a neutral emotional state and normal
conversational tone. This threshold is used by Abdulla and Kasabov [1] for separating genders
to improve automatic speech recognition. But also most other features are gender-dependent to
varying degrees. If the recognition system ignores this issue a misclassification of utterances
might be the consequence. For instance, highly aroused utterances of men might be confused
with neutral utterances of women. This is a great disadvantage for an automatic system, partic-
ularly compared to human listeners who would easily distinguish these two cases, even if they
cannot see their conversational partner.

One possibility to deal with this phenomenon is to normalise gender-dependent features. For
example, mean pitch can be normalised in terms of minimum and maximum pitch (see Section
4.3.1) in the respective segment or by the mean pitch of neutral speech of the same speaker [35].
Still, gender-specific emotion recognisers perform better than those with both genders mixed
[137]. Ververidis and Kotropoulos [239] showed that the combined performance of a male and a
female emotion recogniser is better than that of a gender-independent recogniser and also many
other works separate genders before emotion recognition [8, 105, 128, 133, 222, 261, 262]. Of
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Figure 7.1: Combination of a gender detection system and two gender-specific emotion classifiers into a single
emotion recognition system.

course, in order to do so, one must know the gender of a speaker. Ververidis and Kotropoulos
[239] assumed gender information to be given a priori, but in most (online) applications this is
not the case, unless the user is queried beforehand.

Therefore, a scheme is proposed here that precedes the emotion recognition with an automatic
gender detection module which decides on whether a recogniser trained with male or a female
emotions is used for classification of the respective utterance. In contrast to other works, in
particular [1], which use only pitch to separate genders, the same feature extraction and selection
methods as for emotion recognition are used here to improve the accuracy of gender detection on
emotional speech. Still, since automatic gender detection will not be 100 % correct, this method
could have a negative effect on the overall classification accuracy. On the other hand, combining
gender and emotion recognition could also lead to an even higher improvement compared to a
gender-independent emotion recognition system than an emotion recognition system based on
correct gender information. Evaluations to investigate this question were performed only on the
Berlin and the SmartKom databases as they contain adult speech. In the following, first, the
classification framework will be described in detail in Section 7.1.1. Then, results are discussed
in terms of relevant features (Section 7.1.2) and classification results (Section 7.1.3).

7.1.1 Combined gender and emotion recognition

Automatic gender detection usually achieves a high accuracy with little effort, so it is straight
forward to integrate gender detection and emotion recognition into a two-stage recogniser, which
first predicts the gender of the speaker and then, depending on the outcome, uses a gender-specific
emotion recogniser as illustrated in Figure 7.1. All three recognisers can be built in the same
manner, here by selecting the most relevant features for the given task from a large acoustic
feature set by Best-First search (equivalent to Sequential Floating Forward Selection (SFFS))
with the accuracy of the Naïve Bayes classifier as selection criterion. Then, Naïve Bayes was
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used for classification of the reduced feature vectors. Feature selection as well as classification
were carried out with the data mining software Weka [255]. The acoustic feature set differed
slightly from the one presented in Section 4.3, as it was a previous version. Base feature types
included raw pitch, energy, MFCCs, the centre of gravity of the spectrum, duration and pause.
Statistical values were derived from the pitch, energy, MFCCs and spectral series as well as
transformations of them. Overall, 1289 acoustic features were used. As argued above, it may
also be beneficial for gender detection to rely on more features than just pitch because gender
detection in emotional speech is more difficult. Especially those features in the acoustic set that
are gender dependent should also be suitable for the detection of the gender.

The Berlin database was evaluated by five-fold speaker-independent cross-validation as in the
experiments in Chapter 5 with all seven classes (anger, joy, sadness, fear, disgust, boredom
and neutral). Whole utterances were classified. For the SmartKom database, again only the
dialogues from the mobile setting were used. This subset was split into a training set with 56
speakers (24 male and 32 female) and a test set with 14 speakers (7 male and 7 female) which
is a 80/20 % splitting of the speakers. In contrast to the three-class task evaluated in Chapter
5, the original annotation of 12 emotional states was merged into a four-class problem applying
again a scheme suggested by Batliner et al. [16]: neutral and unidentifiable utterances were
mapped onto neutral, strong and weak joy and strong and weak surprise onto joy, strong and weak
pondering/reflecting and strong and weak helplessness onto helplessness, and finally strong and
weak anger onto anger. The distribution of emotions is 81 % neutral, 4 % joy, 10.5 % helplessness
and 4.5 % anger, which is obviously very unbalanced and makes a good classification especially
challenging. The units of emotional analysis were speech segments with no silent parts of more
than 0.2 seconds based on voice activity detection. In both databases, only those utterances of
the training set that were classified to the respective gender by the gender detection system were
used for the training of the gender-specific emotion systems.

7.1.2 Relevant features

As described in the previous section, relevant features were selected by a best-first search through
the feature space using the classification accuracy of a Naïve Bayes classifier on a test set as
selection criterion. This always resulted in only a very small subset of the original 1289 features,
but altogether, a wide range of features was selected in all tasks.

The selected features are discussed now, however, only classes of features are considered here,
because a more in depth examination of single features is not practical. Since the number of
features is very large and many features are highly correlated, it is not reasonable to make an
assertion about a particular feature.
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Features Berlin SmartKom

Pitch 1 2
Energy 2 3
MFCC 17 7∑

20 12

Table 7.1: Relevant features for gender detection in the Berlin and SmartKom databases.

Feature types gender-
independent

male female

Pitch 1 2 3
Energy 2 1 2
MFCC 17 7 15∑

20 10 20

Table 7.2: Relevant features for gender-independent, male and female emotion classification on the Berlin database.

Relevant features for gender detection

The features used for gender detection in the two databases are listed in Table 7.1. Apparently,
not only pitch-related features, but also MFCC and energy-related features are meaningful for
gender detection, and in reverse also gender-dependent with respect to emotion recognition. In
combination with other features, energy and MFCCs even play a more important role than pitch.
Pitch, however, is the most discriminating feature when used alone.

Differences in relevant features for male and female emotions

The features selected for the classification of gender-independent, male and female emotions in
the Berlin database are displayed in Table 7.2. It is notable that the energy features were all
derived from the energy derivation series and that, compared to the features chosen for emotion
recognition without gender information, few energy features are found. Almost half of the fea-
tures in both male and female emotions were the first quartile or interquartile range of a feature
series. The number of features was constrained by the number of instances in the least frequent
class as represented in one of the five training sets and is therefore not meaningful in the case of
the Berlin database.

The respective features for the SmartKom database are shown in Table 7.3. Numbers of features,
which were not restricted for this database, are striking as for male emotions, almost three times
as many features were selected. The number of features for the gender-independent classification
lies in between. Again, a lot of features were the first quartile of a feature series.
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Feature types gender-
independent

male female

Pitch 1 3 1
Energy 3 1 1
MFCC 6 13 4∑

10 17 6

Table 7.3: Relevant features for gender-independent, male and female emotion classification on the SmartKom
database.

Altogether, slightly more pitch-related features can be found in the gender-specific selected fea-
ture sets which confirms that pitch is more meaningful when gender effects are eliminated. Fur-
thermore, no spectral or durational features were selected, neither for gender nor for emotion
detection.

7.1.3 Results and discussion

In the following, results for gender detection with many acoustic features and with pitch only will
be analysed. Furthermore, the combined gender and emotion detection system will be compared
to an emotion recognition system without gender information and to one with information about
the correct gender.

Gender detection

Table 7.4 shows the results for the gender detection on the two databases, 1) using only mean
pitch as suggested in [137] and 2) after selection of the most relevant features from the original
emotion recognition feature set of 1289 features. The optimised feature sets are in both cases sig-
nificantly better compared to mean-pitch-only separation. The difference is higher for the Berlin
database which contains a much higher proportion of emotional speech. It is therefore important
not to use mean pitch only for gender detection in this kind of speech, and the hypothesis that
opting for more features than only mean pitch when processing gender detection from emotional
speech, as in this system, is confirmed.

While emotion recognition is much harder for spontaneous than for acted speech, no such ex-
treme difference could be observed for gender detection. This is not surprising, as gender differ-
ences are much more obvious and are hardly affected by audio quality. That the gender detection
is even slightly better for spontaneous speech is presumably due to the larger number of training
instances in the SmartKom database compared to the Berlin database and to the less emotional
speech in it.
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Database mean pitch optimised
feature set

Berlin 69.4 90.3
SmartKom 87.6 91.9

Table 7.4: Accuracy in % for gender detection from mean pitch only and from the optimised feature set on the
Berlin and SmartKom databases.

In the Berlin database, misclassified utterances were observed only for certain emotional cat-
egories: wrongly classified female utterances were found in disgusted, bored, sad and neutral
emotional states, while wrongly classified male utterances were found in joy, fear and anger. For
the SmartKom database, a similar observation could not be made.

Kotti and Kotropoulos [133] and Xiao et al. [261] reported higher accuracies for the same task on
the Berlin database, Kotti and Kotropoulos [133] even achieved an accuracy of 100 %. However,
both evaluations were not speaker-independent, though speaker-independence is considered here
as essential in view of only ten speakers overall.

Emotion recognition

Table 7.5 shows the recognition results for emotion recognition without gender information,
with gender information and with automatically detected gender information. Overall recogni-
tion accuracy (OA) and averaged class recognition accuracy (AA) are given. Combining gender
and emotion recognition leads to an improvement of 0.6 % (Berlin database) respectively 6.7 %
(SmartKom database) of the averaged classification rate AA compared to the gender-independent
classification of emotions. At least in the case of the SmartKom database, this is a significant im-
provement, and the new system even outperformed the system with correct gender information.
Gender detection should probably be interpreted here as a detection of male or female sound-
ing voices rather than of male or female persons leading to a better partition of the data. In the
Berlin database, emotions of utterances recognised as male were classified significantly worse
than those recognised as female, causing an only slight improvement compared to the gender-
independent case. Indeed, the rates for correct and recognised female emotions are very similar,
while the rates for male emotions differ considerably.

These results disprove a possible objection against two consecutive classifiers, that they might
perform worse than one classifier when the second classifier gets false input from the first classi-
fier, and errors might sum up. The reasons for this are probably that the gender detection is very
accurate, and that even if it fails, this is in cases which are “untypical” for the true gender and so
can as well or even better be recognised by the emotion recogniser of the detected gender.

Though splitting the classification task into two is more time-consuming, time constraints can be
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Task Berlin SmartKom
OA AA OA AA

Without gender information 81.1 79.2 75.1 34.4

female 84.6 83.4 79.0 37.4
With correct gender information male 87.9 80.0 75.4 38.9

overall 86.0 83.5 76.7 38.0

female 84.9 83.9 81.4 41.2
With recognised gender information male 80.1 72.3 75.8 41.6

overall 82.8 79.8 78.2 41.1

Table 7.5: Overall recognition rate (OA) and class-wise recognition rate (AA) in % for emotion detection using
a gender-independent emotion recognizer, a gender-dependent emotion recognizer, and a combined gender and
emotion recognizer in the Berlin and SmartKom databases.

neglected as classification can still be done in real-time when using a simple but fast algorithm
like the Naïve Bayes classifier.

7.1.4 Conclusion

This section presented a new framework to improve emotion recognition from speech by making
use of automatic gender detection. Starting from the fact that gender-specific emotion recognisers
work more accurately than gender-independent ones, the basic emotion recognition system was
extended by a preceding stage of gender detection that determines which gender-specific emotion
recognition system should be used.

Furthermore, it could be shown that gender detection is more reliable if based not only on mean
pitch, as usually proposed in the literature, but also on energy and MFCC features.

Tests were carried out on the Berlin database with acted and the SmartKom database with spon-
taneous emotions. Differences could be found in the relevant features for the classification of
emotions in male and female voices. With two-stage emotion recognition an improvement of the
recognition accuracy was achieved, which was even higher for the database with spontaneous
emotions. For this database, gender separation does still not finally solve the problem of finding
good discriminative features for emotion recognition, but it leads to a considerable improvement.

7.2 Biosignals

Emotions influence the physiological state of a person, causing the heart beating faster, sweat-
ing, or a faster breathing rate. Though humans cannot directly measure physiological changes,
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they may be able to observe the effects. For instance, a high pulse may cause a reddish face
colour, a high respiratory rate can be heard or may manifest itself in breathy speech; sweating
may be visible or sensible when shaking hands. These physiological signals can also be mea-
sured by sensors that are attached directly to the body. Wearing sensors may seem obstructive
and not very user friendly, especially if they limit mobility because of cables or to assure safe
signal measurement. On the other hand, there are also situations where wearing sensors is not
disturbing, or not much, for example, when sitting in front of a desktop PC, when exercising par-
ticular sports where athletes wear pulse monitors anyway, or in a medical context. Furthermore,
sensors are being refined continuously, enabling for example wireless data transmission, making
sensors smaller and even disappear in the environment, e. g. the clothes, and also increasing their
robustness.

Several studies have been conducted so far on using physiological signals for emotion recog-
nition, among them [129, 160, 179]. Emotions are usually induced by exposure to visual or
acoustic stimuli. Sensors include heart rate, skin conductivity, temperature, muscle activity, res-
piration rate, electromyogram and electrocardiogram. Reported recognition rates are quite high
with 81 % [179], 83 % [160], and 70 % [129] for 8/6/4 classes and 1/29/3 subjects, respectively.
Emotional characteristics are to a high extent subject-dependent [241], yielding a big discrepancy
between single speaker and multiple speaker recognition accuracies.

Biosignals complement speech well for emotion recognition, as they are available continuously,
so that emotions may not only recognised while the user is speaking. On the other hand, some
biosignals are not useful at certain points in time, for example respiratory rate during speaking,
or pulse rate changes during body movements, which may not be related to emotions. Another
advantage of biosignals over speech is that it is harder for a user to deliberately manipulate them,
thus making them less subject of social masking.

In this section, work published in [131] is presented. This includes first a Wizard-of-Oz experi-
ment that was conducted to collect a corpus with spontaneous vocal and physiological affective
data. The corpus is then used to evaluate both modalities individually and combined by three dif-
ferent fusion methods, i. e. at the feature level, at the decision level and by a hybrid integration
scheme combining feature and decision level fusion.

7.2.1 Experiment for data collection

A modified version of the quiz “Who wants to be a millionaire?” was used as a testbed for
the experiment. Questions along with options for answers were presented on a screen whose
design was inspired by the corresponding quiz shows on German TV. In order to make sure
that a sufficient amount of speech data was obtained, the subjects were not offered any letters
as abbreviations for the single options (as is common in quiz shows on TV), but were forced
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to produce longer utterances. The user’s current score was indicated as well as the amount
of money she/he may win or lose depending on the correctness of the answer. All three test
subjects were students — three males in their twenties, all native speakers of German, which was
also the language for the experiment. Each of the sessions took about 45 minutes to complete.
The subjects interacted with a virtual quiz master via free speech and were at the same time
connected to four biosensors to record electromyogram (EMG), electrocardiogram (ECG), skin
conductivity (SC) and respiration changes (RSP).

The virtual quiz master was controlled by a human wizard and led the user through four phases of
the quiz to elicit emotions corresponding to the four quadrants of a two-dimensional arousal/va-
lence emotion space: low arousal/positive valence, high arousal/positive valence, low arousal/ne-
gative valence, high arousal/negative valence.

In the first phase, users were offered a set of very easy questions leading to a slight increase of
the score to elicit low arousal and positive valence. In the next phase, high arousal and positive
valence were stimulated by extremely difficult questions but where each answering option was
correct and lead to a high gain of money. During the third phase, the user was stressed by a mix
of solvable and difficult questions that lead, however, not to a drastic loss of money. Furthermore,
the agent provided boring information related to the topics addressed in the questions to evoke
negative valence and low arousal. Finally, the user was made frustrated by unsolvable questions
that he could only answer incorrectly and similar sounding answers that the simulated speech
recognition system of the agent recognised incorrectly, resulting in a high loss of money and
leading to high arousal and negative valence.

Elicited emotions can be regarded as quite natural, however, with only three subjects, the amount
of data is small.

7.2.2 Recognition of emotions from speech and biosignals

In the following, the unimodal systems to recognise emotions from speech and biosignals are
described shortly, as well as three different fusion methods.

For both speech and physiological signals, Fisher’s linear discriminant function (LDF), a linear
combination of components weighted by known prior probability, was used to classify four emo-
tional states, i.e., positive/high, positive/low, negative/high, and negative/low. Then, sequential
forward feature selection (SFS) was employed to obtain a new subset of features which contained
the most emotion-relevant features maximising the performance of the classifier. In order to make
the best out of the relatively small amount of available data, leave-one-out cross-validation was
used to train and test all classifiers.
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Speech

As already mentioned earlier, synchronisation of different signal types, in particular with dif-
ferent sampling rates, is non-trivial. Due to their lower sampling rate, the physiological signals
need a longer analysis window than would be needed for the speech signal. Therefore, all sam-
ples associated to one questions were used as one classification unit. For speech, it would have
been possible to analyse each signal segment with speech activity separately and then fuse all
belonging to the same question. However, in order to keep conditions for biosignals and speech
as similar as possible to enable better comparability, all signal segments with speech activity
belonging to the same question were analysed together. As a consequence, about 60 speech
segments per subject were obtained. Again a feature extraction version previous to the one pre-
sented in Section 4.3 was used which was identical to the version described in the previous
section (7.1.1) except that the spectral features were not yet available, resulting in 1280 features
overall. In order to remove redundant features, correlation-based feature subset selection [98]
was applied to the acoustic feature set. This yielded new subsets of 15–20 dimensional feature
vectors. Numbers vary as for every task (single/multiple subjects) different features were re-
moved, but a clear tendency towards one or two pitch minima or maxima related features and the
rest being MFCC related features could be observed.

Physiological signals

All segments of physiological signal were at first lowpass-filtered with pertinent cutoff-frequen-
cies, which were empirically determined for each biosensor channel, in order to remove noisy
samples. In the case of single-subject classification baselines of all four signals were calculated.
Overall 26 features per segment were extracted, including typical statistics such as mean and
standard deviation as well as spectral/subband features from the periodic signals (ECG, RSP).
Each segment varied between 10 to 115 seconds in length (on average 42 seconds). Finally, all
feature vectors were normalised by standard deviation and mean.

Bimodal emotion recognition

Three different fusion approaches were implemented for bimodal emotion recognition. In feature
level fusion, the features of both modalities were merged into a single vector and classified. In
decision level fusion, the outputs of the two unimodal classifiers for speech and biosignals were
combined using different schemes, for example posterior probability criteria as used in [36] or
majority voting based on the recognition rates of each emotion from the unimodal classifiers.
Finally, a new hybrid scheme of both feature and decision level fusion was employed, in which
the output of feature level fusion was used as an additional input to the decision level fusion
stage.
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System A B C All

Speech only 68 75 76 52
Bio only 77 60 85 53
Feature fusion 78 75 92 66
Decision fusion 77 75 85 57
Hybrid fusion 77 75 88 60

Table 7.6: Uni- and bimodal recognition results for speech and physiological signals in % for single users and all
users together. The best result in each column is printed in bold.

7.2.3 Results and discussion

The data was classified for the single subjects (users A, B, C) and for all subjects together since
this was supposed to give a deeper insight how the bimodal systems could improve the results of
unimodal emotion recognition. Table 7.6 shows the results of unimodal and bimodal classifica-
tion for all four tasks. Obviously, the emotions of users A and C were more accurately recognised
by using biosignals (77 % and 85 %) than by their voice (68 % and 76 %) whereas it was the
inverse case for user B (75 % for voice and 60 % for biosignals).

Recognition accuracies for the unimodal systems vary not only between subjects, but also for the
individual emotional states. For instance, classification of the physiological data shows a poor
result of only 36 % for negative valence/low arousal while the speech system achieved 60 % for
the same emotional state. In contrast, recognition accuracy of positive valence/low arousal was
just 38 % for the speech system, but 58 % for the physiological system. Table 7.6 also shows that
bimodal recognition accuracy was always equal or higher than unimodal accuracy. Best results
were obtained for feature level fusion and led to an improvement of 13 % compared to the best
unimodal system (biosignals in this case) when classifying all users. While very high results can
be achieved in the single subject tasks (up to 92 %), the results for all subjects are, as expected,
with accuracies between 52 and 66 % considerably lower.

7.2.4 Conclusion

This section presented the fusion of speech and biosignals for emotion recognition on data col-
lected in a Wizard-of-Oz study. The analysis revealed differences in the discriminative abilities of
the unimodal systems, with respect to particular classes and subjects, which is a strong argument
for multimodal recognition. Thus, several fusion methods were evaluated and compared with the
unimodal recognition methods. Indeed, the best results were obtained by feature level fusion. In
this case, not only single user, but also multiple user emotion classification could be improved
compared to the unimodal methods. Since the data was only labelled based on the assumption
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that the four phases of the experiment actually succeeded in eliciting the desired emotions, even
higher accuracy might be achieved by individual labelling of each turn.

7.3 Linguistic information

An obvious source of affective information to combine with acoustic features is linguistic infor-
mation. If a robust speech recogniser is available, linguistic features can directly be integrated
with acoustic features, as the problem of alignment of different units does not exist. In this
section, an experiment on a transcribed audio corpus is presented which has been published in
[172]. The experiment is insofar hypothetical, as it assumes a perfect speech recogniser. In real
conditions, a recogniser cannot be expected to work with very high accuracy on arbitrary speech.
Rather, a keyword spotting approach would be applicable.

Studies integrating acoustic and linguistic information have been conducted for example by
Schuller et al. [207] who fused acoustic features with linguistic Bag-of-Word features where
word stems have an entry in the feature vector with the frequency of their occurrence in the re-
spective utterance, and by Truong and Raaijmakers [232] who combined acoustic features with
N-Grams of words and speech rate as number of words per seconds. Both studies achieved slight
improvements over acoustic or linguistic features only based classification.

The work described in this section differs from previous work in that three types of linguistic
features are examined, namely lexical features that exploit the occurrence of a word, stylomet-
ric features that rely on formal characteristics of words such as occurring letters or the length,
and finally deictic features from the occurrence of deictic words, which includes demonstratives,
time/place references etc. Furthermore, it is discussed whether the consideration of a unit in
context, here previous utterances, and whether discretising acoustic features can augment multi-
modal recognition accuracy or not. Fusion of acoustic and linguistic features is again done on the
feature and on the decision level. In the following, first the database used for the experiment is
presented. Then, the acoustic and linguistic feature sets are described. Last, results are presented
and discussed.

7.3.1 The SAL database

The Sensitive Artificial Listener (SAL) database [66] from Queens University, Belfast, was cho-
sen for the experiment because it contains spontaneous speech from a general vocabulary. Emo-
tions were induced in the subjects in a Wizard-of-Oz experiment by communication with an
artificial listener simulated by a human operator that could have four different personalities (op-
timistic, confrontational, pragmatic and depressed) to encourage the user to engage in corre-
sponding emotional styles.



156 Chapter 7. Multimodal emotion recognition

Class neg/high neg/low pos/high pos/low neutral Σ

# 176 103 24 148 123 574

Table 7.7: Distribution of turns in the SAL database on the 5 emotion classes negative valence/high arousal
(neg/high), negative valence/low arousal (neg/low), positive valence/high arousal (pos/high), positive valence/low
arousal (pos/low) and neutral.

Dialogue turns were transcribed manually and emotions in the turns were annotated with Feel-
trace [55] along the continuous emotion dimensions valence and arousal. In total, SAL contains
27 dialogues (672 turns). In order to map the continuous Feeltrace values onto discrete classes,
each turn was assigned the majority vote among all annotators of the Feeltrace values at the end
of the turn. Since Feeltrace requires real-time labelling and there is therefore a lag between ac-
tual time of occurrence and labelling, the annotation at the end of the turn can be considered as
reliable for the turn. Only those 574 turns where majority voting was possible were used for
analysis here. Table 7.7 shows the distribution of the turns on the classes negative valence/high
arousal, negative valence/low arousal, positive valence/high arousal, positive valence/low arousal
and neutral.

7.3.2 Feature sets

In the following, the acoustic and linguistic feature sets will be described. The linguistic fea-
ture set contained three types of linguistic features: lexical, stylometric and deictic information.
Features were calculated for each turn, and for each turn including the seven previous turns in a
dialogue because long units are advantageous for the linguistic features, as the number of words
in single turns is often little. The length of the context was limited to seven as this was empiri-
cally found to be a good value. The classifier used throughout the experiments was SVM from
Weka.

Acoustic features

The acoustic feature set contained the 1316 features of the feature extraction version 1.0 of
EMOVOICE based on pitch, signal energy, MFCCs, the short-term frequency spectrum, and the
harmonics-to-noise ratio. It was analysed in two variants: with continuous feature values and
with discretised values. Discretisation was initially intended to make the acoustic features more
comparable to the discrete linguistic features, but proved to have beneficial effects on accuracy,
as will be shown later. It partitioned the continuous value range of a feature into a finite number
of intervals using Fayyad and Irani’s Minimum Description Length method [75] as implemented
in Weka.
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Linguistic features

For each of the three types of linguistic features (lexical, stylometric and deictic) several fea-
ture sets were calculated and evaluated; then, the ten best sets were used for evaluation in the
multimodal experiments. In detail, the sets were:

• 29 lexical feature sets. Each set was a word occurrence vector of the s/n most frequent
words in the SAL database where s = 2033 is the number of words in the SAL vocabulary
and n ∈ [1..29].

• 31 stylometric feature sets containing features based on letters, word length, digrams, stan-
dard deviation of word length and sentence length in words, the latter represented as fre-
quency vector.

• 63 deictic feature sets containing features based on demonstratives whether used as de-
terminers or pronouns, time and place references, third person word forms as well as 526
stopwords obtained from Weka. Though stopwords are no deictic words they are also a
categorisation of the function of a word and thus fit best into the deictic feature set com-
pared to the lexical and stylometric sets. The deictic features were evaluated as frequency
vector.

7.3.3 Results and discussion

For decision level fusion, majority voting of the results of all four feature sets (acoustic, lexical,
stylometric and deictic) was performed. If no majority could be established, gradually those sets
were left out that had achieved the lowest accuracy in unimodal recognition until either majority
voting was possible or only one set remained. Of course, also more sophisticated fusion schemes
could have been deployed, however, the goal of this study was only a first exploration of the
potential of fusing the underlying linguistic and acoustic feature sets. Further investigations on
fusion schemes may follow. For feature level fusion, all four feature sets were merged into one
single set. Table 7.8 shows the result for all feature sets individually and together in decision
level and feature level fusion, respectively. The results given for optimal decision level fusion
are those values that could be obtained in the case of perfect fusion when at least one feature set
would classify a particular instance correctly and this set would be chosen for classification. The
difference between these values and the actually achieved accuracies shows how much improve-
ment would be possible with a better fusion scheme, while the difference between 100 % and the
optimal fusion results shows what could be gained by improvements of the unimodal recognition
rates.

Obviously, multimodality, context and discretisation all increased accuracy. However, the differ-
ence between single sets and multimodal accuracy (by feature level fusion) was, due to the small



158 Chapter 7. Multimodal emotion recognition

Discretised acoustic features
Feature set turn turn +

context
turn turn +

context

acoustic 39.2 57.7 45.7 66.0
lexical 36.9 61.7 — —
stylometric 38.6 61.3 — —
deictic 30.4 62.9 — —

feature level fusion 46.7 62.3 52.8 67.5
decision level fusion 43.0 64.2 45.9 64.9
optimal decision level fusion 71.5 76.5 73.7 77.8

Table 7.8: Results for acoustic, lexical, stylometric and deictic feature sets and their fusion on feature and decision
level, with and without turn context or discretisation of acoustic features. Averaged class-wise accuracy is given in
%, best results in bold.

data set size, only statistically significant if no context was considered. Furthermore, if context
was considered neither fusion at the feature level nor at the decision level could be regarded as
superior as both achieved about the same recognition results.

Using context, better results could be achieved for both acoustic as well as linguistic features
This result may hold only for this particular database as such a high number of context turns
might be problematic in cases where emotions change rapidly. The discretisation of acoustic
features remarkably improved classification rates. After discretisation, acoustic features scored
better than linguistic features even if context was considered. The high impact of discretisation
is probably due to the small size of the database. However, it could be shown that the effect still
holds up to a considerable size [246].

7.3.4 Conclusion

This section presented a study of feature and decision level fusion of acoustic and linguistic
features. Discretised acoustic features turned out to outperform linguistic features, while fusion
led to only slight improvements. The optimal decision level fusion accuracy showed that there
is still room for improvement of both the unimodal feature sets as well as the fusion scheme
in the future. Unimodal accuracies could probably be improved by feature selection as well as
by optimising features or by adding more modalities, while the fusion scheme may yield higher
results by weighting feature sets, based on data-driven or perceptually inspired criteria.
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7.4 Facial expressions

Facial expressions are, together with speech, the most obvious means for human-human affect
recognition. This is equally true in human-computer interaction, as microphone and camera are
straight-forward to use with a PC. Regarding the camera, the setting has to make sure that the
face is in the scope of the camera. Similar to silent periods in speech emotion recognition, of
course, no emotion can be recognised if the face is not visible. In previous work, so far, speech
and facial expressions were combined in the offline analysis of actors [36, 38] or spontaneous
emotions databases [266]. Studies reached about 3–6 % absolute improvement of the best uni-
modal recognition rate which is not an immense.

This section describes an exploratory study of bimodal emotion recognition on the acted DaFEx
database, which was presented in [186]. In comparison to previous work, though the analysis
is done offline the system is in principal capable of online processing, and in particular, faces
of talking persons are analysed. Furthermore, the unimodal subsystems differ those used from
existing approaches, for instances the acoustic feature sets in audio-visual recognition are often
limited to pitch and energy features only, and the fusion scheme based on a Bayesian network
has not been applied to audio-visual emotion recognition so far. The system is intended to be
used for human-robot interaction in future work. The unimodal recognition modules as well as
results and their interpretation will be presented in the following, preceded by a description of
the database.

7.4.1 The DaFEx database

The Database of Facial Expressions (DaFEx) [23] contains short videos of eight Italian actors (4
male, 4 female) that portray seven emotions (happiness, surprise, fear, sadness, anger, disgust,
as well as neutral). Examples can be found in Figure 7.2. Each actor had six repetitions of each
emotion in three intensities (high, medium, low), resulting in 8× 7× 6× 3 = 1008 instances. In
four of the repetitions, a phonetically rich and visemically balanced sentence (“In quella piccola
stanza vuota c’era però soltanto una sveglia.” — English: “In that little empty room there was
only an alarm clock.”) was uttered. In the other two repetitions, the actors remained silent.

Since the goal of the study described here was multimodal recognition, only the subset of DaFEx
with speaking actors was used, consisting of 672 instances. Due to fan lights and air-conditioning
in the recording room, there is a considerable background noise in the speech recordings which
is even audible after noise filtering, thus degrading the quality of the speech. The video quality,
in contrast, is very good.

The data was evaluated by 4-fold cross validation with each split containing one repetition. Since
the sample size is very small, the evaluation was not speaker independent.
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Figure 7.2: Examples for facial expressions of actors in the DaFEx database [23]

7.4.2 Recognition of emotions from facial expressions and speech

Now, the two unimodal systems to recognise emotions from speech and facial expressions as
well as the fusion scheme will be described shortly. Though the analysis is offline, both unimodal
systems are capable of online processing. For the speech module, EMOVOICE, this has already
been shown in previous chapters of this thesis, but also for the facial expression module, real-time
applicability has been demonstrated [187]. The classifier used for all evaluations was SVM.

Speech

For the recognition of emotions from speech, EMOVOICE as described in Section 6.1 was used.
The original feature set of 1451 features was reduced by correlation-based feature subset selec-
tion to 71 pitch, energy, MFCC, spectral, voicing and voice quality features. One feature vector
was obtained for each of the 672 utterances or video clips.

Facial expressions

The algorithm used for facial expression recognition has been described previously by Rabie
et al. [187] and is illustrated by Figure 7.3. First, face pose and basic facial features, such as
nose, mouth and eyes, were recognised by the face detection module [41]. Then, based on these
detected features, facial shape and texture parameters were extracted with active appearance
models (AAMs) [53] which were used as feature vector for the classification. Appearance models
are calculated by multiple PCA, triangulation and image warping of a linear shape model that
was obtained from a training set of faces with shape-defining landmarks. Active appearance
models compute the parameters iteratively for new instances, starting from an initial estimation
of its shape. One feature vector was calculated for each image frame and classified individually.
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Figure 7.3: Overview of the architecture of the emotional facial expression recognition system [187].

In order to obtain a result for the whole video clip that can be fused with the acoustic recognition
result majority voting over all image frames in one clip was applied.

Fusion scheme

Fusion was performed on the decision level using a Bayesian network. Input to the network were
the unimodal recognition results with the prediction probabilities for each class. The probabilities
of the network nodes were based on the confusion matrices of the individual classifiers. Using
the class probabilities as input and basing the node probabilities on the confusion matrices led
to a weighting of the modalities according to their ability to recognise certain classes, taking
into account that different modalities predict particular classes with different accuracies. This is
expected to give better results than a simple majority voting of the best result for each modality.

7.4.3 Results and discussion

Table 7.9 shows the unimodal and bimodal recognition results, for each of the seven classes and
in total. Obviously, results obtained from facial expressions are considerably higher than those
from acoustic features. Only for neutral, the acoustic recognition exceeds the visual recognition.
This may have several reasons, including the reduced quality of the speech recordings by back-
ground noises and that the visual modality had, because of frame-based evaluation, more training
instances. Neutral speech may have been portrayed in a heterogeneous way by the actors, thus
easily subsuming other classes as disgust, fear and surprise and reaching a high class accuracy.

It was further observed that the visual classifier makes only few confusions on the evaluation
dimension, while the speech classifiers discriminates better along the activation dimension. Thus,
it can be expected that the two modalities complement each other well.

The fact that class accuracies differ considerably between the modalities — for example anger,
disgust and happiness are considerably better recognised by the visual modality while the oppo-
site holds for neutral — argues in favour of the weighted fusion scheme. Indeed, a significant



162 Chapter 7. Multimodal emotion recognition

Modality Anger Disgust Fear Happiness Neutral Sadness Surprise Total

Acoustic 68.1 51.4 48.6 50.0 87.5 69.4 58.3 61.9
Visual 94.4 73.6 58.3 80.6 79.2 72.2 62.9 74.5

Bimodal 81.9 87.5 52.8 86.1 86.1 75.0 77.8 78.2

Table 7.9: Unimodal and bimodal recognition results of speech and facial expressions in % on the DaFEx database.

though not enormous improvement could be achieved by fusion, with an improvement of 4 %
resp. 16 % over the visual resp. acoustic modality. Four classes, disgust, sadness, happiness,
surprise were recognised more accurately in bimodal classification. Overall, bimodality leads to
high accuracies of more than 75 % for all classes except fear where the accuracy lies between
the unimodal rates, as both modalities seem to encode redundant information in this case.

7.4.4 Conclusion

In this section a study of decision level fusion of acoustic and visual affective cues for emotion
recognition was presented. A fusion scheme weighting each class by the class accuracy of the in-
dividual modalities on a test set was applied as it was observed that acoustic and visual classifiers
had different abilities to predict particular classes. This is in line with hypotheses of modality fu-
sion in human perception [74]. In unimodal recognition, the visual modality was superior, which
may be due to the database where the acoustic channel had worse quality. However, Caridakis
et al. [38] and Zeng et al. [266] also achieved lower results for the acoustic modality (Busso et al.
[36] not) though on different databases, and likewise Chetty and Wagner [46] who also used
the DaFEx database but for the task of audio-visual speaker verification obtained worse results
for speech than for visual or audio-visual analysis. This may hint at the visual modality giving
better results when used alone than speech, but this cannot yet be taken as a general result as the
databases on which evaluations have been conducted are very limited in size and number. As in
the other studies, bimodal recognition could improve the accuracy significantly here. However,
from the complementary performances of the unimodal systems an even higher improvement
could have been expected and suggests further refinement of the fusion scheme.

7.5 Conclusion

This chapter presented four bimodal studies combining acoustic information on emotions with
context, physiological signals, word information and facial expressions. Accuracy could indeed
by increased by multimodal analysis in all four cases compared to unimodal performance. Sev-
eral fusion schemes as well as hierarchical classification were explored, and feature level fusion
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could slightly outperform decision level fusion in the two cases where both schemes were ap-
plied. Overall, results suggest that multimodal analysis improves results and is more reliable, so
a combination of more than two modalities seems promising. However, studies are limited by the
sparsity of high quality multimodal corpora with arbitrary modality combinations. Furthermore,
for application in practice, the problem of different time scales and signal sampling rates, and
that some modalities are unavailable at certain points in time has to be solved.
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Chapter 8

Final conclusion and outlook

This thesis investigated real-time automatic emotion recognition from acoustic features of speech
under various aspects, including suitable methodology, integration into affective application and
multimodal fusion. In particular, the research questions raised in Chapter 1 can be answered
now:

1. What is suitable methodology for emotion recognition when considering real-time
constraints?

As a pattern recognition problem, speech emotion recognition can be decomposed into
three main sub-problems, audio segmentation, feature extraction and classification that all
need to consider real-time constraints.

With regard to audio segmentation, a systematic comparison and discussion of optimal
segment length was carried out that has not been conducted so far on this scale across
databases. Furthermore, chunking an audio stream based on voice activity detection, which
is a novel way of audio segmentation for speech emotion recognition, was found to give
the best compromise in terms of accuracy, fast calculation (Section 5.2) and easy inte-
gration into an online system (Section 6.1). In contrast, most state-of-the-art systems use
utterance-like units that are conveniently provided with the database annotation but are
usually not suited for online recognition.

Relevant acoustic features for emotion recognition proved to be very database and speech
type dependent (Section 5.3). While for read, acted speech, pitch features were dominant,
the less emotional the data was, the higher was the importance of MFCC and spectral fea-
tures. Though recently, more spontaneous emotions databases exist and a considerable
amount of studies on these have emerged, still many researchers base their investigations
on acted speech, arguing that this is representative of natural emotions while at the same
time easier to collect. The result that different features are relevant for acted and sponta-
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neous emotions however is a strong recommendation towards the analysis of spontaneous
emotions instead of acted emotions.

When evaluating classes individually in each database, MFCCs also proved to be the most
generally successful feature type. In general, however, the proposed feature set consisting
of pitch, energy, MFCC, duration, spectral, voicing and voice quality features proved to
be powerful, especially if reduced by selecting features with low correlation (CFS) which
proved to be the most robust selection method across databases.

A comparison of classification algorithms revealed that while with more prototypical data
(Berlin), Support Vector Machines (SVM) and Multi-Layer Perceptrons (MLP) that are
traditionally known as very accurate classifiers in speech emotion recognition performed
slightly better, Naïve Bayes, a very simple classifier, yielded best results for more natural
data, and is considerably faster at the same time (Section 5.4). However, there can be
found more comprehensive classifier comparisons in the literature (e. g. [173, 207]), as
classification algorithms were not the main focus of this thesis.

2. To what extent is it possible to build application dependent recognisers? How can
these recognisers be trained?

In order to ease the creation of application specific classifiers compared to other speech
emotion recognition toolboxes (e. g. OpenEar [73]), a workflow was designed for record-
ing speech databases of emotions elicited from psychologically grounded stimuli (Section
6.2). The number of applications that have already been developed with EMOVOICE using
this workflow shows that it is easily feasible for software developers to integrate EMO-
VOICE in their application (Section 6.3) and the conducted user studies revealed that ro-
bustly working systems with good accuracy and user acceptance can be produced (Section
6.5).

3. How much can further information such as words, gender, bio sensor data and facial
gestures contribute to improve speech emotion recognition?

Accuracy could indeed by increased by multimodal analysis in all four cases compared to
unimodal performance which suggests that multimodality in general improves results and
is more reliable (Chapter 7). However, more extensive studies are limited by the sparsity
of high quality multimodal corpora. Furthermore, for application in practice, the problem
of different time scales and signal sampling rates, and that some modalities are unavailable
at certain points in time has to be solved.

Of course, in this thesis the field of emotion recognition could not be processed fully and the
addressed problems not ultimately be solved. The major impediment for speech emotion recog-
nition in practice remains accuracy which should reach values close to 100 % in the long term
in order for emotion recognition to be distributed in a wide range of application scenarios. In
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artistic, playful applications that are made for entertainment, users are probably very sympathetic
and may even later re-interpret their own input to suit the system response. With software that
is purely functional and that is supposed to support work or learning, humans often implicitely
assume machines to work perfect, though this is not realistic as even humans are not able to reach
perfect recognition rates in this task. A further problem for emotion recognition in applications
is that human-computer interaction is often not very emotional so that application fields are lim-
ited. This, however, could change as more and more affective applications emerge: currently,
users may not interact emotionally because they do not expect an emotional response. Still, they
would feel more comfortable to interact with an emotionally responsive machine.

Improving accuracy probably requires more work regarding features than regarding classifiers.
For EMOVOICE this would also mean to integrate word information in the long run. Though
this has been deliberately left out, it is needed to achieve human-comparable results for emotion
recognition, as soon as more robust and more accurate speech recognition systems are available
in the future.

Also temporal information, that has been included into the emotion model of E-Tree, would be
useful to integrate already during classification, as the emotional state of a person is not likely
to change very quickly or in an extreme direction. For instance, true anger usually lasts over
more than just a few units of time (at least if they are reasonably short), and abrupt changes from
strong anger to strong joy are not very likely to occur within a short time span. Therefore, it
makes sense to use this knowledge to weight classification results or discard single occurrences
of one emotion in a long sequence of another emotion.

Further concrete enhancements of EMOVOICE could include the improvement of the training
stimuli, that is making them more natural and situation dependent, and integrating classification
into continuous emotion dimensions, maybe not as regression from continuous training trace
data, but as interpolation from base points in a dimensional model (corresponding to discrete
classes). Classification models of the base points could be obtained from annotated training
databases so that there is no need for continuously labelled databases. Moreover, the effects
in online speech emotion recognition of situational factors such as different microphones or
competing speakers have been identified as significant, in this thesis as well as in previous work,
but have not yet been examined closely.

Finally, appropriate methodology for evaluating online systems, that differs from methodology
for offline systems, will get more important, the more systems emerge. Thus, a formal framework
for this methodology would be useful taking into account the interplay of application presentation
and recognition module in user evaluation. In particular, it would be interesting which differences
in accuracy are just noticeable by humans.

The most important factors in future speech emotion recognition will probably primarily con-
cern further research on relevant acoustic features and the collection of more speech databases



168 Chapter 8. Final conclusion and outlook

with natural emotions. Trends in classification are likely to concentrate on improvements on a
meta-level (so for example intelligent class groupings in hierarchical classification) than on the
algorithms themselves. The choice of investigated emotions should be oriented rather at what is
relevant in specific applications and not at available databases. For example, it is arguable if an
appropriate response to anger in a game can actually be found: may the game be so arrogant as
to tell the user to calm down or should it rather refrain from reacting to anger? Moreover, the
characteristics of some few emotions or emotion related states may be easier found empirically
by observation. As an example, confusion is marked in many situations by a chopped speaking
style interlaced with many small pauses and it would be straight-forward to model it directly
with durational characteristics than with all kinds of possible acoustic features. Furthermore,
multimodal approaches will certainly increase in the future.

Hopefully, the increasing interest in research on affect recognition from speech will remain and
expand also to commercial products, so that with combined efforts soon powerful systems can
be built letting many people benefit from software that considers their affect and therefore better
meets human needs in interaction.

THE END
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