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ABSTRACT. In this work the dynamical framework which combines different
aspects of innovative activity is analyzed. First the basic model with finite
time horizon is constructed where the single agent (planner) is optimizing his
stream of investments into the process of creation of new products together
with investments into the improvement of already invented products. The
range of products which might be invented is given by the bounded real inter-
val. Next the role of heterogeneity of the investment characteristics of these
new products is analyzed and it is demonstrated that this heterogeneity plays
the essential role in the dynamics of the model. Further on the analysis is
extended to account for long-run behavior of the planner on the infinite-time
horizon. Steady-states of the system are derived and their stability is ana-
lyzed. Two following chapters of the work deal with two different extensions
of the basic model. Possibilities for further analysis of the given approach and
the difference in conclusions and policy implications with earlier approaches
to innovations’ analysis are demonstrated. First the effect of patenting policy
on the innovative activity is taken into account. There the diversity of pos-
sible outcomes with respect to the patent’s length is demonstrated and it is
argued that this effect may not be captured without the precense of hetero-
geneity of innovative products under analysis. In the last chapter the extension
which introduces several innovating agents is considered. There the subsequent
optimal control problem is transformed into the differential game in infinite-
dimensional space. The set of piecewise-constant strategies is derived and it
is shown to be the only one stable set in the class of at most linear feedback
strategies. In an effect the specialization of innovative activity between agents
is observed and it is demonstrated that this specialization has a foundation
in internal characteristics of these agents. The suggested work provides sev-
eral prospects for further enrichment and development in all the areas being
considered.
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Preface

One of the basic sources of economic growth is technological progress, as it is
argued by economic growth theory. Technological progress emerges as a result of
the innovative activity of economic agents. That’s why modeling innovations is one
of the key areas of modern economics. Starting from 1960’s there have been a lot
of attempts of such modeling and incorporation of innovations into macroeconomic
models. This strand of literature is concentrated on the effects of technological
progress on the economic growth, rather then on the nature and source of this
progress. That’s why nowadays these theories are referred to as theories of exoge-
nous technological progress and/or exogenous economic growth. It was soon recog-
nized, that it is important to model explicitly the process of innovations themselves
to endogenize the technological progress. First such attempts have been made in
the era of classical growth theory in 1960’s. All these theories may be divided into
three groups: disembodied technological change, embodied technological change
and induced technological change.

In the framework of neoclassical growth theory the technological change has
been treated as the only source of economic growth and this source of growth re-
ceived much of the attention of economists. First explicit models of technological
change were that of disembodied one. They assumed that technological progress is
reflected in the growth of productivity of labour and capital in the aggregate pro-
duction function. There was no explicit formulation of micro-foundations of such
growth of productivity of factors. They have been assumed to grow with some ex-
ogenous rate. Such an approach was not satisfying to explain technological change
as it was not compatible with stylized facts and moreover, such a technological
progress had to be Harrod-neutral all the time (that is, only the productivity of
capital may increase over time, not that of labour) which is not the case.

Another approach, that of induced technological change, endogenized techno-
logical progress and made it the object of profit maximization on the firms’ level.
However, this rate of progress does not depend on any resources and is bounded
from above by some invention frontier which is not allowed to drift in time. This
approach is much closer to present-day ones and bears signs of the microfoundation
of technological progress. Examples of such models may be found in [47], [48]. It
is this strand of literature where the research sector of economy was first modeled
as a separate one and the role of human capital has been recognized, [50], [51]. At
that time the interest in patent’s length has risen. This is closely related to the
discussion of the role of innovative entities in the economy , see [20].

Last neoclassical concept is that of embodied technological change. There the
technological growth is embodied in factors of production and is distributed over
time when these factors have been produced. This is one of the foundations for
recent vintage models and methods being used in this literature are also employed
in the suggested work for other purposes. One of the scarce works on this is [53].
In summary, some of the neoclassical models already contained ideas of product va-
rieties, developed further on and that of distributed nature of technological progress.
However these concepts have been developed in full only later on.
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2 PREFACE

At the beginning of 1990’s two new approaches to innovations in growth the-
ory emerged, namely, Romer’s (1990) model of expanding variety of products and
Aghion&Howitt’s (1993) model of quality ladders. Each of them addressed differ-
ent aspects of innovative activity, but they both have been built on the idea of
endogenizing technological change through means of modeling innovative activity.

First of them explained technological progress as the process of invention of
new goods. This idea originated from works of Dixit&Stigliz, Ethier, Spence [45],
[44], [46]. The final widely accepted form of this approach is represented by works
of Romer (1990) and Grossman&Helpman (1991). In these works the technological
progress is modeled as the process that expands the variety of products available
on the market, thus stimulating growth through increase in the consumer demand
(Dixit-Stigliz theory) or through increase in the productivity (Romer’s model).
However, quality (or productivity in the case of investment goods) was assumed to
be constant. This idea lacked the precense of capital or other durable goods which
would grant rise in productivity and this approach was sensitive to scale effects.
To overcome these difficulties a number of extensions to this approach has been
considered in last two decades. Namely the assumption of rising costs of R&D has
been employed to weaken the scaling effect and this is also one of the reasons of
adoption of the similar assumption in the given work. Some competitive effects
has been considered also, as well as introduction of knowledge as one of the factors
of production [54], [55], [26]. Current work benefits from some of the ideas used
in these extensions, namely the initial knowledge about varieties is one of the key
factors of the dynamics as well as rising costs of innovations at the quality side
(decreasing efficiency of investments).

Second approach explained technological change as the process of creative de-
struction of products, based on the idea of Schumpeter, [7]. Every product is as-
sumed to have varying quality, which may be increased through investments, while
the outcome of these investments is assumed to be uncertain. However, quantity
or variety of goods available on the market is assumed to be constant and every
new ‘better’ product destroys the preceding one upon its invention. This approach
gave birth to a vast strand of literature starting from early 1990’s. Here main sub-
ject of study is competition between innovative firms and thus it is related to 10
literature too. Among further extensions of this strand of literature are those con-
sidering the possibility of imitation of the leading technology as well as some more
dense structure of quality ladders allowing for intermediate levels of quality to be
achieved, [27], [28]. One of the extensions allowed for subsequent competition on
the products’ market between firms. The basic idea of the current work also follows
this line. The suggested research uses the main idea of quality ladders’ literature
of allowing for quality growth of given products as one of the sources of innovative
activity.

It is argued, that both these approaches are complementary in nature, describ-
ing two aspects of the same single process, which are going on simultaneously. At
the same time, there is no unified model, which would take into account both these
aspects in the dynamical framework and allow for heterogeneity of innovations. Cur-
rent work uses these ideas as guidelines. Namely the process of creative destruction
has its place in the growth of quality of products, as it is in the Aghion’s approach
and every increase in quality of a given product does not increase the overall variety
of products but rather this marginally improved product replaces its predecessor.
However, in the Aghion’s approach there are explicit discrete generations of prod-
ucts while in the suggested work the whole process of quality improvement is the
smooth one without jumps. On the other hand the whole range of products does
not need to remain constant but rather is expanding governed by the dynamical law
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in the nature of Romer’s work. Unlike the latter, quality of all these newly invented
products is subject to change and this change is described for each product by the
quality improving process.

Innovative activity has also been considered in IO literature. The process of
innovations on industrial level got attention of economists rather early, since the
end of 1960’s. First works in this area were concerned with patenting problems
and patent races. The patent is viewed as the necessary mechanism to protect the
innovator and to create necessary level of incentives to innovate for the economic
agents. Too long patents would create less stimuli for new inventions and hence
the notion of optimal length of the patent was born. First it was introduced by
Nordhaus, [20]. This seminal paper gave birth to a wide strand of literature on
patents in IO literature where the main emphasis was on single-agent (stand alone)
models of innovations. At the same time the literature on patent races assumed
the precense of several competing firms in the innovative sector of the economy
and this gave birth to the notion of competition in innovations. Then the question
whether the competitive environment should boost innovative activity or not has
been raised. One of the first formal models with patent races is of Loury, [19]. In
all this early literature the process of innovations themselves remained something
like a black box, that is, it was assumed that the process of innovations, although
depending on some exogenous factors is just ‘emerging’. Later on it has been no-
ticed, that the market structure, such as the number of competing innovative firms
present, may substantially influence the speed of innovations also. See [18] as an
example of such influence of the number of competitors on the innovative activity.
Even more later on the nature of interactions between competing innovative agents
has been taken into account and it has been modeled explicitly by means of various
static games as well as of differential games as in [22], [21], [17], where the notion
of imitation (costly or costless) as well as R&D cooperations have been used to
describe the nature of strategic interactions between different innovative agents.

Later on some uncertainty has been considered as one of the fundamental fea-
tures of the innovative process and formal models of patent races under uncertainty
have been constructed. However, till not that long ago the process of innovations
itself even if assumed to be the dynamic one, has been viewed upon as a monotonic
single-shot process of ‘investing something’ like it is in the papers on patent races,
where the race is going on for receiving one single patent for a given innovation.
In the middle of 1990’s this has been replaced by the widely acknowledged notion
of sequential or cumulative innovations framework. In this approach there is a se-
quence of different innovations going on in the same market (economy) one after
another and which are based on preceding innovations. See [16] as one of the first
examples of such a framework. Still, all these innovations have been of the same
nature and have been built up one on the base of another. At the same time it was
widely acknowledged that from the IO point of view there are at least two types
of innovative activity, namely, cost-reducing innovations and product-introducing
ones. It has been noted, that the given R&D firm may have several different re-
search projects at a time and they may have different nature and/or complexity.
Hence not long ago the notion of heterogeneous innovations has been born. It is
this framework in which the suggested work belongs.

One of the first models in such a framework may be considered the work of
Hopenhayn, [15] which is mainly devoted to the problem of patenting in the pre-
cense of multiple research projects for a single agent. He considers as examples both
previously referred basic models of quality ladders and variety expansion, but still
he does not unify them. Moreover, his framework is more or less static in nature
as are later works in the field [12], [13], [14]. Current work suggests the unified
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model of heterogeneous innovations in dynamic context.

Proceedings in this work are related to these strands of literature in several
ways. It benefits from ideas of innovative activity as it is represented in New
Growth theories. At the same time it is based on the idea of heterogeneous in-
novations which belongs to the 10 literature on Economics of Innovations. Ideas
of patents as limited life-cycles of products, as well as ideas of imitation and co-
operation are taken from literature on innovations. Dynamic framework being
constructed follows mainly the guidelines of patent literature of the 1980’s with
extension on distributed systems.

The basic formulation does not include any uncertainty, competition or notions
of patents, there are no notions of consumer, economy, social planner as well. It is
mainly concentrated on the analysis of the technological side of innovative process.
However, it is demonstrated that mere technological constraints may govern much
of the behavior of innovating agents on the industry level. The framework does
not include profitability, prices, or supply-demand interaction. Nevertheless, no-
tions of patent and strategic interaction of agents may be included rather naturally
in it. At the same time since the suggested framework is free from market-specific
mechanisms, it also may be considered as a prototype for the extension of literature
on technological change in the sense of generalizing results of Aghion and Romer.
All these define the area of current research as in between standard literature on
innovations at 10 level and New Growth theories.

After constructing such a unified dynamical framework the role of heterogene-
ity in the characteristics of innovative products is studied in the first chapter of
the work. Then the basic analysis is extended to infinite-time horizon to obtain
information on the steady-states and their stability. This part of the work is in-
spired mainly by the New Growth Theory rather then by the recent findings in
Economics of Innovations. However due to the restrictions being made in the basic
model it belongs to the literature on heterogeneous innovations. The importance
of differences between homogeneous and heterogeneous innovations is explored and
the role of dynamic framework is also illustrated there.

In two subsequent parts this basic model is modified to consider effects of
patents and their length as well as of competition in the space of innovations. For
that the Hamilton-Jacobi-Bellman dynamic programming approach together with
the Maximum Principle are used and then a differential game in the space of inno-
vations is formulated. To our knowledge it is one of the few examples of differential
game with explicit solution in infinite-dimensional space. The role of products’
diversity and dynamics in the results obtained and their difference from previous
works in the field is discussed at the end of each chapter.

In the chapter with patents the main point of interest is how the limited life-
cycle for all invented products may affect the behavior of the innovator. Notice
that in the framework with only one agent and in the absence of any regulating
mechanism and consumers this is equivalent to the limited length of patents for
newly invented products. It is pointed out, that in the developed framework the
question of limited optimal patent’s length in the precense of sequential and het-
erogeneous innovations is also resolved positively and yield the finite length of a
patent and this is in agreement with the literature. However the full rigorous proof
of that has still to be obtained under the framework discussed, as it turns out to be
much more dificult then in homogeneous case. At the same time, there is no need
to employ notions of social welfare functions or to model the consumer side of the
market to make this conclusion and this distinguishes the approach of the chapter
from being previously used. It is shown that it is the heterogeneity of innovations
which stimulates innovative activity with limited patent’s length even without any
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competition being present. Note also that this framework may be easily extended
to the variable length of patents by choosing some specification of this patent’s
length as a function of the product’s index.

In the last part of the given work effects of strategic interactions in the dynamic
context of two multiproduct innovative agents are considered. This work may be
considered as an extension of results of Lin and Lambertini, [14], [13] into the
dynamic environment and uncountable number of products. From the other hand
it complements the recent model of Lambertini, [56] by allowing for the infinite-
dimensional space of products and not only for the dynamic interaction. However
such an extension proofs to be essentially different from previous findings. In par-
ticular, it supports and extends the literature on joint R&D ventures as the nature
of strategic interaction but combines it with imitative behavior in quality growth.
It has been noted in the beginning of 1990’s that in real world economies inno-
vative firms do not compete with each other in the invention of new products, if
this invention requires substantial amount of efforts. They instead cooperate in the
creation of new products and compete only in product markets further on. See [23],
[24]. However due to the more general framework adopted in the suggested work
it is possible to extend this idea and allow for imitation in quality (cost-reducing)
innovations on the second phase of innovative activity. It is demonstrated, that
oligopolistic market with such a structure may be at least as efficient in terms of
the rate of innovations as it is in the case of the monopoly. It is analyzed, what
conditions make oligopolistic environment more productive and what conditions
make monopoly to produce more inventions per unit of time. In this way the given
work contributes to the discussion on the optimal market structure for innovations
as in late [25] where the differential-game approach is also used for this. Unlike
this work, no ambiguity is found in the incentives and behavior of the agents due
to the precense of different kinds of innovations in the model. Instead, it is shown
that the equilibrium with imitation and cooperation may exist only if both kinds
of innovations (quality improving and variety enhancing) are considered withing
the unified framework. In such a situation incentives to invest less because of the
imitation in quality and the incentive to invest more in variety enhancing while
being the imitator are mutually balanced and this gives a possibility for the desired
outcome for both agents. This framework may be also extended to the arbitrary
number of agents.

In the following chapters first the basic model is constructed and then both of
these extensions are considered.






CHAPTER 1

Product and Quality Innovations: A Unified
Approach

1. Introduction

In this chapter the construction of basic finite-time dynamical model of qual-
ity&product innovations is carried out. The main purpose is to demonstrate the
importance of such an approach when comparing to separate analysis of these two
processes. It has to be noted, that to our knowledge there are no models which
permit the simultaneous dynamic optimization of product and quality innovations
of heterogeneous type. However some attempts has been made to bring together
heterogeneous process and product innovations in a static context.

Frequently this purpose is achieved through the construction of the 2-stage
static game, where on the first stage the decision upon the introduction of new
good is being made and on the second - how much investment to put into the
development of quality of this newly introduced product (conditional upon the suc-
cessful introduction of it on the first stage). One example of such papers is [10]
which is mainly devoted not to the interaction between both types of innovations
themselves, but to the relation between organizational structure of the firm and
its innovative decisions. It is shown, that the complementarity between process
and product innovations is the direct consequence of the complementarity between
firm’s manufacturing capabilities and its research capabilities. Current work corre-
lates with this kind of literature in the idea of simultaneous decision making upon
innovations of both types. However, here the situation with multiple products to
be introduced on the market with some speed, which is controlled by the innovating
firm is considered. One other paper which corresponds to some extent to the sug-
gested analysis is of Boone, [11]. Their the process of innovations is also formulated
as the 2-stage game, but the author tackles mainly with incentives to innovate and
their relation to the particular characteristics of the profit function. The current
work abstracts from the market characteristics of the firm (particularly from profit
function characteristics). It is sufficient to assume some linear and constant return
from the increase in quality and range of products to yield the results of the model.
Both these examples are static in nature and they do not handle multiproduct sit-
uations.

Later on it has been noted, that real innovative companies are often multiprod-
uct monopolies. Papers by Lambertini, [12], [13] study the equilibrium character-
istics of investments of such a monopoly. He allows for multiproduct investments,
and the number of existing products may also increase in the result of product inno-
vations. However the whole model is static because it handles only the equilibrium
points of innovative policy of a monopolist. Author does not study any dynamical
characteristics of product and process innovations but only the equilibrium distri-
bution of investments. In the second paper Lambertini claims that the equilibrium
level of quality investments is higher for the monopolist then the social optimum.
However, more recent paper by Lin [14] suggests that this heavily depends on the
level of economies of scope for the monopolist. In general to be able to answer

7



8 1. PRODUCT AND QUALITY INNOVATIONS: A UNIFIED APPROACH

this question one has to account for dynamical perspective of multiple products
development and the evolution of the product space.

Methodologically the current model is closer to the recent literature on vintage
capital models although it concentrates on another type of questions. It is this
strand of literature where the distributed parameter optimal control models are
extensively used to describe the investment policy of an agent which has capital
with different dates of appearance at hand. Then his policy should depend on the
distribution of the mass of his capital in past time and hence the dynamic problem
the agent has to solve is of distributed parameter optimal control type. Examples
of such models are [29], [31] and others. This strand of literature uses vintage
capital idea to describe policy of investments on industrial level, like in [31], [43]
and also to contribute to the growth theories with embodied technological progress
of the neoclassical type. Somehow different approach of Hritonenko, [32] uses inte-
gral equations of Lotka-Volterra type to describe the dynamics of the overall mass
of capital instead of partial differential equations but also in the optimal control
framework. To our purpose the distributed optimal control method is more reve-
lant. The difference of the suggested work methods is that it does not use delayed
structure of capital as in vintage capital models. For purposes of this work it is
sufficient to assume the distribution over the products’ space. This significantly
simplifies the analysis while the delayed time structure of the mass of innovations
have little of interest at this stage.

One of the few dynamic approaches to modeling heterogeneous innovations is
the work of Hopenhayn&Mitchell, [15] which handles the innovative process in a
rather general way using operators in a Banach space. However their work is mainly
concentrated on the patent policy and handles innovative process in a sense of previ-
ous theories, namely of Shapiro, [34]. There is no underlying process of generation
of new products, instead there is a static space of ideas from which an innovator
is making a random draw of an idea to develop. At the same time all these ideas
may differ from each other in there value and thus the heterogeneity of innovations
is observed. But this heterogeneity is not that important for the dynamics of the
overall model, since only one innovation is developed at every given time so the
innovative agent does not have a choice between different investment/innovative
strategies.

The suggested approach combines ideas of Hopenhayn&Mitchell and of Lam-
bertini and Lin in a way that innovations are assumed to differ in their character-
istics from each other as in [15] and in the same time the appearance of the new
products on the market as in [12], [14] is allowed in the dynamic context.

So it is argued, that to handle the innovative activity in multiproduct situations
one have to consider the dynamic context. At the same time, there is no such a
model, which would take into account these dynamic interactions between differ-
ent types of investments into multiple products simultaneously in the literature on
economics of innovations. This chapter tries to fill this gap. It concentrates on two
questions, namely:

e How expansion of products’ variety influences quality innovations of all
different already existing and new products?

e What is the role of structural characteristics of these products by them-
selves in innovative process?

To answer these and related questions the model is built using optimal control
theory methods. The basic framework discussed below allows for a very general
formulation of innovative activities. However in the current chapter the simplified
approach is chosen as the main goal is just to demonstrate the importance of such
a unified approach to innovations. For that uncertainty is neglected in the model
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despite the importance of uncertainty in innovations which is widely acknowledged
now. More then this, only one agent is modeled and there are no possible strategic
interactions here. It is also assumed that all products are present since their inven-
tion till the terminal time of the overall model. Two last simplifying assumptions
are relaxed in subsequent chapters of the work.

The analysis of the introduced model reveals the importance of the interaction
between variety expansion process and the quality innovations. It turns out, that
the most essential characteristic of products to be invented (‘product space’) is
the heterogeneity of some parameters across products. If all products have similar
properties, then the overall innovative process may be described by a simple optimal
control model with only two state variables as in [56]. However, if these potential
products are not similar to each other in their investments efficiencies or some other
technological parameters, explicit formulation of the infinite-dimensional model is
the natural way to capture the link between investment strategies and choices be-
tween variety expansion intensity and speed of quality growth. This link has essen-
tial influence both on variety expansion and quality growth processes. It is demon-
strated that overall dynamics of innovations is different under the assumption of
the absence of such a link and with the explicit introduction of it into the system.
Such more complete system has much more complicated dynamics. Despite of the
number of simplifying assumptions (linearity, single agent, compactness, etc.) the
model introduced below is capable of reproducing the number of well known facts
concerning innovations and reacts on the change of parameters in a very intuitive
way. Due to the simplicity of the structure, the model has plenty of useful future
extensions.

The structure of the chapter is as following. First the basic framework sug-
gested and importance of the assumptions being made in the process are discussed.
Second the general model in the form of distributed parameter optimal control one
is constructed. After that some necessary theoretical properties of such a construc-
tion, namely the structure of state-space and control space are analyzed as well as
the result on the existence of non-zero adjoint variables is proved. In the subsequent
section general solution and its properties are described. It turns out that not much
may be stated on this stage concerning the model’s dynamics, except of the general
nature of interactions between different types of innovations. Specifically, it turns
out that only the characteristics of the boundary product’s quality dynamics are
revelant for the variety expansion dynamics, not those of all the mass of products
invented. This justifies the choice of distributed parameter optimal control method
in the form of differential equations rather then integral ones. However, the explicit
solution may not be achieved at this stage. That’s why in the following section the
model is simplified by allowing all products to be identical, thus turning the model
into the homogeneous one. This simple case helps to analyze more general and
complicated properties of the model. It turns out that even in homogeneous case
the link between different types of innovations influences the dynamics substantially
although due to the similar nature of all products this link is rather static. Rest
of the chapter is devoted to the heterogeneous case. However, only some special
type of heterogeneity which yields linear differential system as the result is allowed.
Namely decreasing efficiency of investments in quality growth across products is as-
sumed. The overall dynamics of quality investments is discussed and the dynamics
of the whole model is reconstructed, combining results of previous sections. Then
the analysis of influence of various parameters changes on the dynamics of the sys-
tem is carried out. In the last section results and understanding achieved upon the
unified process of heterogeneous innovations are described and some possible future
extensions and refinements of the model suggested here are mentioned.
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2. Assumptions and Basic Framework

To model the process of expansion of products’ variety and quality growth si-
multaneously the notion of the products’ space is introduced. This space contains
as elements all products which are already invented as well as potential products
that may be invented in the future. Every product has its own characteristic - its
quality. This characteristic is not constant but is the function of time and invest-
ments. From this point of view, space of products is the functional space and its
elements are quality functions for every product . Then products themselves (both
already invented and potential ones) are dimensions of such a space. Assume that
number of products (that is, dimensions of the product space) is infinite. More than
this, assume that this number is the real number, so dimensionality of the product
space is uncountable. In such a framework it is no longer correct to speak about
number of products but rather about the range of them. This range is assumed to
be bounded from above by some maximal range of products which can be invented
in a given system (economy, market).

The space of products thus consists of infinite-dimensional vector-valued func-
tions Q(t), which describe evolution of all products’ qualities over time. Such a
space is hard to analyze in general and additional structure is put onto it to make
in manageable. For this assume that quality growth of every product does not
explicitly depend on other products. Then every function Q(¢) may be represented
by the infinite dimensional system of real-valued functions ¢;(t) or, equivalently, by
the function of two arguments ¢(i,t), where ¢ is the index of a product and ¢t is
time. In the last representation it may be shown using standard arguments from
functional analysis, [1], that the space of functions (i, t) is isomorphic to the L2
space, provided it has a compact support. So assume that the range of product as
well as time are compact subsets of R:

tel0,.,T]=T C Ry;
(1.1) i€0,.,N]=ICR,.

Boundedness of Lebesgue integrals over that space is assumed but this requirement
is not essential for the analysis, as the problem may be casted in a Banach space.
Denote the space of such functions by L*(T x I; Q), where Q ¢ RT as well.

Process of the expansion of variety of actual products is described by a one-
dimensional function of time, n(t), which takes values in the space I. So range of
existing products is constantly changing over time. It is then natural to require that
quality for products which are not yet invented, cannot change from its initial level.
Then n(t) dynamics represents the motion in the space of potential products along
the subspace represented by ¢(i,t) functions. It describes maximal index 4 of this
function with non-zero value. Analytically the last requirement can be expressed
as a constraint upon the function ¢(i, t):

(1.2) Viel

The whole process of innovations is then described by continuous expansion of the
range of products available and by simultaneous growth of quality of all products
which are already invented in some infinite dimensional product space Q, while
quality growth process for each product is independent from other processes and is
launched at the time when this product is actually invented, (1.2).

To impose control over these processes denote investments being made in the
variety expansion and in quality growth of every product separately, u(t) and g;(t)
respectively. To ensure existence of optimal behavior assume these two process to
be positive real valued and bounded from above. Dynamics of variety expansion
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and quality growth are determined through investment policy, that is the actual
choice of investments at each point in time in both directions. No uncertainty is
present in the model for simplification purposes.

3. Model

Under the basic framework described in previous section to cast the model
into the optimal control framework, the scheme of so-called ‘planned’ innovations
is adopted: there is only one agent (social planner or, alternatively, the monopolist)
who maximizes the output of innovations in any given period of time over the fixed
time horizon according to some objective functional. It is defined as:

(1.3) J /OT e "t (/On(t) {q(i,t) - %g(i,t)z] di — ;u(t)2> dt — max

Planner is maximizing integral sum of qualities of all products invented until each
time ¢ minus investments being made to every invented product’s quality and to the
overall expansion process over the planning horizon. There is no sign of prices or
profit in this formulation. Market clearing mechanism and all the mechanics behind
the market structure are neglected. One way to motivate such a formulation of the
objective functional is to assume linear in every product profit function and unitary
price of each product. However, the main point of interest here is not the profit
maximization, but the maximization of the output of innovations in every given
moment of time. It is equivalent to the linearity of profit function which is a
standard assumption in innovation literature (consider Lambertini, [12] as one of
later examples). One may treat the planner here either as the central authority in
some centralized planned economy or as the monopolist on some market.

Dynamics of quality growth and variety expansion processes are governed by
subsequent dynamic equations:

n(t) = au(t);

ali,t) = 4(D)gi, 1) — B)ali,);

Viel0,.,N]=Ic R,

(1.4) Vvt e [0,..,T] =T C Ry.

and static constraints:

u(t) > 0;

g(it) = 0;

0 <n(t) <N;

q(i,t) li=n(ty= 0;

q(i,0) = 0,¥i € I;

(1.5) n(0) =ng > 0.

This assumes zero initial quality for all products and some fixed initial range of
products available. Observe, that the fourth constraint in (1.5) is equivalent to
(1.2), provided investments to quality growth are nonnegative. Next observation
concerns y(¢) and () functions. These are functions of efficiency of investments
to every product’s quality and rate of quality decay in the absence of investments
depending on the product’s index i respectively. These two functions represent
structural characteristics of the products’ space being considered as a whole, as
they define relative differences in products as functions.

Expressions (1.3), (1.4), (1.5) together constitute a distributed parameter con-
trol system. In general such systems may be hard to solve, but making use of the
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assumption of the independence of quality growth processes for every i it can be
equivalently written in the form of infinite-dimensional optimal control system with
respect to ¢;(t), g;(t) functions.

Infinite dimensional representation of the system (1.3), (1.4), (1.5) allows for the
application of Maximum Principle, while each g;(t) function represents a separate
state variable. As a result, one have system of N + 1 first order conditions as well
as adjoint equations. Some details of the theoretical treatment of the introduced
model are presented below.

4. Theoretical Results

In this section some theoretical results concerning the model (1.3), (1.4), (1.5)
are presented. One of the reasons to transform the model from distributed pa-
rameter form to infinite dimensional one is that maximum principle is easier to
prove for infinite dimensional problem then for the distributed system. Note, that
any distributed parameter system may be transformed into the infinite dimensional
ODE system. However, preservation of optimality results is not granted. That
is, solution to infinite dimensional model may be not an optimal solution to the
subsequent distributed parameter problem due to the form of objective functional
(1.3). In formal terms this means that convergence with respect to L?(T x I; Q)
norm implies but is not implied by convergence in components (projection spaces
for each ¢ € I) in general. However in the case of the model (1.3), (1.4), (1.5) one
may show such an equivalence. For this it is sufficient to show the continuity of all
projections of the functional (1.3) along the I index space.

PROPOSITION 1. Objective functional (1.8) is continuous with respect to I and
T spaces.

PROOF. One need only to show the continuity of fon(t) q(i, t) — 39(i,t)?di term
in (1.3). For every given n(t) it is a function of the interval in the subsequent
L? space, generated by ¢(i,t) and g(i,t) functions. This function of an interval is
continuous if the generating function of a point has countable number of disconti-
nuities. This is true for the function given, as ¢(i,t) is a continuous function (since
its a state variable) and ¢(¢,¢) is assumed to have finite number of discontinuities
in ¢ for every 7 as any control function. These implies continuity with respect to
T space. The only problem is possible discontinuity along I space, since this index
space is a subset of real numbers.

Consider projections of the form g:(4), ¢:(¢). These are functions of the index for
every t. Note that functions ¢;(i) are continuous as the last condition in (1.5) is
exactly the continuity requirement. Regularity of g;(¢) functions depends on the
regularity of parameter functions (i), 3(¢) only which are arbitrary at the mo-
ment. It is sufficient to assume some regularity conditions on functions «(2), 5(4)
to grant objective functional’s continuity. For purposes of the rest of the work as-
sume them to be continuous functions of i. Then functions g:(i) can have at most
c%%gtable number of discontinuities and this is sufficient for functions of interval
Joo q(i, t) — 3g(i,t)*di to be continuous. O

With continuity of the objective functional one may freely transform the prob-
lem (1.3), (1.4), (1.5) to the infinite dimensional framework.

First note that (1.5) imply compactness of state space for every ¢;(t) and for
n(t) both. Second observation is that the whole system of differential equations
(1.4) may be decoupled into equations for n(t) and for ¢(i,¢). The only link be-
tween the two components of the system is through the (1.5). The system for
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quality growth is then written in the form of infinite dimensional system of ODEs:

a:(t) = 7igi(t) — Bigi(t),

(1.6) Viel0,..N]=TCRy.
Which may be written in operator form:
(L.7) q(t) = Aq(t) + By(t).

This system of controlled equations is linear and as such is object of Hille-Yosida
theory. To grant implementation of Maximum Principle one have to be sure that
the uncontrolled part of the system (1.6) is a well-posed Cauchy problem. This can
be done through Hille-Yosida theorem [3]. For the system (1.7) it is particularly
simple, since operator A has diagonal form and does not depend on ¢ explicitly. The
formal proof is not given here as it follows standard textbooks [3]. It is sufficient
to note that this relies on the proof that operator A has a full rank and its invert
is bounded. This obviously depends on the choice of v(7), 5(i) functions, so assume
these to be not zero everywhere and with bounded inverses. Note, that this is the
second regularity assumption imposed on parameter functions.

Next observe that optimal controls exist. First observe that control space pos-
sesses product topology and may be decoupled into controls over variety expansion
process and quality growth. First of these is one dimensional and bounded, second
is infinite dimensional and bounded in each coordinate. Define control space as

(1.8) J=UXxG.
Taking into account constraints (1.5) one may define admissible control set as
(1.9) Jad =Uad X Gaa-

where both subspaces are compacts since boundedness of investments. Then the
whole admissible control space is compact also. This yields the existence result.

PROPOSITION 2. Optimal controls u(t)*, g(t)* exist.

Proof follows from compactness of admissible control space. And one obtains
a useful corollary:

COROLLARY 1. Admissible control space is spike-complete.

Proof follows directly from compactness of the admissible control space. Spike-
completeness of the control space is the necessary condition for the formulation of
Maximum Principle and does not coincide in general with compactness for infinite-
dimensional spaces. In plain words spike-completeness means that control space is
closed under the operation of spike-perturbations of any control trajectory which
belongs to the admissible space. As spike-completeness is necessary for the ex-
istence of optimal controls, in this case this important property is just a direct
consequence of the existence result above. For more details see [3].

Now one may make use of Maximum Principle approach to obtain optimal con-
trols. For that some standard properties of control space and control system have
to be fulfilled, including regularity of the B operator in (1.7) and completeness of
the control space with respect to perturbations. These two are straightforward to
show and rigorous proofs are not given here. It is sufficient to note that complete-
ness of the control space with respect to spike perturbations is the consequence of
compactness of admissible control space and regularity of operator B follows from
the fact that it is diagonal and does not depend on time. Then the only regularity
requirement is on the functions v(7), which is already assumed above.

The difficulty of infinite dimensional problem is that the existence of non zero
optimal set of adjoint variables is not granted. It has to be proved separately. For
this make use of the following lemma:
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LEMMA 1. [3] Let {t,},{5"}, {#"} be the sequences of time, controls and states
converging to optimal solution of the control problem. Assume that there exists such
p > 0 and a precompact sequence {Qn}, Qn C E, such that:

(1.10) () {t2 'R0, t,: 7. 5") — Ky (5") N B(0, p) + Qu}

n=no
contains an interior point for ng large enough. Then the multiplier z is not zero.

It can be shown that requirements of this lemma hold for the given problem
due to the special structure of the control and state spaces (they are compact and
possess product topology). Full proof may be found in Appendix. In conclusion
note that all existence and regularity results presented here directly depend on the
regularity assumptions on 7(4),8(¢) functions. Up to now they are not specified
explicitly but it is assumed that:

e These are continuous functions of 7;
e Inverse functions (i), 8(i) ! exist.

No monotonicity or differentiability requirements are necessary. To ensure econom-
ically meaningful values, «, 3(i),v(i) are restricted to be positive:

a > 0;
B(i) > 0,Vi € [0, N];
~(#) > 0,Vi € [0, N).
(1.11)

Note that ~(¢) is allowed to be zero for the last product to be invented. This is
done to allow for those investment efficiency functions which yield decreasing down
to zero efficiency of investments.

Observe, that these functions represent measure of heterogeneity of the product
space Q: the more regular these functions are, the more close different products are
to each other in their structural characteristics.

5. General Solution

General solution to the problem (1.3), (1.4), (1.5) is obtained through appli-
cation of the Maximum Principle to the subsequent infinite dimensional system.
Hamiltonian function is given by

= [ ) - oy = guer+

N
(1.12) A@xaww+44wwww%mw—@%wnw

For each i one may derive first order conditions for optimal control and state tra-
jectories for quality of every product:

gi(t) = v (t);
Pi(t) = (r + Bi)wi(t) — 1;

(1.13) ai(t) = 7igi(t) — Biqi(t).
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This system yield optimal control and state trajectories as functions of ~; and G;:
1 — e(r+B:)(t-T)
9i(t) =i (7%) ;
((e_TT_ﬁi(t"l‘T) —ertBNT=) 3 4 (1 — e Pit)(26; + )V}
(r+ 8:)(26: + 7)Bi '
However, taking into account (1.5) these solutions are effective only for ¢ > n(t) as

investments cannot be positive until that time and quality level remains zero. This
means quality dynamics has a piecewise form:

| 1—etrtB00-T) .
gilt) = 7’( T )’n(tpl’

(L14) () =

0,n(t) < i;
((em TPl _(r4B0(T=0) g, 4 (1—e=Pit) (2B 41)) 77 .
(1.15)  qi(t) = (1B (2B: 4 1B ;n(t) = 4
0,n(t) < i.

Note, that all product’s qualities has some maximal attainable level, which is never
reached in the finite time. This level is computed as a fixed point of a given
dynamical system (1.13):

72
1.16 @ =—1
(1.16) (r+ Bi)Bi
First order conditions for n(t) yield the system of two differential equations on n(t)
and its costate:

A(t) = rA(t) + %gn(t)(t)2 = V() () V() In () (1)
(1.17) n(t) = a(t).
with boundary conditions
n(0) = ng;
(1.18) AT) =0.

Variety expansion process however, is the process across all the states ¢;. Hence,
to obtain dynamics of n(t) one should aggregate quality dynamics across states to
return to the distributed parameter form of the problem. In that way system (1.17)
depends on functions (i) and ((i). After substitution for g,)(t) from (1.15) it
can be seen that system (1.17) is not time invariant for any specification of (i) and
B(7) functions. Dynamics of this system depends at each point in time from the
value of investments efficiency to the growth of quality of the next product to be
invented and do not depend on any other ones. This system represents a recurrence
relation in the space of products Q, as () function depends on ¢, which is also the
value of n(t) function. That means that at i = n(t) () function is the function of
n(t). Actual shape of dynamics of the process of variety expansion heavily depends
on the shape of this function then.

Through direct integration one may obtain general equation of motion for n(t), as
an integro-differential equation:

t s
(1.19) n(t) = / / y(n(r)) % PENXFTT) g,
o JT

This is hard to analyze and existence of the solution is not granted for arbitrary
~(e), B(e) functions.
Some general properties of the system may be captured from the form of the
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general solution though. Qualities’ growths for all products have similar form and
differ from each other only by values of v(7) and (i) functions. Starting from the
time when the product is invented, its growth process is independent of any other
variables of the system. However, time when this process starts is defined through
the expansion process, n(t).

This last one depends heavily on the parameters’ functions of the product space.
This means that no single product nor its quality process affect variety expansion.
Instead this last one depends on some aggregate characterization of the product
space, which is given by (i) and 3(i) functions. Mere existence of solution to the
problem itself depends on the properties of these functions which may be viewed as
fundamental characteristics of the product space itself. That is, the more regularity
requirements one puts on them, the more homogeneous space of products in terms of
their diversity one is considering. Note that this diversity is different from the range
of products N, which simply denotes some distance between different products.
Parameter functions are measures of efficiency of investments across products. They
may or may not depend on the maximal range of potential products. Here the
simplest case when they do depend on N is considered. That means the products’
space has only one efficient characteristic of its diversity - that is range of potential
products. However the general framework is not limited to these particular spaces
and more general structure may be considered.

To obtain some particular solution to the problem one have to specify the form
of these parameter functions. Consider as two examples the simplest case with
constant functions (transforming the problem to the homogeneous one) and the
case which linearizes the system (1.17) in the rest of the chapter.

6. Homogeneous Products

To observe the role of diversity of the product space, first account for the
homogeneous version of it. For that assume both (%), 5(7) functions to be constant
across different products:

V(@) =7
p(i) = B;
(1.20) Viel

Note, that this would not mean that products are identical in their consumption
characteristics, but only that efficiency of investments into the qualities of different
products do not change with the expansion of variety of products. This is the rea-
son to refer to such a product’s space as ‘homogeneous’.

In such a homogeneous case every product’s quality has essentially the same
shape of dynamics. The only difference is in the starting date of investments (be-
ing defined from variety expansion). Then the only source for identifying different
products and separating them from each other lies in the n(t) space, since the piece-
wise form of quality functions (1.15). Solutions for quality growth in homogeneous
case then are of the form (for any product i):

| B (t=T) )
homO(t) _ Vi <er+3> ’ T'L(t) > 3

9i
0,n(t) < i;
{ (72D e DT ) (e BN |y s g

(1.21)  gheme(t) = (r+8)(25+7)B =

0,n(t) <.
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All product’s qualities have the same maximal attainable level, which is never
reached in the finite time. This level is:

. 2
L eV
(1.22) Viel

It may be obtained by equating to zero lefthandside of the system (1.13) with
homogeneous efficiency functions. With constant 3(e),y(e) functions this level is
unique and the same for all products being invented. This level is also the saddle-
point of the system, since the characteristic equation has two distinct real roots of
different signs. This means that asymptotically all products’ qualities would reach
that point and stay there in infinite-time horizon with given initial conditions.
With the assumption of homogeneity between products’ investment characteristics
the system (1.17) is reduced to

]. 2 —
. 1 Qr+B)(=T)y2.
2(7""5)2’)/ X( e ) ’

(1.23) n(t) = aA(t).

This is still a non-autonomous system but may be solved in elementary functions.
Homogeneous solution for variety expansion process is then:

nhomo(t) —
1
= CETEC R « (01 - 0262(r+ﬁ)(t—T) + C3e(r+ﬁ)(t—T) . C3er(t—T) + C4t);
(1.24)
2
)\homo(t) _ (ﬁ - T)Q;};ﬁ - T)ﬁr % (05 _ 0662(T+ﬁ)(t7T) + C7e(r+ﬁ)(t7T) _ C8er(t7T)).

where C1, .., Cs denote some combinations of parameters of the model.

This solution is an increasing function of time in n(t) and decreasing in A(t) parts.
With solution at hand, one can easily analyze the influence of different parameters
on the system’s behavior.

Note first, that the qualitative dynamics of every product’s quality does not
change irrespectively of the chosen specification of the parameter functions. This
happens because for any given quality function, ¢;(t) with 7 fixed, these paramaters
are constants. The only requirement is their positivity. Thus, it is exactly the same
as in the general model with exception that (i), 5(7) functions are now constants
across indices i also. Actual projections of quality functions in ¢ — ¢ plane are
plotted below for some arbitrary underlying process of variety expansion (it defines
the ¢ = 0 point at ¢ axis for all solution curves).
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This set of quality functions is evaluated for the set of parameters:

(1.25)

SETH :=[3=0.2,7=04,r=0.05,7 = 10].

Below several solution curves corresponding to (1.24) with the same parameter set
plus a = 0.5 and varying initial range values are plotted.

homogeneous variefy expansion paths

e 8

‘‘‘‘‘‘

n(0)=10

This solution does not have any fixed points, as it can be readily seen from
system (1.23) and it’s characteristic equation, which has one real positive root
and one zero root. One has the unbounded growth with decreasing speed of n(t)

function.

Next observe the parameter influence:

e Range of products N does not influence dynamics of the system in the

case of interior solution as long as parameter values do not depend on it.
However if v = y(N), 8 = B(N), as it was assumed earlier, its influence is
equivalent to the influence of these parameters;

Length of the planning horizon, T', positively influences the range of prod-
ucts invented until this horizon. This is the direct consequence of the
monotonicity of solution with respect to time. Shadow price of invest-
ments, A\(t) has lesser initial values for shorter horizons;
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e Rate of decay of the quality, 8 which is here constant across products,
significantly reduces the speed of variety expansion. However, even for
(B > y variety expansion has a positive dynamics;

e Efficiency of investments into products’ qualities, v positively influences
the dynamics of variety expansion. The same is true for efficiency of
investments into variety expansion itself. The last one has more significant
influence.

All the parameters influence dynamics in a quiet intuitive way. Note however, that
as long as v, 8 are constants, N, the maximal range, disappears from the system
completely.

Now observe the character of interdependence between variety expansion and
quality growth processes. In this homogeneous case the only link is one noted above,
that is, quality investments to every product starts only when it is invented. At the
same time all investments to quality after they start, are identical in their speed.
Variety expansion process does depend on the characteristics of the product space.
However this dependence is also quiet fragile: the only difference between the in-
dependent variety expansion process and the one accounted here is in constants
v, 8. Obviously, this does not change dynamical characteristics of the process, but
only the mass of inventions, acquired at each point in time. So one may conclude,
that qualitative behavior of the system (1.23) does not differ substantially from
independent development of quality and product innovations. Observe that the
variety expansion process will not evolve if all products’ qualities would be zero all
the time, that is if v = 0. However variety expansion process does not depend on
frontier product investment characteristics as it is in the general case, (1.17). So
there is some but very weak dependence of variety expansion from investments to
quality growth.

This observation leads to the conclusion that some sufficient degree of hetero-
geneity of the product space is essential for non-trivial interdependence of quality
growth and variety expansion processes. On the other hand, the simple version of
the model studied in this section demonstrates, that standard models of innova-
tions which treat both processes independently may be casted into the suggested
framework as special cases for homogeneous (in the sense defined above) space of
products. If one wants to describe evolution of range and quality of products which
are not that identical in their investment characteristics, one has to model both
processes simultaneously.

7. Linear Model

From now on some specific form of parameter functions is assumed. Assume
that y(e) function does depend on N and is monotonic and decreasing in ¢, while
((e) function is constant for simplicity:

B(i) = 5;
(1.26) v(@) = VN —ix 7.
With such a form of parameter functions system (1.17) is a linear non-autonomous
system:
N —n(t))(1 — eB+n(E=1)2
(r+7)? ’

(1.27) n(t) = aA(t).

This system does not have solutions in elementary functions (see [4]), but it does
have real-valued solutions according to the general Sturm-Luiville theory, [5]. So
one can analyze dynamics of this system. It can be also noted that this system

At) = rA(t) — (
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provides monotonic motions in n(t) direction given initial and terminal conditions:
change of n(t) cannot be negative and is decreasing to zero at the terminal time.

These observations give one the possibility to analyze the properties of the
system (1.27). For that one may employ the method of analysis, which is valid for
linear dynamical systems (non-autonomous) only, [4]. That is, one may introduce
some artificial variable, x(t), which would make the system autonomous:

(N —n(t))x(t)

A(t) = rA(t) — W%
n(t) = a(t);
(1.28) x(t) = (1 — PTnE=10)2,

In this way by fixing certain levels of x(t) variable one obtains autonomous linear
system in A(t),n(t) which has usual solution and may be analyzed by standard
techniques. The z(t) variable is decreasing function of time, varying from zero to
one. With r = 0.05,48 = 0.2,T = 10 it looks like:

formarthe (1 —e#+ 8 1=11) oppnnton

1
o 2 4 13 2 10
r

It may be treated as a contraction operator of the system (1.28), which transforms
the phase space of the system. For a given system this operator spans the phase
space along the A\(t) direction due to the negative sign of it. To observe this, con-
sider gradient fields for different levels of = (0.2, 0.5, 1) for the same parameter
values:
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The only locus of the phase space which is consistent with boundary value of the
costate variable (A(T') = 0) is the locus constrained by the solid black line from
above. During the evolution of a system, this locus is spanned along the lambda
axis.

Then one may move this system and its resulting solutions along the x(t) axis
with the given speed to reconstruct the dynamics of initial non-autonomous sys-
tem. Observe also, that in terminal time, t = T', 2:(¢) operator vanishes making the

P S S S S
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system (1.28) autonomous. Given arguments reveal, that the action of the map-
ping x(t) on the system preserves its fixed points and changes the dynamics with
respect to shadow price movements. So one may obtain stability results through
investigation of the (1.28).

Note, that by simple change of variables, letting (N — n(t)) = y(t), the (1.28)
can be made homogeneous. Subsequent autonomous system has the fundamental
system of solutions of the following form:

1 r24r84Vrd 4203641262 420242

n(t) = Cy x e2 (o)
12 4rB8—/ri2r384r282 420242
+05 x e2 F6) + N;
(1.29) A(t) = n(t).

Where C7, Cy are constants of integration.

This system of linearly independent solutions has rather simple dynamics in
the A(t) — n(t) phase space. Given boundary conditions (1.18) one has monotonic
motion of the system. The n(t) variable is growing steadily with decreasing speed,
while A\(¢) - shadow price of investments - is decreasing until zero. This is the stan-
dard dynamics of the capital accumulation problem. Observe, that the given au-
tonomous system has a saddle type dynamics with the fixed point at n(t) = N. This
can be checked through computing eigenvalues of the homogeneous autonomous
problem, resulting from (1.28) for fixed z(t):

T =55 — ) — — N2

|J =61 =6(6—r) (7’—|—6)2x A =1 (r+ﬂ)2x’

r? 44—

(1.30) &ngigggj%ﬂﬂf

It is clear, that both eigenvalues are real and of different signs, since z > 0.
It is also clear, that this autonomous system has the unique fixed point at

A(t) = 0;
(1.31) n(t) = N.

which may be reached only at the terminal time.

Observe , that the original non-autonomous system (1.27) will reach this level at
t =T also, because the z(t) function goes to zero with ¢ — 7" and at time close to
the terminal one the original system’s behavior is the same as of the autonomous
one. Since the z(t) is the decreasing function of time from one to zero, it would
push n(t) level constantly away from its steady-state level, as shadow price of
investments will decrease much slower, then in the (1.28), due to the action of x(t).
However, at T — oo this z(t) term would eventually go close to 1 for all ¢ and hence
asymptotically at long time horizons n(t) dynamics may be described by the means
of autonomous system (1.28) with x(¢) = 1 for all ¢, not only at the end period.

It also has to be noted, that the type of dynamics is different if all products
are identical in terms of investments efficiency (that is, when ~(e) function is also
constant across products). It has been shown, that the homogeneous system (1.23)
do not have any fixed points and n(¢) growth is unbounded. However our main
interest is to analyze the differences in the behavior of the system in the presence
of heterogeneity of products being developed. This is what y(e) function accounts
for as well as z(¢) term in the (1.28). In the simplest case being studied here with
parameters specification like in (1.26) there is no very much structural difference
in the system (1.28) behavior in comparison to autonomous system. Movement
along the z(t) axis with some exponential speed brings possibility for temporary
shadow price increases, while expansion process is speeding up in comparison with
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homogeneous case. Shadow price of investments to n(t) may have temporary growth
period in the beginning of the planning horizon. At times close to ¢t = %T shadow
price reaches its maximum and begins to decrease steadily until zero. With longer
planning horizons there might be longer fluctuations of shadow price of investments.
Below is the schematical reconstruction of the 3-dimensional system movement.

A(D)

n(t)

It is more important that the heterogeneity of products brings heterogeneity
of quality investments into the model and through that some significant changes to
the overall system’s behavior.

8. Quality Investments

Now take a closer look on the 2nd part of the dynamical system - investments
to the quality growth. For any given ¢ dynamics of quality is of the saddle-type.
This can be demonstrated both graphically and analytically.

Observe that the system (1.13) takes the form:

Yi(t) = (r+ Bi)i(t) — 1;
(1.32) ai(t) = vi(t) — Biai(1).

after substitution of optimal controls g;(t) for each ¢ into the system.

This is the usual system of two 1-st order ODE’s, which may be analyzed through
conventional methods, [4]. For that change variables in such a way as to make the
system homogeneous:

Pi(t) = (r+ B (t) — 1;

2
A ’7
1.33 q; t) = ﬁiqi t) — —t—.
(1.53) (1) = Buat) - oy
The homogeneous system defined in such a way has two eigenvalues which are real,
distinct and have different signs:

| =X = A7 =X = Bi(Bi +7);

_r 2+ Bi(Bi + 1)
(1.34) A= ;

Obviously, these roots are of different signs, since expression under square root is
bigger then r. This means exactly the saddle - type dynamics of the system. One
can easily compute singular points of this system for each i. For that just equate
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lefthand side of the system (1.32) to zero to get fixed point values of quality level
and shadow price of investments:

- 1
Pi(t) = m%
P
(1.35) alt) = s

For every product 7 there is a maximal attainable level of quality corresponding
to the saddle point of the dynamical system in quality growth and its shadow price
of investments, represented by the co-state variables. This maximal level is defined
from ~(4) function specification. Following our assumption concerning the struc-
ture of the space of products Q, one comes to the conclusion that range of products
available, IV, and the product’s index, 4, influences directly this maximal quality.
Solution curves for every ¢ has 3 distinct stages: initial rapid growth of investments,
then asymptotic approach to the maximal quality level and some decrease of the
quality in the end. Note, that in finite time system never reaches its fixed point at
the maximal quality level.

Specification of the parameter functions defines relative positions of qualities
of different products. With constant parameters, as in homogeneous case, maximal
quality is the same for all products and they are identical in this aspect. How-
ever, any other specification of parameter functions generates specific distribution
of fixed points for different products. Here only for the linearizing specification
(1.26) is analyzed as it is sufficient to demonstrate the role of these functions in the
system. In this specification (i) is the decreasing function of the product’s posi-
tion in the potential products’ space. Then maximal attainable quality for every
next product is lower, then for the preceding one. Moreover, distribution of these
fixed points across products is the decreasing straight line with the angle propor-
tional to the (7). So, the choice of parameter functions not only defines the type
of n(t) dynamics, but also the exact form of 2-dimensional attractor for the dis-
tributed ¢(i,t) system. With decreasing efficiency function specification one have
the decrease in maximal qualities across products and the greater is the extent of
~(¢) function decrease over i’s, the greater is the decrease of ¢(i,t) function across
products. Below solution curves for different products’ qualities with two lengths
of time period, namely, T'= 10,7 = 1 and other parameters’ settings

(1.36) SETHET =[N =10,a = 0.5,3 = 0.2,y = 0.4]

which are equal to SET H parameters, are plotted with time of emergence normal-
ized to 0 for all products.

4(t) growth with long horizon g(f) growth with short hovizon
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In the case of shorter time horizon (T' = 1 in the example given) qualities reach
the neighborhood of their maximal level only in the end of planning horizon and
actual solution curves are increasing almost all the time, as in the last picture. In
the case of longer planning horizon the solution curves reach the neighborhood of
the steady-state and stay there for some time before the decline. Quality levels in
this case are parabolas.

Observe also, that due to the construction of the system, start of investments
to some product’s quality corresponds to some certain point on the n(t) solution
curve. Unfortunately to obtain the exact starting point one have to obtain the
exact closed-form solution for n(t) process, which is not easy. However, to be able
to account for qualitative behavior of the whole n(t) — ¢(¢,t) system one may re-
sort to numerical integration procedures. This is not done in this chapter since in
the infinite-horizon extension the comparison of finite and infinite time horizons is
performed.

Equipped with the knowledge about the behavior of ¢(i,t) function and about
the general properties of the n(t) solution curves, discussed in previous section, it is
possible to reconstruct the final combined process. One have a monotonic increase
of the variety of products in n(t) — ¢ plane, and this increase is going with the
decreasing speed. This, in turn, means that speed of emergence of new products
is decreasing upon the approach of the system to the terminal time, but it never
reaches zero with the linearizing specification of parameter function 7(i). From
every point along the n(t) solution curve there is a corresponding process of quality
growth for the product i. Altogether these quality growth curves generate a gen-
eralized function ¢(i,t) in 3-dimensional space n — g — t. Note, that the decreasing
speed of expansion means that density of products is higher in the beginning of
the process, then in the end. Below is the schematic reconstruction of the system’s
behavior.

q A

i,n(t)

9. Parametric Analysis

Now consider influence of the system’s parameters on the dynamics.
First observe that the most important parameter is the v(i) function. It governs
qualitative features of the system:

e It defines the exact form of the variety expansion process - whether it is
monotonic, concave or convex;
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e It also defines the distribution of maximal quality levels across the mass of
products - the form of 2-dimensional attractor of ¢(i,t) dynamical system;

e Existence of solution to the general system depends on the regularity of
this function.

Economically v(4) is the function of relative efficiency of investments into qualities
of different products. Then if this efficiency is decreasing along the movement to
the boundary of the potential products’ space, this means the increasing difficulty
of the quality buildup due to the increase in the complexity of products. It may also
be defined the other way around as the assumed ordering in the products’ space
may be introduced in different ways.

Note, that the above points support the conjecture about (i) function as the
measure of homogeneity of the products’ space. The more smooth is this function,
the closer are neighbor products to each other in terms of investments efficiency
and thus, in their technological nature.

Another technological parameter, 3, is assumed to be constant, as it is difficult
to analyze the system in the other case. However this assumption seems to be quiet
natural, as it is enough to assume varying investments efficiency across products,
while § is the rate of decay of qualities in the absence of investments. It can be
assumed to be independent on the exact technological characteristics of the given
product and is defined by the market.

Increase in this rate of decay shifts down the maximal quality level for all
products. This has a clear interpretation. Maximal level of quality is the level at
which investments are equal to the depreciation level. Increase in this depreciation
without changing investment incentives will slow down each product’s development.
What is more interesting, increase in this rate of decay also slows down the process
of variety expansion, n(t). This fact may be explained by the change in the overall
investments policy. Increased rate of the quality decay for all products means that
more investment efforts have to be allocated to maintain quality level for all in-
vented products. This means there are less funds available for the ongoing increase
of the range of products available. It is now less profitable to increase this range,
as the final payoff is obtained in this model only from developed qualities.

Increase in the efficiency of investments to the variety expansion process, «,
boosts the speed of this expansion and through that, the speed of emergence of
new products. This means the higher density of the ¢(i,t¢) function withing the
whole planning horizon. As the result one would have broader range of products
available, but with less developed quality for each of them, since more resources
should be allocated to the variety expansion and final payoff increase happens due
to the increase in the density of products without actual increase in their quality
levels.

Increase in the discounting rate, r, shifts the maximal quality level down for
each ¢ and also limits possibilities for n(¢) growth. This last happens due to the
fact of the shrinkage of feasible set of trajectories for the variety expansion process.
The increase in the discounting factor just leads to the decrease of the value of
future payoff and thus limits investment capabilities of the planner.

Two parameters left to analyze are the range restriction, N, and length of the
time horizon, T. The first one is the measure of the power of potential products’
space, Q. Increase in the range of products to be invented leads to the increase in
this power. Note, that actual variety expansion process reaches it’s boundary only
at t = T and from formal point of view this restriction is not binding. However
it does influence the system dynamics with the given parameter functions speci-
fication. As it has been noted, for every i maximal attainable quality is closely
related to this range restriction. The broader is this range, the higher is maximal
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quality for every product in this range, provided the positive dependence of rela-
tive investments efficiency on this range. In the other case, if one assumes negative
influence (e.g. due to the fact of coordination problem - the higher is the number
of products, the harder it is to manage their development), influence of the range
of products to be invented on the maximal attainable quality would be negative.
With the assumed linearizing specification note, that asymptotically with N — oo,
the maximal quality for each product will also increase in that direction. In the
limiting case then quality growth will become unconstrained in the sense, that it’s
dynamics will always remain in the first stage of rapid increase and will never reach
the asymptotic approach stage, as the fixed point for each product’s i quality level
would become infinite. So the saddle-type dynamics of qualities is the direct conse-
quence of range restriction. Economically this means that the broader is the range
of potential products one is accounting for, the broader is the set of possibilities
for quality development of every product. However, even in the limiting case the
ordering of qualities is preserved: every next product has lower quality at each
given moment of time, then the preceding one.

One may also account for the influence of the time horizon given. Note, that
maximal attainable level of quality for every product is also the steady state level
of quality in the long-run dynamics. Long-run behavior of ¢(¢, t) function is slightly
different from the case of the finite time. In the long-run, each product’s qual-
ity will eventually reach it’s steady-state level and, as it is the fixed point of the
subsequent dynamical system, will stay there infinitely long. There will not be
the final stage of decrease in quality then. In finite time system will not reach its
steady state level, but the longer is the time horizon given, the longer is the period
of close proximity of quality to it’s steady-state level for all ¢’s, while periods of
initial rapid growth and final decay would remain unchanged. All these give the
possibility to claim that for the majority of time system of qualities’ dynamics will
stay near it’s steady state. For T small enough (lesser then 3 in the SETHET
case) qualities’ trajectories will reach the proximity of their maximal values only
near the terminal time and start to decline only after that. With longer horizons
(T > 50 for SETHET) more then half of the whole time the quality would remain
relatively unchanged, staying in the neighborhood of the steady-state. Note, that
it will never reach this steady-state in final time though.

10. Discussion

The main goal of this chapter is to demonstrate the importance of unified ap-
proach to quality and products’ innovations modeling in heterogeneous context. Al-
though such a model must be more complicated in structure and methods involved,
as it requires infinite-dimensional or distributed parameters control methods, it is
clear from the analysis, that this may reveal a lot about interdependencies between
these two types of innovative activities. Some comparisons with earlier results in
the field might also be obtained.

Consider the model of heterogeneous innovations of [15]. First and most basic
difference is that Honephayn’s model is postulating that patent is the only stim-
uli for the innovator to tackle with innovating activity while the given model does
not concentrate on stimulus and incentives to innovate. Very abstract framework
where any innovation which is being made will provide profit to the innovator pro-
portional to the ‘size’ of innovation is adopted here. Notion of size or breadth may
be considered as a measure of a mass of qualities being achieved by given time.
Presented model is concentrated on the influence of structural characteristic of the
space of potential products (space of ideas) on the rate of innovations. Next turn
to the quality ladders model. In described model quality is continuously changing
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for each product after the invention of this given product. It might be considered
as a limiting version of quality ladders approach where every next generation of
a given product is marginal improvement over the preceding one. At the same
time one have the generating process of variety expansion which is in the nature of
Romer’s model but in the absence of consumer preferences. One may assume some
simple form of preferences here to close the model in a sense of Romer. Assume for
example monotonic preferences for variety of products. One may also ask about
the social optimality of the level of provision of quality and/or variety in a sense of
Lambertini and Lin. To discuss this question first note that the given model has a
finite time horizon and thus cannot be analyzed in a sense of social optimum. For
that one first have to extend the model to infinite-time horizon and obtain steady
states which is done in the next chapter of the work. However, some preliminary
conclusions may be made. Consider the argument of Lin [14] about the rigorous
dependence of the level of provision of innovations on the level of economies of
scale of the innovator. In the given model the specification of investment efficiency
function, v(7) is the only parameter that may correspond to the scale economies.
In the given formulation it provides diminishing returns to every next product’s
investments. However one may easily change the specification of this function to
obtain the opposite effect. This will not change the overall bounded nature of
dynamics of variety expansion but may change the relative growth of qualities of
products. In this sense the model is robust in the provision of the range of products
to the efficiency function specification, but the level of quality achieved may differ.
This may be demonstrated by accounting for the homogeneous products case in the
chapter, where the variety expansion is different but still bounded although there
are no decrease in the efficiency of quality investments. So there is a dependence
of variety expansion on the specification of efficiency parameter function but in
the end this level will never exceed the boundary N for heterogeneous case which
also may be interpreted as the desired level of provision of variety provided by the
authority.

The most important conceptual feature of the model being discussed is that it
allows to reveal the key characteristic of innovations which is related to the distance
between different innovative products. This characteristic in the current setting is
reflected by relative efficiency of investments into qualities of different products,
~(i). Note, that this is just a feature of interpretation of the model above, but
the characteristic of the potential products’ space would play the key role in any
practical model which would combine two aspects of the process of innovations in
heterogeneous setting. To support this claim, just consider the overall picture of
the process being described above. As long as one allows for uncountable num-
ber of possible products, the process of variety expansion may be treated as the
generating function of the space of products, while quality investments as waves,
being generated by this function. The overall process of aggregate quality growth
is then the distribution of these waves. Then it is straightforward that exact form
of this distribution and it’s separate waves would depend on the structure of the
space, where this process is going on. And the measure of heterogeneity of products
themselves is exactly such a characteristic. With constant § coefficient it may be
claimed also, that this is the only relevant characteristic of this space. Formally
this argument follows from the fact, that exact form of generalized distribution (in
Schwarzian sense) would depend on the way of definition of measure and distance in
the space of products. Clearly, the given +(¢) function in the current model is such
a measure and it measures the distance between products in terms of investment
efficiency. One may employ any other kind of measure of difference between prod-
ucts, such that the difference in their consumption properties, in their closeness in
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terms of industry, etc. What is important, that such type of a model would require
by it’s mere construction some kind of such a measure. What kind of such measures
may be chosen to pertain the model’s consistency and solvability is the interesting
question for further research in the field.

Another question of theoretical interest is concerning topological properties of
the general products’ space Q, if one would drop the assumption of the diagonal
nature of operators there. In that case, without any restrictions on the nature of
interdependence between different products after their invention, little may be said
concerning the model structure without imposing some (hopefully weak) restric-
tions on the topology of the products’ space. As it has been seen here, assumption
of independence of products after their invention from each other immediately leads
to the separable Hilbert space structure. Intuitively, however, uncountable number
of possible products may lead to the endogenous uncertainty in the model and this
is one of the reasons of not treating uncertainty here. In general model without
assumption of independent ¢;(t)’s in the ¢(4,t) distribution would have much more
complicated form, and the space of products may turn to be non-separable. In that
case one have to treat explicitly probabilistic nature of any action of the planner
in such a space. This also may give some formal theoretical foundation for the
uncertainty of the innovative process.

There are a lot of more applied questions that may be posed within the model’s
framework. For example, one may try to account for effects of competition between
innovative agents, thus applying differential games theory instead of optimal control
as in [56]. Such an extension would give one a possibility to distinguish between
notions of ‘new to the market’ and ‘new to the firm’ products and separate different
types of innovative agents according to their internal parameters. In such a model
as the discussed one, there is at least one more possible degree of freedom for inno-
vative policy: some agents may concentrate more on the process of invention, while
others on the quality growth. Such an extension is considered in the last chapter
of this work and indeed some conditions for specializing of agents in different types
of innovating activities are obtained.

Another immediate extension is to account for some patent policy effects in the
model. In first approximation this would mean every invented product would have
it’s own life-cycle and then all quality innovations would not be limited by the same
terminal time condition, but would possess different ones. This may or may not
have a stimulating effect on innovative activities. This extension is considered in
the third chapter of the current work and the difference of patenting effects between
homogeneous and heterogeneous products is analyzed.

However to tackle with the problems posed by such modifications one first has
to consider possible simplifications of the basic model discussed here to allow for
further enrichment of applied and economic meaning of it. This is done in the next
chapter through transition of the model to infinite time horizon. As it will be seen
this simplifies model a lot and permits in turn to employ HJB principle fruitfully.



CHAPTER 2

Infinite Time Horizon Problem

1. Introduction

In this chapter the extension of the the basic model to infinite-time horizon is
considered. The goal of such an extension is twofold. First it allows for steady-state
analysis which is not available in the basic model since its bounded time-horizon.
Second, the infinite-time horizon version of the model provides a benchmark for
further development of patent and competition effects, since the solution achieved
is much simpler and tractable. Hence the comparison of performance is easier.

Development of infinite-time horizon extension allows for formal analysis of
limiting behavior of the agent in the basic model.

2. Monopolist Problem Formulation

Consider the same general framework as before, with one agent, no uncertainty
and bounded state variables as well as with irreversible investments of both types.
Basic finite-time model is described above where the reader may refer for detailed
treatment. One point to mention is that compactness in proof of existence of op-
timal controls is no longer valid, since the infinite-time horizon. This problem is
addressed through implementation of HJB approach which yields sufficient condi-
tions for optimum in contrast with Maximum Principle employed above which gives
only necessary conditions for that and where the existence of optimal controls pose
problems. However, HJB approach cannot yield fruitful results concerning solu-
tions and optimal controls in limited-time case. That’s why it is not used in the
previous chapter. At the same time rigorous treatment of the nature and internal
characteristics of the suggested approach is easier within the Maximum Principle
framework. In HJB approach any candidate for optimal controls being found is
automatically the optimal solution provided it delivers maximum to the assumed
value function and transversality conditions hold. For infinite time the formulation
becomes simpler and thus the explicit solution is possible here. To summarize,
one has not to stop on theoretical proofs of optimal controls existence and/or the
structure of state-space (the latter is the same as in the basic model except for
compactness in time).

In real economies it is hard to estimate the exact planning horizon of given
agents, so it seems plausible to assume infinite-time horizon for the purposes of
this chapter. The first step to introduce competition and patents into the basic
model should be its extension to the infinite-time horizon. The scheme of so-called
'planned’ innovation is assumed in this chapter also: there is only one agent (social
planner or monopolist since one cannot distinguish between both in the absence of
social utility notion) who maximizes the output of innovations in any given period of
time over the infinite time horizon according to some objective functional. For the
purposes of this chapter one may consider the agent to be the monopolist in some
market where innovations are being made. Since there is no notions of demand,
profit and utility functions here, the market is understood in some general sense:
it can be an economy or an industry. The objective functional of the monopolist is

29
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defined as:
(2.1) Jdéf/ et / [q(i,t) - fg(i,t)z} di — u(t)? |dt — max
0 0 2 2

Monopolist is maximizing integral sum of qualities of all products invented until
each time ¢ minus investments being made to every invented product’s quality and
to the overall expansion process over the planning horizon. There is no sign of
prices or profit in this formulation. The market clearing mechanism and all the
mechanics behind the market structure are also omitted. Lines of reasoning follow
the previous chapter of the work. Such a specification would give the independent
from prices and profit dynamical system as it is presented here. However, the
main concern here is not in the profit maximization, but in the maximization of
the output of innovations in every given moment of time. It is equivalent to the
linearity of profit function which is a standard assumption in innovation literature,
(12, 14].

Dynamics of quality growth and expansion process are governed by subsequent
dynamic equations:

n(t) = au(t);

q(i,t) = v(i)g(i,t) — B(i)q(i, t);
Viel0,..,N]=TCRy;

(2.2) vt €[0,..,00) =T CRy.
and static constraints:
u(t) > 0;
g(i,t) = 0;
n(t) < N;
(2.3) q(i,t) [i=n(e)= 0.

Assume zero initial quality for all products and some fixed initial range of products
available (the same as before). Here the dependence of model results upon the form
of these functions is not considered and the same form as in (1.26) is adopted. It is
sufficient to note, that dependence of the given specification on the maximal range
of products, IV, is not crucial for the boundedness of solution. If one would consider
products homogeneous in their investment characteristics (hence no dependence on
the maximal range) results still remain bounded. See previous chapter. So further
on assume the simplest possible form of these functions which would linearize sub-
sequent dynamic equations as before:

B(i) = 5;
(2.4) Y(i) = VN —ix 7.

The HJB approach is employed to resolve the problem.

3. Quality Growth Problem

With infinite time horizon, the straightforward application of HJB approach
yields the explicit solution for quality growth system and for variety expansion.

To construct the value function of the model, first observe, that problem for
quality growth may be solved independently of the variety expansion process ex-
cept for the time of emergence of the new product which is defined through n(t)
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dynamics. Starting from this time (denoted by ¢(0);) value of each product’s quality
growth is independent of variety expansion process:
1

(25) V(i) = /: e O (gi(1) = S (1))t

Motion of quality of each product i is governed by the system:

WD) N g, 1) + a0
¥ € 1600l

1(0) = i)

(26) a0 =0

Observe also, that due to infinite-time horizon, this value function does not explic-
itly depend on time. One may construct the Hamilton-Jacobi-Bellman equation for
every ¢; dynamics and first-order conditions for optimal controls as following;:

V(D) = mar{ai(t) - 5007 + TGV =10 - Biae):
(2.7) gi(t)°Pt = d;/q(l) X yVN —i.

These yield the system of algebraic equations on the coefficients of value function.

As the given model is linear quadratic one, one may assume the value function of
polynomial form with degree of the polynomial not greater then two, [6]. It turns
out that only the linear value function fits the above HJB equation:

(2.8) V(i)** = Aiqi(t) + Bs.

Then one may solve the resulting algebraic equations on value function coefficients
which result from equalizing to zero all coefficients at time-varying variable g;:

(r+p)4i—1=0;
(2.9) L 2N A2 —
rB; — 57*(N —i)A; = 0.
Subsequent value function is then:
12(N — i)
r8 T2+ By

The resulting optimal investments are constant and do not depend on time, but
differ only across products:

(2.10) V(i) =

v x4/ (N —1)

211 g t opt =
(211) (7 = T
Substituting this to the quality growth dynamics yields the ODE for ¢;(¢) dynamics:

. 1

2.12 () = x !
(212) 6lt) = 5 X 7PV = 0) = Balt).
which yields the solution for ¢;(t):

2 .
VAN — i) —pt

2.13 gi(t) = LT (1 — B,

Note that quality and control are of the piecewise form due to the constraint (2.6)
and are zero before ¢(0),.
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Subsequent value function representation:

. 1 Y2(N — i) Bt 72><(N—z')_
V= e T e
2 —n
(2.14) V= 0 = ey g = V@)

It has to be noted, that no other optimal controls in linear feedback form which
satisfy all nonnegativity constraints exist except the piecewise constant one. This
fact comes from the formulation of the objective functional (2.1) which includes all
¢;’s only linearly. This has been done to simplify the formal side of the model.

4. Variety Expansion Problem

Second part of the overall value generation consists of the intensity of addition
of new products at every time given the expected value of the stream of profit
derived from the quality of the newly introduced products. This part may be
represented by the integral over all potential stream of quality of the product over
it’s lifecycle. At the same time this information is already contained in the value
function of the quality problem above, so it suffices to integrate over all potential
products at initial time. Last observation to be made is that at the moment of the
emergence of the new product it’s quality is zero, as it is required by (2.3). These
yield the value function for variety expansion problem in the following form:

e 1
(2.15) Vie = mazu(.)/ e "t (au(t) x Vig) — §u(t)2)dt.
0
subject to dynamic and boundary constraints on variety expansion process:
n(t) = au(t);
(2.16) n(0) = ng.

Here the term V(g) is the current value of the quality growth problem for the next
product to be invented (i = n(t)) estimated at zero quality level.

These yield the Hamilton-Jacobi-Bellman equation for the variety expansion prob-
lem and subsequent first-order condition:

a n(t
TVn(t) = max{au(t) x V(q) — %u(t)Q + au(t) x a‘;((t)) 1

8Vn(t)

ey @

Since the problem is formulated in infinite time, the coefficients of value function
do not depend on time also. The HJB equation then yields simple enough system
of algebraic equations on coefficients of the value function (the same assumption of
polynomial value function form is adopted as in quality problem part). Due to the
presence of n(t) variable in value function for quality growth on the right hand side,
the minimal power of the polynomial here is 2, yielding quadratic value function:

(2.18) Vs = Cn(t)* + Fn(t) + E

Solution of the system of equations on value function coefficients yields value func-
tion representation. System for value function coefficients:
202 4 1_a%y )
—2a°C (T(T+ﬁ)2 +’I")C SW_O7 L

1 2 2 o 1 a _ .
(219) (2 T(T_,’_ﬁ)z + )F 20[20 * F— T(I+’Yﬂ)2 C - 1 r2(r-;-yﬁ)4N = O,

2 1 _a?y? 1 _a? 2
rE =3I = 3G E — st N = 0.

(2.17) u(t)oPt =
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Substitution of the solution of (2.19) to the assumed value function, (2.18), yield
the explicit form of this value function:
a?y'r(N — n(t))?
(r(r 4 B)\/ri + 236 + 1232 4+ 20292 + 14 + 233 4 r252)2

Optimal investments to the variety expansion then are:

(2.20) Vi) =

N | =

ary?

r(r+ B)(\/1* +2r38 + 12562 + 20292 + r(r + f3))

which are in fact different from optimal investments formulation in initial problem
with bounded time. It may be shown however, that the resulting dynamics is the
same in its shape. Moreover, due to the extension of the model to the infinite
horizon, the explicit solution for n(t) dynamics is achievable. Inserting expressions
for value function coefficients into the optimal investments equation and then into
the dynamic constraint for n(t) (2.2) yields ODE for the variety expansion process
of the first order (instead of second for the basic finite time model):

(2.21)  u(t)Pt =

(N = n(t)).

a?y2r(N —n(t)
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This is the equation with constant coefficients which may be solved by conventional
methods, yielding optimal variety expansion path:

(2.22) n(t) =

a2~y2rt

(2.23) n*(t) =N+ e V822 (208 8412 a2 12022 +(r+5)2 12 (no — N).

This expansion dynamics is bounded from above by the maximal range of potential
products’ space, N, and is approaching it at the decreasing rate. Note also that IV
is the steady-state level of the range of products. Irrespectively of the chosen par-
ticular value for this maximal range, it is achieved by the variety expansion process
only in infinite time. It can be easily demonstrated by taking limit for ¢ — oo in
the above solution.

With explicit formulation of variety expansion process one may derive the emer-
gence time for every product as a function of this product’s index. This is the inverse
function of n(t), with n(t) substituted by the product’s index, i:

t(0)i = £~ (" () lny=i3
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> 0.
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With this at hand the quality growth for any product is fully defined as a piecewise
function:
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(2.25)

5. Steady States

With infinite-time horizon solution at hand one may analyze the steady states
of qualitites and variety expansion. For that first consider the fixed points of both
dynamical systems by finding those levels of state-variables for which their growth
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is zero:
a?y2r(N —n(t) o
VT P £ 200+ 2P 202 + (B
n/®(t) = N;
1
i V(N —i) — Bqi(t) = 0;
fix _ 72 o
(2.26) g ") = 7ﬁ(7" 9 (N —i).

There is only one unique fixed point for every dynamical variable. These fixed points
are exactly the same as for basic time-constrained model and they depend on the
maximal variety N. This happens due to the choice of efficiency functions in (2.4).
With other choices it would be possible (provided that the solution exists) to obtain
other fixed points. For example if one would consider the homogeneous case with
identical parameters across products, all quality levels would have identical fixed
points while the fixed point for variety expansion would not depend on maximal
range (if it exists).
Next consider steady states of state variables:

n*(00) = limi— oo (N +e ®(ng — N)) = N;

* o VQ(N_l) _ =B ) _ 72

(2.27)  ¢*(0) ummo(ﬂ(r Tap < 1me") = g
They appear to be exactly the same as fixed points of the system. One may conclude
that fixed points are reached only in infinite time and system variables stay at these
levels forever after reaching them.

The last point to consider is the stability of the given set of steady states. For
that take values of quality and variety higher and lower then steady states and
account for the rate of their changes. First consider the variety expansion:

(N —1).

n(t)"”? = N + ¢

( a?42r(N — €
() |n(ty=N+e = 7 V(N — (N +¢))
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It can be seen that the variety expansion steady state is the stable one then: n(t)
grows up to this level when its current level is lower and decreases down to it, when
variety level is higher. Now consider the quality growth rates:

y 1 2 . '72 .

qz(t) qi(t):qiim(t)+e = m X Y (N — Z) — ﬁ X (W(N — 'L) +€) =
(2.29) = —Be<0,e>0.

(2.28) < 0,e>0.

So steady states for all qualities’ dynamics are also stable and are reached at infinite
time. Both system variables have maximal levels achieved at infinite time. This is
the main difference of infinite-time dynamics from the basic model, where the same
fixed points are not achieved at all for qualities while variety expansion reaches its
fixed point at the end of planning horizon - which is finite in that case. One may
also check the type of dynamics of a system through the same means of analyzing
the eigenvalues of both systems. Results do not differ from those in basic finite-time
case.
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6. Parameter Influence

Qualitative behavior of both quality and range growth processes is the same as
in the basic model which shows that the infinite-time horizon expansion is natural
for the model. Moreover, application of HJB approach permits in this case the
explicit solution for variety expansion process also. Availability of explicit solu-
tions provides the possibility of more detailed comparative analysis of parameter’s
influence both analytically and graphically. In this section the influence of initial
conditions and various parameters on quality growth and variety expansion is ana-
lyzed and the resulting dynamics is compared with basic finite-time model. This is
done to illustrate differences which occur due to the change in planning horizons.

Variety expansion is rapidly increasing toward the boundary N and reaches 90
percents of available range in finite time. However the actual reach of the steady
state cannot happen in finite time and the process is slowing down then as it can
be seen from (2.23). To illustrate the influence of initial conditions and exogenous
parameters of the system the following set of parameters is used:

(2.30) SETM1 := [N =100,a = 0.7, = 0.1,y = 0.7,7 = 0.05.]

First consider variation in initial conditions:

variely expansion patis

100 -

80 -
60
40 -

20+

It can be seen, that for any initial range of products the variety expansion process
is converging to the same steady state. Analytically it follows from the fact that
initial variety level has weakening influence on the variety expansion dynamics in
time since the power of subsequent exponent in (2.23) is negative. Formally one
may consider the measure of change of distance between different solution paths in
time:

d(n(O)n)+e = (On) _ a’y’rt y
dit V(I + B)2r2(rt +2r38 + 1232 + 20292) + (r + B)r?
a242rt
e N G e e T e e T IR ,
(2.31) > 0.

It can be noted that the same result holds for the basic model although it can
be demonstrated only numerically since the explicit solution for the basic variety
expansion process is not available.

Now recall the results of T influence for the basic model above. It can be shown
that the longer is the horizon, the faster is the increase in variety expansion for the
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system (1.27). For short horizons the variety expansion never reaches the close
proximity of the fixed point N, while for longer ones it does. It can be seen from
the form of this dynamical system:

(N = n(t)(1 = elPHnt=1)2.
(r+pB)? ’
(2.32) n(t) = a(t).

At) = rA(t) —

Increase in T slows down the rate of change in shadow cost of investments A(¢) thus
increasing the growth rate of variety expansion:

d(\(t 72 CB)(T—1)) _ =2+ B)(T—
(2.33) (di(“) Ry x (e (AT =) _ =20 +B(T =)y 5 (N — n(t)) < 0.

It can be demonstrated by graphical comparisons also:

different planning liorizons

100

Then with T' — oo one have the limiting case of variety expansion which is given ex-
actly by (2.23). Economically longer planning horizons mean higher potential profit
from expected variety expansion and this creates more stimulus for inventions. One
may conclude that it is essential for innovation-stimulating policy to ensure long
horizons for agents if one would like to stimulate variety expansion. With too short
horizons( e.g., T =1 for the SETM1) not all possibillities for inventions and vari-
ety expansion are used and hence the innovative activity is dampened. At the same
time it is not that necessary to grant infinite-horizons. It is sufficient to ensure some
sufficiently long horizons to provide the opportunity of usage of all given investment
possibilities in that field. Given that the innovative activity by itself is not what
creates profits, but the sales of innovative products on the market, it is not optimal
from social point of view to provide possibillity for infinite or very long planning
horizons to innovative agents since the same result in terms of generation of inno-
vative products may be reached within shorter period. However to answer precisely
on the question what is the optimal time horizon in terms of social welfare some
explicit representation of social welfare function is needed which is absent from the
given framework. Here only the conclusion that starting from some sufficiently long
planning horizon there is no crucial difference between fixed and infinite terminal
times may be made.

Efficiency of investments positively influences the variety expansion process. It
has to be noted, that the sensitivity of variety expansion to the changes in invest-
ments efficiency is roughly the same for changes in quality investments efficiency ~y
and own investments efficiency «.
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aiphas influence on variely expansion gammas influence on variely expansion
100 100

t t
—a=07—""a=04 =07 —y=04

Economically rise in investment efficiencies leads to the increase in potential growth
rates keeping the amount of investment the same. At the same time, investments
themselves also depend on these parameters. Observe that quality growth invest-
ments depend positively on efficiency of quality investments and do not depend on
efficiency of variety expansion investments, since variety expansion process influ-
ences quality growth only through defining emergence times of products. At the
same time variety expansion investments depend on both efficiency parameters and
dependence on 7 is roughly the same as on « in its scope. This illustrates the fact
that variety expansion is driven by the potential of the profit generation by prod-
ucts which still are to be invented and not by the process of inventions by itself. In
the given framework the variety expansion cannot grow in the absence of associated
stream of qualities’ growths.
The same result holds for finite-time horizon. Solution has the same degree of sen-
sitivity to investment efficiency changes.

Increase in the rate of quality decay significantly changes the rate of variety
expansion. It slows down not only quality growth itself which is an obvious result,
but also the rate of emergence of new products:

betas inflitence on variely expansion betas fnfluence on gualily growih
100 ~
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It can be seen that changes in quality decay rate change qualities’ growth rates and
steady states of qualities also. Variety expansion is much less responsive to this
parameter changes. As rate of quality decay increases, investments into quality
growth are falling for all products since in this infinite-time version of the basic
model investments into all products’ qualitites depend on v constant in the same
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way. As a result, steady-state level of qualities are also decreased. Variety expan-
sion is then less attractive since the potential stream of gain from quality growth
of new products is much lower. This leads to the reduction of investments in va-
riety expansion also. Again, as with investment efficiencies one may observe that
characteristics of products which are to be invented affect the investment decisions
on variety expansion level. At the same time, the higher is the position (index) of
the given product,the lesser is the influence of quality decay rates on the quality
growth path.

Difference of gqualily growiths across prodisciy
3oo04 =

2000 4 /

1000

— =10 ——i=1
Formally observe that the difference in quality levels is defined by:

¢ —q” =
(2.34)
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This difference depends negatively from the product’s index, ¢. The main formal
reason behind this is the specific form of the investment efficiency function which
gives diminishing returns with growing complexity of a product. Economic intu-
ition behind this is as following. Each next product is harder to invest in in terms
of quality and thus the intensity of growth is falling across products. Then the rate
of decay which is directly proportional to the quality level achieved is also lesser.
Then the sensitivity of quality to the parameter of decay is lesser with growing com-
plexity of investments. So the chosen specification of parameter functions yields
the twofold effect: on one hand, the efficiency of investments is falling down with
growing complexity, but on the other hand the sensitivity of growth to the decay
rate is also falling down.

Next account for discount rate influence on growth rates. Given the form of
solutions, (2.23), (2.13), it is straightforward to notice that the higher is the dis-
count rate, the lower are the growth paths. One may check this immediately by
taking respective derivatives. Semnsitivity of quality innovations to the changes in
discount rate is higher then that of variety expansion. Taking into account the role
this parameter plays as the factor of time planning it means that quality growth
process is ‘faster’ then the expansion process which is the generator of innovations.

One also may account for the influence of N parameter which is the maximal
achievable variety level. It’s influence is the same in direction and scale as for
the basic model above and so it is not discussed here. Much more interesting is
the comparison of solution paths of the basic time-limited model and the current
infinite-time extension under discussion. It has been discussed already that the
infinite-time extension is the natural limiting case of time-limited model in this

(N — ).
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aspect. One may also compare quality growths for limited and infinite time hori-
zons. It turns out, that both models have the same steady states and shape of
qualities’ dynamics. In finite-time case as it has been discussed already, solutions
never reach this steady-state levels which appear to be the maximal qualities’ levels
for each product also. In infinite-time case these steady states are achieved and so-
lutions stay there unchanged infinitely long. This does not mean that investments
to quality stop at this time; instead the steady state is achieved when the level of
investments is counterbalanced by the decay rate of quality of the product. It is
the main reason of difference of steady states of qualities across products: while
investments are different according to the chosen form of the investment efficiency
function, decay rates are chosen to be constant across products. If one would as-
sume the same rate of change of decay rates as for efficiency functions, steady
states for qualities of all products would appear to be the same as it is in the case
of homogeneous products. In conclusion consider difference in qualitites’ growth
for different products with finite and infinite time horizons (for finite time 7' = 50
is assumed as a horizon length while other parameters are from SETM1). Here
emergence times for all products are normalized to zero for comparisons.

qrutlity growth of finite — infinite time cases

7. Discussion

Development of infinite-time horizon extension provided the possibility for more
detailed analysis of the structure of the model and the role of different exogenous
parameters. It became clear that the quality growth problem has only the solution
which is piecewise constant across states. It depends on time in the case of finite-
time horizon but this dependence comes only from the non-zero discount factor. For
infinite-time horizon this dependence cancels out and thus the optimal investment
in quality becomes constant since the product emergence.

The exact form of variety expansion dynamics is also much more clear after
the analysis undertaken in this chapter as with infinite-time horizon the explicit
solution is obtined for this part of the model. It turns out to be the limiting case
of the basic model’s dynamics (with 7" — oo0). Then it is possible to consider the
role of the length of planning horizon in the model. For longer horizons growth
rates of product qualities and of the variety expansion are higher. This can be
explained easily: with longer horizons there are more stimulus for agents to invest
in innovations.

Now with solution for variety expansion problem at hand one may answer the



40 2. INFINITE TIME HORIZON PROBLEM

question what drives the process of product innovations. The answer that it is the
heterogeneity of products characteristics appears not to be the full one. Indeed, in
the absence of differences between products from the point of view of investments
the growth rate of variety expansion will be constant as it is for quality growth.
Then the variety expansion process would be described by some constant growth
rate because there are no stimulus to change the investment policy across time: all
products are essentially the same hence there is no reason to invest more or less
in their creation. But the chosen specification of investment efficiency assumes the
decreasing efficiency of investment across products. Then in homogeneous case the
growth rate of variety expansion should be higher. Apparently this is not the case:
for the chosen form of heterogeneity growth rate is higher initially but it negatively
depends on the level of variety already achieved. This happens because of the form
of v(4) function. This function enters the dynamics of variety expansion. If it
is constant, growth rate does not change over time and is proportional to v. But
consider the current form of this function. It decreases in ¢ but initially has a higher
value then the constant v in homogeneous case, namely v x /N — ng provided N
is high enough. Now recall that investments in variety expansion depends only
on the boundary product’s investment efficiency and thus from n(t). Given that
new products appear continuously, the multiplier of gamma is falling down and
thus the rate of variety expansion also. Observe also, that for /N —ng < 1 the
dependence is reversed: variety expansion in homogeneous products case would
be faster starting from initial time and along all the planning horizon. Hence
one may observe the role of the N parameter. This one defines the ‘richness’ of
the potential innovations’ space. As actual variety level approaches this boundary
the potential for new products’ creation, N — n(t), is decreasing thus making it
less attractive to invest in this process. This may partially be explained by the
fact, that every next product has lower steady-state level of quality which may
be obtained and thus yields less potential profit. Then incentives to invest in the
creation of products are decreasing with time. At the same time initial incentives to
invest are higher for higher dimension of the potential products’ space. This initial
rate of investments is typically higher for heterogeneous case then for homogeneous
case. This corresponds to this ‘richness’ of the space: for homogeneous products
case the potential products’ space always has dimensionality of 1, as all products
are identical and thus their range cannot influence the behavior of the innovator.
On the other hand, heterogeneous products do differ from each other and this gives
weight to the size of products’ space by itself.

The other question of interest is the direction of influence of planning horizon
T. Variety expansion process reaches its boundary, NV, only in infinite time. Quality
levels do the same, while in finite-time case they never reach their steady states. The
question is what happens with variety expansion process when it is time-limited.
As it can be seen from the form of dynamical system (1.27), the growth rate of
variety is proportional to the shadow price of investments, which, in finite time,
depends on the chosen time horizon and thus is time-varying parameter. In infinite
time the role of shadow price of investments is carried out by the coefficients of
the value function and they are constant across time. Returning to the finite time
case, one would expect two different effects of time horizon on variety expansion.
First, when the time-horizon is shortening this creates stimulus for the investor to
increase variety faster as he has less time to use his innovative opportunities. At
the same time shorter time horizons mean that the investor has less time to use
these new created products for deriving profits out from them. It turns out that
one may formally represent the existence of both these effects.

For that consider the derivative of shadow price of investment changes with
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respect to T':

dxt) _ 9°

ar -~ r+8
This expression is always negative, as t — T is negative. Observe however that this
derivative has two different parts, corresponding to two exponents in brackets, one
of them being positive and the other being negative. They correspond to those
effects being mentioned above. As general sign of derivative is negative, rate of
change of shadow price of variety expansion investments would rise with shortening
horizon and fall for longer horizon. Higher rate of change of the shadow price
causes the decrease in investments themselves as the general theory tells us. So it
is straightforward to conclude that longer horizons stimulate variety expansion. In
the limiting case of infinite time only the positive effect of T' remains as there are
no limitations on the qualities’ development as well as on the variety expansion.
This effect is dealt with in more details in the next chapter where limited life-cycles
for products’ qualities are considered.

(2.35) x (erTA=T) _ 2r+0)E=T)) (N — n(t)) < 0.






CHAPTER 3

Patents in Heterogeneous Innovations Framework

1. Introduction

In this chapter the notion of patents (which are equivalent to finite lifecycles in
the framework presented below) of products is introduced into the basic framework.
Then the influence of the length of these lifecycles on the dynamics of qualities and
that of variety expansion is considered.

The question of how patents and patenting policy influence the dynamics of
innovations and more generally, rates of technological change has a long history in
economics. As it has been mentioned in Preface, this question has been considered
already by Nordhaus, [20]. In this paper the first formal model of the optimal
patent’s length has been considered. It has been argued that the patent need not
to be of infinite length to stimulate innovative activity. The basic idea behind this
statement was that one needs patents to protect and stimulate innovators, but these
patents need not to be very long to stimulate further innovative activity. In this
chapter some progress towards establishing the similar argument for heterogeneous
innovations is made. Similar to Nordhaus’ paper one has a stand alone model of in-
novator in this framework since there are no competitors or potential entrants into
the industry. On the other hand, one has the stream of two types of innovations
here not the single one and patent has to be granted to every single product.

This form of innovative activity has also been considered in the patent liter-
ature under the name of sequential or cumulative innovations, where every next
innovation is built up on the results of the previous one, [33]. Then the question
of optimal patent’s length becomes more complicated as the sequential character
of innovations rises questions not only of the length but also of the breadth of the
patent. These questions have been extensively studied by such authors as Shapiro,
[34] and [38], Scotchmer, [36] and [35], and others.

One of the other approaches to the patenting problem is known under the name
of patent races. Under this approach two or more agents are competing to be the
first one to invent some product in order to obtain a prize which is the patent on
this product and associated stream of profits from it, [39], [40]. Since the current
framework assumes a stand alone innovator up to now, the model does not have
any notion of patent races in it. Rather it is concentrated on optimal patent length
for cumulative streams of innovations. Concerning this last there is also litera-
ture on variable length of patents for different products, as in [37]. The suggested
framework although assuming identical length of patents for all products may be
modified to consider this also.

The model has an uncountable number of such cumulative streams of innova-
tions represented by every single product’s quality growth process. More then this
the underlying process of variety expansion is also modeled. So the question arises
what is the level (scope) of patents one would like to consider in such a frame-
work? One variant is patenting of every level of quality of every product. Such
an approach would generate non-smooth quality dynamics since the agent would
not have stimulus to increase quality of a given product until the patent on the

43
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preceding level of quality will not expire. Then one has to assume patenting on
the level of variety expansion process. Such a modification to the basic model has
a clear interpretation, since every level of n(t) is associated with invention of the
new product. Every such product is then granted a patent, or, alternatively has a
limited life-cycle within each the agent is free to develop its quality without external
pressure from the market. Such a formulation of patenting problem is in line with
works on cumulative innovations with patents, as in [16], [34], but has some dif-
ferences from it. In the suggested model one has not a single stream of innovations
each of which is then patented or not, as in cumulative innovations literature, but
rather one has stream of patented innovations and additional parameter of quality
growth for each of this patented newly invented products. One also may account
for the role of heterogeneity of these products, as it is done in [15], but in a given
model it would influence not only the rate of innovations (which is the rate of va-
riety expansion in suggested framework) but also the growth rate of qualities of all
these products. This makes the suggested approach richer then the preceding ones.

It can also be noted in advance that the logic which pushes patents to be lim-
ited instead of infinite in their length is not the same as in the literature above.
Since there are no any government authority or profit and competition incentives,
the only thing that is analyzed is how the length of the patent influences the rate
of innovations. Although it turns out that the infinite-time patents would maxi-
mize the output of innovations of both types there is an argument of distribution
of resources between different types of innovative activity. It is this argument that
constellates the limited nature of a desired patent. One last observation concerns
the concept of a breadth of a patent, that is, how broad must be the category of
products covered by each patent. In the given framework the variable breadth of
patent may also be considered by allowing patent to cover not only the product
being invented but some neighborhood of this product. Again this would change
conclusions of the chapter but it is not analyzed here and left for future extensions.

In the rest of this chapter necessary modifications are made to the basic frame-
work developed above to allow for limited life-cycles of products. The infinite-time
horizon version of the model from chapter 3 is used as a benchmark and the same
HJB approach with decomposition of quality growth and variety expansion prob-
lems is used. These problems are solved sequentially and then the results are com-
bined. After this the effects of changes in patents’ lengths on the rate of innovations
of both types in the absence of other agents (stand alone model) are described and
distribution of additional investments between both types of innovative activities
is analyzed. It turns out that direct effect of increase in the patents’ length is pos-
itive for both types of innovations, but the majority of the additional investments
generated by the increase in patent’s length is devoted to the growth of quality
rather then to the variety expansion. The results obtained for heterogeneous and
homogeneous setting are also compared. In conclusion the analysis of parameters’
influence on the dynamics of a model is undertaken.

2. Finite Time Patents

In the framework established previously it is very difficult to introduce the
notion of patent into the original finite-time horizon model. On the other hand
with the infinite-time horizon the notion of patent might be introduced in a rather
natural way.

The model abstracts from any competition as well as from patent races. How-
ever, the developed framework permits the analysis of the following question: whether
the introduction of limited time patents will stimulate or depress innovative activity.
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For that purpose one may handle patents as products’ lifecycles: after the expi-
ration of the patent’s time the agent cannot use his achieved quality level of the
given product for profitable activities (e.g. sell this product). This of course is not
true in real economies, but one can imagine the high degree of competition on the
product market which approaches the perfect one. As soon as the patent expires,
all quality development of this product becomes the common knowledge to all the
competitors and hence the agent in the model is no longer able to derive non-zero
economic profit from it and thus he is no longer interested in quality investments
in this product. In terms of the model this means that every product from n(t)
range has a limited time lifecycle, 7 (determined by the patent length) during which
its quality is developed by the agent. After this time development stops. At the
same time such a setup would make sense only if at any given time the agent may
switch his activities to the variety expansion investments thus earning himself an-
other portion of patents. For this one would need the infinite-time horizon model
with respect to variety expansion process. Observe also that in such a framework
the variety expansion process naturally has a notion of effective range of products,
defined by n(t) —n(t — 7). This may also refer to the process of disappearing of old
products from the market: in basic model any product, once invented will never
disappear from the economy. One may argue that it may be not the case, since
many products which have been in use some time since their invention gradually
disappear from daily life with invention of new ‘better’ products. This would in
effect mean that the range of products’ variety is not only widening, but it is also
decreasing from the side of the oldest products introduced (it terms of the model
with the lowest i’s). The approach suggested here may be interpreted as an attempt
to model this situation as well, as the effective range of products now is not only
widening but may decrease at later stages.

Now consider all these in formal terms.

The objective functional of the agent is almost the same as in the initial model:

(3.1)  gratent & / et < / {a(i.t) = 590, 1) }di - 2u(t)2> dt — max
0 n(t—)

The main difference from the basic model here in the objective functional is that
only those products which are in the effective patents length (or, alternatively,
products within the lifecycle time period) are considered as positive inputs. At the
same time variety expansion process is going on in infinite time. Consider this model
as an extension of monopolist infinite-time horizon problem above with limited time
of quality growth for each product being invented. For the purpose of this chapter
one may change the integration variable of qualities. Instead of integrating over
products’ space one may integrate over the time-length of the patent:

(3.2)

oo T 1 1
Jratent — / e "t (au(t)/ {e "*q(n, s+t)—§g(n, s+t)2}ds—2u(t)2> dt — max
0 0

This expression is equivalent to the preceding one but illustrates the decomposition
method employed in previous as well as forthcoming chapters. It may be deduced
from (3.1) by rearranging sequence of integration and renormalizing time periods
of quality development to 7. The original formulation is used to illustrate the cor-
respondence between current model and the basic one. However, the last one may
be used to demonstrate the current value effect. In fact, the agent is maximizing
the output of quality growth process minus investments into the boundary product
(i = n(t)). The term au(t) measures the intensity of the process of new products
creation and is equivalent to maximizing over all range of products being invented
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in the time period not exceeding the length of the patent, 7.

All dynamic constraints (2.2) remain the same as in the original model with
subsequent change of the area of definition of time: ¢; is now defined on the time
domain ¢ € [t(0);;t(0); + 7], while n(t) is defined on the time domain ¢ € [0; 00).
To solve such a model the Hamilton-Jacobi-Bellman approach is used in the same
manner as in the previous chapter. The decomposition of the given problem into
quality growth problem and variety ezpansion problem is used in the similar way
also. Note, however, that this time quality growth is time-dependent and time hori-
zon for this problem should be finite, thus yielding system of differential equations
on coeflicients of value function instead of algeabric equations.

3. Quality Growth in Patent Model

Value function representation for the quality growth problem:

7+t(0); 1
(3.3) Vi, )= / e "{q(i,s) — ig(i, 5)?}ds — max
t(0);

Note that integration limits may omit #(0); term as well. One may translate all
quality functions to the same time for simplicity (time-translation invariance). It
won’t change anything in results since outside the area of definition all quality
functions are zero. Note also, that value function now depends not only on the
index of the product (which implicitly defines dependence on the time of emergence
t(0); as the inverse function of i) but also on the length of patent which is assumed
to be the same for all products. In the effect value function for quality growth
depends only on the position of the product in the products’ space, i, and on the
length of the patent, 7. It is the form of time-dependence: quality growth now
depends on time as compared to infinite-time monopolist problem above, but this
‘time’ is essentially different from the general time of the variety expansion process
which distinguishes this model from the basic time-limited case. It has to be noted,
that for that basic model the same decomposition method employed here would
yield systems of differential equations for quality growth and variety expansion in
the same time domain which makes the overall problem rather difficult. That’s why
wthe simplified version with infinite time is considered. Here one step further is
made by allowing of time constraints for qualities but separating time domains of
state variables.

The corresponding HJB equation for the quality growth:

rV(q(t)i t) + w -
Lotz + 200D o N Rg0: - B0 ).

(3.4) maX{lI(t)i - 59@)1 + dq(t);

with resulting first-order condition for optimal investments:

(3.5) g6t = W
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Assuming the same linear form of value function for this problem as before one
have a system of 2 differential equations on value function coefficients:

Alt) = (r+ B)A(t) — 1;

Blt) = rB(t) — 43 (N — ) A(t)*:
0;

~~

2
A(T +t(0);)
B(t +t(0);) = 0;
(3.6) t € [t(0);; 7+ t(0);].
Boundary conditions on coefficients follow from transversality (value function is
zero at the end of the problem as well as its derivative with respect to the state

variable). This is a system of first order equations which may be solved. First the
solution for A(t) coefficient is obtained:

(3.7) At) = (ri 5

Substituting this to the equation for B(t) yields:

(1-— e(r+6)(t—t(0)i—7))_

. 1 1 2
B(t) = rB(t) — Z~2(N — i 1 — (r+B)(E—t(0)i=7)y) .
() =rB() ~ 57 (N =) (50— ) s
2 .

VN =) o1 B (t—2r4(0)) | —r(rHt(0))

B t — T T T i T i
0=35r52" (v e )
(3.9) 7%(67rt emm(rH0)) _ %(eﬁtf(wr,@)(t(o)i«kr) n efr(rjtt(O)i))'

These calculations provide the form of the value function for quality growth:

1 s — i — T
Via®:it) = gy (1 =0T x q(t)ir
2 B
YN =) 1 (r8) (t=2(r4(0)5)) | . —r(T+(0),)
e (o e

1 , 1, 4 A _ .
(3.9) _;(efrt 4Tty E(em (r+B)(t(0)i+7) 4 ¢ r(‘r+t(0)l)).

The resulting coefficients being inserted into the first order condition (3.5) yield
optimal investments into quality growth which now do depend on time but only
within the limits of the patent’s length 7 (¢ € [£(0);;¢(0); + 7]):

_ olr+B)(t=t(0); =)
(3.10) ()" = Wm(l +0) )

Observe that optimal investments to quality growth now are time-varying but they
still do not depend on states themselves.

Finally one obtain ODE for quality growth:

— e(r+B)(t—t(0)i—7)

. 1
)i =~*(N —i — Bq(t)i;
aB) =7 =) () ~ )
(3.11) q(t(0);); = 0.
which is the first-order linear ODE with the solution:
2 .
. V(N =)
t); =
T = BT 28)8
(312) (B HOOT _ mCEIEOHTO) 4 (1 g 26) (P 1)),

It may be seen from (3.12) that quality growth for each product now depends
on time as it is in the original finite-time model, but only within the boundaries
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of the patent’s length and from the patent’s length itself. It also depends on the
time of emergence, ¢(0);. To calculate this last one one needs to solve the variety
expansion problem. This does not lead to the inconsistency, since the variety ex-
pansion depends on the value function of quality growth only for ¢ = ¢(0); and thus
this term is canceling out in the formulation of variety expansion problem. This
justifies the normalization of time.

The final step of the solution of quality growth problem is the calculation of the
value function. Then this value function with zero quality level is used as an input
for variety expansion problem in the same way as it has been done for infinite-time
horizon extension. One more thing to note here is that value function for quality
growth in general depends on time within the patent length. Applying the same
logic as for infinite-time horizon model, one may note that for variety expansion
problem only the value of quality growth model at time of emergence, ¢(0);, is reve-
lant because the agent estimates his potential profit from the expansion of the range
of products available for him to develop only and this is done at the moment of the
emergence of this good, £(0);. Since the terminal time for every product’s quality
growth problem is given by T; = ¢(0); + 7, the value function at ¢(0); depends only
on the paten’s length, 7 which is the same for all products. Hence one need to
know only V'(ili = n(t), 7)|q,=0,t=t(0), = V (n(t), ), which is:

PN n()
O = S 2+
1

(3.13)  x (r(r +283)e AT _ irﬂe*Q(’”*ﬁ)T —(r+p)% "+ %ﬂ(r + 25)).

Also note that the time horizon for variety expansion model is infinite. Then the
HJB equation for this part is of the same form as in previous chapter (2.17).
Now deduce the form of quality growth problem value function which is used in
variety expansion problem. Denote

V(n(t), ) v

VO = 8 —a@) = B 28) 0 1 B

(3.14) X (7’(7’ + 26)6—(T+B)T _ %rﬁe_Q(r—i_ﬁ)T —(r+ 5)2€—r7— + %,@(T + Qﬁ))

This does not depend on n(t) then.

4. Variety Expansion Process in the Patent Model

To formulate the HJB equation for variety expansion problem make use of
(3.14). Problem at this stage is to find optimal investments into variety expansion
given that the quality growth of each next product yields the accumulated payoff of
(3.14) during the time 7 but not during the infinite-time horizon as in the preceding
model.

Now the HJB equation for variety expansion problem takes the form:

an(t) }
dn(t)
Assuming quadratic form of the value function for this problem one obtains first

order condition for the optimal control which depends on value function for quality
problem:

(3.15) Vo = maz{ou(t) x V(1)(N —n(t)) — %u(t)2 + au(t) x

(3.16) u(t)Pt = a(V(T)(N — n(t)) + 20n(t) + F)
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with Vs = Cn(t)® + Fn(t) + E
The subsequent system of algebraic equations on value function coefficients is almost
the same as for infinite-time case:

rC —2a%(C + V(r)N)(F — V(1)) = 0;
rF —2a%(F — 1V(7))? = 0;
rE—1a?(C+V(r)N)? =0.
(3.17)
Solving this yields coefficients of the variety expansion value function as functions
of V(7):
B 12042‘/(7') + 7 —\/4a2rV (1) + 12

F 4 o? '
= VAaa2rV(r) 4+ r? V(r)N;
T+ /4a2rV(r) + r?
2 2772
(3.18) B 2a°rV (1)*N

r+\/4a2rV (1) + 12

Now substitute this into the first order condition (3.16) to obtain optimal invest-
ments into variety expansion process as a function of V(7):

2ar(N —n(t))V(7)

r+\/42rV (r) + 12

(3.19) u(t)°Pt =

It may be seen that optimal investments into variety expansion are formulated in a
feedback form and do depend negatively on state, n(t), but unlike the infinite-time
case, also on the patent length and the associated quality growth value function, 7
and V(7). Then (2.2) yield the first-order ODE for n(t):

2021V (1) o
r+/4a2r x V(1) + 12 (®))-

(3.20) n(t) =

which has the solution
20V (1)

(3.21) R (t) = N + ¢ mvi2vo? (ng — N).

This is of the same structure as the solution for infinite-time horizon model, but now
includes additional parameter, 7. Then the influence of parameters is roughly the
same (except for 7) and expansion paths with different initial conditions converge
to the same trajectory:

Convergence of variety expansion paths p ing case
100 4

90 4

80
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If not stated otherwise for the rest of this chapter the following set of parameters
is used for illustration:

SETP :=]a=0.7,3=0.1,7=0.7,r =0.05,N = 100,7 = 1].
(3.22)

In the last picture the same set except for 7 = 2 is used for illustration.

Observe that in finite-time patent model quality dynamics is dependent on the
time of emergence of new product. The solution for quality growth above abstracted
from this fact. This does not influence variety expansion dynamics, since it depends
only on V(7) which is invariant for emergence times. The general dynamics of all
products’ qualities follows the form of (3.12), with equal lengths of the assoicated
time horizon, but since time of emergence is different and life-cycle is finite (unlikely
the infinite-time model), the exact form of dynamics is different. It is closer to the
dynamics of qualities in the initial basic model from chapter 1. There the further
is the index of a product in the products’ range NV, the lesser is the quality growth
of that product. The same is true for the patents’ model with the difference that
terminal times are different for all products. Hence to get the final explicit form
of quality dynamics one have to derive explicitly the expression for the time of
emergence of the product as a function of the product’s index, as this defines the
overall form of dynamics then. This can be easily done in the given model since one
has the explicit solution for variety expansion at hand. The derivation is essentially
the same as for infinite-time monopolist problem.

To calculate this time of emergence, ¢(0);, first observe that this is the inverse
function of variety expansion process, n(t):

(3.23) t(0); =i Y(n(t)).

Here one has the explicit expression for n(¢) and this inverse function may be
derived:

2arV (1)

i=N+e rvisvme? (ng — N);
t =1(0);;
: 1 .
(324) t(O)Z =—1In (N - Z) —1In (N — n()) X W = f(Z7T).

This last expression is just the inverse function of n(t). Since the n(t) function is
continuous and differentiable, this last exists always.
Emergence time as o function of products index

L -
60 *
S -

1(0), 40-
30 *
20 -
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It is clear that emergence intensity is decreasing over time and new products appear
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relatively more rare when variety expansion is already at mature stage (close to N).
Now consider the final form of dynamics for qualities, with time of emergence taken
into consideration:

ai(t) = N =)
(r+B)(r+28)p8
o ( B(ePUGT)—m=t)=rr _ (kB (== F0)Y _ (4 9g) (e PU—F(m) _ 1));
(3.25) te[f(i,7),...7+ f(i,7)].

Where f(i,7) is given by (3.24). All products’ qualities have the same length of
time horizon, but they emerge at different times. Then the resulting dynamics is
not invariant to time-translation, as it is in the basic model. There are no fixed
points in this model for quality levels also. Instead, there are boundaries of growth.
These boundaries depend not only on the product’s index, ¢ as in the basic model,
but also on time. They are derived from the condition of zero growth for quality.
Formally this boundary is given by:

q(t); = 0;

(3.26) q(t)bovnd — W x (1 — ertA=m=1G0))

It is clear that this boundary differs from product to product (according to i
changes) as it is in the basic model, but also it changes over time for every product.
The quality growth stops after reaching this boundary and decrease of quality begins
until the quality level falls down to zero at the time of expiration of patent. Note
that the model permits for automatic disappearance of product after its’ patent
expiration.

Now consider variation and domain of these boundaries:

Boundaries of guality growtf
3000
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~
A
a i
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\
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\
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|_ @, (i)bozmd —_ qgu(i)bound _____ qsu(r)bound|

It can be seen that for higher products’ indices the boundary admits lower qualities
but longer time. This boundary reaches zero exactly at time of patent expiration
thus pushing quality level to zero at that time. In the effect quality growth is single-
peaked as it is in the basic time-limited model, but qualities always reach zero after
the end of their life-cycles. Observe however, that at the end of the life-cycle the
quality of any given product is not zero, but reaches zero afterwards since after
investments stop some additional time is needed for the quality decay to push the
level of quality to zero. Hence actual qualities reach zero level some time after the
patent ends. This has to be kept in mind ofr the rest of the chapter while analyzing
illustrative numeric examples.
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Orreerlity growitlh within lifecyvcles
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5. Homogeneous vs Heterogeneous Products in Finite-Time Patents
Setting

To illustrate the role of heterogeneity in such a model one may consider the
homogeneous case also. For that one has just to assume investment efficiency
function y(7) = v = const. Then all quality growth paths are identical and products
differ only in the time of their emergence. For such a modification of the model all
calculations above are held the same except that value function for quality growth
problem now does not depend on n(t) in any way. This results in linear growth of
variety expansion process with much slower rate then for heterogeneous case.

Quality growth solution and optimal investment for homogeneous case:

opt . 1 — e(r+8)(t—t(0);—7) .
g(t)iﬁbomo = ( (’r n ﬂ) ),
3.27
(3.27) .,
(Ofnomo = g ragp < (BT =T 1 (g 2p)(e % 1)),

which is the straightforward result from heterogeneous case with the term N — i
canceled out. Much more difference is in variety expansion:

u(t)?P = a x V(1);

homo

(3.28) () yme = > X V(T)t + ng.

homo

which is the simple linear growth. It then has to be noted that the variety expan-
sion rate is always slower for homogeneous case, since it is a linear growth versus
exponential one for heterogeneous case, while relative quality growth depends on
the scale of ~. If « is higher than (N — ¢) term for heterogeneous case, the quality
growth may be higher in homogeneous case and vice versa. The conclusion should
be that the heterogeneity of products stimulates the variety expansion but not nec-
essarily stimulates the quality growth.
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This illustrates relative growth rate for heterogeneous and homogeneous versions of
the model. It can be seen that heterogeneous solution displays much higher growth
rate then the homogeneous one with the same parameter set.

Now consider the effective range of products at the agents disposal, n(t) —n(t—
7). This is exactly the range of products at each ¢ which lifecycles did not expire yet
(or, alternatively, patents did not expire). Observe, that in homogeneous products
case this range remains constant over time, since the variety expansion is linear:

n(t)homo - TL(t - 7_)homo =

(D) 20
r(r+26)(r + 5)? rB(r +26)(r + B)? ’
(3 29) d[n(t)ho’mo — n(t B T)homo] -0
. dt ’

For heterogeneous products the situation is more complicated since the variety
expansion does not have the constant speed:

n(t)hetero - n(t - T)hetero -

_ 2arV(r) t 2arV(r) -

(nO_N) X e r+vV4a2rv (r)+r2 X (1_e’f'+\/m )7
_ _ __ 2artV(r)

Ao =100~ D],y 1 )

2arV (1)

d(e_ r4+1/4a2rV (7) 412 t)
dt

2arV(r)

(no — N) X (1 _ 67‘+\/4O¢2TV(T)+T2T)X

B 2arV (1)
w (2D v <o
r+ /4a2rV(r) 4+ r?

(3.30)

So one may observe that the effective range of products is decreasing over time
for heterogeneous case due to slowing rates of variety expansion in time. At the
same time the initial rate of growth is higher in heterogeneous case as it is in the
basic model also. Then there is the initial period of time when effective range of
products is higher for heterogeneous model then that for the homogeneous case.
The exact time when this relation reverses may be defined from expressions above
by equalizing effective ranges and defining the time ¢, when they are equal from
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this expression:
(331) teq : n(t)hetero - n(t - T)hetera = n(t)homo - Tl(t - T)homo~

The exact expression is cumbersome and is not displayed here. Observe however,
that this time corresponds to the point in the variety expansion path for hetero-
geneous case which is closer to the boundary N that to the initial variety ng.
Homogeneous range for most parameter values is lesser than one and is constant
while the heterogeneous range initially is greater than one. To illustrate the relation
between these two effective ranges, consider the numerical example with parameter
values

(3.32) SETR:=[ng=0,N=100,a=0.7,8=02,v=05,r=0.057=1].

With such a set of parameters the effective variety range for heterogeneous prod-
ucts becomes lesser than that for the homogeneous one at t., = 145.05 which
corresponds to the range n(t) — n(t — 7) = 0.125 while the variety of the hetero-
geneous process reaches the value n(t)petero = 85.39 which is above 50 percents of
the whole available range:

025
0.0 |
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0,10 4
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T T T T T T T 1
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Economically this means that the agent dealing with more diverse set of possible
innovations has to invest in a more intelligent way into variety expansion. Instead
of constantly expanding the product space at a constant rate he modifies his policy
in accordance with the variety already reached and the more variety he already
has at hand the slower he is expanding this variety even if that means he would
have smaller effective range of products. So one cannot unambiguously say that
heterogeneous space of potential products yield more stimulus for innovations in
the limited life-cycle case as it is in the basic model above: with the flow of time
the innovative agent first would invest much more in variety expansion then that in
homogeneous case, but then his investments gradually shrink down to zero. Note
also that the more rapid is the increase in the complexity of new products (e.g.
assume (N — i)? instead of y/(IN — ) rate of efficiency decrease) the faster is the
decay in the effective range of products for the agent.

Finally consider the consequences of such differences in variety expansion modes
for the quality growth. In homogeneous model the variety expansion is linear
and thus new products emerge relatively rare before the t.,. The result should
be the lower density of quality growth trajectories in time domain. At the same
time absence of diversity lowers the boundary of growth for homogeneous products
and this boundary is the same for all of them. In fact, it is straightforward that

heterogeneous range — — homogensous range |
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ot
ot

q(t)bound < min{q(t)bound } This follows from the aforementioned fact of relative
rareness of new products in homogeneous setting: even when investments in new
products are always less effective then into preceding ones, the diversity stimulates
quality growth rates just by means of higher speed of variety expansion and thus

higher density of new products.

Quality growth heterogenous coase Oricatfity growth homogemons case
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Note the period of time taken in the graph and maximal quality levels. Solution
paths are plotted for identical parameter sets SET P with change 7 = 2. It has to
be noted that in homogeneous case quality growth is almost zero if comparing to
heterogeneous case and products appear much more rarely also. So one may again
conclude that for patenting model the homogeneous model does not create enough
incentives for innovations due to the similarity of products’ characteristics. This
effect is similar to the one being observed in previous chapters.

6. Compensation Effect vs Potential Profit Effect

Now one may ask whether the introduction of patents stimulates quality growth
and variety expansion processes or not. First observe effects on the variety expan-
sion. One may observe two opposite effects here. The first one is negative: the
shorter is the length of the patent, the lesser is the effective range of products at
the agent’s disposal at each point in time. At the same time short patent length
means that the agent is able to develop quality of the given product to the smaller
extent which in turn lowers his incentives to invest in the variety expansion. These
effects are refered to as compensation effect and potential profit effect accordingly,
the last due to implicit assumption of linear profit being derived from qualities.

The effective range is given by n(t) — n(t — 7) since only products introduced
during this time are covered by patents at the time ¢. Observe that for homo-
geneous and for heterogeneous cases the effective range’s response to the patents’
length changes may be of the different sign:

d[n(t) homo — n(t — T) homo) _ d(a?V (1)7) dv(r)

2 2

=a’V 0;

dr dr a’V(r) + o’ dr > %

d[n(t)heter — n(t - T)heter] o 2ar? (7" + v/ 40427“‘/(7') +7r2 4+ 2a2V(T))
dr 4027V (1) + 12 X (r + \/4a?rV (1) + r2)?
dV _ 2arV(r) 2arV(r)T

(3.33) (N _ nO) T e r+ 4(y2'rV(7')+r2t((t _ 1)er+ 4a2rvi(r)+r2 1 — t).

The first derivative is always positive since d‘;(:) is positive, as value of the quality

growth may only increase with the increase in the patent’s length.
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At the same time the sign of the last derivative depends on the sign of expression

207V (1)

(3.34) A = ((t — D)erVaZvni? —1 —¢).

This last may be positive or negative depending on relative size of the value func-
tion V(7). It depends on the length of the patent, 7. For long patents it is greater
then one and the subsequent expression (3.34) is positive for almost all ¢’s yielding
negative derivative sign, for short patents it is negative for most t’s yielding positive
derivative sign. Observe also that since this expression depends on time there is
always some initial period when it is negative for ¢ — 0 and always positive for
t — oo. In effect this means that changes in patents’ length have always a positive
effect on the effective range for homogeneous case, but the effect is of changing sign
for heterogeneous case. This last phenomena is illustrated on the following graph.

sieat of A coefficient petent fength and the effective ranve of products

14 dnlt) — n{t—1)) 4

_1_

Further on this effect is analyzed in more details to demonstrate that it exactly
corresponds to the interplay between compensation and potential profit effects.
First observe that changes in the sign of the aforementioned effect happen be-
cause of the changes in the response of variety expansion investments to the patent’s
length. At the initial period the effect of changing patent’s length is positive for
this variable and that means domination of potential profit effect in comparison
with compensation effect. As time goes on, the compensation effect eventually be-
comes the dominating one. One may demonstrate that there is a period of time at
t — oo, when the impact of patent’s length on the variety expansion is negative.
This happens because the more possibilities for innovations the agent has at hand,
e.g. n(t) is small enough, the more attractive the variety expansion is for him as
it grants more opportunities for profit generation through the subsequent quality
growth. On the other hand with potential products space almost exhausted the
effective range of products at the agent’s disposal is decreasing down to zero and
the shorter length of products’ life-cycles would stimulate him more on widening it
while the potential profit effect would be small enough as the increased complexity
of quality investments make it less attractive to invest in quality innovations and
this in turn means less profit generation. Then shorter patents’ lengths would not
decrease the investor’s incentives to increase the variety in a degree enough to out-
weight his incentive to invest more to increase the effective range at his disposal.
This is an important feature of the model under discussion as it provides ground
for finiteness of the optimal patent. Note that this interplay of two different effects
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cannot be captured in the standard patenting model. This happens not only be-
cause of the dynamic character of the model under consideration but also due to the
unified approach one has here. The compensation effect appears only in heteroge-
neous innovations model and exactly due to the difference in products’ investment
characteristics. This may be seen from the constancy of the effect of patents on
the homogeneous model above, where the compensation effect is absent. Consider
also the impact of patent’s length on the variety investment and therefore on the
variety expansion itself (since it is proportional to investments):

du(t)homo av (r) )
dr -ax dr >0
du(t)neter dv(r)
dr = 2ar dr x
(335)  x ( 1 B 202V (7) )
’ r+4a2rV(r)+r2  (r+ \/4a2rV(T) + T2)2\/4Q2TV(T) +r2/

As it may be seen from the expressions above, there is no ambiguity of patent’s
impact on investments in homogeneous case, but in heterogeneous case there are
two effects of opposite direction. Therefore the variety expansion itself, not only the
effective range of products may shrink because of the increase in patent’s length,
provided that this length is not very big.

However it turns out that the investments in variety expansion always react
positively on the increase in patent’s length which means that the potential profit
effect outweights the compensation effect all the time. It does not mean, that the
effective range of products always increases with respect to patents prolongation
as it is discussed above. This controversy is resolved if one would consider changes
in investments responsiveness to the patents’ lengths over time. It turns out, that
second (negative) term is increasing while the first one is decreasing. That’s why
the positive impact of patents on investments is decreasing over time. Then effec-
tive range of products response becomes negative, as it is decreasing over time since
the overall dynamics of variety expansion and it is decreasing because of decreasing
investments given increase in patent’s length.

responsiveness of investmernts on patenis length aver time

74
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Because the patent’s length always has a positive effect on growth rates, the
infinite-time horizon model may be considered as a patent model with infinite patent
length in this respect. It can be shown that the patent model is equivalent to the
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infinite-time horizon model with 7 — oco. To provide some graphical illustrations
below again the set SET P with 7 = 2 of parameters is used: Below is the compar-
ison of n(t) dynamics for infinite-time horizon and patent models.
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It is clear that the variety expansion process of infinite-time horizon model is the
limiting case of variety expansion process of the patent model.

It may be observed that due to the precense of the compensation effect in the
model the variety expansion response to the increase in the patent’s length is less
then in homogeneous model. This would be clear from the fact that in homoge-
neous case the compensation effect is zero and potential profit effect is constant
over time. As a result the increase in patent’s length has much more stimulating
effect on variety expansion rate in homogeneous case.

Homogenous variety expansion and patents length Heterogenous variety expansion and patents length
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Quality growth essentially depends on the patent’s length also. The longer the
patent, the closer patent model quality dynamics is to the infinite-time one. The
quality growth displays only the potential profit effect if one would encounter single
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product investments. For that consider the respective derivative of (3.25):

dq(t)i _ 7 VLI
dr (r+8)B(r+28) G(r)?
N—i _ri8 N —i dG
(50 + AN =)= E Gl = () S5 )
(3.36) (elmt=mB=rt _ o(t=m)(r+8)) 5 0, Vi, Vt.

Where G(7) is the power of exponent in (3.21) which positively depends on 7.
Hence the sign of the expression above remains positive all the time and there is
no compensation effect for quality growth here.
Patents effects on quality growth
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Observe that at any given time t there is the effective mass of products which
qualities are to be developed. This mass is

n(t)
(3.37) / gi()di.
n(t—7)

The compensation effect if present must be observed in the changes of this quan-
tity: changes in patent’s length change the number of products which qualities are
to be invested in. Shortening patents decrease the range of qualities to develop at
each point in time. Unlikely the variety expansion, quality growth is not stimu-
lated by the decrease in the range of qualities, since the decrease in patent’s length
unambiguously decrease the maximal quality for every product within this range.
Then the compensation effect concerning qualities should be of the same sign as the
potential profits effect: the longer is the patent, the bigger is the quantity (3.37).
The difference with variety expansion dynamics is that the agent cannot switch
from lower to higher trajectory of quality growth in the sense of aggregate invest-
ments into quality with shortening patent’s length. This means quality investments
are more responsive to the changes in patents’ length, then the variety expansion,
where responsiveness is lowered by the different directions of two effects.

Observe however, that in the patent model quality level never reaches its max-
imal level for any product. The distance from the maximal level to the actual
trajectory increases with the decrease in the patent length. This maximal level
is the level of steady-state quality in infinite-time horizon model. Below several
trajectories for different product indices with patent length 7 = 20 are plotted.
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Infinitehorizon vs lmited patents qualitites
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Observe that for long lifecycles the variety expansion is faster and that’s why the
density of new products’ qualities is higher. Then the differences in terminal and
emergence times across products is smaller. Compare this last picture with the sit-
uation where 7 = 2 while all other parameters are from SETP. Nevertheless, the
infinite-time qualities appear to be the limiting case for qualities of limited patent
model as this picture shows.

At the same time increase in patents’ lengths (the same for all products) shifts
up the trajectory of quality growth for any given product. It should be noted, that
for any 7 < oo quality growth is less then the maximal level for infinite-time case:

Longer paternts stimiirlate guoakity growth
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7. Distributional Effects

In the previous section it has been noted that the relative responsiveness of
quality investments to the changes in patent’s length is stronger then that of va-
riety expansion investments. In this section this effect is investigated in further
details. This distributional effect is rather important because it may give an argu-
ment why too long patents are not efficient from the social welfare viewpoint. In
its absence there is a straightforward conclusion upon the patents’ lengths effects:
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longer patents just imply bigger investments both into quality growth of each prod-
uct and into the variety expansion.

Now consider the relative growth of quality and variety expansion investments
conditional upon the change in patent’s length. Note also that to compare the
distribution of additional investments into products’ variety and quality growth
one would take into account the total amount of additional investments into the
effective range of products, (3.37):

dn(t)
dr .
n(t)’
Jol) ) ai(t)di
(3.38) —r
fn((tz.,-) qi (t)dl

Using these expressions relative increase in investments being normalized by the
level of state variable in the first case and by the integral (sum) of all states for the
case of quality investments may be compared. There is little interest in comparing
investments to variety expansion and single product quality investments, since these
products are constantly changing governed by the variety expansion which is one
of the parameters in the comparison. So the only way should be to search for
some invariant measure of quality investments. This would be the integral sum of
relative investments to all products’ qualities which are still in existence (covered
by patents).

Since solution for n(t) is known, (3.21), the last expression may be computed as
well. It turns out, that analytically and numerically the second expression is bigger
then the first one with longer patents lengths:

an(e)  Jailn @0
(3.39) dr_ - dr )
n(t) 0 g(t)di

Formal derivation of this result is not displayed here as it must be clear from the
previous discussion that the relative responsiveness of quality investments should
be higher. Nevertheless it turns out that for short patents (7 < 5 with SETP) it
is possible that variety expansion investments grow more than the quality invest-
ments with respect to increase in patents lengths. This may happen only at initial
period of development when the achieved variety is low. In fact it must be lower
then the effective range. After achieving the variety level of n(t) > n(7) this effect
disappears.

Graphical illustration of this effect follows.
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It is clear that responsiveness of variety expansion investments is quickly falling
down while response of quality investments is almost constant. If one would take
a look on the formulation of variety expansion investments response, (3.35) this
changes are clear enough: the compensation effect plays bigger role after variety
expansion reaches mature stage (e.g., when n(t) > n(7)), while quality investments
always react on patents in unambiguous way.

At the same time with longer patents (7 > 5 with SETP) increase of quality in-
vestments is always higher then that of variety expansion:

=10
10 5

relative growth af quality invesinents
— — relative growth af n(t) investments

It also has to be noted that exact value of the patent’s length at which this partial
domination of variety expansion investments response happens may vary depend-
ing on the exact value of other parameters of the system. This means that longer
patents mean potential harm to the society because they may induce underin-
vestments into the variety expansion and overinvestments into quality growth of
products. This creates a potential gap between the desired growth of the variety
of products and the optimal one for the monopolistic agent. Hypothetically that
would create the possibility for open source innovations which are mainly concen-
trated on the variety expansion thus compensating the lack of variety growth due
to longer then optimal patents. It has to be noted that this argument is not for-
mally well established here. To discuss the social optimality of variety expansion
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provision and quality provision one would introduce some form of social welfare
function, which is absent in the given framework. Yet it would be rather difficult
to justify one or another specification of such a function in the dynamic context
of the model. There is some discussion in the literature on dynamic social pref-
erences and welfare functions yet there is no consensus on the correct form of its
representation. As one example consider the current setup where the number (va-
riety) of products on the market is not constant but changes over time. The main
complication comes from the introduction of patents themselves: in a given model
products’ variety may not only increase as before, but also the effective range may
decrease. This decrease would then decrease the social welfare if formulated in
e.g., Dixit-Stiglitz form which is not the desired outcome. However even in the
absence of well-established social welfare objective function it is possible to discuss
the optimal length of the patent in the model. The optimality criterion would be
the maximization of both kinds of investments. It turns out, that the growth of
both kinds of state variables is maximized for 7 — oo as it has been already noted.
However, quality growth is much faster then that of variety expansion in relative
measure and what is the desired ratio is an open question.

One may also conclude that the potential profit effect of the increase in patents’
lengths dominates the compensation effect of substitution of investments. Introduc-
tion of several competing agents may help to enrich the set of possible outcomes.
The distinguishing feature of the suggested model is the precense of these com-
pensation effects which are due to the introduction of heterogeneous technologies
(products) and simultaneous modeling of multiple streams of innovative activities.
Yet the single-agent model possibly underestimates the scale of these effects. The
incentive to invest more in variety with shortening patents is not very big and al-
ways is outweighted by the perspective of more profits with longer patents. With
competitive pressure this may not be the case, since there is another additional
incentive to increase the variety expansion if other innovators are trying to achieve
the same goal. Yet such a form of competition is extremely difficult to model and
moreover one has to provide some theoretical ground to demonstrate that such a
competition on the level of fundamental research associated with new products’
creation is possible. This question is not addressed in current work. Instead, more
specific form of competition of innovative agents in the same dynamic context is
considered in the next chapter. There the question why the competition on the
variety expansion level is not a realistic choice is also discussed in more details.

8. Parameters’ Influence in the Patenting Model

In this section the direction and degree of influence of model’s parameters are
analyzed. The exception is the patent’s length, 7, which is already extensively
discussed previously. Main point of interest in such an analysis would be the influ-
ence of different market conditions which are represented by products’ investment
efficiencies as well as by the decay rate 3. This set defines the nature of products
available to the innovator. N defines the size or scale of possible innovations in-
stead. First note that direct influence of parameters on the growth rates is exactly
the same as in the infinite-time horizon model discussed previously. Hence this is
not discussed here. It is sufficient to remind that increase in efficiency parameters
a, v stimulates variety expansion while quality growth remains unchanged with al-
pha’s changes. Increase in quality decay rates has a negative effect on both state
variables and increase in the size of the products’ space, N, stimulates both vari-
ables.

Consider the relative effect of investment efficiencies. One would expect that
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different values of investment efficiencies would be able to provide the switch of
the main part of investments from one kind of innovations (e.g. variety expansion)
to another one (quality growth). In this section only the heterogeneous version
of the model is analyzed as the most interesting one. To test relative influence of
these parameters consider the set with high quality investment efficiencies and low
variety expansion efficiency and the reversed variant:

71 =0.9;01 = 0.1;

Keeping all other parameters constant as in SETP and 7 = 2. Numeric computa-
tion demonstrates that these variations is investment efficiencies have a tremendous
effect on quality growth while variety expansion remains unchanged. Formally this
happens because variety expansion investments depend equally from investments
efficiency into the variety expansion and quality, while quality growth does not de-
pend on variety expansion efficiency. In effect variations in these efficiencies if zero
in total have no effect on variety expansion. Yet with given changes quality level
changes in nearly 100 times (for i = 1).
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This numeric argument may be supported formally also. Consider the response of
qualities and of variety expansion to these parameters changes. For that recall the
solutions of this model, given by (3.21) for variety expansion and (3.25) for quality
growth. It is then clear that:

dQ(t)z’
= 0'
da ’
dz(t) a
o e
(3.41) an(l) — ’y'
dy

So that changes in variety expansion in response to increase in one or another of
the efficiency parameters is the same.

Observe that any changes in efficiency parameters cannot increase variety ex-
pansion investments at the cost of quality growth. The only situation when variety
expansion would increase while quality growth will not, is if o parameter increases
while v remains unchanged. But then quality growth remains unchanged, since
(3.41) and it is clear that increase in variety expansion comes from some additional
investments. This highlights one of the shortcomings of the given framework: since
there are no resource constraints, the agent would be able to increase investments
of one kind without reducing investments of the other. Such an extension of the
basic framework may prove itself useful.

At the same time observe that a does not influence the maximal reachable
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quality, but does influence the actual choice of the trajectory for any given prod-
ucts except for ¢ < ng. Change in « shifts the time of emergence of any product
preserving the shape of quality growth path. This effect comes directly from the
dependence of quality trajectory on the time of emergence in the patent model.
For products with ¢ < ng there is no such dependence since this product is already
known at the beginning and its emergence time cannot be shifted (it is always zero).
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Because of such a shift in emergence times one may claim that changes in vari-
ety expansion efficiency affects the average level of quality across products at each
point in time, but not quality levels of individual products. This parameter vari-
ation changes the structure of the space of products itself without changing each
product separately. It is obvious that shift of the form demonstrated here would
decrease number of products in existence at each point in time and thus increase
the average quality level. Denote:

n(t .
fn((th—) Q(t)idl

(3.42) q(t)? = n(t) —n(t—7)’

the average quality level of products within the coverage of the patent. Now consider
the response of this variable to changes in investment efficiency. If investment
efficiency of variety expansion would grow, then n(t) will increase and thus the
emergence of new products is accelerated. As discussed above, this will increase
the effective range n(t) — n(t — 7) also. At the same time quality levels of these
products (all of them) will remain unchanged. As a result, the average quality will
decrease:

dn(t)
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Then one may conclude that there is an interplay between quality and variety
expansion investments in a given model, but this interplay cannot be observed on
the level of individual products’ qualities. Rather one has to consider the average
quality level. At this level of analysis there is a natural interplay: the higher is
the relative efficiency of investments into qualities or variety expansion, the more
intensive is the growth of this kind of investments, while the other’s intensity is
slowing down. At the same time note that 7’s influence is not that symmetric,
because its growth stimulates variety expansion in the same direction as quality
growth. In this case the sign of change of average quality may be different, because
there is simultaneous growth of numerator and denominator of the (3.42). One may
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only note that this should be positive, since the responsiveness of quality growth
to v’s changes is much higher then that of variety expansion.

9. Discussion

In this chapter an extension of the basic model which allows to consider finite-
time lifecycles of products together with the infinite-time process of products’ gen-
eration is developed. Such a setting is closer to real economic activities then the
basic one, since from the one hand, it is not realistic to assume finite planning
horizons of innovating agents as typical innovative activity is performed with long
and uncertain time horizons. On the other hand it is also not realistic to assume
infinite life of all products whenever they have been invented. Every product has an
effective life-time within which it has a substantial demand associated with it and
hence is capable of generating profit for the innovator. Although not very much
products literally disappear from the market if to take some reasonable scope of
analysis, rather big portion of existing variety of products is renewed within some
periods of time. This means one has to formulate a logic of behavior of an inno-
vating agent which would combine infinite planning horizon with finite life-time of
products. It can be done obviously through the framework of cumulative or se-
quential innovations. In some respect the current version of the model is closer to
this strand of literature then the basic one, since it allows for finite life-times of
products and thus explicitly the ‘sequence’ of innovations is introduced in a con-
tinuous way. Apart from the patenting problem this may be viewed as a stream
of finitely living innovations, as in [16] which is the closest paper. In this paper
Chang assumes two competing firms which are innovators and in two periods of
time where in the first period firm 1 is introducing some new product and in period
two the other firm is introducing another product which is an improved version of
the first product, introduced previously. In this respect this describes cumulative
innovations pattern. In current model the process of variety expansion is going in a
cumulative way, since the next product cannot be introduced without introducing
the previous one. At the same time smooth time structure and infinite-time hori-
zon for this process are assumed. Moreover every of the introduced products has
its own new dimension of quality. Despite all these differences the general idea of
cumulative innovations looks like the same. With finite lifetimes of this products
one has some notion of creative destruction here in the sense of Schumpeter but
with the difference that it is not the creation of new product which destroys the
previous one, but the time-structure itself. New products do not replace the old
ones automatically, rather with the flow of time some older products are scrapped
due to the end of their life-cycles. At the same time the basic idea of the cre-
ative destruction as an engine of technological progress remains intact: the finite
life-cycles of invented products stimulate the innovator to invest more in variety
expansion process. Introduction of quality growth into this problem provides the
possibility to analyze the influence of the length of life of developed products on
the stream of innovations without taking into account any government, consumers
or competitors. From this point of view it is not important whether one has single
or multiple innovating agents. One may just assume that as a whole they provide
this given dynamics of innovations. Since there are no any notion of prices/profits
in the model, this would be a correct assumption, although some strategic inter-
actions may change this result as it will be discussed further on. Then to answer
the question of what is the extent of influence of the life-time of products on the
innovating activity it turns to be sufficient to consider mere technological restric-
tions and incentives of this set of agents. It turns out that the more heterogeneous
(rich) is the set of potential products, the more stimulus are created by the longer
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lifecycles for quality growth of these products in comparison with the expansion of
this set of products, while with homogeneous set more investments are flowing into
variety expansion. This may be interpreted from the point of view of social planner
as a rule of thumb: to define the effective patenting policy, one first has to consider
the nature of the industry (economy) under question and goals of the policy. If the
goal is to provide the maximal possible variety of products to the market, one has to
increase the length of patent (life-cycle) of products up to infinity in homogeneous
case, while for heterogeneous case it is not that simple and one has first to consider
the resources available to innovators. The more tight is this resource constraint
(which is not explicitly modeled in the given framework but might be considered
as an extension) the less effect the prolongation of patents would have on variety
expansion while boosting quality growth.

Now consider the literature on patents and optimal patents. To incorporate
the results of this chapter over there consider 7 as the true patent’s length, al-
though identical across products. In the literature on patent’s length two different
distinctive notions came into being since Nordhaus work [20]. They are the scope
(breadth) of the patent and effective length of patent versus its statutory length.

Concerning the notion of effective and statutory length of the patent in the
literature, like [35], there is a distinction between these two notions. Statutory
length of the patent is the length of patent explicitly granted to the innovator
whereas effective length is the actual time during which the patent is effective -
that is prevents others from using or producing the same product, [36]. In the
given model this distinction is not that explicit, as there is only one parameter,
7, which is the statutory patent’s length. At the same time one has the notion of
effective mass of products and this is varying over time and does depend on the
patent’s length. This effective mass, n(t) —n(t—7), might be treated as the effective
protection. It has been seen that while the rate of variety expansion is slowing down
over time this effective mass is decreasing and statutory patent’s length may have
effects of different directions on it. It is not true that the stronger is the protection
the larger is this effective mass as shorter patents stimulate more investments to be
redirected from quality improvements into variety expansion. Then when consid-
ering the effect of patents on innovations of this type one has to take into account
not the general speed of increase of variety, but the rate of change of this effective
mass with respect to time and to patent’s length changes. One may argue that with
sufficiently heterogeneous products (more then given in the model) there might be
the case whith shorter patents stimulating innovations into variety expansion. Such
an argument is following [41], where some discussion on the effect of patenting for
software industry is given. It is argued there that for such industries where innova-
tions are essentially cumulative and complementary, stronger patents may inhibit
innovative activity instead of stimulating it. The results here are partially in line
with that of Maskin: depending on the nature of products in the industry (the
degree of heterogeneity), effect of patents’ lengths may vary. Possible shortcomings
of excessively long patents for industries with heterogeneous products have been
discussed already before. It turns out that this may cause underprovision of variety
expansion in favor of quality growth, while for some industries variety expansion is
more important. As an example, one may consider the open software development,
where quality is much more underdeveloped in favor of the great variety of products
and this may actually happen because of the lack of patents which would stimulate
the opposite distribution of investments.

The other feature of patenting literature is taking into account not only the
length (duration) but also the breadth of the patent, e.g. how much close products
it may cover. In the given framework it would mean that the single patent is granted
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upon the invention of the product n(tg) to all products n(tg) + €. This would make
no difference in the given model since patents are granted automatically and with
no costs. But observe that in the absence of competitors the notion of the breadth
of patent cannot be revelant here. Alternatively one may tract the given patenting
pattern as that of a maximal possible breadth, since every of the products in n(t)
range are not substitutes to each other. Close enough products are already grouped
withing the single ¢;(¢) dynamics and thus the patent on the product i covers all
these products already. If one would like to consider lesser breadth of patents that
may be done by granting shorter length of patents for each ¢ since then not all the
range of possible products associated with this invention should be covered. In an
effect it would mean lesser range of qualities (substitutable products) to be devel-
oped by the innovator. In this respect length of the patent, 7, implicitly defines
the breadth of the patent also.

To conclude note that the suggested model allows for some extensions into the
field of patenting. Namely, its rather easy to consider patents of variable length,
as in [37]. For that one has to replace T parameter by some continuous function to
obtain the same kind of modification with respect to patents as one has with respect
to investment efficiencies in v(e) function. This function might be considered even
non-monotonic. The only difficulty one would have then is with obtaining explicit
solution for variety expansion dynamics. Another immediate extension is to allow
for some patenting costs and include them into the variety expansion dynamics like
a constant (for constant patents) or a function of a number of product (for vari-
able patents’ lengths). Last extension which might be of interest is to consider the
response of the dynamics under patents to different market structures but to do
this one has first to consider the model of strategic interactions in heterogeneous
innovations framework, which is done in the last chapter of the current work.



CHAPTER 4

Strategic Interactions in Heterogeneous
Innovations Framework

1. Introduction

In this chapter the analysis of heterogeneous multiproduct innovations is further
extended. Now several competing agents in the innovative industry are assumed
while preserving the dynamic framework of previous chapters. The main goal of
this suggested extension is the consideration of the role of strategic interactions
between agents involved in innovative activity. The differential games framework is
employed for the analysis in this chapter. Differential games are mainly used in the
literature for analysis of strategic interactions in oligopolistic markets, for modeling
patent races and some other applications.

To our knowledge one of the first attempts to model the strategic interactions
of oligopolistic agents via the differential games approach is given in Reinganum,
[17]. In this paper the author combined static games approach with optimal control
to obtain the dynamic game of R&D competition in a n-firm industry. However
this was not the first paper on the influence of the market structure on the out-
come of R&D competition. One of the first works in the field is that of Loury,
[19]. In this pioneering work the discrete single innovation is assumed and n firms
compete for being the first to introduce the new product. The first firm which
would introduce such a product obtains an exclusive right for its production and
hence receives the perpetual stream of profits associated with this product. This
model lacks the explicit formulation of strategic interactions and consists of iden-
tical optimization problems for all the firms. However the equilibrium outcome
does depend on the number of firms in the industry. Another basic approach to
modeling R&D competition consists mainly in static game formulation, as in the
work of DasguptadsStigliz, [18] where no explicit dynamical interactions appear.
In their model they mainly tackle with the question how the market structure (e.g.
monopoly versus oligopoly) would influence the equilibrium level and price of inno-
vative products. They come to the conclusion that it is the elasticity of the market
demand function which defines the optimal structure of the industry.

In the work of Reinganum these two basic approaches are combined in a single
model and this is the basic paper one would compare the suggested framework with,
since the same differential games approach is used here. The Reinganum’s model
make use of differential games approach to explicitly model such strategic interac-
tions between firms. On the other hand he pertains the general structure of Loury,
namely there is a single innovative process and every player seeks to introduce this
given product first to the market. What differs in Reinganum’s model is that in
this paper players do not only optimize their own value functions independently
from each other but account for possible actions of other players.

To our knowledge there are no examples of applying differential game to the
analysis of heterogeneous innovations. Moreover, due to the distributed charac-
ter of the basic framework being used in the current work the differential game
which would describe strategic interactions in such a model necessarily would be
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the infinite-dimensional one. As far as we are concerned there are no examples of
such extensions of differential games approach although theoretically it does not
yield very much difficulties. The only point is the existence of equilibrium but
this question on the general level is not resolved even for finite-dimensional games.
However as long as one has the linear-quadratic game, the infinite-dimensional ex-
tension does not change main results of existence for this class of games, [6]

Concerning the particular form of interactions between players, the imitation
effect at no cost in quality dynamics is assumed. There is some literature on such
imitation also. One of the examples is the work of Gallini, [42], although his ap-
proach is different from the one assumed here. Namely, he analyzes the effect of
imitation of the patented product which is costly, while in the suggested model
it is assumed to be costless. This is done mainly due to technical reasons as the
dynamic game of the given form cannot be resolved in the precense of additional
control parameter which would be the costs of imitation. The only possible variant
is to assume some exogenously given costs of a constant nature, but this would not
change any of the results of the model below. Another difference is that the Gallini’s
model is static in nature whereas here the imitation effect is analyzed in the dy-
namic game-theoretic context. The whole space of potential products each of which
possesses its own quality characteristic is modeled instead of the 1-dimensional se-
quence of innovations. It will be demonstrated that in the given framework the
imitation effect may constitute the equilibrium only if one take into account the
underlying process of variety expansion also. Another more recent work on dynamic
interactions of R&D firms is that of Judd, [25]. In this paper the author analyzes
the multistage innovative race between multiple agents with multiproduct situation
and this is rather close to current approach. Nevertheless he assumes the multistage
structure of the game and hence a static situation with some transition between
stages whereas here the dynamic game with continuous time is modeled. He finds
out, that there is an ambiguity in the results of a game, namely a given player may
increase his expenditure (investments in our case) when the other agent is ahead of
him, while this is not profitable for him as an imitator. It is demonstrated that in
the suggested model this is not the case and any ambiguity disappears if one would
consider both aspects of innovation.

The most recent paper on product and process innovations in differential game
framework is the work of Lambertini&Mantovani, [56]. This paper assumes fully
dynamical model of the duopoly competition of innovating firms. The suggested
model differs from the work of Lambertini&Mantovani in two significant aspects.
First, in their model authors assume uncertainty of innovations in the form of Pois-
son arrival rates, while the suggested model does not contain uncertainty in any
form. This is done for simplification of analysis. Next, the discussed paper does not
handle heterogeneity of innovations and hence is reduced to the differential game
with two states, while the suggested model allows for distributed nature of inno-
vations and all products differ from each other in their investment characteristics.
This is more in line with the setup of Lin, [14], but with fully dynamic context.
It will be discussed later on how the results of the suggested model would differ
from these two papers due to dynamic context and heterogeneity being modeled
simultaneously.

The last feature of the suggested model is the R&D cooperation on the level of
variety expansion. It is argued that such a situation is more typical for R&D firms
then the full-scale competition on both levels. First such a type of strategic inter-
actions has been considered in D’Aspremaunt&Jacquemin, [22] where it is argued
that in real economies the majority of R&D activities is performed in the form of
joint R&D ventures if one would consider innovations of big enough size. As long
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as one assumes that the variety expansion represents the process of introduction of
completely new products to the market it is rather natural to assume the precense
of joint cooperative efforts on this level. This would mean that agents share com-
mon knowledge and efforts concerning this part of their innovative activity.

To conclude one may view the suggested model of strategic interactions as
an extension and combination of the results from different directions. First, it
contributes to the line of literature on strategic interactions between innovating
agents in the spirit of [17], [25] and late [56]. These approaches are extended by
considering the distributed parameter model and formulating the fully dynamical
differential game with richer strategic sets for all players. Next, approaches to im-
itation , [42] and R&D joint ventures, [22] are combined in a single model and it
is demonstrated that these two effects are complementary in nature and resulting
strategies cannot be optimal while taking into account only one of them. At last,
everything is put together to obtain the model of strategic interactions of innovative
agents in heterogeneous multiproduct framework which might be considered more
general in its nature then previous findings in the field. However note that the cur-
rent model abstracts from patenting effects as well as from any uncertainty which
is essential part of innovative activity. One may modify the model to allow for
patents in the form as it was introduced in the previous chapter, but this would not
change the results since every product is simultaneously available for all competing
agents and thus the only effect will be of the same nature as considered previously
in the preceding chapter. The uncertainty also may be included in some form into
the model but this would complicate the results to the great extent and hence this
model neglects it. It may be considered as future extension of the suggested frame-
work. Only the duopoly case with number of agents n = 2 is considered. However
the possibility of inclusion of arbitrary finite number of players into the model is
rather straightforward modification of the model predented here. It turns out that
for the main results to hold the requirement of finiteness of the number of players
is essential and hence the suggested framework may not be used to model the per-
fectly competitive environment but anything close to oligopolistic or monopolistic
competition may be easily considered.

First the overall problem for both agents is formulated and then it is solved
sequentially through employing the Hamilton-Jacobi-Bellman approach and Max-
imum Principle whenever necessary. After obtaining these results the dynamic of
the given strategies is considered and the nature and form of the resulting strategic
interactions as well as some practical implications of the findings are discussed.

2. Strategic Interactions in Heterogeneous Innovations Framework

As long as one has two aspects of innovative activity in this framework, there
are several different ways of modeling strategic interactions of innovative agents.
Assume for simplicity only 2 agents. Both of them have the possibility to develop
variety expanding innovations and quality innovations. Then they may interact
with each other in different ways.

First, if they are operating on the same markets for all products there must
be some sort of interaction on the level of every product’s quality. At the same
time this would also mean they have the same potential products’ space to develop
variety expansion process in. On the other hand, if one would assume existence of
different varieties for these agents, there would be no possibility of their interaction
on quality level provided they are inventing different products’ varieties. In this
case there will be no interaction between agents at all. So the first possibility is
considered.
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Second, the nature of interactions may differ also. Agents may choose to coop-
erate with each other on one of the levels of innovative activity or to compete with
each other on both levels. One has exactly two different directions of innovative
activity, so there are no more then 4 different pure variants of strategic interactions
between agents.

Consider first the full cooperation variant, where both agents choose to join
their efforts in developing the variety expansion over the given range of products
N. This will mean that in an effect they will have the emergence time of all prod-
ucts coinciding for both agents. Additionally they may choose to cooperate in the
development of resulting products’ qualities. This would be possible since for both
agents any product would then emerge in the same time. As long as the model do
not take into consideration market competition and profit functions, their actions
in this case may be described by the single-agent stand alone model, considered
above. To see that, just consider the model of the previous chapters where invest-
ment efficiencies are given as averages from investment efficiencies of both agents.
Then, provided they have the same space of products, Q and same discount factors,
r, this model would describe the dynamics of such a joint venture.

Now consider the variant where agents would choose competition on both lev-
els of innovations. Such a system looks like quite natural and is often considered
as a frequent example of competition in innovative activities, although there are
no models which would account for both kinds of competition simultaneously in
heterogeneous innovations framework. However, given the dynamic aspect of the
framework under consideration there are certain theoretical and technical difficul-
ties in modeling such a situation. Provided both agents are operating over the same
potential products’ space it is unclear how the competition in dynamical form may
be described for variety expansion process. Let one agent be inventing some prod-
uct earlier then the other one. Then, if there is a competition on this product
innovations stage, the information will be closed for the other agent and he would
invest into the development of this same product by himself. If there is some patent-
ing law in the economy under consideration he will not have the right to use this
product and develop its quality. Then the only other variant will be some royalty
payments to the first agent which invented that product as it is done in many cases
in real markets. But then there are no competition and strategic interaction on the
product innovations level between agents, since it is just described by the royalties.
Note also that since the potential products’ space Q is a partially-ordered set and
variety expansion process is a continuous one, there cannot be the situation with
one of the agents inventing some products and the other inventing other ones, at
least within boundaries of the framework under consideration. The only variant
when it may happen is when agents’ potential spaces are not coinciding and their
products’ indices are different from each other. This may be the case, but to model
such a situation one must weaken requirements on this products’ space structure,
namely, variety expansion cannot be continuous in a usual sense then. Hence, va-
riety level competition cannot be modeled within the given framework and this
may be considered as one of serious limitations of the suggested approach. So both
variants of competition in both levels of innovative activity and competition on the
level of products’ innovations and cooperation on the level of quality innovations
may not be considered here.

At last, consider the variant of competition on quality innovations level and
cooperation on the level of variety expansion. In such a variant both agents would
join there efforts in developing the range of products and share open knowledge
between them concerning this fundamental technologies. At the same time they
will separately develop qualities of resulting products and in effect would obtain
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different but close to each other in characteristics product sets over which they
will be able to compete afterwards. Such a variant of strategic interactions on the
market of innovations is not the most common one but it is observed sometimes in
real economies. Consider for example R&D alliances between large multinational
ventures in development of some key and fundamental technologies which are too
expensive for any separate company to develop and too costly to keep the private
information concerning the technology out of reach of competing companies. At
the same time there is competition and private information concerning less ex-
pensive and less fundamental technologies. In the current setting it seems plausible
given considerations above to stop on this variant of strategic interactions to model.

3. Basic Problem Formulation

Assume 2 agents, {j,(}, continuum of products, and infinite time horizon (as it
has been mentioned, in finite time HJB approach is not fruitful even in one-agent
case). Both agents have identical dynamic problems to solve. Assume also the
same form of parameter functions, as in previous chapters of the work. Suppose
the given agents join their efforts in the development of variety expansion over
the same potential products’ space Q, while having possibly different investment
efficiencies. Then variety dynamics should be:

(4.1) n(t) = agul (t) + agull ().

This means both agents have the same underlying variety expansion process while
freely choosing the level of efforts they would devote to the development of this
variety. Note that this does not exclude the possibility for one or the other agent
to have zero investments while benefiting from the investments being made by the
other through using achieved variety level. This is close to what is known as the
free-rider property in public goods provision. In fact this property is essential to
the model and it will be shown that instead of having the negative impact on the
resulting overall growth of innovations it has a positive impact.

At the same time let them have different quality growth processes for each
product. Strategic interaction is modeled in the form of imitation on this level.
Agents do not benefit from investments of each other, but they may copy the
progress of the other in the case their own quality level is lower. In the effect one
has two dynamic processes linked with each other and two different independent
streams of investments:

gVl (i, t) = 3, VN —igh(i, £) — Biy1qY (0. 1) + 0 x max{0, (¢ (i, t) — q¥)(i, 1)) };
(4.2)

q[l] (Za t) =V N — ’Lg[l] (Z7 t) - ﬂ[j]q[l] (Za t) +6 x max{O, (q[J] (’Lv t) - q[” (Zv t))}

As a result the agent’s quality level may grow in two different ways. As long as the
given agent is the leader in quality of a given product, e.g. ¢ : ql[j](t) > ql[l] (t), his
quality grows only due to his own investments in quality of this product, gz[] ] (t), as
it is in the basic model above. At the same time, the other agent’s quality is lower
and he benefits not only from his own investments but also from the ‘imitation
effect’: he benefits from the difference between the leader’s quality level and his
own one. Clearly this effect will boost the second agent’s quality growth rates but
will wear down eventually while the follower’s quality approaches that of the leader.

Both agents are maximizing their objective functionals which are of the same
form as in previous chapters except with the difference that they have common



74 4. STRATEGIC INTERACTIONS IN HETEROGENEOUS INNOVATIONS FRAMEWORK

variety expansion process but distinct quality levels:

, oo n(t) , 1 .. 1 ..
(4.3) Jbi & / et [/ (qb’l] (i,t) — =gl (z'7t)2)di — —ubU()?|dt — max.

Each agent therefore is maximizing the integral sum of qualities of all products
being invented up to time ¢ minus investments in all these qualities and into the
variety expansion process at each time t. Observe that this time the infinite-time
horizon is assumed both for variety expansion and quality growth processes. This
is done mainly to provide ground for comparisons of results of the current chapter
with those of infinite-time benchmark model of chapter 2. However, it may be
demonstrated that the same type of results as those following may be formally
obtained for finite-time horizon also and for the case of patents. At the same time
the chosen variant is the simplest one in terms of its formal exposition while all the
effects of patents’ lengths and time-horizon length would not differ in their direction
(although they may differ in their extent) from single-agent model.

Static constraints remain the same as in the basic model also:

ubi(t) > 0;

gl (i, t) > 0;

0 <n(t) < N; ¢, t) > 0;

(44) q[j’l] (Z7 t) |i:n(t): 0.

Observe that the only form of strategic interaction in quality innovations is the
imitation effect which influences the dynamic of state variables but does not influ-
ence directly the objective function. This seems to be a weak link between agents,
but it turns out that this is the only kind of interaction one may take into account
in the absence of market competition in the model. As long as the whole framework
under consideration is concentrated on the technological side of innovative activity,
that is on growth rates of different kinds of innovations, one may not consider any
market effects over here. At the same time even such simple introduction of inter-
dependencies between agents’ strategies allow for the rich enough set of outcomes
as it will be demonstrated further on.

4. Decomposition Method in Differential Game Setting

Given the basic formulation of dynamical problems of both agents above, it
is clear that the optimal solution has to be found in the form of the equilibrium
pair of strategies in the differential game framework. From the general point of
view the model considered here is the infinite-dimensional one as long as one have
the continuum of quality growth variables for every player. This may provide some
difficulties in formal construction of the game. However due to the special structure
of the dynamic framework being used it is possible to decompose the problem into
quality growth problem and variety expansion problem. This can be done due to
the fact that quality growth does not depend on the variety expansion except for
the time of emergence of new products. Then every such a problem should be the
finite-dimensional one and as long as it is of the linear-quadratic form, one may be
assured that equilibrium exists for each such a game of quality growth under the
same conditions as in standard linear-quadratic differential game, [6]. Then the
results obtained for quality growth may be used for solution of variety expansion
problem which is also the differential game but with only one state, n(t). This may
be done through applying the same decomposition method as has been employed
previously for single-agent models with the difference that now this decomposition
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constitutes not the pair of sequential optimal control problems but a pair of inter-
dependent differential games.

Formally applying HJB approach directly to the basic formulation above would
yield a pair of HJB equations with integral sum of dynamic constraints in them.
It has been shown that such type of dynamic problems for one agent can be for-
mulated and solved, but since here the goal is equilibrium strategies of a game
rather then pure optimal controls, the existence of such a pair of fixed mapping
in the strategy space when strategies are of infinite dimensions may constitute a
problem. Although this problem itself is an interesting one here the main focus is
more applied results of modeling. Therefore the decomposition method is employed
to represent this strategy set as just a pair of dependent strategies. Observe that
such a decomposition is still a correct method since there is no competition on the
level of variety expansion. If it would not be the case not only conceptual difficul-
ties discussed above arise, but also formal ones. It is rather easy to see. If both
agents have different variety expansion processes but given on the same range of
products N, there might be situations when one of the players invents the product
first and the other is the follower. Then the follower’s value function for variety
expansion would depend not only on the potential value created by the quality of
next product, as it is in the single-agent model, but also on the time, when this
product has been invented by the other agent and the quality level achieved by him
by the time of its invention by the second. Then variety expansion process for the
follower would depend on other agent’s quality level of the boundary product and
on time of its emergence, thus making the whole problem for variety expansion not
invariant to the position of the product to be invented in the product space. But
then decomposition is impossible since it heavily relies on the fact, that the quality
growth processes have the same shape irrespective of the exact time of emergence
of a product. As it has been seen before in patenting model, the only thing that
may happen to quality growth within the single agent framework is the shift in
time which however does not influence the shape of dynamics itself and thus does
not influence optimal strategies of the agent. Then an agent may estimate the
value of variety expansion (which has the invention of next product as a positive
output) based on the potential value accumulated by this product irrespective of
the exact position in time. In differential game considered here this is not the case,
since quality of the product for an agent is now dependent not only on his own
investment strategy for which the invariance argument is still valid, but also on the
quality of the other agent and thus on his strategic choice. Then variety expansion
process cannot be separated from the quality growth in such a way by considering
only the potential value accumulation, because this last in turn would depend on
relative speed of variety expansion of two agents.

However the suggested competitive-cooperative model avoids this difficulty and
this is one of the reasons of modeling such a specific form of competition. Observe
that common variety expansion process yields the coincidence of emergence times
of products for both agents. There is no dependence of value creation on the qual-
ity level on the relative speed of variety expansion. Moreover, every agent then is
able to estimate the potential accumulated value from the quality of each product,
because he may estimate it at zero quality levels not only for himself but for the
other agent also, since the time of emergence is the same. Then the value function
for the variety expansion still does not depend on qualities or quality investments
themselves, but only from this potential value. In the effect this value function
although different for both agents (as their qualities’ value functions are different)
are invariant to the position of the boundary product within the product space
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Q. Then one may apply the decomposition method as before. This is done in
subsequent sections of the chapter.

5. Quality Growth Problem

Consider the problem of quality growth for each product ¢ for both players j, [.
This problem is of maximizing the value of quality level of product i:

VO 0) = [ e (45) ~ 5o (9)ds - max
0
> 1
(45) VI 0) = [ e (o 6) - 5ol (o)) ds — .
0

Observe that as now quality growth happens along the same infinite-time horizon as
that of variety expansion the associated value functions do not depend explicitly on
time. Observe also that the form of the value function for both agents follows that
of the value function for quality growth in infinite-time monopolist problem from
chapter 2 and depends only on the state variable and control of the same player.
The difference is in the dynamic constraints which now include the imitation effect:

a9 () = ;) VN = ig¥ (8) — B0V (1) + 0 x max{0, () — g7 () };
@6) g (t) = VN =g (t) — Bya (1) + 6 x max{0, (¢7(t) — ¢ (1))}

This results in a differential game with two states, {q[] ]( t), ql[l] (t)} and two controls

which are strategies of the players, {g[J ]( t), Z[ (t)} for every i. Note that this for-
mulation is of the same form across all products’ qualities and they are independent
of each other. So solution of this game is valid for any i.

Now formulate the associated pair of HJB equations:

v = max{qiﬂ (1) = 597 %+

av (mﬁ ; Byal) (8) + 6 x maz{0, (qi”(t)—qij]u))})

+— (m (N =g () = Buya (8) + 0 x max{0, (¢ () — " (t))}> };

1
vl = max{ Ho - Ja 0+

U . ; '
aa[vut) (m (N = )9 (t) = Byal’ (1) + 6 x max{0, (¢ (1) — o/ “))}>
4
(4.7)

oyl

+aqyf(t)<7m (N =g (t) — By (t) + 6 x max{0, (¢ (t) — q£”<t>)}>}.

Where Vib A= il (qzm (t),qlm (t)). Observe that these equations are symmetric
and include partial derivatives of the associated value function with respect to
both states, as it is required by the form of HJB equation for a 2-state game. At
the same time first-order conditions for optimal investments depend only on the
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own player’s value function but not on the other’s.
First-order conditions for investments:

b v v
9 () =V (N — i) ——;

a[ﬂ()

[
z v Vi
(4.8) gz[ ](t) = (N — Z)T
dq; (1)
Assume the quadratic form of the value functions for both players since it is stan-
dard for linear-quadratic games:

(4.9)
]J] A[Ja (l[j])2—|—A[2j’l]( ) —|—A]’l](q qz[l])—FA]’l] —Q—Aj’l]ql]—FA[]’ _

Observe, that depending on the realization of the maz{0, (¢; .1 (t)— ql[l’J] (t))} func-
tions in both derivatives one has 3 different formulations of the value function which
correspond to the leadership of one or the other player and symmetric dynamics
with no leadership. Considering that all HJB formulations are symmetric it is suffi-
cient to consider only two variants instead of three: leader-follower and symmetric
case.

5.1. Leader-Follower Case. Assume for certainty player j is the leader and
the other is the follower. First consider the situation when this player is the leader
in quality during all the game and no switch of leadership may occur. As long as
one of the agents has the leadership in the quality growth, that is, ¢ : q[j ) (t) > qz[l] (t),
his dynamics does not depend on the imitation effect, while the other’s does. Then
subsequent HJB equations are reduced to:

V[J] _ max{ [J]( ) 29z[j](t)2+

8 [J]

+— av < l]\/ _Z z [l]() 0 x ( ’L] (t)_qz[l](t))>}7

g (t)

oVl
(7{;] VN =g (1) 5[31% (t )>

1
rvl = maw{qzm (t) - 591[” (t)*+

U _
o (mv —i)g(¢ 5[j]qzm(t)>
o l4] [0
V(N =g () = By (1) + 0 x (a7 (1) — i) | 5.

aql (1)

?

(4.10)

Value functions are polynomials of degree not bigger then 2 of 2 variables,
with the general form given by (4.9). However there is the interdependence of
value functions of players from the quality of other player and the simplification to
polynomial of one variable cannot be done. Observe also that this time problems
to solve are different for both players. They are solved sequentially assuming fixed
optimal controls of the other player. To condense notation expression for other
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player’s optimal control is not inserted into the expressions for value functions
above on this stage. It is sufficient to note that with given assumed form of the
value function, (4.9), the other player’s optimal control is the function of his value
function coefficients. This implies that equations for value functions’ coefficients
are interrelated.

Consider the HJB equation for the leader. The leader does not benefit from
the imitation effect but his problem is still different from the symmetric case since
the imitation effect present for the other player. The position of the leader is
characterized by the condition:

vt g (1) > g (0).

(2

As long as one of the players is the leader in quality investments, the other is the
follower. For certainty assume player j as the leader above and thus let player [ be
the follower. The condition for being the follower is strictly the opposite of that
being the leader:

vt gl () < g7 (e).

Follower is solving the dynamic problem which is different from that of the leader,
since he benefits from the imitation effect as long as his quality is low enough.
However, the form of the value function remains the same as for the leader and
does not include quadratic cross-effects but only linear ones. Substituting these
two value functions of the form (4.9) into the (4.10) yield the system of equations
on coefficients of value functions of both players. In general this is a non-linear
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system with 12 equations:

AV — iy - AP ATV — i)y 4 Al =0
AP By + 7+ 297, AV (N =) — B (V — i) (AF Al + APl Al
—1-Aallg =o;

A <T By + By + 0+ 201 (N — DAY — o (N - i)A[ll]> )

—245 (A3 (N — i) + ) = 0;

AP +285) — 292 (N = i)(AP)? — (AF42 (N —4) + 0)AF = o;
(r+ By + 0 — 293 (V — ) A AV — (32, AP AD) 1 292 AV A (N — i) = 0,
(r+20 +20 — 492 (N — ) AT) A — L2 (N — i) Al =0,

rAg = 393 (N —i)(AL)2 =22y (N — A All = o;
(r + 6+ By + By — 213 (V — i) A7 -

—293 (N — ) AU AL — 292 (N — i) A A — 20411 = 0

(By1 + )AL = 292 (N — i) (AP AY 4+ AP ATy — (6 + 23 (N — i) A AL = o;

: j l N 4l 1
(r+ 28 — 492 (N = ) AP AL — 1(20 + 42, (V — ) Al 4] = o;

(r + 267 + 20) A} — 292 (N = i)(4])? — 42 (N — ) AP Al = o;

O+ 7+ By + 2923 (N — ) AT A — 2 (N — i) (AP Al + AP Ay —1 =0,

(4.11)

This system has up to 12 different solutions. However, one of these solutions yield
the linear form of subsequent value functions and piecewise-constant optimal con-
trols of both players, while other solutions provide quadratic value functions and
linear feedback controls for players. They are analyzed sequentially, starting with
piecewise-constant form of strategies.

5.1.1. Piecewise - Constant MPE. First consider the solution of the system
(4.11) which yields linear value functions. In such a case coefficients for the leader’s
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value function are:

AP = 0;
A[2j] = 0;
A:[f] =0;

bl 1 .
A4, o Bt
A[5]] — 0;

bl _ 1 i @V—9)
A" = 3,50

(4.12)

These do not depend on the optimal control of the other player, hence the value
function of the leader and his optimal control may be derived independently. This
set of coeflicients corresponds to the linear value function of the leader with the
absence of cross-effect and hence the optimal strategy is constant as long as Vit :
qy ](t) > qlm (t). The subsequent value function for the leader in the constant MPE
case:
" peon_ B 1500

r+8;  2r(r+55)°

This together with first-order conditions on controls constitute optimal (constant)
control for the leader:

1l MV (Y —9)
= —————— = const;
9rL,conN r+5[j]
(4.14)

Now turn to the problem of the follower. The resulting set of value function’s
coefficients for the constant strategies case:

Al =,
A[l] = 07
l
Ag] = U
(1] 1
Ay 0+Bu+r’
A=
2 67420852, 420 428,21
Al 1 O i T2 e URITI! Y T2Pu )T (N —4)
6 — 2 (B +1)2(r+By +6)2 .

(4.15)

These ones do not include cross-effect, but depend on the quality of the leader.
Observe the resulting value function of the follower in the constant MPE case:

VFCON _ o qz[l] n 0 " qzm "
’ S\ +r 48 r+ B 0+r+ B

OvivIN=i) G 1 (N =)

T+ B +0+8)7 T 2r(r+ 0+ B)

U [j]
q 0 q;
2 L + X i +
<9+T+Bl r+ B; 9+r+ﬁz>
0% (N — 1) 1 1 43N —1i)

(4.16) +r(r+ﬁj)(7"+9+,3l)r+ﬂ[j] +§r(r+9+ﬁl).
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Observe that in constant MPE strategies case the leader’s value function does not
depend on the state and control of the follower, that is, ¢!, but only on the own
leader’s quality level, while the follower’s value function depends on the state of
quality and control of the leader. Since this last is known already, one has the
explicit formulation of the value function for the follower as it is shown.

The constant strategy does not depend on the follower’s or the leader’s quality
levels except to the fact that this strategy is effective only for follower’s quality
being smaller then that of the leader:

AU —OL N—i
FCON ™ 1 9+ B
(4.17) vt g () < ().

= const;

This is a constant rate of investments but lesser then that in the leadership case. It
differs from the latter by the term 6 in the denominator. Provided 6 is the imitation
speed and is defined from zero to one, this decreases the overall investment rate for
the follower in this case.

Provided formulation of optimal controls, the dynamic system for qualities’ growth
in the constant leader-follower regime is:

i 2 (N—i) j
0l (1) = =2 = Bl 0);
] iy (VN —1) j !
0 () = Higrer + 007 (1) = (B + 0)a," (1)

(4.18)

From this system one may observe that the growth of quality of the follower is
faster for higher quality level of the leader while his investments’ rate is lesser then
for the leader. Now turn to the case of linear feedback strategies.

5.1.2. Linear Feedback MPE. The system of equations on value functions’ co-
efficients yield 11 solutions which include non-zero quadratic terms and hence cor-
respond to linear-feedback strategies. All of these solution sets may be derived
easily from the system (4.11) and they are not displayed here due to their excessive
length. The selection of proper candidates for optimal strategies defined by these
sets of value functions’ coefficients is required.

First note that 3 of these solutions yield negative controls for zero initial quality
and hence they cannot constitute optimal strategies in this model. These are so-
lutions for value functions’ coefficients which contain positive quadratic terms and
negative linear ones and hence the first-order conditions for optimal controls yield
negative values. Combined with the initial condition ql[j](t?) =0, ql[l] (t9) = 0 this
yield negative value functions and negative controls in the neighborhood of initial
quality levels. These are solution sets which yield value functions of the form:

Vi[j]|q£j]:0 — A[lj](ql[j])Z 7A£f]ql[j] JrAgj] <0;

Vil e = Al(a)")? — Al + AF < o;

qi_ 3 7

(4.19)

with other coefficients being zero. Now observe that the control is defined as being
non-negative and hence it is set to zero for such value functions. Then it is zero
along all the trajectory as quality may not grow above zero in the abcense of
investments. These candidates then are trivial and excluded from analysis.

These considerations leave 8 candidates for optimal strategies’ pair for linear-
feedback case. The stability of resulting quality dynamics for these candidates is
explored. First analyze the general stability of dynamical systems. It has to be
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noted that 6 of them are of the type:

a’(t) = CYla?' (1) + Yo (1) + €5
a0 = ctlal ) + el () + ¢
(4.20)

that is, include both states as variables in both equations and are of linear type.
Here {C%J], . Cg]} are some combinations of exogenous parameters of the model,
L, Bias vjasm, 03

For these 6 remaining variants of the full linear-feedback type the same method
of stability analysis as before is employed. The quality dynamics appears to be of
saddle-type stable for all the candidates with some additional conditions on pa-
rameters of the system. It has to be noted that this time it does not mean that
the stability result is invariant to the positions of players (e.g. which of them is
the leader and which is the follower) since it includes conditions on parameters.
Then some of these conditions for the stability of dynamical system in both leader-
follower modes may appear to be incompatible. This is not discussed in details for
now as there is another argument for rejection of these candidates.

Now observe that the method employed above does not say anything about the
actual trajectories of qualities which have to be compatible with the requirement
of zero initial quality. It turns out that zero initial quality condition leads to the
set of solutions which are not bounded at infinity and hence the steady state with
finite qualities does not exist for any of these 6 candidates. This means that those
trajectories of dynamical systems of type presented above which start at the point
(0,0) in state space do not lie in the region of convergence to the saddle point.

To demonstrate this compute corresponding pairs of strategies and solutions
for the subsequent dynamic systems on quality growth. All of these solutions con-
tain exponents with positive powers which are functions of time and hence yield
infinite growth of the quality in the long run. As the model under consideration
is infinite-time horizon model, any growth with positive exponential speed would
be unbounded. Formally it means that all the resulting solutions for qualities in
leader-follower case are of the type:

qz[j] (t) _ iFl[j]eélt + F2[7]8—52t + F?Ej];
(4.21) gty = £FrMetst £ Fllle—0at 4 gl

where FI1 and 01,4 are some parameters’ combinations and ¢’s are positive.

Hence for any combination of parameters one have the growth upto plus or minus
infinity for both players without reaching any finite steady-state level. One may
conclude that the pair of strategies of the linear-feedback type with constant lead-
ership of one of the players may not constitute stable steady state of the system.
Hence these solutions may not be optimal. Formally this argument is supported
by the transversality condition, which is not fullfilled for these candidates. As an
example take one of these candidates and check transversality conditions for it. The
coeflicients of the value function for player j, which is the leader for linear-feedback
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case (one of the candidates) are (one of the solutions for (4.11)):

AW — BB trto.

iy (N =9)
Abl 1 (204281 +7) (B +Bu +r+6)* |
2 72 5,02 (N=1) ;
Al = _ (204280 4) (B + By +rt6)
3 72 6(N—=i) )
AWl _ 0 Bt ©O+r+By)
=

V8518110 (B+0)2
_ (25[l]+29+7'g(5[ﬂ+6[l]+7'+9)(2B[l]+29+r+5[j]) .
V5180 (B +0)? ’
AWl — 2B +20+47) (B + By +r+6)
5 V5181102 (B +0)?

< (295 — 7§)0% + ((Br + 38y + 4Bu)iy — V(7 Pu)f+
+(r + By + 28u) By + By + r)ip);
AU = A

(4.22)

Ag Jis not presented since it is irrelevant for the analysis here.
Transversality conditions for player j for the inifnite-time horizon case are:

VI,

. —rt __ .
1TMy— 0o aq[j] X e =0;
[l b M0
(4.23) limy o, Vi i 41 (qil ) gt
dq,"

It is sufficient to demonstrate that at least one of them is not fullfilled to prove
that the corresponding candidate strategy is not optimal. For that consider the
subsequent derivative of value function for player j with respect to his own quality
multiplied by the discount factor. This may be easily deduced from the fisrt-order
condition for controls, (4.8), substituted into quality dynamics, (4.6), and obtaining
the respective solution for qualities of the form (4.21). This last is then substituted
into the value function derivative. It has the form:

AV (g, o)
(9(]1[].]
(424) = Sl X efrt — 52 X e(ﬁ[l]‘f’e)t + S3 X eﬁmt # 0.

xe "=

This cannot be equal to zero but is diverging to plus/minus infinity with time.
Hence transversality condition is not fullfilled for this candidate strategy. In gen-
eral observe that this is true for any quality dynamics of the form (4.21), since it’s
growth is unbounded and the corresponding value function derivative contains state
variable since it is not linear as in the case of piecewise-constant MPE considered
above, but quadratic in states. At the same time the linear value function cor-
responding to the piecewise-constant strategies has constant derivatives in states
and thus the transversality condition for it is fullfilled. Some additional arguments
concerning linear-feedback strategies are considered in the end of this section.

Two remaining candidates result in constant strategy of the leader, as in
piecewise-constant case and linear-feedback strategy for the follower of the type
described above. Such a pair of strategies cannot constitute the equilibrium since
the imitator will always catch up with the leader in multiple (countable but infinite)
number of points and either this strategy is not optimal for the follower, either for
the leader it is not optimal to undertake constant investment policy without adapt-
ing to the feedback strategy of the other player.
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Formal argument for dismissing these candidates is the same as for linear-
feedback strategies: the transversality condition for the player [, which is the fol-
lower and whose strategy is of linear-feedback type, is not fullfilled, since the solu-
tion for quality for this player is of type (4.21), and his value function appears to
be quadratic. Hence repeating arguments given above the transversality conditions
(at least one of the two) for this player cannot be fullfilled.

5.2. Symmetric Case. The symmetric case is characterized by the condition
(4.25) ') = d" ).

This condition defines the situation when the imitation effect is absent for both
players. Hence, in this case the HJB equations (4.7) are reduced to:

. ; 1 1
7,‘/;[]] _ max{qzm (t) — 5gz[y](t)z_i_

oV bl bl
——— vV (N —i)g (t) — By (¢
6%[]] ) ( iV ( )g; (1) 14 (t)

8VZ_U] _ .
+ 2l @) (Wl] (N —i)g; (t) — Bpa; (1)

(4.26)
vl = max{ B~ Sl +
[1]
(;ZV ( VN =09 ) — 0P >>
ov!
(4.27) +8q[l]( . (W[] (N =g (t) - Ba" (¢ ))}

as there are no dominating in quality levels. Observe also that such a situation
may happen only if parameter sets of both players are identical since if one of the
players has an advantage related to investment efficiency or to the rate of decay,
eventually the symmetric position will be left turning the game into leader-follower
mode discussed earlier. Formally, symmetric outcome takes place only if:

[4] _ 7Vt 07“’ Vi =N
() =" ):vi e | “)‘:*{ﬁjm

(4.28)

Since the HJB equation for each player does not depend explicitly on time this
value function coefficients are constant across time and may be found through the
system of algebraic equations as it is done for the leader-follower case above.

However this standard method is not applicable here. Observe that due to the
precense of max function in the righthandside of the HJB equation for both players
in general case, (4.7), the value functions of both players are not differentiable with
respect to states at the point q[] = qlm, and this reveals a kink in the value functions
of players themselves such that first-order conditions for optimal strategies are
undefined as respective derivatives of the value functions are undefined. To see this
account for one-sided derivatives of value functions. Only the constant strategies
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case is considered since all of the linear-feedback rules yield unstable dynamics
wihtout steady states and transversality conditions are violated for them:

avm 1 8V[j]
04 [j | s gl = W7W|q”>qm =0;
oY 1 oyl 0
2dT <l = TG 8 T el = G B+ 01 By)
av[j] av[]]
7J| [Elisg U] [J] | 1=,
3% 4 3 q' Sql!
av[ﬂ] 8Vi[j]
(4.29) | MO0 > —| w- W
8q £l 3q[] a7 =q;
This discontinuity corresponds to the symmetric position of players, qzm = q[l]

Note that these one-sided derivatives are valid only for the situation when there
is only one stable steady state on each side off the diagonal, q[j = qlm7 and hence
qualities of both players do not return to the symmetric position once they left it.
However, for piecewise-constant strategies case being considered here this is always
the case: there are at most two stable steady states on different sides of the diagonal
in state space. These steady states are derived further on. In such a case any value
in between the two one-sided derivatives may be inserted into the HJB equation,
[6]. There is a continuum spectrum of these values and hence only extreme values
of these derivatives are derived.

First consider the case with derivative at symmetric position to be equal to the
derivative in the position of the leader. Then the corresponding strategies in the
symmetric case will be the same as in the case of a leader, (4.14). In the other
case when setting the derivative equal to that in the follower’s mode, the same
line of reasoning yields strategies equal to the follower’s one for both players in
the symmetric case, (4.17). More precisely, the form of the gradient of the value
function of given player in the symmetric mode is given by the range of linear
combinations of gradients in the leader and follower cases:

Vl[ﬂ|qy]:qy] - avv;[ﬁ”qy]:qy] +(1- Oz)VVi[J]‘ql[j];qy];
(4.30) a€l0,..,1].

For the constant strategies case this range constitutes the range of MPE constant
strategies according to the first-order conditions. Observe that all these strategies
are constant but yield different rates of investments and hence the resulting quality
levels are different. They may be as low as for both players being imitators and
as high as for both players being leaders. The subsequent set of possible MPE
strategies and associated quality levels is then:

g_SYM,CON [’V\/ — 1 W’\/ —1
! r+0+5 r+p
(1767’8t) 2(N ) (176 ,Bt) 2

Br+p+0) T BB

Optimal strategies do not depend on state variables except for the condition that

this set is valued only along the diagonal in the state-space. Observe that the upper

boundary for quality development in symmetric regime coincides with the quality
dynamics of the leader, while the lower bound of quality growth in this case is lower
then the quality of the imitator since the absence of the imitation effect.

However, there is a way to select the unique equilibrium path in the symmetric

Ji

(4.31) g MeN @) e |

7

(N —14)].
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case. For that employ the condition of continuity of both value functions at the
point of the kink and the observation that this (identical for both players) value
function has to be generated by the pair of optimal controls. Since this value
function is unique, the pair of controls which generate this value function has also
to be unique.

Continuity of the value function implies (assuming player j is the leader and I
is the follower):

: (5]
lim 131 + SYM,CONVi =
q; —4q;

a?'5q ’

1] SYM,CON ,
syam Vi =V,
7

9 .
1 ¢SY M.CON 170 (N - Z).
r+ Oy 2r(r+ By
: By +r+0 SY M,CON
- ‘GM _ ql[ . 4
= (r =+ Bu) (B + 0+ 7))
+1 ((72 + B[Ql])’Y[Qj] + 29’7[21] (6[1‘] +0) + 2T(’Y[2j]ﬁ[l] + 7[21]9))(N — 1)
2 r(r+By)?(By +0+1)? '
It is converging to the same value from the leader and from the follower modes
in symmetric case. It turns out that this condition may be fulfilled only in two

cases. First, when value functions of both players coincide. In this case only the
symmetric outcome may happen and value functions are not interrelated at all:

: 3
lim i + SYM,CONV;
@’ 5q;

i

lim
qEJ]

(4.32)

B = By = B;
W= =
0 =0.

(4.33)

which coincides with symmetry conditions above except for # = 0 condition. With
such values of coefficients value functions coincide and are equal to the value func-
tion of the leader:

1 1~2(N — )
434 VSYM.CON _ sym,con | 1 .
(4.34) r+ ﬁq 2 r(ir+08)

Now observe that the optimal control in symmetric case has to generate the value
function of a given form, namely it should satisfy the HJB equation:

1
SYM,CON _ _SYM,CON SYM,CON
rV; = q; - i(gi )+
VY MCON I~ SYM,CON SY M,CON
i

From this one may derive the expression for controls in the symmetric case. They
turn to coincide with the upper limit of the range of optimal controls specified
earlier:

SV MCON _ YN —i
) r+ ﬁ :
With such controls qualitites of both players are equal to

(4.36)

1—e Pt
(4.37) SYM.CON _ (76)v2(N —i).

& B(r + 8)
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Observe that the requirement of equal parameters and the absence of imitation
f = 0 transforms the whole differential game in qualities into two independent op-
timal control problems, since there is no even potential interaction between players
in the absence of imitation.

Next consider the case with non-zero imitation speed, 6 # 0, but equal param-
eters of both players. In such a case the limits of the linear value functions in (4.32)
cannot coincide and hence value functions of both players are not continious in the
point of changing position from leader to the follower and vice versa. However both
players start and zero quality levels and choose their strategies at this point without
altering it afterwards since piecewise-constant strategies are of the open-loop type.
Then with positive 6 both players will have intentions to minimize their investment
to benefit from the imitation effect. At the same time, possible range of strategies
with linear value functions is given by (4.31). The minimum amount of investments
and subsequent quality levels are then given for both players by

gSYM,O,CON: TN~
E r+pB+0’
1—e P
4.38 SYM.0.CON 4y _ (7 2N 4.
(4.38) q; (t) 5(T+5+9)7( i)

which yield the lowest possible level of investments and qualities for both play-
ers which are symmetric. Both players then have value functions of the follower’s
form. Observe also, that with such parameters’ configuration the only steady state
is where both players’ qualities are equal to that of the follower. Then one may con-
clude that the only case when the symmetric outcome may occur at more then one
point in time and yield continuous investment strategy is the case when no leader-
follower situation may occur. At the same time this yields another observation,
namely, that when the leader-follower situation occurs in the constant strategies
case, the symmetry of states (qualities) may be observed at most at some points in
time which do not follow each other. To see this consider the form of given value
functions. They are of linear type. If they do not coincide along the whole diagonal
ql[] - qlm, the only way the given value function may be continuous is that there is
some single transition point between the two regimes for each player. This is the

point, where 3119 £ ¢0 . ql[j] (tr9) = ql[l] (t!"9). Equivalently one may find the

1 K3
threshold value of quality from the condition of convergence of value functions:

j l SYM,CON
qug:qi:qi >0:

bl _

lim il + SYM,CON‘/fL‘ =
q; " —4q;

(4.39) = limq[ﬂ;qlsyw Vi[j] — Y SYM.CON,

This condition yields the threshold value of quality for both players as a function
of parameters. Then making use of the HJB equation as above one may define
optimal controls for this case. It turns to be negative and since investments are
irreversible, it should be zero at this point. Observe however, that zero investments
for both players while their qualities are equal lead to different consequences since
the difference in decay rates, 8 between them (as with equal parameters only the
symmetric outcome may occur). Then it cannot be optimal for both players to
make the same zero investments. Hence, such a situation with equal continuous
across symmetric states value functions is not revelant. This points to the fact that
convergence condition is violated here for any non-zero imitation speed and linear
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value functions of both players:
m []]iqSYM,CON i 7é

(4.40) # lim | SE q[SYM]VZ—[j]

Then as value function has to be continuous across all ranges of state variables,
it cannot be of linear form. Hence at the catching-up situation the value function
has to be computed together with optimal strategies separately from the case of
constant leadership.

5.3. Piecewise Formulation of Strategies for Constant Leadership.
Consider the set of possible outcomes of the quality game with the restriction of
picewise-constant strategies only. The resulting strategies must be of a piecewise
form, depending on the regime of the game in qualities. Specifically, there are 4
different regimes for both players: any player can be the leader, the follower or
there are two possible symmetric strategies:

g[g/M CON?qz[j] (t) = ZH( t),0 =0;

1
g[CJ]O gSYMOCON7qz[j]( t) = QH( t),0 > 0;
N =
gj[!«j“]cojvaqz[]() l[ (t),0 > 0;
g[L]COqul (t) > Z[ (t),0 > 0.

(4.41)

One have a piecewise formulation of optimal controls and quality growth, depending
on the leadership. This leadership, in turn, due to the similar initial conditions,
q5(4,0) = q(4,0) = 0,Vi depends on the ratio of relative investment efficiencies
and rates of quality decay.
In both cases optimal control is constant and this is the same as in the monopolistic
case, where the value function also has the linear form.

Subsequent quality levels:

2 i .
A (1= e Pt gl ) > g i, )
(1 + (N —i)x
j . B+t (B B+t
alon(i,t) = x (e e e mH Bz+ﬁ +U> ~Burtt gll(i 1) < (i, 1);

e~ Bt
(1H@W%N—qu@ﬂ—q( t),0 = 0;

L2 (N =), g (i, ) = ql(4, 1), 0 > 0.

ﬂ(r+ﬂ+0)
(4.42)

Here E1, Bz = f(v1.1, By, @) - The same form of solutions is true for the other
player.

Observe that this set of solutions yields two different steady-state levels of
quality for every player in leader-follower mode, one corresponding to being the
leader (and this one coincide with the steady-state level of quality of monopolist
from chapter 2) and the other with being the follower. The first steady-state level
of quality is not always higher then the second one, but the actual steady state in
which trajectories of qualitites will be eventually depends on the relation between
efficiency parameters of the players. To be more specific for any player steady-state
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level of quality is given by (j player is taken for certainty):

72, (N —1)
STLpy — b1V~ 77 .
@ () B (B + 1)’
V316% + 72,08y + ) + 72, B (B +7)
4.43 sTF(p _ Ml 7w J N —i).
(4.43) g () BBy + ) (r+ 0+ By) (B + ) <

and of the same form with change of j by [ and vice versa for the other player.
The first one is corresponding to the steady-state level of quality for the leader and
is computed by the same way as (2.26), while the second one corresponds to the
situation of being the follower and this value depends on the steady-state level of
quality of the leader, given in turn by the first expression. It cannot be said, that for
the given player the steady-state level of quality of being the leader is always higher
then of being the follower. The exact relation depends on the relation between the
parameters of both players. It may be the case that for the given player the steady-
state level in the follower mode is higher then of being in the leader mode.
Formal conditions for the leadership may be easily derived from the steady states.
They are:

(4.44) B (B + 7+ Oy > By (B + )iy

This is the condition for the system to end up in the steady state with player j
being the leader in quality (qlb s ql[l]). If additionally,

(4.45) By + 7+ 0 > (B + 7+ Ofys

then player j is always the leader and no catching up may occur. Observe however,
that conditions for player j or player [ to end up as a leader are not exclusive: it
may be the case that simultaneously

By (Byy + 7+ 0y > B (B + )iy
(4.46) B (B + 7+ iy > Buy By + )y

Then there are two different steady states of the game with player j being the
leader and vice versa. Hence one have the problem of equilibrium selection in the
case of open-loop equilibrium. It is solved by comparing the resulting steady-state
levels of qualities and associated value functions for both players. If for player j
steady-state level of quality as the leader is higher then the steady-state level of
quality for player [ while he is the leader, then the equilibrium with player j being
the leader is selected. Then one have the following system of conditions for defining
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the steady state in which the system will eventually arrive:

B (B + 7 + 072 > By (By) + )73, ¥ = o
By (B + 7+ 072 > By (B + 1)y 8T = gl

Buy (B +  + 0)v5;) > By (B + )y and
BBy +r + 9)’7[21] > B (B + r)’y[Qj], but
By (B + )72y > B (B + )vdy 687 = o)

Buy (B + 1+ 0%y > By (By) + )y, and
By (B + 1+ iy > By By + )y, but
By (B + )ty < By (B + )y a7 = o).

(4.47)

Observe that the given set of piecewise-constant strategies may constitute the
closed-loop equilibrium only in two first cases, where only one steady state of the
system is possible. If there are two possible steady states, the piecewise-constant
solution still would constitute the open-loop equilibrium, but not the closed-loop
one, since the equilibrium selection problem cannot be resolved in a way it is done
here. Namely, due to the fact that follower’s position is always more attractive then
that of the leader, there are incentives for both players to deviate from the given
steady state to the other one where he is the follower. Hence both players would
underinvest in quality growth and no equilibrium closed-loop strategies of at most
linear-feedback type exist. This argument is considered in more details further on
in the work.

Analysis of these conditions yields following observations. With close values

of quality decay levels the player whose investment efficiency is lower will never
catch up with the leader irrespective of the scale of imitation effect. If his rate of
decay is much lower then that of the leader he will catch up even if his investment
efficiency is lower then that of the leader. After the trigger point is reached (the
follower equalizes his quality level with that of the leader), the former leader will
remain the follower until the end of the game. This is exactly due to the fact that
the catching up process may be successful only if the follower’s rate of decay is
much lower then that of the leader. This result may be proved analytically also.
With linear value functions of players after the trigger point (which is the one cor-
responding to open-loop equilibrium) there might be at most one trigger point for
the quality. This corresponds to the case when catching-up may occur.
For catching-up situation to occur it is necessary that two stable steady states exist
in the system. This happens when two last sets of conditions are fullfilled in the last
system: there exist two stable steady states with the leadership of one or another
player but only one of them is realized. Exact formal conditions for catching-up
are as following:

Buy (B + m)dy > B (B + )iy
(4.48) (B + 7+ 075 < By + 7+ Oiy-

They follow from the expressions for steady-state levels of quality for both players.
The meaning of these conditions is rather straigthforward: player j will end up



5. QUALITY GROWTH PROBLEM 91

as a leader if his steady-state level of quality as a leader is higher then that of
the player [, (hence the third condition). Then the steady state with him as a
leader is eventually selected. At the same time this does not mean per se that the
catching-up will occur. For that it is also necessary that two steady states exist in
the system, hence two first conditions. The last condition denotes that investments
of the player j in the follower mode are higher then those of player [ in the follower
mode. Then the system will end up in the steady-state with player j as a leader
but there is some initial period of time, when qualitites are low enough, and player
7’s investment are lower then those of player [.

That is, the catching-up phenomena may occur only if the investment efficiency of
one player is higher then that of the other (so he is initially the leader in quality)
but his rate of decay is sufficiently higher then that of the follower. Then the
follower will eventually catch-up with the leader because of accumulated quality
level. The rate of decay becomes more significant then efficiency of investments
while follower’s growth rate is higher due to the imitation effect. This catching-up
may occur only one time at most, because after the follower will catch-up with the
leader, due to the condition above, the former leader will be unable to catch-up
again because his ratio of growth would be lower. As a result, the player whose
steady-state level of quality in the leader mode is higher will end up as the leader
while the second one will remain the follower. This means in turn that there are
unique ¢}’ and /™" which denote the point of the catching-up.

Observe that this uniqueness of the trigger point is the direct consequence of
the constant nature of given strategies after the trigger point. There is no possibility
for any of the players to adapt their strategies with accordance with the quality
achieved already by both players after the strategy is selected (that of the leader or
the follower). This demonstrates the limited nature of information being used by
the players but at the same time this gives the possibility for stable equilibrium as
it will be discussed further. With more complicated profile of strategies (other then
at most linear) multiple trigger points may be possible. One may conclude that
there are exactly three possible outcomes in quality growth game with two players
in constant MPE case: either one of the players is constantly the leader, either both
players have equal qualities all the time or there is the catching-up process. Observe
also, that positions of players are constant across products due to the monotonicity
of assumed investment efficiencies. That is, if one of the players is the leader in
the quality of one of the products, he is the leader in all products’ qualities and
vice versa. This is the direct consequence of the form of ~y(e) functions being
adopted: every next product is harder to invest in, but this decrease in efficiency of
investments is the same for both player and the term (N —4) symmetrically enters
strategies of both players. Hence the rate of investments differences across players
does not depend on i, but only on the relations between constant parameters of the
system.

5.4. Catching Up. Consider the situation when one of the players is initially
the leader in quality level but eventually due to the configuration of parameters the
other player catches up and becomes the leader. In such a situation the analysis
above is no longer complete, since the catching up situation cannot be described by
polynomial value functions. To observe this consider the results of the section on the
symmetric case. It has been shown, that the only case when linear value functions
may be continuous across the diagonal in the state space is the case of the absence of
imitation, 8 = 0. Symmetric outcome is possible for > 0, but not the transition of
value function across the diagonal from the leader’s regime to the follower’s and vice
versa. Such a condition destroys the differential game completely and transforms
it into two independent problems of quality investments which would have exactly
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the same solutions as for infinite-horizon one agent problem described earlier.

Hence one has to conclude that in the situation when quality levels cross the
diagonal in the state space at non-zero quality level the linear value functions
obtained previously are boundary conditions for value functions before the catching
up occurs. It means that value function of each of the players have to be equal to
the linear value function derived above at the time when catching up occurs and at
the respective quality level. It is demonstrated that such a condition may not be
fulfilled by linear value functions themselves, that is,

VIO @ Ny # VOO @)

7 ? K2 ] ?

|q£j I=q'

(4.49) 6+ 0.

To obtain the value function for each player for the case of catching up as well as
equilibrium strategies and quality dynamics one have to solve separately the prob-
lem of leader-follower along the time period t € [t(0);, .., t""9] with VE-F-CON (g, (¢179))
as the boundary conditions. This solution will depend on the time of the trigger
then.

Only the open-loop case is considerd here as the closed-loop strategies of at
most linear-feedback type cannot exist in this framework and other types of closed-
loop strategies are hard to find. This is left to future extensions of the model. In
open-loop case one may cast the problem into the maximum principle framework
and make use of the maximum principle approach instead of the HJB one. This
approach is constructive by its nature and hence it would be possible to derive
explicitly the form of the value function. HJB approach is not useful here since
one may not assume any form of the value function in advance (the linear value
function does not fit the problem as any value function of polynomial form as well).

For simplicity assume that player j is the leader before the trigger point and
then he is the follower while player [ is the follower before the switch and vice versa.
The problem for the leader before the trigger point is:

firis

j K i 1 trig

Ji[J] _ e z[J](t) _ 791[J] (t)2]dt + et
+(0); 2

3 R4 K3

" ViF,CON(qz[j] (11719 ! (tmg))|q£ﬂ:ql”
s.t.

a7 (1) = 3 VN =g () — Ba)();
a6 = v VN =g (t) - Bua (&) + 0 (t) — ) ));
() — g’ (1) > 0,vt < ¢!,
g (#79) = gt

0/ (2(0),)

i) =0;
(4.50) g ((0);) = 0.
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Problem to solve by the second player who is the follower before the trigger is:

trig

);
0;
0.

W=, o= Lol 02t + e VEHON (i, )
i s.t.
a1 (t) = v VN =g/ () - B (0);
0/ (t) = VN =g (1) = Bual (1) + 0a (1) — ¢} (1));
d(t) — ¢ (t) > 0, vt < 119,
0 (t7) = gt
0" (4(0);) =
(451) 0! (#(0):) =

Observe that the trigger time, tﬁ”g is endogenous here and is influenced by actions
of both players. Both problems include both quality levels as state variables also.
Hence the problem has to be solved in two stages. First optimal strategies and
quality dynamics are derived as functions of the trigger time ¢\, and then this
last one is computed. In an effect one would have this trigger time as the function
of the model’s exogenous parameters.

There is an issue concerning this trigger time though. Both agents are opti-
mizing their investments with respect to other player’s optimal strategy as given.
Formally trigger time is found from the boundary condition (dealt with later on)
for each player separately and this means that this trigger time might be different
for both players. Denote them t;mg’[j]7t§”g " Pirst observe that since player j
is the follower after the trigger, his optimal control before the trigger depends on
the optimal control of the other player through costate equations while this is not
true for the player I. This may be observed from costate equations for both play-
ers which are derived further on. Suppose player’s j optimal trigger time, tzmg bl
is greater then the trigger time for player [, t;”g Ll > tf”g’[l]. Then his control
will switch from that of the current problem to the follower’s control in constant
strategies case being described earlier in the work. This last is constant and does
not depend on the control of the other player at all. At the same time the con-
trol of player [ will change earlier on, at time tﬁ”g U 6 the constant control of
the leader. Then at time timg’m the scrap value of player j is indeed given by

ViF’CON(qi (tfrig’[j])). However, if t:”g’[j] < timg’m, player j will switch to the fol-

lower’s strategy before player [ will change his control. Since the follower’s value

function is always higher then that of the leader in the constant leader-follower
F,CON (q.(tﬁ'ig,[j]))

mode, the actual scrap value of player j would be smaller then V; i

triolil 4t 1t is not explicitly defined here. It is sufficient to note that
then the value generated by the strategic choice {gz[j ], t’;”g b ]} is no longer optimal
for the player j. Then one may conclude that the optimal time of the trigger for
player j should not be less then tﬁ”g ’[”7 while with tﬁrig Ll > ti”g U pig scrap value

function (value function after the trigger point) is indeed given by V"N (¢;(t/"'9))

where ¢/ = {¢I79 U] 4o bl 5 ytrio l ytrio ) yirie Ul o ytriellly -y an effect this
means that one may assume equal trigger times of both players since otherwise the
strategic choice of player j under the system (4.50) would not be optimal. Observe
that this is not so for the player I, since his control before the trigger does not

depend on the control of the other player.

when ¢
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To save on notation normalize time of emergence to zero for all ¢ and hence
the trigger time is also normalized to T; which may be in general different across
products. Indices ¢ of all other variables are condensed.

First construct hamiltonians of both problems:

HU = gl () — %gm O
V) (VN = ig (1) - Ba)(0)) +

80) (VN = gl (8) — Bua (1) + (a7 () — g () )

HI = gl(e) - g6+

o) (v VN =g (®) = Ba ) (1)) +
(4.52) 80 (VN =g (1) - Bua" () + 007 (1) — " (1)) ).

One also have to take into account state constraints of the problems. For that
construct lagrangian functions:

LV = HUT 4 bl (1) (V) (2) — g% (2)) + V(T3 ) (¢90(T3) — ¢™N(T));

(453) L0 =+ a0 (1) — g (1) + 0 (T (g - g (T).

Now apply maximum principle to this system.
Optimal controls are given by:

69[3] =0: gopt Y5 VN — “/}
orll
(454) ag” =0: gopt =M VN — “/}

Costate equations:

f il oLbl
Ui (t) = gy () — D (D)’
E : oLl
O =) - 5
0l [y _ oLl .
Py (t) =y (1) FROIOK
(4.59) w0 =) - 5y

These equations form two independent systems of ODEs which may be solved sep-
arately. Due to the precense of boundary constraints in the form of the scrap value
functions and terminal time state constraints one has specific transversality condi-
tions on costate variables. The system on costates for the player j is the boundary
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value problem:

W0) = 4 Bl () + 0l ) — (14 4 (1);

V() = (r + By + 0)w¥ () + u (1),
_ oV CON (QUN(T), gU(T3)) ] o1 g N

(. 1.
. FCON 31T gl0(T: .
(456) ég](Tl) _ a‘/z (qj (Tl)aq (Tz))|q[J]:q[l] _ nm
9q1(T;)

Here p[j],nV! are the lagrange multipliers of the state constraints. This system has
a parametric solution with respect to pbl, nlil.

quﬂ (t) =Cy + Coe~ TP Ti=t) 4 Cne=(r+B8u+6)(Ti=t).
(4.57) gj] (t)* = Cye~ (rHAuHOTi=1) _ o

Here {C1, .., C5} are functions of {1171, nl/1} and exogenous parameters of the model.
The system on costates for player [ is:

o) = @+ Bull ) - ue) - 0

() = (r + By + )l (1) + ! — 1;
NE VN (T, gM(T3))| g1 — gt

T, uf
(4.58) 07,y = VN (@N(T), g (T) =g
. 2 (3 8q[l] (7-,1) 77

which has the solution

¢¥] ()" = Fy + Fpe P T=t) 4 poo=(rHBuy+0)(Ti—t),
(4.59) Wty = e~ rtou+OTi=t) _ p
where {F1, .., F5} are functions of {,u[l], 77[”} and exogenous parameters.
Observe that in parametric form this solution is identical to that of the costate
system for player j. However, the set of parameters {F},.., F5} is different here.
This happens due to different boundary conditions of two systems.

Now with both costates and optimal controls at hand one may derive the system
for states evolution:

qbl(e) = 2 (V — i) ¢, ) (8), ) — ByypaV) 0):
qli(t) = B (N — D3 (¢, 1 (1), 01 — Buya (8) + 0 (1) — ¢ (2));
(4.60) ¢"1(0) = 0,4 (0) = 0.

This system includes two still undefined functions of time, ul/l(#), ul!l(¢). They are
to be found from complementary slackness conditions:

(4.61) t:q(t) > q"(t), ub(t) = 0, (t) = 0

By the construction of the problem this is always true, hence, ull(t) = 0, ul(t) =

0,vt < T;. The one may solve the system (4.60) parametrically as functions of
nlil nlll. Note, that these lagrange multipliers are defined from the system

bl s gl (Tl ity = gl bl plily,
(4.62) bl gl gy = gl i) plt).
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In general then one have a continuum of possible values of n’s. However, observe
that the trigger time, T; should be the same for both players while there are two
different conditions for that:

T H O (qU Ty, )y gl (T, ) 1y (T, plihy*, b (T, i)y =
(4.63) = V;L’CON(Q[J] (Tiﬂ]m) ,q[l} (Ti>W[j],ﬂm)*)|qm:qm
and
T 1O (T3, )", T ) (T, ) (T, ) ) =
= V;CON (T, by (T, b ) )] o1 g
(4.64) b — 7,
where Tim is the time of the trigger being defined from the dynamic problem of the

player [ and Ti[j l'is the trigger time being defined from the dynamic problem for

player j.
These two expressions must yield the same trigger time, T;, following the discussion
in the beginning of this subsection. The parametric solution for qualities is then:

a0 = (N = i)

X <Q1(1 — e Purty — (an[j] + Q4)67ﬁ[‘7](Ti+t)7TTi+

+(Q777 +Qg)e” t=(r+Bu+0)T. +(Qs — Q??? ) (T’+9+ﬁ[l])(t_Ti)>;

q[l] (t)BTR _ (N _ i)X
X <Q9 + (Quon™ + Qu1)eHAUTOE=T) 1 e~ Plrt4-

+(Quan" + Q14) (P T 4 (Quanl + Qug)e™ Pt AT =Ty
+(Q177’ + le) ] (E4+T) —rT; + (ngn[] 4 QZO) ﬁ[g‘]t*(r+ﬁ[1]+9)Ti+

(4.65) +(Q2177 + Qqp)e~ Putt=(r+8;)Ts | Qgge™ ]+9)t>.

where {Q1, .., @23} are functions of exogenous parameters of the model only. To
achieve the explicit solution for qualities one have to use the complementarity slack-
ness condition which is the same for both players:

Vs (T = gN(Ty),
(4.66) s g"(Ty) = gVN(T3).

As long as parametric solutions for qualitites are the same in both expressions as
well as the trigger time, TZ-[]] =T Z-[l] = T;, these two expressions would yield the
same value of n = nll =l

Note also that so far T; is treated as exogenous and independent on parameters and
1. Then this last condition means that qualities of both players have to be equal
at the terminal time whatever this terminal time might be. Solving equations for
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7 yields
= (Qme(w[”“e”m + (Q20 + Qa2 — Qg)e” P HFAmHIEIT:
+(Q1s — Qa)e” CPIFITE 4 (Q) + Qua)e P Ti 4 Qoze™ AT 4
+Qs+ Qo + Q11+ Q1a — Q1 —Q8>X
X ((Q7 — Q9 — Q21)6*(5[j]+ﬁ[z]+9+7‘)Ti +(Qs3 — Q17)e*(25[j]+T)Ti,
~1
(4.67) —Quse” PPT2HIT _ Qg — Q7 — Q1o — Q13>

The explicit solution for qualities then is obtained with substitution of n* function,
given by the last expression into parametric solutions for UL given by (4.65).
The last step in the solution of this problem is to define the time of the trigger,
T; as function of parameters of the system. For that make use of the condition on
optimal time of the trigger,

7_[[1]((1[]*](112,)*7q[z](Ti)*7 gj](Ti)’Z éj](Ti)*) _
(4.68) = rVCON (@UNT)*, g (T0) ) g
or

] (q[ﬂ (Ti)*,q[l] (Ti)*,ng] (T)", éj] (T)*) =
(4.69) = rVCON (U, T3 ") gt

as these two yield exactly the same expression. This is just the condition that
optimized hamiltonian has to be equal to the scrap value at the terminal time. In
turn, scrap value is given by the value function of the leader-follower problem with
qualities’ values at the time of the trigger (equal to each other). This expression
gives time of the trigger as implicit function of qualities and costates at the trigger
time (derived from the expression for player I, (4.69)):

(1= By (1) — gras)a? ()

a (N =)
[] * or %
(B + 095 (T + a1 (T) X
(N —1)
1 ; ) ) . .
+§'V[2j] gj] (T7) +7[21]1/1£ﬂ (T3) é](Tz) -
(4.70) 1 (ofiyr® + By + 2000” + 20081 + 2r (078w + 770) _
. 2 (r =+ Bu)?(0 + By +1)?

Observe that as (N — i) enters terminal states linearly, as it follows from (4.65),
this expression does not depend on (N — ¢) and hence on i. Then trigger time is
the same for all products except for translation time due to the difference in the
time of emergence, ¢(0);. Hence trigger time is the implicit function of exogenous
model’s parameters. It cannot be defined explicitly in analytic form, however one
may find it for any numeric set of parameters and define the dynamics of system’s
variables. As an example, take the set of parameters:

(4.71)
SETO0 := [r = 0.01,6 = 0.15,y(;; = 0.9, = 0.25, 8; = 0.7, By = 0.1, N = 1000, = 1]
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For this set of parameters the trigger time is the function of trigger quality level:
. frigging fime as fimcfion of frigger gualify level

20

i
1] 20 40 a0 20 100
ar

Quality dynamics are the function of time of the trigger also. With trigger time
equal 6.5 (which is the optimal trigger time for this set of parameters) the dynamics

18:
qualifies dynamics bafore frigger poinf

2000
1500
1000

500

e

This dynamics is produced by the solution set (4.65). First the optimal trigger
time from (4.70) is defined and then substitute this trigger time into (4.65) which
is defined as a function of the trigger time. This picture demonstrates that initially
player’s j quality is growing faster then that of the player [ (who is the follower
before the trigger time) but then it slows down, while followers quality is growing
with almost constant speed. This decrease in the leader’s speed of quality growth
illustrates the increasing influence of quality decay rate in comparison to efficiency
of investments which is higher for player j in SETO.

Next the characterization of the quality game taking into account the possibility of
catching up effect is given.

5.5. Complete Characterization of the Quality Game. When the catching-
up occurs in the quality game, the dynamics of qualities after the switch are different
from those described in the constant leader-follower case. All value functions and
optimal strategies of the players remain the same since they do not depend on time.
However, due to the change in initial conditions the quality dynamics is different.
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Now one have the following system for qualities:

i G (N—i) ! j
07t = 5 e + 00 (1) = (B + 0)a? (1)
] y(N—9) !
gl (t) = == — Bual’ (@),

where the differential system is the same as (4.18) with change of leadership from
player j to player | and Q" is given by the quality level achieved by (4.65) at
time of the trigger, T;. This means that the solution for this system will depend
not on the time of emergence, t(0); but on the trigger time.

Then the quality dynamics after the trigger are:

ATR _ (V0% + (r + By + (r + Bup)viy Bm)
By (r + B (0 + By + 1) (B +0)
_OORN 1) — By + Bur)Q™) 4z,
By (r =+ By (0 + By — Buy)
(By) — Buw)Q"™
+( 0+ By — B

(1) (N —i)—

+

(O O+ B) =iy + B)) + 3y (B — Bu) (r + Buy) — 7o) N - Z,)) .
(r+ Buy) (0 + By +7)(0 + B) (0 + By — By)

xe(ﬁ[j]+9)(Ti—t);

(4.73)
i) 2 ;
(r+ Bw)Bw@™ —ig(N =9 5 r
By (r + Byy)

2
1, \NATR Ty .
i (t =—(N—19)+
a () ﬁ[l] (T+ﬂ[z])( )

Here by ¢! the solution for quality after the trigger time when catching-up
occurs is denoted. Observe that Q'™ is just a constant, provided the T; is known.
This last is found from (4.70) and ¢ > T; in the last system, hence the solution
is stable as all exponents have negative powers. Eventually both solutions reach
their respective steady states, ¢°TL, ¢5TF which might be seen from the following
illustration (with parameters from SETO):

gqualifies dynamics after the frigger point

——
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4000 H i
soo- f

—_—

!
2000 —( —

The complete dynamics for the case of catching-up then consists in two different
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parts before and after the trigger time. Optimal controls are defined as:

Al
Ul L 7[,]\/ il ,0<t<T m\/ —wll(),0 <t <T;
gi (t) ’)'[j]\/ t>T gl (t) - ’Y[[]\/ t>T
T+9+l3 v T+ﬂ[l

(4.74)

where 1/)[]]( t), g] (t) are given by (4.57,4.59). Indices F'L, LF mark the order of
change in positions of players: from leader to the follower and vice versa.
Evolution of qualities:

l
Ppr = [aOPTR0S ST e fa (OPTO0< ST
' AR > T ' (1) ATE ¢ > T,

(4.75)

Here gA7 % are given by (4.73), solution for qualities after the trigger time and ¢ZT%

are given by (4.65), solution for qualities before the trigger time. The complete
dynamics of qualities with catching-up is then given by the following picture (with
parameters from SETO as before)

o Tt ies of gualifies with frigger
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Now recall that the occurrence of the catching-up depends on the combination of
parameters. Hence the complete characterization of the game would include all
possible variants of quality dynamics and investment strategies. For open-loop
equilibria there are exactly four different possible situations for this game. Namely,
constant leadership without the switch of one of the players and switch of leadership
with player 5 being the initial leader and player [ being the initial leader. The set
of possible equilibrium strategies is given by:

[J (t )SYM,CON7qZ ( )= ( ), 0 = 0Vt;
gz[j (t)SY M6,CON }J (t) = (1 ( ),6 > OVt;
[

]
]
] F.CON [J]
[j] opt __ t ( ) <
gr ()" = m y
]
]

q
) ( )Vt
t)L CON [J]( t) ( )Vt
t)LF
)

[J

"
(
(
(t FL
(4.76)

Here two last options are given by (4.74) and three others being defined from the
leader-follower problem and the symmetric case. Note, that the symmetric case
strategy for # = 0 is not the equilibrium one, since there are no imitation in there
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and no game occurs. The same set of strategies is valid for the second player with
his parameters inserted.

Associated with this set of equilibrium strategies are the following quality evolution
paths:

qZ[J](t)SYM cozv’ql[ ]( t) = ( ), [J](t)opt _ 92 ( )SYM.CON g — (vt
qz[ﬂ](t)SYMH CON [J]( ) [l]( ) g]]( )Opt g[J]( )SYMQ L,CON L0 > OVL;
digyreon J() <l <> ! <>p*—g <>FCON >
qEJ](t)LFCON [J]() pt _ g ()LF

qu](t)FL CON (t)opt ( )

(4.77)

Here ¢V (1)SYM.CON g given by (4.37) and ¢!/} (1)SYM:0.CON g given by (4.38),
both from the section on symmetric outcome of the game. In these cases both
qualities are equal all the time and the first regime yields higher quality levels. The
exact formal conditions for this type of dynamics to happen are (4.28): efficiency
and decay parameters of both players have to be similar. If imitation speed is zero,
the first type of dynamics takes place, if the imitation speed is positive - the second
one.

Those types of dynamics being labeled as qz[] ] (1)L CON, ql[] ]( t)F"CON are defined
by (4.18) for cases of follower’s and leader’s constant positions. Note that this does
say anything concerning the uniqueness of steady-states. It may be the case that
two steady-states exist on both sides off the diagonal ql[] ]( t) = qz[l]( t) while there is
a constant leader in the quality dynamics. The condition for constant leadership of
the player j with no catching-up is given by the set

B (Buy +r + 05y > By (B + )iy
(4.78) (B + 7+ 0 > (Byy + 7+ 07

which is derived in the section on piecewise formulation of strategies.

At last, ql[]] (t)LF’CON,ql[J] (t)FECON are defined by (4.65, 4.73) with the order of
change from leader’s to follower’s or vice versa position defined by the initial lead-
ership as the type of dynamics in the precense of the catching-up effect. Conditions
on parameters for catching-up to happen are given in (4.48).

Below cases for catching-up and no catching-up as well as symmetric outcome
are displayed for parameter values given below:

SETLF :=[r = 0.01,0 = 0.15,7;) = 0.9,y = 0.25, B;; = 0.7, B = 0.1, N = 1000, = 1
SETSY M1 :=[r = 0.01,6 = 0.15, vy = 0.9,y = 0.9, 8;; = 0.1, By = 0.1, N = 1000,i = 1
SETSY M2 := [r = 0.01,6 = 0,7y = 0.9,7; = 0.9, 8;; = 0.1, By = 0.1, N = 1000, = 1
SETCON := [r = 0.01,0 = 0.15,~(; = 0.9,y = 0.5, B;; = 0.15, By = 0.1, N = 1000, = 1

(4.79)

The first set is the same set of parameters as SET0 where the catching-up occurs.
The second one corresponds to the symmetric case where both players behave them-
selves as followers and differs from the first by lower 3. The third set is the same
as the second but with zero imitation speed and the last one concerns the constant
leadership of player j case.
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Note, that due to the special form of efficiency of investments across products,
v(®) = Y. X VN — i, there is no possibillity for catching-up to occur only in
some products’ qualities and not to occur in others. This happens due to the fact
that the term (NN —3) enters controls of both players in the same way, hence they are
modified in accordance to the product’s index in the same way. Also consider the
conditions for leadership and catching-up in the subsection Piecewise Formulation
of Strategies. These conditions do not depend on the product index, ¢ as well as
shadow costs of investments (costate variables in catching-up situation and value
function coefficients with no catching-up). Hence, once it is determined whether
the catching-up or constant leadership of one of the players occur for some i, it
occurs for any ¢ also.

The main observation coming from the comparison of dynamics of qualities in
different modes is following: the steady-state level of qualitites being reached by
both players is lower in the catching-up mode then in others. This happens because
the efficiency of investments of the final leader (which is player [ on the picture)
is much less then in other cases. At the same time note, that only the significant
difference in efficiency functions may lead to the catching-up situation. Hence the
player who is less efficient as an investor, may become a leader because of the imita-
tion effect. Then both players would achieve steady-state levels of quality less then
in constant leadership or symmetric modes. However this does not mean per se that
this mode is less efficient in terms of the achieved quality levels, as the formulation
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of steady-state values remains the same as in constant leadership mode and is given
by (4.43). Tt is the combination of parameters’ values which yields such a result.
Exact conditions on parameters for catching-up or constant modes to realize are
derived above. In economic terms one may say that catching-up happens when
the initial leader in the development of qualities cannot sustain the imitation from
the follower because starting from some point in product development he cannot
increase his quality further on due to increased costs of preserving the achieved
level of quality.

Observe the drastic difference in levels of quality for symmetric case with posi-
tive and zero imitation speed. The incentive to benefit from imitation pushes both
players into the position of minimizing their investments. One may observe that
steady-state levels of qualities for the symmetric case with positive 6 are less then
steady-state level of quality of the follower in the constant leadership mode. This
would not happen if the imitation may be costly. If it is costless as in the current
model, it threatens the development of quality of the product as long as the dif-
ference between players is not substantial (they are close to symmetric situation)
as well as if there is no clear dominance in terms of efficiency parameters (v, 3) of
one player in comparison to another. However this imitation effect stimulates the
variety expansion as it will be seen later on.

To proceed to the solution of n(t) problem value functions V};(0,0) |i=n())
; Vi51(0,0) |(i=n(s)) are needed. They result from open-loop solution for the quality
growth subgame which differ only in parameters and are constant in time. So to
complete the characterization of the catching-up mode of the quality game value
functions of both players for catching-up case are also needed. Observe, that the
value function computed at zero quality level at the time of emergence of product
1 includes all the evolution of qualities and associated controls. Here only with the
open-loop case is considered, so the value function for each player may be computed
as the optimized hamiltonian at time of emergence (or, equivalently, at zero time
level). In what follows player j is assumed to be the leader before the catching-up
occurs:

VE(0,0)imn(r) = %H@f(O, 0) =

=L o + v o)
ViE(0,0)imn(e) = %Hﬁf(o,o) —

B %(%Wfﬂ (N — ) (@51 (0))2 + 3 (N — iy (0>w£”<o>);

1
Vit (0, 0)i=n(ey = ~ i (0,0) =

= - (3h -l )2 + 0 - el o) 0):

1
Vit #(0,0)imn(e) = ~H[*(0,0) =

1/1 . 1 N T j
(4.80) =~ (57 =)@ )2+, (v — el ).
Provided the costate values are defined from (4.57,4.59) with ¢ = 0, these last two
expressions are functions of system’s parameters and the time of the trigger, T;

which is in turn defined from (4.70). Observe that value functions for both players
include ¢ and thus n(t) only linearly. Hence the structure of these value functions
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may be described by

VGATEM (0,0),u(e = CGTM x (N —i);

(4.81) ViEATCH 0,02y = CHATH x (N — i)
where CATCH is in {FL,LF}. Then the value function for each of the players is
given in 4 possible variants:

(N = (1)), a0V, 6) > g, 1), Ve > 0

1 PG+ B+ 29in 0) +1 By +207 B +26% vy
2 T(f+ﬁ[z])2(r+9+ﬁ[j])2
x(N —n(t), gV, t) < q1(i,t),vt > 0;

Vi31(0,0) |(i=n(t))=

Chl < (N —n(t)
arpym (N = (1), (i, £) > gV (i, 1), vt > 0;

1 7'2"/[21]+7'(2"/[2l]5[j]+2’Y[2j]9)+7[21]ﬁ[2j]+297[2j]3[l]+2927[2j] .
2 T(T+B[j])2(r+9+ﬁ[z])2
X (N = n(t),q"(i,t) < ¢V)(i,t), vt > 0;

V1n(0,0) [(=n(y)=

(4.82)

Note that the value functions, although constant in time, differ between modes.

5.6. On Closed-Loop Strategies. Now consider closed-loop strategies in the
quality game once again. To demonstrate that there are no closed-loop strategies
of at most linear-feedback form except for those piecewise-constant, derived above
the discussion proceeds in two stages. First it is demonstrated that in the situation
with unique steady state without catching-up no linear-feedback strategy is stable
and hence cannot be the equilibrium. Next the situation with two different steady
states is considered and it is demonstrated that there are no stable linear-feedback
strategies which would solve the equilibrium selection problem. And at last the
catching-up situation is considered and it is demonstrated that there are no closed-
loop strategy of liner-feedback type before the trigger point. Hence the absence of
linear-feedback strategies in all cases of the game is demonstrated.

Observe that the quality game has 3 different regimes which are defined by the
relation between parameters of the players. First regime corresponds to the case
when (4.44) is fulfilled,

(4.83) By (B + 71+ )75 > Bryy (B + )y
but the relation
(4.84) B (B + gy < Biyy (B + 7+ 07y

does not hold. Then there is only one steady state in the game with player j being
the leader and player [ being the follower. If in addition,

(4.85) (Buy + 7+ 015y > (B + 7+ )iy

holds, then no catching-up is observed. In such a situation the game is resolved
by the means of the HJB approach as it is done in the subsection on constant
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leader-follower case. It has been demonstrated that if one restricts himself to at
most linear-feedback strategies, the only stable pair of strategies is

i VW= .

g = = const;
L,CON r+ By

mo o mvN-i .

= const;

IFCON = 01 By
(4.86) vt g ) < 1),

(]

which is of the piecewise-constant form. Any set of linear-feedback strategies, de-
rived from HJB equations is unstable and violates transversality conditions as it
has been shown in that section. This pair constitutes the open-loop equilibrium as
well as the closed-loop one, but the last only in the case of unique steady state.

Consider now the situation with two steady states, one with player j being the
leader and the other with player [ being the leader without the catching up. It has
been argued that in such a situation the player whose steady-state level of quality
while being the leader is higher will be the leader. So then one may compare steady-
state levels of quality to select the leader. Observe however, that such an approach
is viable only for open-loop equilibrium, but not for the closed-loop one. If one
would consider the same pair of strategies as before in the closed-loop context, one
has to account for possible deviations of both players from their strategies. Observe
that it is always more profitable in terms of additional value being generated to
be the follower in the quality game. To see that assume both players start at the
(0,0) position in qualities as it is required by initial conditions of the model. Then
both of them will have incentives to invest less then the other player to become the
follower. This illustrates the fact that value functions of both players in linear form
are not continuous along the diagonal in the state-space unless speed of imitation

is equal zero. Now assume any other position in the state-space, (ql[j ) #* qz[l]) out off

the diagonal. There are two possible steady states present, one with qz[] = qZSTL
and the other with ql[l] = qZSTL on different sides from the diagonal. Then irre-
spective of the given position in the state space any given player will try to reach
the steady state where he is the follower as long as VFCON > Y I.CON — Thep
eventually quality levels will reach the diagonal again, where linear value functions
are not continuous.

Hence the situation with two steady states leads to the catching-up situation
in the closed-loop case which cannot be described by the linear value functions and
hence by the piecewise-constant strategy set. The same is true for the catching-up
case in general. At any given quality level on the diagonal it is profitable for any
player to deviate from the given piecewise-constant strategy into the region where
this player is the follower and the same is true for the other player. Hence the
piecewise-constant strategy pair, which constitutes the open-loop equilibrium can-
not constitute the closed-loop one in the situation with two stable steady states.

Now consider the situation with catching-up. In open-loop case one may find
the set of strategies before the trigger through maximum principle as it has been
done in the subsection on catching-up. Observe that the closed-loop situation would
require the HJB approach for the strategy pair before the trigger. Even if such a
pair of strategies may be found, the point of the trigger, qzm = ql[” = ¢TRIG Jijes on
the diagonal and there are two different possible steady states from then further
on. In open-loop case one may choose one of these, while in closed-loop situation
it is not possible, since the value functions of the leader and the follower are never
equal unless the § = 0. Hence the strategy of the form (4.74) cannot constitute the
closed-loop equilibrium.
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One may conclude that in the given quality game there is only one case where
the piecewise-constant strategies set may constitute closed-loop equilibrium of Mar-
kovian Nash type: this is the case of unique steady-state. Observe now, that the
catching-up may occur even if there is only one steady-state. This corresponds to
the set of conditions:

Bu By +r + 075y > By (B + )iy
By (B + 1) > By (Byy + 7+ 0)iy:
(4.87) (B + 7+ 075y < (By) + 7 + Oy

In this case some closed-loop equilibrium may occur, but they are not defined here
since it is unclear what form value functions of players may have in this case. One
may conclude, that closed-loop equilibrium of the game is defined in the form of
piecewise-constant strategies for the case of unique steady-state levels of qualities
and is not defined for the case of two different ones. Note that this does not
mean that there do not exist closed-loop strategies at all, but only that closed-loop
equilibrium in the form of at most linear-feedback strategies is defined only for the
case of single steady state of the game.

6. Variety Expansion Problem

Variety expansion problem is the differential game with one state and two con-
trols. Both players invest simultaneously in the variety expansion and benefit from
the resulting variety on common base thus sharing all the information on this level
of innovations. The dynamic problem for both players is to maximize the potential
output of innovations given the costs of investments. Note that the potential profit
on this level consists only from the future accumulated profit from development of
quality of newly invented products so the same logic as in the monopolist case ap-
plies here. The quality game is described by means of the open-loop strategies, but
there is also the case where the set of piecewise-constant strategies constitutes the
closed-loop equilibrium. Hence in this section first the open-loop equilibrium for
variety expansion game which coressponds to open-loop equilibrium of the quality
game above is considered. For that the maximum principle approach is used. After
this the HJB approach is employed to derive the closed-loop equilibrium for the
variety expansion game which is associated with the closed-loop equilibrium of the
quality gamee (picewise-constant strategies with unique stable steady state).

6.1. Open-Loop Solution. This subsection is devoted to the characteriza-
tion of the open-loop solution for the variety expansion game. For that the maxi-
mum principle method is convenient. The reformulation of the objective functional
is used in the same way as in the patenting case, (3.2), except for now one have two
objective functionals and infinite-time horizon for qualities also. One may rewrite
the problem of variety expansion as following;:

. b r 1
JU] :/o e t((a[j]u[j] (t) + aupy () Vi1 (0, 0) l=n()) —5uL (t)z)dt — maw;

oo . 1
J[”:/O e ((apyug (6) + g (0)Vin (0,0) Limn(oy —5up (8)? ) dt — maz:

s.t.
n(t) = agjug)(t) + apgup (t);
(4.88) U] (t),’u,m (t) >0,Vt > 0.

where V};1(0,0) |(i=n(t))> Vi1(0,0) [(i=n(¢)) are given by (4.82) and depend on n(t)
linearly.
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Denote the value functions from the quality game by

Vij1(0,0) |izn(eyy= CY¥ x (N = n(t));
(4.89) Vi (0,0) [(i=n(en= CU x (n —n(t)).

The constant part may vary depending on the leadership in the quality game, but
the variety expansion is analyzed parametrically and then the dynamics correspond-
ing to different regimes of the quality game is compared. This may be done since
these constant parts of value functions above do not depend on the state variable
and controls or time. This constitutes the one-state differential game with common
state constraint which may be solved using standard techniques. First construct
hamiltonians of the given problem:

. . 1
HY = (agug (1) + agug (£)CYH (N —n(t)) - 3 (8) + A (8) (oyugs (8) + au (1));
(4.90)

1
HY = (ayug () + apguy ))CH(N —n(t) - PRl ()* + Ay () (ajyug (t) + oqug (1))

Now derive first-order conditions on controls:

OHU!
Fugy 0 = e () + CYN(N —n(1));
J
oKl .
(4.91) Py 0: ufy = oAy (t) + CY(N = n(1)).

Substituting these into hamiltonian functions and writing down costate equations
yield the canonical system for the variety expansion game:

. OHL!
Al = TG — onll)
= (r+ af CIYA (1) + afy CHAy (1) + (af (CF)? + o, CVICI) (N = n(t));
aH 0
on(t)
= (r+ oy O () + afy CIA (1) + (afy (C1)? + oy CHICT) (N = n(1));
n(t) = afy Ay () + afyhy () + (afy (CV)? + afy (CI)?)(N = n(t));
n(0) = ng;
limy—ooe™ " A () = 0;
(4.92) lim—oce” " A (t) = 0.

Ay =y —
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This constitutes the system of linear ODEs with one initial condition and two
boundary conditions (transversal ones) which is then solved. The solution is:

n(t)* = N — (N — ng)e?(ry/7(rady ol +aaf, cle,

cy! (a[zj] e+ 04[21] Cz[)j])

A () =~ y
] (5] ]
20,05 + 1+ \/ r(r +4a?,Cy" + 4af, Cy”)
x2(N — no)eé(T_\/ r(r+daf; O+ CU))E,
W2 Al 2 Al
Ap ()" = — Co (o Cs” + oy Cv”) X
2 (5] 1]
2a[2j]CUJ +r+ \/r(r + 4a[2j]cvj N 40[2”Cv )
(4.93) x2(N — no)eé(r—\/T(T+4a[2j]C,l[]j]+4a[2llcl[]l]))t'

Due to the nature of the problem analyzed here the costates’ dynamics is negative.
This happens because in the form the problem is reformulated in this section, every
agent cares only about future investments into variety expansion. From this point
of view shadow price of investments is negative since every marginal addition to
investments reduces future possibilities to invest. This happens because one has
bounded product space in the model and inventions reduce the dimensionality of
this space. Agents take into account the profit generated only by the next potential
product but neglect all the products which are already invented before. Hence the
shadow price of investing into the expansion of products variety is negative. Still,
investments are positive for both agents as well as the growth of variety. Explicit
formulation of investments into variety expansion for both players hence is:

ug ()* o OF(r 4 \/r(r + 402, O + 4o C1)) x
(5] = ; 1 j !
Qa[Qj]CLJ] + 2a[2”C’1[,} +r+ \/T(T + 40z[2j]01[f] + 4a[2l]C,[,])

(o 402, C[j] 402 C[l] t
(N — ng)ed =y rtr+af, OV +aagy i,

. o ol (r+ \/r(r + 4a[2j] e+ 404[2”0731]))
w ) = e s 0 il
2a[j]Cv + 2a[l]CU +r+ \/r(r + 4ava + 4a[l]C’U )

(4.94) X(N — no)e%(“\/T(’”Ho‘fnc'[uj]*mfu o,

These are completely symmetric except for the term oz[j)l]C'l[,J ' which depends on
investment efficiencies and value generated by the game in quality of the next
product to be invented of both players. Hence relative scale of investments into the
variety expansion depends on the outcome of the quality game.

One also may compute the value function of the variety expansion game as the
optimized hamiltonian function. Observe that this value function does not exhaust
all the value generated for each of the players within the model as it includes only
the value of the quality game for the next product to be invented but not all of
the products which are already invented for any time ¢. The value of the variety
expansion game for each of the players is the respective hamiltonian function, (4.90)
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at time ¢ = 0 and optimal costate and variety values, given by (4.93):
1 j * *
Vi (n) = —HY! (n(o) AR (0)7) =
2a2 o+ 2oz[J]C’[]] +r+ \/ 7’+4a[ ]C[]] +4a2 cll )

(N —ng)? (2a[l]C[] + a[j

=Cbl x

1 * *
Vig(n) = —H(n(0)", Ay (0)") =
(N —no)2(2a2,CH + a2, 1)
2a[2l]C[l + 204[2j]C1[,l] +7r+ \/r (r + 4a[j] e+ 404[2”6'1[)”)
It can be seen that value function of the variety expansion game is just the com-
bination of efficiencies of investments into the variety expansion, ay; ;) and value
functions of the quality game of both players. Observe that these are independent
of the index of the product, 7, as they include estimation of value generation of all
products to be invented at the point ¢ = ny. Hence these two functions give the to-
tal value of the combined game of quality growth and variety expansion. However,
they may take different values depending on the leadership regime in quality game.
Due to the special and symmetric form of investment efficiencies «y(e) the same

(4.95) =l x

regime is preserved for all product indices ¢ and values of Cy ], Cq[,l] are independent
of . As long as shadow costs of investments in quality game are independent of
i, optimal investments for both players depend on i in the same way. Then value
functions and quality dynamics will depend on ¢ also in the same way for all regimes
and hence conditions for realisation of one or another regime are independent on ¢
also.

This of course is not necessarily the case with more general (e.g. defined differ-

ently for different ¢) specification of efficiency functions -y;;(¢). No claims concerning
general properties of these functions are made here. One would stop on the conclu-
sion that with the adopted specification of (e) functions the regime of leadership
in quality game is constant across products and hence the value function for the
variety expansion part may be defined independently on 4 or n(t).
Now turn to the analysis of the influence of regime of the quality game onto the
dynamics of variety expansion investments. As it has been mentioned the quality
game may have four different solutions depending on the combination of parame-
ters. Variety expansion policies of both players depend on value functions generated
by the quality game. Hence one has four possible outcomes in the variety expansion
game and in the overall model also.

For illustration of the difference in investment policies caused by different
leader-follower patterns take 4 different sets of parameters which correspond to
leadership of player 7 and I and to the catching-up situation with player j and
player [ as initial leaders in quality growth respectively. Efficiency of investments
into variety expansion is assumed to be equal for both players:

SETJL := [y = 04,7 = 0.7, B = 0.2, By = 0.2];
SETLL := [y = 0.7, = 0.4, B3 = 0.2, By = 0.2];
SETJIL := [y = 0.9,y = 0.25, Bj;; = 0.7, B = 0.2];
SETLIL := [y = 0.25,y = 0.9, 85 = 0.2, By = 0.7].
with
[no = 1, a1 = o) = 0.5,7 = 0.01,6 = 0.15]
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for all variants.

With constant leadership in qualities variety expansion investments are rather large
and the rate of investments decreases rapidly until zero. The player who is the leader
in quality growth invests less then the follower:

variely expansion invesiment with j as a constanf leader variety expansion investment with | as a consfant leader
1600 4 1600 4
1400 4 1400 4
1200 1200 4
1000 1000 4
300 4 00
600 4 00
400 4 400
T T T T T T T T T ] T T T T T T T T T 1
0 0.2 0.4 0.4 0.3 1 0 0z 0.4 0.6 03 1
i
— j player variaty investnents — j player variety investments
= [ player variety investments | player variety invesiments

With the catching-up situation in quality growth investments into variety expan-
sion are much slower then with constant leadership. The player which is the initial
leader but is the follower in the long-term invests less then the other.

variety expansion ixvestment with [ as a femporary leader variety expansion ivvestment with j as a temporary leader
700 700 4
600 600 4
500 H 500 4
400 400 A
T T T T T T T T T | T T T T T T T T T 1
] 0.2 0.4 0.6 0.3 1 0 0z 0.4 0.8 0.8 1
i f
— j player varisty investments — j player variaty investments
= [ player variety investments | player variety invesiments

As a result variety expansion is much slower with the catching-up situation then
with constant leadership:



6. VARIETY EXPANSION PROBLEM 111

varigly expansion speed comparison
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Here one observes only two lines instead of four because of the symmetric efficien-
cies of investments into variety expansion being assumed for both players. Hence
irrespective of the leadership of one or the other player the total expansion of va-
riety is the same. Then one may observe that with constant leadership of one or
the other player the dynamics of variety expansion coincide. The same is true for
the catching-up situation. One may observe only the difference between variety
expansion speed caused by catching-up and constant leadership situations.

Such a significant difference in variety expansion rates follows from the fact
that value functions of quality game are much lower for the catching-up situation
for the constant leadership case for both players. This might be interpreted as an
effect of competition between players. Hence when the catching-up is possible, the
variety of products is expanding much slower and qualities grow to lower steady-
state levels for all invented products. Less resources are devoted to both types of
investments. If both players anticipate that no catching-up is possible, they devote
more resources to the quality growth and eventually reach their respective steady
states while expanding the available variety of products faster. One may claim that
with open-loop strategies imitation in quality growth may have ambigious effect on
the variety expansion, depending on the intensity of competition between players.
It is also interesting to compare the resulting variety expansion paths of the differ-
ential game with that of the monopolist. For that take the set of parameters for a
monopolist as an average from parameters for both of the players from the SETJL:

SETM :=[a =0.5,7 = 0.55,8 =0.2,7 = 0.01, N = 1000, ng = 1].

This parameter set is an average of efficiencies and decay rates of both players. It
may be seen that the monopolist’s variety expansion is slower then for differential
game with constant leadership. However, it is faster then for the case of catching-

up:
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monopolist — diffeame variefy expansion comparison
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Then one may conclude that the cooperation between players in variety expansion
yields higher aggregate growth of variety expansion then that of monopolist only if
the players preserve their leader-follower positions. In this case there is substantial
difference between their investments into quality growth and hence the imitation ef-
fect is high enough to boost variety expansion investments of the player which is the
follower. At the same time if the catching-up effect is observed, the imitation does
not provide enough incentives to boost variety expansion as this effect is present
for both players (before or after the trigger 7;) and the whole variety expansion
process is slowing down due to the problem of free-riding. Every player does not
benefit enough from the imitation effect and in turn, has less incentives to invest
in variety. At the same time it has to be noted that due to the open-loop nature
of the investment strategies analyzed here both players invest non-zero amounts
into variety expansion irrespective of their positions in the quality game. It will be
shown that this is not the case in closed-loop situation.

6.2. Closed-Loop Solution. One may consider the closed-loop strategies for
variety expansion. Observe that this may be valid only for the case where single
steady state exists in the quality game, that one with the leadership of one or
another player. In such a situation the given set of piecewise-constant strategies
constitutes closed-loop equilibrium of the Markovian Nash type in the quality game.
This follows from the discussion on closed-loop equilibria existence in the end of the
section on quality game. The situation when there is only one stable steady state
in the quality game is described by the set of conditions on steady-state levels of
qualitites for both players. Observe however, that even the situation with the single
stable steady state in piecewise strategies for the quality game permits catching-up
strategies. Hence there might be some closed-loop equilibria of the quality game
with piecewise-constant strategies of both players without catching-up but with
some other type of investments policy in the precense of catching-up. However,
this is not considered in this work because there is no clear way to define closed-
loop strategies with catching-up which are not of linear-feedback type for the quality
game. More discussion on this may be found in the end of section 5 of this chapter.
Hence consider for closed-loop equilibrium of the variety expansion game associated
with the closed-loop (Markovian Nash) equilibrium of the quality game only the
situation with single steady state and no catching-up. This is characterized by the
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set of conditions:
By (Buy + 7+ 0y > By (Byy + 1)y
By By + 1) = By By + 7+ 0y
(4.96) (Buy + 7+ 07 > (Byy + 7+ 07y

Which describes the situation of single steady state with no catching-up. Above
player j is assumed to be the (constant) leader of the quality game.

Hence, the value function of the quality game for any player may take only two
possible values:

W (N —n(t)), g (G, t) > ¢ (i, t)vt;

(r+8)2r
V1000 =)= § 1 oy ey 270 oy 20008 2008 ey
2 r(r+B8p))? (r+60+06y))? me),

g (i, t) < ¢, t)vt.
(N —n(t)), qU(i,t) > gl (4, £)V;

(r+Bpuy)?r
‘/[l] (O’ 0) |(7’:n(t)): l T27[211+r(27[21]6[]]+2'Y[2]]9)+'Y[21]6[2]]+29"{[2_1]ﬂ[l]+2927[2]] (N _ (t))
2 r(r+ B2 (r+0+ ) M)

gl (i, t) < gV, t)vt.
given by first two lines for both players in (4.82). Then one is able to construct

HJB equations for this part of the problem in the same way as it has been done for
the monopolist’s case (chapter 2):

V(1)) =
nwx{<awﬂu>+cmpﬂuw>x»@nmo>m_mﬂ>—§<wﬂ@»2+

RIO0)

on (D) (agul (1) + agyul! (f))}%

rVl(n(t) =
maX{(Oéum (1) + apul () x Viy(0,0) [(i=ne)) —%(U[l] ()*+

s ,
(4.97) +W(amu”l (t) + gl (t))}

As it can be seen this time HJB equations for both players are almost identical
with respect to variety expansion investments. The main difference lies in different
value functions of quality problem which enter these HJB equations as arguments.
Observe that these last have constant parts multiplied by the same factor (N —n(t))
and these constant parts do not change the general shape of solutions for variety
expansion problem. First his general solution is obtained and then the discussion of
the influence of these quality problem value functions on the exact form of dynamics
of variety investments follows.

First-order conditions and associated controls:

u[]] (t) = ap;] X (‘/[J] (0,0) |(i:n(t)) +

0
(4.98) all(t) = ag x (Vn(0,0) li=ncoy +



114 4. STRATEGIC INTERACTIONS IN HETEROGENEOUS INNOVATIONS FRAMEWORK

Note that quality problem value functions given by (4.82) do depend on the variety
expansion, n(t). Denote

1 .
(N —=n(t)’
v
(N —=n(t)

V()P = V1;1(0,0) |(i=n(e)) *
(4.99) V()" = V}(0,0) [(izn(e)) %

These two are therefore constants and do not influence the general form of solution.

Value functions of variety expansion problem for both players are dependent
on one state variable only and the game is linear-quadratic. Then one may assume
2-degree polynomial of one variable as the form of the value function for both
players:

VUl(n(t)) = K 'n(t)? + Kn(t) + K
(4.100) V() = K@) + KPnt) + K.
Observe that despite there is only one state variable and common dynamic con-
straint in this problem, value functions of players are different since the difference
in their quality problems.

Substituting these into the HJB equation for each player yields system of 6 algebraic
equations for value functions’ coefficients:

(r+ 2005V ()Y KV — 200 (K)? — Lo, (V(9)l))? = 0;

(r + a2y V(@) — 202, KY)E + gl (V (o)) — 2K7) +
+N (a2, (V(g)U)? = 203, V(g) KPT) = 0;

Y — (agul? + o2,V (QUIN)EY - L2, (V(@)VIN)? + (K§)?) = 0.
(r+ 20y V(9) " K — 200 (K[")? — a2, (V(g)1)? = 0;

l l i l
(r+ V(g — 203 KN K + agyul) (v ()1 — 2K17)+
+N () (V(9)")? — 203V () K]T) = 0;

rEY — (agul + 02 V(9N KLY — La2, (V(@PN)? + (K£11)?) = 0.
(4.101)

Observe that the system of equations for every player includes optimal control of
the other player. Then the resulting solution for coefficients is dependent from
coefficients of value function of the other player. In general, this system yield four
different sets of solutions corresponding to different roots of quadratic equations
included in the system. All 4 sets define strategies of both players in the form of
reaction functions. As a result one have 4 different sets of candidate strategies and
it is hard to know in advance which of these strategies are optimal. However with
the help of numeric simulations on all these sets of strategies it becomes clear that
only one pair of strategies yields positive variety expansion process of a stable type.
2 other sets yield negative results and hence are not admissible, while the third one
yield unlimited growth of variety and thus corresponds to the unstable branch of
solution. This is discussed in more details further on.
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Specifically one has 2 different possible reaction functions for each player:

2rag; V(@)Y (N —n(t))
r+\/4a[2j]rV(q)U]+r2
Ot[l]’l“—\/4aﬁ7.]’r‘v(q)[j]+r2
agy) (ry 402,V (@)U +72)
2rap; V() (N —n(t))
T—\/4afj]rV(q)[j]+r2
a[l]r+\/4a2j]r\/(q)[f]+r2

el
3] (Tf\/4a[]]7"v(q)m+7"2)

ulll (t);

wl! (t) =

();

2raq V(M (N —n(t))
r+\/4a[2l]rV(q)[”+r2
a[]-]r—\/4a[2”rV(q)“]+r2
o) (r+/ 403y rV (g) U 4r2)
2rap V(g (N—n(t))
T—\/4a[2l]rV(q)m+r2
aggy Ty /A0y PV (@)l 42 "
o) (r— /403, rV ()1 +12)

uldl(t);

(4.102)

Here one may observe that first of the pair of candidate reaction functions for
2roz[j,l]V(q)[j’l]N
7‘-1-\/4a[2le]7‘V(q)[.7',l]-|-r2
dependence on the control of the other player and on the state variable, while the
second one has negative sign of the constant and positive dependence on the state
variable. Clearly, the second form of reaction function may lead only to the set of
zero strategies, namely, {ul!(t) = 0,ul!l(t) = 0},Vt. Indeed, positive dependence
on the state variable does not help since it is exactly outweighted by the constant N
which is the maximal reachable state variable level. Such an equilibrium is trivial
and hence the second pair of reaction functions is neglected further on. Hence one

has only one pair of reaction functions left, namely

each of the players contains positive constant and negative

. = —
Wbl (t) = 2rapV(g)UN(N — n(t)) Ly apr \/4aer(q)[J] +r W
b JAE V@B 2 ag(r+ f4adrV (@b +02)

_ 2ragV@U(V —n@) 0" VAdadrV (@l +r2

1
r+ \/4a[2l]7"V(q)[” + 12 ap(r + \/404[2”7"‘/((])[” +72)

(4.103) wull(¢)

As a result of resolving this system one obtains the set of candidate strategies for
every player.

Now consider the general structure of these strategies. Observe first the negative
relation between strategies of the players. If one player is increasing investments
this will push the other to decrease them and vice-versa.This is illustrated on the
following picture:
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unconstrained control of the leader
unconsirained control af the follower

The picture illustrates the case V(q)l/! < V(¢)[. Control of the player j reaches
non-negative level with n(t) > N only. However due to the requirement of nonneg-
ative investments the strategy of given player has to be not less then zero. Then at
any given time only one of the players invests positive amount in variety expansion
while the other one does not. Exact form of candidate strategies for both players
being displayed for some reasonable parameter set on the picture above is:

1 (S(’I” — R[j])R[l] + (—SR[j] +rS+ 8a[2j]a[2l]V(q)[j]V(q)[l])7‘)

(4] _ _ - N — .
gy = -2 . < (N = (o))
(4.104)

0 B 1 (—S(T + R[j])R[l] + (SR[j] +rS+ 804%7.]01[2”V(q)[j]V(q)[l])T)
all(t) = 5 — x (N = n(t)).
[1]7" _

where S = ( Q]V(q)m +afV(gW), 8- = (=, V(9 + af, V() and Ry ) =

\/4a W0 4 2.
Further on, consider set of candidate strategies with the condition of non-

negativeness of the investments. This condition gives the set with zero j’s player
investments and non-zero investments of player [:

{ub1(), ul (1)} > OVt

uldl(t) = 0,
u[l]() 0.

where ul!l(t) is given by the second line in (4.104) with uV](t) = 0 consequently.
Now the natural question is what pushes the j’s player investments to be non-
positive? To answer this one has to turn to the value functions of quality problem
which are entering these equations. It turns out that this parameter defines who
will invest in variety expansion and who will not.

Consider the dependence of variety investments on perspectives of quality
growth. It has been discussed that the player whose quality is lower and who
appears to be the imitator benefits more from quality growth then the player who
is the leader. This happens because imitation effect is costless and the imitator
may reach any given quality level with less investments then the leader. As a result

(4.105)
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his value of quality problem would be greater. Formally,
1)
——— (N —n(t)) <
(T+ﬁ[j])2r( (1))

w106 < L7 @B + 2000) + 60 + 20008 + 20
(4. ) = 2 2 (
2 T(T‘i‘ﬁ[l]) (T+9+ﬁb])

n(t)).

This means that the follower in the quality of a boundary product will have greater
incentives for investments in variety expansion then the leader. Because the strate-
gic behavior in variety expansion game depends on the difference of values generated
by the quality game, S_, this will define who is the active investor.

Observe now, that the leadership only in the boundary product is what mat-
ters for the selection of active investor on the variety expansion level. Note that
this ‘boundary product’ term does not define some specific product and its quality.
Rather this notion refers to the boundary of the products’ range as an aggregate
parameter of the system. This boundary product then at any given time coincides
with different products as long as variety expansion process is a monotonically in-
creasing one. One may think of this notion as a measure of relative profitability or
attractiveness of the whole range of products which are already in existence. Then
the rule of selection is defined by:

uldl(t) > 0,V : ¢, n(t)) < ¢ (t,n(t));
uldl(t) = 0,Vt : U1 (t, n(t)) > ¢ (t,n(t)).

Provided the assumed form of quality investment efficiencies this means that the
player who is the leader in one product’s quality is the leader in all the others also.
Thus the leadership mode is defined for all products and depends only on relations
between parameters 7(; 1, ;) which are independent on the products index. The
argument here should follow the same lines as for the open-loop case described
above.

With given quality investments efficiencies it is then clear that relative positions
of players in correspondence to the boundary product are defined exogenously from
the beginning through parameters’ relations. Without this consideration it is not
that clear how the regime of investments in variety expansion may be defined, since
the quality which then contributes to the value generation does not appear yet in
the moment of defining variety investments. With parameter functions as being
adopted in the model players know in advance about leadership in all products and
the notion of boundary product becomes redundant. Observe that this may not
be the case for other forms of parameter functions. In such a case the leadership
relation may change across products and thus the resulting variety investments are
not constantly zero or positive as in monotonic case. It might be the case that for
some time variety is increased due to the efforts of one player and for some time - by
the other player. The simplest case of such a change in regimes of investments may
be considered within the framework of monotonic efficiencies also. That will be the
case when the catching-up in qualities occurs. However the closed-loop strategies
for quality game in catching-up case is not derived and hence this situation is not
analyzed here.

The player which is the follower in qualities is investing positive amount into variety
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expansion which is given by

u () = oy V(@) (N = n(t)+
12a[2F]V(q)[F] +r— \/4a[2F]rV(q)[F] + 72

n(t)—
v (t)

2 (F]

(4.107) M
QF)

with
(4.108)
Vig)F = L A + 20008) + ey + 20000 + 200

2 r(r+ Bir))?(r + 0 + Bim)?
where L denoted the leader in qualities and F' - the follower, and
(4.109) u®(t) = 0.

Then the final formulation of strategies in variety expansion is given by:

bl o 0
0:4nty > In(ey

5] (1) = 2 U fr—. /202 1V (q)il 412
U ) 207,V (q)V 4r daf rV(g)lil+r
oV @V (N = n(t)) + 3= o n(t)-
ENV@YD |
e 4 < ntey
(4.110)

And the other way around for the second player. Now one may fully solve the
system of equations on value functions coefficients substituting zero for one of the
players’ controls. Assume for certainty the zero control for the player j (who is then
the constant leader in quality growth). Then the pair of HJB equations is reduced
to:

PVl (n()) = maz (VI (g)(N — (1)) + a[(@f”amu”});
Vi ((t)
t

4111) V() = maw(ﬂ[l]“[”vm(Q)(N — () + W

a[l]u )

Hence both expressions depend only on the control of the second player. Then one
may solve for the value function of the second player first and derive his optimal
control and then use it for calculation of the value function of the other. The control
of the player | who is the investor in the variety expansion is then reduced to:

aprV" @)V —n(t)
7‘+\/7’2+4V[ (q)a?r

(4.112) ulll (¢

—~
~—
*
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Substitute this into the HJB equation of the first player to derive his value function.
The resulting value functions of both players are:

Vil(n) = n
4o VIl(q) + 7 + \/7‘2 +4VUi(g)afr
4ag V(g VUl (g)N
— n
401[21]1/[” (@) + 7+ /r2+4V (q)a[zl]r
205, VU (q) V1 (q)
+
404[2”‘/[” (@) +7+/r2+4Vl (@)afyr

2.
)

207y V(q) + 7~ \/ r?+4Vi(g)agyr
n

vi(n) =
4a[2l]
VI(@N(r =\ [r? + 4V (g)a3r)
+ n+
r+/r2+4vi (q)afl]r
202,71V (q)?
(4.113) + V9 2,

(r+/r2+4vi (q)a[gl]r)2

With given optimal controls one have the evolution of variety expansion:

200V (Q(N=n(t)) [4] q[l] .

. r+\/r2+4v[l1(q)a[2”r’ n(t) n(t)’

n(t) = 20,V U (g)(N—n(t)) PUBNE)
r[r2 AV (o, n(t) ~ In(t)’

[J

(4.114)

which yields the variety expansion path of the form:

B za[?”rv[l](q)

R L) ————
r4y/r2+avil(g)a? r i 1
fort — N—e / o (ano),qif(]t) > qu](t);
ﬂ( ) - 2(![2]_]”/[1](,1)

v,
I Ul(q)a2, r ‘
N +\/ 2+avll)at, (N _ no), qg](t) > qg(]t).

(4.115)

depending on the leadership in quality growth. This closes the variety expansion
game for the case of closed-loop (Markovian Nash) strategies.

One may compare the rate of variety expansion between open-loop and closed-loop
strategies. Observe that closed-loop solution is effective only for constant leadership
with single steady state. To compare the solutions take the set of parameters
corresponding to the single steady state in the quality game, where player [ is the
constant leader. As such the set SETLL is relevant, since the condition

(4.116) BBy + 7+ Oy > B (B + )iy

is fulfilled and the opposite does not hold. Then the variety expansion for closed-
loop strategy profile is slower then for the open-loop but higher then for the mo-
nopolist’s problem:
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The obvious reason for such a difference is that the leader does not invest into va-
riety expansion under closed-loop at all while in open-loop he is investing positive
amount although lesser then the follower.

7. Discussion

In this chapter the model of strategic interactions between innovating agents
has bee introduced. It combines the imitation effect and the R&D cooperation into
the single model while allowing for heterogeneity of products’ characteristics. One
may compare the results of this model with other papers in the field. First of all
consider the paper of Judd, [25] where the competition of multiproduct innovating
agents has been considered also. In this paper the distinction between two types of
innovation is made, namely the author considers leap investments and partial jump
investments which closely correlate to the structure of quality growth and variety
expansion in the given framework. The paper of Judd differs in two aspects from
current approach. First he accounts for uncertainty of innovations while here it is
absent and second he analyzes the static framework with multistage innovations
while the given model allows for a dynamic game. The results of the given model
substantially differ from that of Judd’s. This happens mainly because although
Judd allows for leaps in his model, this leaps are characterized by the same space
as ordinary jumps and thus there is no explicit distinction between both types of
innovations. Both types of investments are defined in the same 1-dimensional space
and change only relative positions of the agents. At the same time in current model
two types of investments are explicitly distinguished and moreover it allows for the
distributed parameter type of the quality growth innovations. That’s why the terms
of excessive investments, the relative positions and strategies of the leader and the
follower are much more clearly defined in the current model. Namely one may ob-
serve the incentives which push each of the players to over- or underinvestment in
comparison with the other player. In Judd’s paper it is claimed that competitive
environment yield investments higher then the social optimum and moreover that
it is possible for the follower to invest more then the leader. In the current case it is
also possible, but the distinction is more explicit: the follower will invest more then
the leader but only in variety expansion (which corresponds to leap investments in
Judd’s) while investing less in quality growth. Meanwhile this last effect depends
on the precense of imitation effect and is fully defined by it. At the same time
observe, that in the absence of this effect it is not possible to define the strategic
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interaction between players on the quality growth stage in the given framework.
Also observe that only the equilibrium of open-loop type is defined for all outcomes
of the model, since the strategies in quality growth are of open-loop type and the
same in variety expansion. The closed-loop type strategies for the variety expansion
path are also defined as well as for quality growth. However the area of existence of
piecewise constant closed-loop strategies as equilibrium ones is limited by the situ-
ation with unique steady state of the quality growth game. In this case closed-loop
equilibrium coincides with the open-loop in the quality growth game but not in the
variety expansion game.

Concerning the comparison with social optimum it cannot be done within the
framework of the suggested model. Partial compensation for it is the comparison
with the monopolist’s case. In the absence of any other structures in the game this
monopolist’s outcome may be considered as the action of social planner as well.
This is in agreement with Judd in the conclusion that the competitive environ-
ment yield higher investments rates in almost all cases. Yet there is a room for the
domination of the monopolist’s outcome as it has been demonstrated. This takes
place in the situation when the monopolist’s efficiency of investments into variety
expansion is in between the efficiencies of both players and there is a catching-up
situation in quality growth. In this case the overall level of investments of the mo-
nopolist may be higher then that of multiple agents. It may be concluded that the
suggested model allows for more heterogeneous outcomes then that of Judd.

Another paper in the field to consider is the work of Boone, [11]. The main
claim of this paper is that the rise in competitive pressure may not increase innova-
tions of both types but only of the one of at the cost of reduction of the other. First
note that this model is completely static and the author considers the competition
of static Cournot type in the industry. Next, he has the distinction by firm types
with respect to their behavior which is dependent on the efficiency parameters of
their investments/costs. In the suggested model such a distinction has not been
made although depending on the mutual relationship of efficiencies and decay rates
of both agents there are 4 different types of variety expansion dynamics and 4 types
of quality dynamics and one may label this types according to types of agents. The
main difference is that again the current model is dynamic in nature. Concerning
the results the model does not support the claim of Boone, as it turns out that in
the majority of cases the rise in the number of players from 1 to 2 yields rise in
both types of innovations as the result. At the same time the further increase in
the number of players does not necessarily mean the further increase in the level of
innovations of both types in comparison with the 2-player case. Observe also that
Boone accounts for competitive pressure as an exogenous parameter which may
differ across players while in the suggested model it would be defined just by the
number of players as there is no effect of potential entrants at all.

One may argue that it is not revelant to compare the results of a given model
with static models above. Consider then the literature on dynamic R&D competi-
tion which dates back to Reinganum, [17]. Current model substantially differs from
this literature also in that it has the simplified framework which abstracts from un-
certainty in any form which is substantial for this kind of literature while allows for
continuous stream of heterogeneous innovations, which has not been made there.
Thus the performed analysis may be compared with that of Reinganum in a rather
limited way. Namely, one may compare the effect of R&D competition in rather
general terms only. In Reinganum’s paper necessary and sufficient conditions for an
optimum constitute optimal controls of piecewise form ranging from zero to some
max value depending on the potential marginal profit. This is the same to the vari-
ety expansion strategies in the suggested model, where every agent invests different
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amounts depending on what is his position in the quality game with minimum in-
vestments being achieved when the given player is the initial leader in quality but
looses this position eventually. At the same time observe that the imitator in cur-
rent model does not invest zero in the quality growth in all cases, but some strictly
less amount then the leader while investing more in variety expansion.

To conclude with comparison one may observe that the suggested model com-
bines the dynamic game-theoretic approach of Reinganum, [17] with multiprod-
uct innovations framework introduced in [12]. One then obtains effects which
may not be described within both of these approaches. The recent paper by
Lambertini&Montavani,[56] has somewhat similar differential games approach which
combines product and process innovations. However, they do not handle multiple
products with different investment characteristics which is the essential part of the
suggested heterogeneous framework. Effects captured by this heterogeneous ap-
proach are discussed below.

First effect is the interaction between two different types of investments for
both agents. It has been demonstrated that neither of the effects being considered
(imitation and cooperation) may constitute the equilibrium in the absence of the
other. Consider first the imitation effect. As long as it is costless (or, alterna-
tively, its costs are neglectible), every of the players has stimuli to deviate from
the strategy of being the leader as it is more profitable in terms of the value func-
tion to be the imitator. The most clear this effect is in the symmetric case where
both players have identical parameters’ sets. In this situation any marginal devia-
tion for both players would be profitable and hence the pair of symmetric strategies
{gV(i,t) sy ar, g1 (i, t) sy ar } may not be the equilibrium of the quality growth game
in the sense of closed-loop. Moreover, the catching-up effect has no logical justifica-
tion then: as it is more profitable to be the follower, this follower has no incentives
to catch up with the leader. Instead he would decrease his investments by some
marginal amount to remain the follower. Now consider the cooperation effect. In
the absence of the associated quality growth problem even for a stand alone inno-
vator there are no stimulus to invest at all. Now suppose the game in the precense
of quality innovations but in the absence of imitation effect. As long as one of the
players has higher efficiency of investments then the other, he would have stronger
incentives to invest in variety expansion because this would generate more value for
him. Then the second player will not invest in variety expansion at all. But then
the first player’s incentives to invest in variety expansion would also decrease. In
the precense of imitation effect the situation is the opposite: it is more profitable to
invest in variety for the follower, who benefits from imitation in the quality growth
game. As it has been shown, the leader’s investments in variety expansion should
be lower then. So in the absence of imitation there is a free-rider problem con-
cerning variety expansion where both agents have incentives to invest less then the
competitor and some external mechanism is required as it is usual with public good
provision. At the same time if the imitation effect is present this problem not only
disappears, but helps to constitute the equilibrium, as incentives to invest less then
the other agent into variety expansion is counterbalanced by incentives to invest
less in the quality growth. As a result, there is a specialization of innovative activ-
ities of agents, with that one which has higher efficiency of investments in quality
growth investing in that field and the other investing in variety expansion. Such an
outcome of the game seems rather plausible since it selects areas of specialization
in accordance with efficiency parameters.

Second effect is the effect of heterogeneity of products being considered. This
effect is common for all versions of the model being considered within the work but
in this last chapter it is even more drastic. Here one may observe that if one would
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assume homogeneous products but pertain the difference in efficiency characteris-
tics of players this would not change basic results of the model concerning imitation
and cooperation. On the other hand it is the special form of differences between
products which is important. If one would assume non-monotonic or non-symmetric
functions of investment efficiencies the domination of one player or the other may
change across products while in the given specification this is not the case. As such
it is not surprising that the quality growth problem admits only piecewise-constant
type strategies, since there cannot be any changes in mutual positions of players
across different products. One may argue that with non-monotonic functions of
investment efficiencies the linear-feedback strategies may appear to be stable in
quality growth problem also. This may be considered as one of future extensions
of the current work. Another immediate extension should be to account for limited
life-cycles of products under consideration although one may predict that with co-
operative structure of variety expansion dynamics this would not change the results
in a substantial way.
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Appendix

PROPOSITION 3. The set (1.10) for the problem (4.3),(2.2),(4.4) contains an
interior point for ng large enough.

Proor. First note, that
(4.117) t-1R(0,t,;J, ") C Der f,(j")

This can be shown by writing arbitrary directional derivative ¢, 1§(tn,j",v) by
means of variation-of-constants formula and comparing it with the reachable set.
This means that reachable space multiplied by some convergent sequence {t,1} is
just a subset of a set of directional derivatives (which are variations in some sense).
Note further, that since ¢, — £ > 0 and Ky (§") is a cone, one may get rid of !
term in (1.10). Then, @, is a precompact sequence and otherwise arbitrary, while
being multiplied by a convergent sequence (t,) remains precompact. Then (1.10)
may be rewritten:

{t, ' R(0, 1,33, 5") — Ky (5") N B(0,p) + Qn} =
(4.118) {R(0,1,;3,5™) — Ky (5") N B(0, pa) + X}

where X,, is another precompact sequence.
Consider first two terms of (4.118) for two fixed n:

R(Ov t’ﬂl ; Jajnl) - KY(gnl) N B(Oa 02)7
(4.119) R(0,t,,;J,7™) — Ky (5"2) N B(0, p2).
What we need first is to show that intersection of this sets is not empty. Obviously

this depends on the reachable space, since intersection of the cone and p-ball is not
empty, and intersection of two such sets is also not empty:

R(Oatnﬁ'],;nl) - Ky(g’ﬂl) N B(O’pQ) N R(Oatnz;']73n2) - Ky(gnz) N B(O,pg) =
R(0, 25,33, 5™ ) N R(0, tny3d,5") — Ky (§™) N B(0, p2) N Ky (§"2) N B(0, p2) =
R(O7 tn1 5 Ja ]nl) N R<O7 tn27 J7 ]nQ) - KY(gnl) N B(Oa P2) N KY(QTLQ)
So, this depends on the “size” of reachable space for every n. Reachable space
includes all variations, possible at time ¢,, and control sequence value j”. But we
know, that admissible control space is spike complete, that is, it includes all possible
spike variations of j(e). What we also know, is that J,q is “big” enough.
Now take sequences {t,},{7™},{§"} such that:
tn - 577?_ tn S 5717
9" = gll = 0, 15" — Il < dn,
(4.120) 0n, — 0,n € N.
Now note, that J,:, set of opt_imal controls, is contained in J,4 by existence of
optimal controls. Then taking j = jo,+ one may ensure that there is at least one

converging sequence of {j"} Since §,, — 0, starting from some ng all members of
this sequence are contained in J,4. The same is then true for {§™} sequences.
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Then, starting at least from some number ng, reachable space is also there. Then
intersection for different close numbers, ny1 > ng,ns > ng is not empty.

The last question is of intersection of contingent cones. Is it big enough or close to
reachable space?

Note, that these cones are decreasing in size with growing n, as y converges to .
Then there intersections are also decreasing in size. At the same time intersections
of reachable spaces is growing in size, so starting from some another n, nZ > ny,
the difference in (4.120) is not empty.

The same argument may be repeated for all n > n2. Adding members of precompact
sequence to these sets will not decrease them, so their intersection will remain not
empty, thus containing interior point starting from some number ngg. 0



