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Preface

Nowhere in this thesis are “Beliefs Structures” defined. This term is meant to
serve as a generic term for mathematical structures that describe uncertainty in
an interactive context, such as those that will appear in the sequel, namely, Kripke
Structures, (k-) Type Spaces, and (Conditional) Possibility Structures. One of
the central questions of this thesis is as to whether, for a class of beliefs structures,
there exists a “largest” structure in this class that “contains” all the structures
of that class. Such a structure is said to be “universal”. Formulated in category
theoretic terms, we are looking for a terminal object in a category (of beliefs
structures). Apart from the introduction, the chapters are quite independent of
each other, hence they can be read in any order the reader might find convenient.

The work contained in this thesis owes much to the pioneering work of John
C. Harsanyi (1967/68) and Robert J. Aumann (1976, 1995, 1999a, 1999b), as well
as to the work of Mertens and Zamir (1985), Brandenburger and Dekel (1993),
Aviad Heifetz (1993, 1997), Mertens, Sorin and Zamir (1994), Brandenburger and
Keisler (1999), Heifetz and Mongin (2001) and Battigalli and Siniscalchi (1999a).
There are two names that one will find almost everywhere in this thesis, namely
Aviad Heifetz and Dov Samet, whose articles (1998a, 1998b) greatly influenced
much of this work, and I am most grateful for their willingness to referee this
thesis. I am also very grateful to Adam Brandenburger, who inspired the work
of the last chapter.

I thank Joachim Rosenmiiller, my supervisor, first, for giving me a starting
point by advising me to read the articles of Robert Aumann on Interactive Epis-
temology and the paper of Mertens and Zamir (1985), sending me to several
conferences, and then for giving me a lot of freedom to find my own way accord-
ing to my taste, and last but not least, for being a kind person. I am grateful to
Hans-Georg Carstens, who kindly agreed to be a co-promotor.

During the time I spent in Bielefeld, several people in the IMW made my
everyday life there more pleasant. Some of them I would like to mention (sorry
for all those that I might have forgotten): Bodo, Christian, Claus-Jochen, Dirk,
Guillaume, Laurent, Leif, Lutz, Peter, Sven and Thorsten. Special thanks go to
Christian Weiss and Leif Albers for the 697 coffees we had together (often being
the highlight of the day). I thank the DFG-Graduiertenkolleg “Mathematische
Wirtschaftsforschung” for financing the first two years of my time as a PhD-
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student.
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so far, and I am grateful to them. Indeed, major results of the Chapters 2 and 3
were obtained there. This stay was financed by the TMR-Network “Cooperation
and Information”. My colleagues in the PhD-students room Arik, Koresh, Lilo,
Thibault and many others helped me to have a nice time there.
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Lebret, Claire, Fabrice and Helene, Jerome, Laurent, Samad. France is my fa-
vorite country and I am grateful that I had the possibility to live there for some
longer time.
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am grateful to CORE and the European Union for making it possible to work
in an excellent and encouraging environment. I am thankful to Jean-Francois
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Chapter 0O

Introduction

Consider a group of players facing uncertainty about a set S, called the space of
states of nature, each element of which can be thought of as a complete list of
the players’ strategy sets and payoff functions' (i.e. a complete specification of
the “rules” of the game that depend on the state of nature). In such a situation,
following a Bayesian approach, each player will base his choice of a strategy on his
subjective beliefs (i.e. probability measure) on S. Since a player’s payoff depends
also on the choices of the other players, and these are based on their beliefs as
well, each player must also have beliefs on the other players’ beliefs on S. But
he must, by the same argument, also have beliefs on other players’ beliefs on his
beliefs on S, beliefs on other players’ beliefs on his beliefs on their beliefs on S,
and so on. So, in analyzing such a situation, it seems to be unavoidable to work
with infinite hierarchies of beliefs. Thus, the resulting model is complicated and
cumbersome to handle. In fact, this was the reason that prevented for a long
time the analysis of games of incomplete information.

A major breakthrough took place with three articles of Harsanyi (1967/68),
where he succeeded in finding another, more workable model to describe inter-
active uncertainty. He invented the notions of type? and type space: With each
point in a type space, called a state of the world, are associated a state of nature
and, for each player, a probability measure on the type space itself (i.e. that
player’s type in this state of the world). Usually it is assumed that the players
“know their own type”, that is, a type of a player in a state assigns probability
one to the set of those states where this player is of this type. This is the for-
malization of the idea that the players should be self conscious. Since each state
of the world is associated with a state of nature, each player’s type in a state

LOther interpretations are possible, for example, if a game of complete information is given,
s could be the strategy profile that the players are actually going to chose (see the analysis of
epistemic conditions for Nash equilibrium by Aumann and Brandenburger (1995)).

2This notion of ‘type’ should not be confused with the notion of ‘type’ used in the model
theory of first-order logic, where a type is a (maximal) consistent set of first-order formulas
with one free variable.
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of the world induces a probability measure on S. But also, since with each state
of the world there is associated a type for each player (and hence indirectly a
probability measure on S for this player), the type of a player in a state of the
world induces a probability measure on the other players’ probability measures
on S. Proceeding like this, one obtains in each state of the world a hierarchy of
beliefs for each player, in the sense described above.

The advantages of Harsanyi’s model are obvious: Since we have in each state
of the world just one probability measure for each player, contrary to the hierar-
chical description of beliefs, this model fits in the classical Bayesian framework
of describing beliefs by one probability measure, and provides therefore all its
advantages (for example, it allows for integration with respect to beliefs).

However, there are also several serious questions that arise with the use of this
model: Although each state of the world in a type space induces a hierarchy of
beliefs for each player, the converse is not obvious: Does each profile of hierarchies
of beliefs arise from a state of the world in some type space, and if so, is there
a type space such that every profile of belief hierarchies is generated by some
state in this type space? What “are” the states of the world, and what justifies
using one particular type space and not another? In particular, contrary to the
case of the hierarchical description of beliefs, it is not clear what “all possible
types” (resp. “all possible states of the world”) are? More precisely, given a
game of incomplete information, working in one fixed type space to analyze that
game could be restrictive in the sense that we might miss some possible types
(resp. possible states of the world) that are just present in a bigger type space
that contains the one we use. If this were the case for every type space, then
the use of type spaces would be problematic from a theoretical point of view,
because of the restrictive character of this concept, but it would be problematic
also from a more practical point of view: In their contributions to the recent
debate on epistemic conditions for backward induction in perfect information
games, Stalnaker (1998) and Battigalli and Siniscalchi (1999b) have pointed out
that the players do “their best” to rationalize their opponents’ behavior if the
backward-induction outcome is to obtain. This translates into using a type space
where a player can find the needed types he has to attribute to the other players,
if he has to explain (i.e. rationalize) the others’ behavior.

The question concerning “all possible types” can be answered and the related
problems can be solved if there is a type space to which every type space (on
the same space of states of nature and for the same set of players, of course)
can be mapped, preferably always in a unique way, by a map that preserves the
structure of the type space, i.e. the manner in which types and states of nature
are associated with states of the world, so-called type morphisms. Such a type
space would be called a universal type space. If such a space always exists, one
could, in principle, carry out the analysis of a game of incomplete information
in the corresponding universal type space without any risk of missing a relevant
state of the world. On a technical level, the type spaces - on a fixed set of



states of nature and for a fixed player set - as objects and the type morphisms
as morphisms form a category. If we always require the map from a type space
to the universal type space to be unique, then, if it exists, such a universal type
space is a terminal object of this category. By the Yoneda Lemma, a terminal
object of a category is known to be unique up to isomorphism. Hence, we are
justified to talk about the universal type space.

The existence of a universal type space was proved by Mertens and Zamir
(1985) under the assumption that the underlying space of states of nature is a
compact Hausdorff space and all involved functions are continuous. Moreover it
turned out that in this case the universal type space consists of all hierarchies
of beliefs in the above sense, that satisfy some prespecified coherency conditions.
That topological assumption was relaxed by Brandenburger and Dekel (1993),
Heifetz (1993), Mertens, Sorin and Zamir (1994,/2000) to more general topological
assumptions, but the general idea of the proof was always the same: To use
this assumption to show, by the Kolmogorov extension theorem, say, that each
hierarchy of beliefs induces in a unique way a o-additive probability measure on
the whole space of (profiles of) belief hierarchies.

The general measure theoretic case was solved by Heifetz and Samet (1998b).
They showed that there also exists a universal type space in this case, except
that it is not the space of all coherent hierarchies in the above sense, but rather
a subspace of that space. In another article (1999) they showed that in the
general measure theoretic case there are coherent hierarchies that give rise just
to a finitely additive but not o-additive measure on the whole space of coherent
hierarchies (although every measure that makes up some level of such a hierarchy
is o-additive!).

Heifetz and Samet constructed the universal type space by collecting all those
coherent hierarchies that are generated by some state of the world in some type
space. (They offered also another proof, where they collected the “descriptions”
of all the states by means of some kind of modal language the formulas of which
they called expressions.) Their method is nice in the sense that it leads to a very
clear and relatively short proof. But unlike the proofs in the other cases, this
method has the disadvantage that the universal type space is not characterized
in an independent way (for example, it cannot be characterized as the space of
all coherent hierarchies of beliefs).

Most of the authors consider just those type spaces that we will call here
product type spaces. For each player i € I, there is a measurable space (M;, %),
1’s component space, such that with each point m; € M; there is associated a
probability measure (i’s type in m;) on the space S x Il;c;M; endowed with the
product o-field. The players’ self consciousness is expressed in the following way:
The marginal of the type of player i in state m; € M; on M, is d,,,, the delta
measure at m;.

Given such a product type space, one can define the notion of “all possible
types in that space”, namely the requirement that each probability measure on
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S x Iljep iy M; is the marginal of a type of player i in some state m; € M;.
We call this property beliefs completeness. Although just applicable to product
type spaces, this notion of “all possible types (in a space)” has the advantage
that no notion of “structure preserving maps” is needed to define it. Intuitively,
it should be the case that a universal type space, as a space of “all possible
types”, should be beliefs complete, i.e. contain in particular “all possible types
in the universal type space”. However, since the mathematical formalization of
“all possible types” and “all possible types in a given space” are quite different,
this is far from being straightforward and has to be proved. In fact, in all the
above mentioned type space literature, the universal type space is a product
space. (This follows either from the authors’ a priori restriction to product type
spaces, or as an outcome of the construction of the universal type space). In all
the topological cases the universal type space has the following property (which,
of course, implies beliefs completeness): The component space of each player is
homeomorphic to the space of probability measures on the product of the space of
states of nature and the other players’ component spaces (endowed with the weak*
topology). The converse is not in general true: Mertens, Sorin and Zamir (2000,
Comment 1.5 Ch. III) gave an example of a beliefs complete type space that is
not the universal type space. In the general measure theoretic case, Heifetz and
Samet, although working exclusively with product type spaces, did not consider
beliefs completeness. So, up to now, it remained open whether in this case the
universal type space is beliefs complete.

Another approach to uncertainty in a group of players (or agents) used in
game-theory, economics, and also computer science, are purely set theoretic mod-
els. A player’s beliefs are not described by probability measures, but rather by
the set of those states that he considers possible. Again, the hierarchical approach
is conceptually straightforward, but the resulting models are quite impractical to
use, while the use of the “state of the world models” - they are in fact Kripke
structures known from modal logic - raises similar questions as in the case of type
spaces.

Knowledge (see, for example, Aumann (1976, 1995 and 1999a), or Heifetz
(1997)) is usually described by partition spaces, or equivalently by Kripke struc-
tures, where all the relations are equivalence relations. For each player, there is
a partition of the underlying space of states of the world. In each state of the
world, a player knows exactly those events which contain the partition member
that contains that state. For an event, one can define the event that a player
knows this event as the set of those states in which he knows this event. Defined
in that way, knowledge has the following properties: What is known by a player
is true, a player knows what he knows and he knows what he does not know.
So, in these models the assumptions on the epistemic attitudes of the players are
rather strong.

Heifetz and Samet (1998a) showed that - unfortunately - for at least two
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players and at least two states of nature there is no universal knowledge space.
What happens if we consider other (weaker) epistemic attitudes?

In the remaining part of this introduction, we give a summary of - and a
motivation for - each of the chapters of this thesis.

0.1 On the Nonexistence of Universal
Kripke Structures

Kripke structures can be seen as generalizations of partition spaces to describe
other, in particular weaker, epistemic attitudes. Instead of a partition, a binary
relation over the underlying space of states of the world is ascribed to each player.
In a state of the world, a player considers all the states that are in relation with the
actual state as being possible. He knows, in a state of the world, all those events
which contain all states that he considers to be possible there. If the relation is
not reflexive, it no longer holds that what is known is true and we should rather
talk about belief than knowledge. Imposing different restrictions on the relations
of the players leads to different epistemic attitudes of the players (see Fagin et
al. (1995) for more on this issue). For example, if the relations are equivalence
relations, we are, in fact, in the case of knowledge spaces (it is perfectly equivalent
to work either with equivalence relations or with the equivalence classes of the
relations).

We mentioned above that there is a universal type space for probabilistic
beliefs but no universal knowledge space. Where does this difference come from?
Does it come from the strong assumptions on the epistemic behavior of the players
in a knowledge space, especially from the truth axiom (“what a player knows in
a state is true there”)? Note that in a type space it is possible that the type of a
player in state of the world assigns probability one to an event, and yet this event
is not true in that state of the world. If this difference were the reason why there
is no universal knowledge space, one might hope that there is a universal Kripke
structure, at least for classes with weak conditions on the epistemic attitudes of
the players (especially abandoning the truth axiom).

We show in Chapter 1 that this is - unfortunately - not true: Given at least two
players and at least two states of nature, for every class of Kripke structures that
contains all knowledge spaces, there is no universal Kripke structure (Corollary
1.1), even if we do not require the morphisms from the Kripke structures to the
universal Kripke structure to be unique (Theorem 1.1).
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0.2 Finitely Additive Beliefs and Universal
Type Spaces

o-additivity, though desirable, is quite a strong assumption on the players’ beliefs.
“Savage’s (1954, 1972) framework for modelling choice under uncertainty provides
a theory of subjective probability, and has been called the ‘crowning glory of
choice theory.” (Kreps (1988))... Savage chose to work in a framework that implies
that the subjective probabilities fail to be countably additive.” (Stinchcombe
(1997)).

Now, game theory can be viewed as multi-agent decision theory, and in this
view, one is naturally led to consider type spaces where the players’ beliefs are
described by finitely additive probability measures on the space of states of the
world.

We show in Chapter 2, for a variety of measurability conditions (k-measur-
ability, for every regular cardinal ) that include usual measurability as a special
case, that universal type spaces exist even if the players beliefs are finitely addi-
tive. If we require that all subsets of the type spaces should always be measurable
(called here x-measurability), then, for at least two states of nature and at least
two players, there is no universal type space. This means that in the case of
finitely additive beliefs, the existence of a universal type space depends crucially
on the measurability conditions that we require.

We provide also a characterization of the universal type space (for finitely
additive beliefs). In the case of kK-measurability, the universal type space is the
space of coherent hierarchies (Theorem 2.5), but, for k > Ny, all the finite levels of
the hierarchies do not suffice, one has to take the hierarchies up to (but excluding)
level k. This is so because for every a < k there are coherent hierarchies of (k-
measurable) beliefs up to (but excluding) level a that have at least two different
extensions to level a. (This follows from our Theorem 2.2, where we formulate
this fact for sets of k-expressions and not for hierarchies of measures, but it is
straightforward to see that the structure constructed there generates coherent
hierarchies with these properties.)

Furthermore, the space of (finitely additive) coherent hierarchies (and hence
the universal type space (for finitely additive beliefs)) is a product type space
(Theorem 2.4) and it is beliefs complete (Theorem 2.6). In the case of k = N,
the component space of each player is - up to isomorphism of measurable spaces
- the space of finitely additive probability measures on the product of the space
of states of nature and the other players’ component spaces.
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0.3 Infinitary Probability Logic for Type Spaces

As mentioned above, there is no universal knowledge space (and no universal
Kripke structure). But still, in order to justify using knowledge spaces, we would
like to have a meaningful notion of “all (knowledge) types” (resp. “all states of the
world”) and a knowledge space that contains “all (knowledge) types” (resp. “all
states of the world”) in that sense. If we restricted our attention to “important
events” (just as one does in the probabilistic context, where one considers just
measurable events and not all subsets of the structure), maybe then there would
be such a space of “all types” (resp. of “all states of the world”).

This is where another idea comes into the picture, namely that of a language.
The basic “philosophy” behind this idea is that a player cannot think about events
he cannot “describe”. And to formalize what “describe” means, a mathematical
language is defined. The language of (propositional) modal logic is considered
to be the appropriate language (i.e. the syntax) for Kripke structures. One
starts with a set of atomic formulas or primitive propositions, that we interpret
as statements about nature, and forms more complicated formulas by closing
off under negation, conjunction and, for each player, a modal operator, that
expresses that player’s knowledge. The language is then just the set of these
formulas. Then, one adds axioms, i.e. some of these formulas that we require to
be always true, and inference rules, i.e. rules that allow to infer true formulas
from other true formulas. This leads to the notions of theorem as a formula
that follows from the axioms by applying some of the inference rules, and of
consistent set of formulas as a set of formulas such that there is no formula such
that this formula and its negation follow from that set of formulas (by means of
the inference rules). In fact, the importance of the idea of using a language is
illustrated by the fact that the language of modal logic was there before Kripke
invented Kripke structures as the semantics for modal logic.

Since we have syntax and semantics, we would like to relate the two ap-
proaches. This is done by the model relation “=”, that tells us, given a Kripke
structure and a state in this structure, if a formula holds in that state. An axiom
system (together with inference rules) is sound with respect to a class of (Kripke)
structures if every theorem is valid with respect to that class (i.e. true in every
state in every structure of that class) and it is complete with respect to a class
if every valid formula is a theorem. But there are also the stronger notions of
strong soundness and strong completeness. Although they are usually defined
differently, these properties are equivalent to the following: An axiom system is
strongly sound with respect to a class of structures iff every set of formulas that
has a model (i.e. a structure in this class and a state in this structure such that
every formula of that set is true in this state) is consistent, and it is strongly
complete with respect to a class of structures iff every consistent set of formulas
has a model.

Following several predecessors (Kripke (1959,1963), Hintikka (1962), and Fa-
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gin et al. (1995)), Aumann (1995, 1999a) for the finitary version and Heifetz
(1997) for infinitary versions, showed that the multiplayer S5 axiom system of
modal logic is strongly sound and strongly complete with respect to knowledge
spaces. Moreover, to prove that theorem they were able to construct a canonical
knowledge space, the states of which consist of the maximal consistent sets of
formulas in that language such that a formula is true in a state iff it is in the set
of formulas that constitute that state. So, this gives a well-defined notion of “all
states” as the set of all maximal consistent sets of formulas, and a space of “all
types”, i.e. the canonical space. Also, in the case that we have strong soundness
and strong completeness, the axioms and inference rules give a deeper insight
in our assumptions on the structure of the spaces in the corresponding class. If
we reject these axioms and inference rules, then, since they reflect the structural
properties of the corresponding class of structures, we should consequently also
work with a different class of structures at the semantic level.

However, as Heifetz (1997) has shown, the canonical knowledge space depends
on the language chosen: If we allow for infinitary formulas of larger size (with-
out changing anything essential), then the canonical space is also larger (i.e. it
contains more states).

Now, type spaces in the sense of Harsanyi can be viewed as the probabilistic
analog of Kripke structures: It is not just specified what - in a state - each player
believes, but also the intensity of these beliefs. Hence, one wonders if such a
strong soundness and strong completeness theorem also holds for type spaces
and, if so, how the corresponding axioms and inference rules, and - if it can be
constructed - the corresponding canonical space would look like.

Heifetz and Mongin (2001) and before Fagin, Halpern and Meggido (1990),
for a richer syntax than the one used by Heifetz and Mongin, axiomatized the
class of type spaces in a finitary logic similar to the modal logic mentioned above,
where the modal operators expressing knowledge are replaced by operators of the
form pf, read as “player i assigns probability at least a to”, for each player 7
and each rational o € [0,1]. They were able to show that their axioms and
inference rules are sound and complete with respect to the class of type spaces.
But a finitary axiom system cannot be used to get strong soundness and strong
completeness, and hence it is also not possible to construct a canonical type
space using such an axiom system. To see that, consider the set of formulas

n

n+1

("
easy to see that each finite subset has a model in the class of type spaces, while
the whole set has no model. Since in a finitary logic a set of formulas is consistent
iff each finite subset is consistent, strong soundness and completeness would imply
that this set of formulas would have a model, which is impossible.

(x):n € N} U {=(p! (z))}, where x is some primitive proposition. It is

In Chapter 3, we consider an infinitary extension of the language of Heifetz
and Mongin (2001) and invent an infinitary axiom system as well as inference
rules which we prove to be strongly sound and strongly complete with respect to
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type spaces (Theorem 3.1). To the best of our knowledge this is the first strong
completeness theorem for a probability logic of this kind. In fact, we prove
this theorem by constructing the canonical type space - in the sense explained
above - (Proposition 3.3 and Corollary 3.1). It is worth remarking that, like
Heifetz and Samet (1998b), we need no topological assumptions on the spaces,
just measurability. Furthermore, it turns out that our canonical type space is a
product type space (Proposition 3.4 and Theorem 3.3).

As already mentioned, there is a space of “all types” defined in purely semantic
terms, namely the universal type space, in the measure-theoretic case constructed
by Heifetz and Samet (1998b). In a fortunate coincidence, our canonical type
space is the universal type space (Theorem 3.2). Therefore we provide a novel
characterization of the universal type space in the general measure theoretic case
- as the space of maximal consistent (with respect to our axioms and inference
rules) sets of formulas.

Heifetz and Mongin (2001) are the only ones that considered also type spaces
where the players are allowed to be ignorant of their own type.> We construct our
canonical type space with the introspection property, i.e. the property that the
players “know their own types”, as well as without the introspection property.
Therefore, we provide the first proof of the existence of a universal type space
without the introspection property.

We mentioned above that Heifetz and Samet (1998b) did not consider beliefs
completeness. We show that, in the introspective case, the component space of
each player is - up to isomorphism of measurable spaces - the space of probability
measures on the product of the space of states of nature and the other players’
component spaces, and in the non-introspective case, each player’s component
space is - up to isomorphism of measurable spaces - the space of probability
measures on the whole space of states of the world (Theorem 3.4).

0.4 Conditional Possibility Structures

Brandenburger and Keisler (1999) invented possibility structures as a set-theoretic
analog of product type spaces. Given a nonempty space of states of nature* S
and a nonempty player set I, for each player ¢ € I there is a nonempty compo-
nent space M; (the set of “i’s types”) and a relation R; (i’s possibility relation)
on M; x S x ILjep iy M; such that R; (m;), the m;-section of R;, is nonempty
for each m; € M;. R; (m;), the possibility set of m;, is the set of those nature-
others’ types pairs considered possible by the type m; of player 7. Another way
of describing the possibility structure is to replace each R; by a function p, from

3Though Heifetz and Samet (1998b) mentioned it in their discussion.
4In fact, Brandenburger and Keisler (1999) allow for different spaces of states of nature for
the different players.
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M; to Powy (S X Hjel\{i}Mj) , the set of nonempty subsets of S x ILjcp i3 M;. It
is easy to see that a possibility structure “is” (i.e. can easily be turned into) a
Kripke structure.

The initial motivation of Brandenburger and Keisler (1999) was to provide a
framework for analyzing the epistemic conditions for the backward-induction al-
gorithm. They wrote on the issue of the recent debate on the backward-induction
algorithm: “In significant contributions to this debate, Stalnaker (1998) and Bat-
tigalli and Siniscalchi (1999b) have pointed out that the use of the BI algorithm
implicitly assumes that players do their ‘best’ to rationalize the moves they see
other players make. They further observe that in an epistemic analysis, this
translates into the need to work in a ‘rich’ probability structure, in which player
a, say, can find the beliefs he needs to attribute to player b, if he is to explain
player b’s behavior. Indeed, Battigalli and Siniscalchi (1999b) work in a complete
probability structure, where they are able to establish epistemic conditions for
extensive-form rationalizability (Pearce 1984), a solution concept for extensive
games that reduces to the Bl algorithm in the special case of perfect-information
(PI) games.”

They proceeded: “Now, there has been a long-standing intuition that prob-
abilities play an inessential role in PI games. Recall, for example, that every
two-person zero-sum PI is strictly determined (Zermelo 1913, von Neumann and
Morgenstern 1944) and that every n-person Pl game possesses a pure-strategy
equilibrium (Kuhn 1950, 1953). Thus, the particular context of PI games in-
vites a non-probabilistic epistemic analysis. Paralleling Battigalli and Siniscalchi
(1999b), the key to a set-theoretic epistemic analysis of the BI algorithm will be
finding a sufficiently rich possibility structure.”

Unlike most of the above mentioned literature, they use the formalization of
the notion of “all types” (resp. “all states”) in the sense of beliefs completeness
and not in the sense of universality. A straightforward cardinality-argument
shows that - with at least two states of nature and at least two players - there
is no beliefs complete possibility structure in the purely set-theoretic sense. I.e.
there is no possibility structure such that for each player ¢ and every nonempty
subset Y C S x ILjcp\ (i3 M; there is a m; € M; with R; (m;) =Y.

So, to have a chance at all to get some kind of beliefs completeness one has
to restrict attention to “interesting” or “important” events, as one does in the
probabilistic context, where one considers just measurable events and not all
subsets of the structure or in the case of Kripke structures (resp. knowledge
spaces) where one restricts attention to events described (i.e. defined) by (sets
of) formulas. (Above, we gave some justification for doing so.) As one does
in the case of Kripke structures, Brandenburger and Keisler (1999) went on to
use a mathematical language to get another notion of “all possible types” (resp.
“all states”) relative to that language, but as said above, in the sense of beliefs
completeness and not in the sense of universality.

From a game theoretic point of view, the main conceptual invention of Bran-
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denburger and Keisler (1999) was the use of another language than the (modal)
languages mentioned above: They considered possibility structures as models
of a (many-sorted) first-order logic. They defined the “language induced by”
a possibility structure, which is, in model-theoretic terms, the language of the
elementary diagram of the structure.

Their motivation to do so was as follows (Brandenburger 2001): “The lan-
guage Brandenburger-Keisler set up is a first-order logic, with symbols for ele-
ments of the belief system. This seems like the natural choice, given that first-
order logic is widely considered to be the basic language of mathematics (see e.g.
Barwise 1977). A game is a mathematical structure, so a player uses first-order
logic to reason about it.”

The new notion of beliefs completeness they were defining is that of first-
order definably beliefs completeness: A possibility structure is definably beliefs
complete if for each player 7 and every nonempty subset Y C S X Il (i3 M; that
is defined by a formula of the language induced by the possibility structure there
is a m; € M; with R; (m;) =Y.

Now, does a cardinality-argument still work to show that such a possibility
structure cannot exist? Assume that [ is finite, S is finite or countable and M;
is countable, for ¢ € I. Then it is easy to see that the language of the elementary
diagram of the possibility structure is countable, hence there are at most count-
ably many definable subsets of S x Iljen (i3 M;, for i« € I. Therefore it seems to
be possible to have definably beliefs completeness. However, Brandenburger and
Keisler (1999) showed that - unfortunately - it is still not possible, with at least
two states of nature and at least two players, to have a (now: definably) beliefs
complete possibility structure. The reason is that the language allows for too
much self-reference. To see that, consider the following configuration of beliefs
(Brandenburger and Keisler (1999) and Brandenburger (2001)):

“Ann believes that Bob believes that Ann believes that
Bob has a false belief about (the beliefs of ) Ann.”

Given this configuration, Ann believes that Bob has a false belief (about the
beliefs of Ann) if and only if Ann does not believe that Bob has a false belief
(about the beliefs of Ann). Of course, this argument is somewhat ambiguous
and just meant to provide some intuition of what was going on in Brandenburger
and Keisler (1999) on the precise mathematical level. Brandenburger and Keisler
(1999) developed not just this verbal argument, but also the precise formal coun-
terpart. For example (and this is the essence of their proof), they showed that
(the formal counterparts of) all the beliefs of the above configuration are definable
in the language induced by the structure. A definably beliefs complete possibility
structure would have to contain this configuration, but this is impossible, hence
a definably beliefs complete possibility structure cannot exist.

Although interesting in its own right (and illuminating a lack of our under-
standing of the players’ reasoning), this result is not as desired. What was wished
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was a (positive) beliefs completeness result in order to get a non-probabilistic
framework to analyze backward induction. Given the result of Brandenburger
and Keisler (1999), there are two ways how this could be done. One possibility
is to make topological assumptions on the space of states of nature as well as on
the component spaces of the players and to require the possibility relations of
the players to respect this structure in an appropriate way to produce a positive
beliefs completeness result. Mariotti and Piccione (2000) followed this direction.
Another possibility is to use another language than the one used by Branden-
burger and Keisler (1999): “Completeness of a belief system is defined relative
to a language. (We have to say how the players think, before we can say whether
everything they can think of is present.) If we choose a different language from
the one we just looked at, perhaps we can get a belief system that is complete
relative to that language.” (Brandenburger (2001)).

Another ingredient, not mentioned yet, is conditionality. We have to take into
account how players would revise their beliefs should they observe new informa-
tion. For example, by observing the previous actions taken by the other players
during the play of a multistage game (with observed actions), a player learns
something about their strategies. True, the traditional Harsanyi-like framework
suffices to describe what a player would believe should he observe an event to
which he ascribed a positive probability before (one could work then with the
conditional probability distribution). But should he observe an event he assigned
probability 0 before, the traditional framework does not specify his beliefs there-
after. Among others, Battigalli and Siniscalchi (1999a) and Brandenburger and
Keisler (2000) developed extensions of Harsanyi type spaces to deal with this
problem by using conditional probability systems in the sense of Rényi (1955),
resp. lexicographic probability systems developed by Blume, Brandenburger and
Dekel (1991).

In Chapter 4, we follow both of the above mentioned avenues, the topolog-
ical approach, as well as the definition of a language other than the one used
by Brandenburger and Keisler to produce (positive) existence results of (defin-
ably) beliefs complete (respectively: universal) conditional possibility structures.
Like Brandenburger and Keisler (1999), we allow for different spaces of states of
nature S; for the different players ¢ € I. For the application we have in mind,
i.e. backward induction, since we assume a player knows his own strategy and
is uncertain of the strategy-profile played by the other players, S; would be the
product of the strategy spaces of the other players. For each ¢ € I, we add a
collection of nonempty subsets B; C S;, “observable events”, which would reflect
the knowledge of ¢ about the others’ strategies at the different stages of the game,
such that S; € B; (reflecting i’s information before he makes any observation (ex
ante)).

We define a conditional possibility structure on (S;, B;),.; as a tuple
((U;er+(p");cr) » where each U? is a nonempty set and each pf is a function from
U’ to [1,en Powp (Bi x I.U7) , where we impose some restrictions on how the
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players update their beliefs, given some new information. The set Powgi(Six
IL; ;U j) is the subset that satisfies these restrictions. Hence, each p' is actually a
function from U* to Powgi (S; x I1;4U7). An element of Powgi (i x I 4,U7) is
called a conditional i-event, or a (nonempty) conditional subset of S; x I1;,;U”.
A conditional i-event that is the image of a u' € U’ under the mapping p’ is
called a conditional possibility set for i, resp. the conditional possibility set of
u'.

In Section 4.3 of Chapter 4 we define topological conditional possibility struc-
tures, where we assume in addition that all the U’ and S; are compact Hausdorff,
all the B; € B; are clopen and we replace each of the Powy (B; x II;,,U7) by
V (B; x 11;,U7) , the space of nonempty compact subsets of B; x II;4U?, which
we endow with the Vietoris topology,” and accordingly we replace Powgi(S,-x
I1,.;U7) by a topological space denoted by V5 (S; x T1;.,U7). We also require all
the p’ to be continuous. Then, we define structure preserving maps (morphisms)
between topological conditional possibility structures. By using a projective limit
construction, we are able to construct a universal topological conditional possibil-
ity structure {((7%)scr, (6")ier) such that every topological conditional possibility
structure (for the same set of players and on the same sets of states of nature, of
course) can be mapped to it by a unique morphism (Theorem 4.1 and Corollary
4.1). In addition, each ¢ is a homeomorphism. Hence the universal topologi-
cal conditional possibility structure is beliefs complete (again Theorem 4.1 and
Corollary 4.1). We note here that in the special unconditional (i.e. B; = {S;},
for ¢ € I) two player (i.e. I = {a,b}) case, where both players are uncertain
about the same space of states of nature (i.e. S, = S,), Mariotti and Piccione
(2000) obtained the results of Theorem 4.1 and Corollary 4.1.

In the last section of Chapter 4 we restrict ourselves to a finite player set and
a finite set of states of nature for each player. In a similar construction than
the one used in the topological approach, we define inductively structures A,
for n € NU{—1}, and projections from the component spaces of each player in
A, onto those in A,,, for —1 < m < n, such that for each player ¢ and every
—1 < m < n the inverse image of every nonempty conditional subset of the
product of i’s space of states of nature and the other players’ component spaces
in A, is the conditional possibility set of some type of player 7 in A,. The
A,’s contain also the inverse images of the possibility relations of the A,,’s, for
—1 < m < n, as well as sorts, the elements of which interpret the inverse images
of the elements of the sorts of the A,,’s, for —1 < m < n. So, the structures A,,
for n € N, are “extended” possibility structures that “contain” also the inverse
images of the structures of lower index.

The many-sorted language £, is the language induced by the structure A,.
The language L, contains the language £,, and is a kind of mixture between
first-order and second-order logic, where the L,- part of £,,,; is the “second-order

5Some authors call this topology the Hausdorff topology.



14 CHAPTER 0. INTRODUCTION

logic part” of £,.1. The L,- part of L, “talks” about the inverse image of A,
in A, ;1. The definition of £, and the construction of A, are done in such a
way that for each player ¢ all nonempty L,,_;-definable conditional subsets of the
product of i’s space of states of nature and the other players’ component spaces
in A, are possibility sets for player i.

We construct the structure A as the “projective limit” of the structures A,
for n € NU{—1}. In particular, the possibility relation of each player in A
is the projective limit of the finite-step possibility relations of that player. As
above, A contains also the inverse images of the possibility relations of the A,’s,
for n € NU{—1}, as well as sorts, the elements of which interpret the inverse
images (and are therefore subsets) of the elements of the sorts of the A4,’s, for
n € NU{—1}. So, the structure A is also an “extended” possibility structure
that “contains” also the inverse images of the structures of finite index.

The syntactic counterpart of A is the limit language £, which is defined in
the spirit of the neocompact language invented by Keisler (1998), but as the £,
and unlike Keisler’s original definition, it is a kind of mixture between first and
second-order logic. The definition of £ is done in such a way that the union of all
the £,,’s is the “second-order part” of £. Again, the £,- part of £ “talks” about
the inverse image of A,, in A.

Finally, we are able to prove that the possibility correspondence pos;, that
sends t' € T* to the t-section of R!, where R’ is the possibility relation of player
i in A, is a bijection from T% to Defii (S; x I1;4T7), the space of nonempty L-
definable conditional i-events. It follows that A is L-definably beliefs complete
(Theorem 4.2, Corollary 4.2 and Corollary 4.3).



Chapter 1

On the Nonexistence of Universal
Kripke Structures

1.1 Introduction

Nonprobabilistic beliefs in a group of players or agents are usually modeled by
Kripke structures. Each player’s beliefs are described by a binary relation on
the set of states of the world. In a state of the world, a player believes an event
if the event contains all those states of the world that are in relation with that
state of the world. As in the case of type spaces, with each state of the world
there is associated a state of nature! which specifies the values of all the relevant
objective parameters of the players’ interaction, for example the payoff functions,
signals, or initial endowments. In this manner, one has described what each
player believes about nature: In a state of the world, a player believes an event
(i.e. a subset) in the space of states of nature if every state of nature that is
associated with some state of the world that is in relation with the given state of
the world, is an element of that event. Thus, it is possible to describe the event
that a player believes some event in the space of states of nature, and hence the
event that another player believes that player to believe this, and so on. In this
way, all levels of mutual beliefs of the players can be described.

We pointed already out that, as in the case of type spaces, to justify the use of
Kripke structures, it would be desirable to establish the existence of a universal
Kripke structure to which every Kripke structure (on the same space of states of
nature and for the same set of players) could be mapped in a beliefs-preserving
manner. We also mentioned that in the special case of knowledge spaces, which
are Kripke structures where for every player the relation ascribed to that player
is an equivalence relation, there is - given at least two states of nature and two
players - no universal knowledge space, while for type spaces there is a universal

"When a Kripke structure is used as semantics for modal logic, we have a valuation function
instead, that describes which primitive propositions are true in a state of the world.

15
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type space.

The question arises whether this difference comes from the different mathe-
matical frameworks - sets and binary relations (respectively partitions) on one
side, and measurable spaces and probability measures on the other side - or from
the strong assumptions on the players’ epistemic attitudes in the case of knowl-
edge - especially the truth axiom (“what a player knows in a state of the world is
true there”, corresponding on a technical level to reflexivity of the players’ binary
relations), in contrary to the possibility that a player’s type in some state of the
world in a type space might be sure of (i.e. ascribing probability 1 to) some wrong
event.

In the latter case, it would be possible that there is a universal Kripke struc-
ture for classes of Kripke structures with relaxed assumptions (in comparison to
the case of knowledge) on the epistemic behavior of the players. Of course, “re-
laxed” here means also that knowledge spaces would satisfy these assumptions.
In fact, almost all classes of Kripke structures considered in the literature contain

the class of knowledge spaces.

To treat the question of the existence of a universal Kripke structure rigor-
ously, we define structure preserving maps between Kripke structures, so-called
morphisms. Then we show that, unfortunately, we have to abandon the hope
of having a universal Kripke structure: For every class of Kripke structures that
contains all knowledge spaces - given at least two players and two states of nature
- there is no universal Kripke structure (Corollary 1.1), even if we do not require
the morphisms from the Kripke structures to the universal Kripke structure to
be unique (Theorem 1.1).

The result is not proved by adapting the methods of the proof of Heifetz
and Samet (1998a). Instead, we use their result. The underlying idea is simple:
Assuming the existence of a universal Kripke structure for a class of Kripke
structures that contains all knowledge spaces, we “collect” all those states lying
in the images of knowledge spaces under morphisms, thus constructing a universal
knowledge space, which, by the result of Heifetz and Samet, cannot exist.

1.2 The Nonexistence Theorem

In all what follows in this chapter, let S be a nonempty set of states of nature
and I a nonempty set of players.
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Definition 1.1 A Kripke structure on S for player set I (“Kripke structure”,
for short) is a triplet

M = (M, (K))ier, 9)
where

e M is a nonempty set,
e foriel: I, CMxM,

e 0 is function from M to S.

0 relates the states of M, the so-called states of the world, to the states of
nature. 6(m) is the state of nature that corresponds to the state of the world m.
IC; is the possibility relation of player i. (m,n) € IC; means that in the state m
player ¢ considers the state n to be possible.

Definition 1.2 A Kripke structure M on S for player set [ is called a knowledge
space if for every i € I : K; is an equivalence relation.

The following definition captures the idea of mapping one Kripke structure
to another in a way that preserves the structure of the spaces.

Definition 1.3 Let M and M’ be Kripke structures on S for player set I. A
morphism from M to M’ is a function f : M — M’ such that:

1. for all m € M :

2. foralliel andme M :

where

Kiim) = {neM|(m,n)eK;} and
f(N) = {f(n)|ne N}, for NCM.
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Definition 1.4 Let M be a Kripke structure on S for player set I. For an event
E C M define

Ki(E) ={me M| K;(m) C E}.

K; : Pow(M) — Pow(M)

is called i’s belief operator.

The following proposition, which is analogous to Proposition 2.1. of Heifetz
and Samet (1998a), shows that Condition 2 of Definition 1.3 is equivalent to the
preservation of beliefs in terms of the belief operators:

Proposition 1.1 Let M and M' be Kripke structures on S for player set I. For
a function f: M — M’ the following are equivalent:

1. Foralli eI andme M : f(KC;(m)) = Ki(f(m)).
2. Foralliel and ' C M : f~HK/(E"))=K;(f'Y(£)).

This shows in particular that the morphisms defined by Heifetz and Samet
(1998a), although defined for partition spaces, are the same as the ones defined
here in the special case of knowledge spaces.

Proof The proposition is implied by the following facts, which follow from the

definitions:
m e K;(f~Y(E")) iff K;(m)C f~Y(E)
iff f(IC;(m)) C E,

and
m e fTHK((E)) iff f(m) e K{(E)
iffKl(f(m)) C E.
| ]

Definition 1.5 Let C be a nonempty class of Kripke structures on .S for player
set I. A Kripke structure on S for player set I

QC = <Qa (’C?)ieb 09)
is
e weak-universal for C if for every Kripke structure M € C there is a morphism

from M to QF,

e universal for C if Q° € C and for every Kripke structure M € C there is a
unique morphism from M to QF.
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Definition 1.6 Let M be a nonempty set. A binary relation IC on M is
o serial if for every m € M there is a n € M such that (m,n) € K,

e FEuclidean if for all my, mg, mg € M: (my,my) € K and (mq, m3) € K imply
(mg, m3) € K.

Definition 1.7 Let M; (resp., M%; M7 M5 P;) be the class of all Kripke
structures on S for player set I (resp. the class of Kripke structures on S for player
set I where all the relations are reflexive; reflexive and transitive; Euclidean, serial
and transitive; reflexive, symmetric and transitive (i.e. knowledge spaces)).

These classes correspond to different axiom systems of modal logic, namely
the systems K; (resp., Tr; S4;; KD45;; S5;), see Fagin et al. (1995) for the
definitions of these axiom systems. It is easy to see that all the above classes
contain the class Py (i.e. the class of knowledge spaces).

Theorem 1.1 Let C be a class of Kripke structures on S for player set I that
contains all knowledge spaces. If S and I have each at least two elements, then
there is no weak-universal Kripke structure for C.

Of course, a universal Kripke structure for C is also a weak-universal Kripke
structure for C, hence:

Corollary 1.1 Let C be a class of Kripke structures on S for player set I that
contains all knowledge spaces. If S and I have each at least two elements, then
there is no universal Kripke structure for C.

Corollary 1.2 There is no weak-universal Kripke structure for the class of all
Kripke structures on S for player set I, the class MY, the class M, the class
¢t and the class Pr.

Proof As already remarked, every knowledge space on S for player set I belongs
to each of these classes. ]

Corollary 1.3 There is no universal Kripke structure for the class of all Kripke
est

structures on S for player set I, the class M4, the class M7, the class M$*,
and the class Pr.
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1.3 The Proof

Proof We use the nonexistence result of Heifetz and Samet, where it was shown
that for the class of knowledge spaces there is no weak-universal Kripke structure
which is itself a knowledge space.? Now, let us assume on the contrary that there
is a weak-universal Kripke structure Q° = (Q, (K®%)iez, ) for C. According to
the assumptions of the theorem, P; is contained in C. Let

0" :={w e Q| 3M € P; I morphism h : M — QF such that w € h(M)} .

Now define
Q7 = (7 (K N (Q x Q))ier, 0°7Q7) .
We have to show:

1. Q7 is a knowledge space,

2. 07 is weak-universal for P;.
This implies the desired contradiction.

1. Q% is nonempty, because P; is nonempty. That 0[Q7 is a function from
07 to S is clear. Fix a player i € I.
Let w; € Q7. Then, there is a knowledge space M in P;, m; € M, and a
morphism h from M to Q° such that h(m;) = wy. But then, (my,my) €
KM hence (h(my), h(my)) € K, so (h(my), h(my)) € KN (QF x QF), ie.
KN (QF x QF) is reflexive.
Let wi,ws € QF and (wy,ws) € KN (QF x QP). Then, there is a knowledge
space M in P;, my € M, and a morphism h from M to QF such that
h(my) = wi. We have wy € K2(h(my)) = h(KM(m1)). So there is a my €
M such that wy = h(my) and (my,my) € KM. But then (mg,m;) € KM
and therefore (wy,w;) € KN (QF x QF), so KN (QF x QF) is symmetric.
Let wy,wo,ws € QF and (wy,ws), (we,wz) € KN (QF x OF). Then, as
above, there is a knowledge space M in Pr, my, me € M, and a morphism
h from M to Q° such that (mi,my) € KM, h(my) = wy, and h(ms) = ws.
We have wsy € K¥(h(mz)) = h(KM(ms)). So there is a m3z € M such that
w3 = h(mz) and (my, m3) € KM. Then, (my,m3) € KM, so it follows that
w3z € h(KM(my)) = K*(wy). Therefore (wi,wsz) € KN (QF x OF), so
KN (QF x QF) is transitive.

2Heifetz and Samet (1998a) state just that there is no universal knowledge space. However,
in that paper their use of “universal” is identical with our use of “weak-universal” here.
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2. Let M € P;. Then there is a morphism h from M to QF. For m € M is
h(m) € QF and

67 [Q7 (h(m)) = 6"(h(m)) = 6" (m).
We have h(KM(m)) C Q7 and h(m) € Q7, so

(K (m)) = K (h(m)) = K 0 (Q7 x QF)(h(m)).

Hence h is a morphism from M to OF.






Chapter 2

Finitely Additive Beliefs and
Universal Type Spaces

2.1 Introduction

The seminal result of Mertens and Zamir (1985), namely the existence of a uni-
versal type space in the sense of Haransyi (1967/68) under the assumption that
the underlying space of states of nature is compact and Hausdorff, has been gen-
eralized in various ways (mainly by relaxing the topological assumptions made
there) by Brandenburger and Dekel (1993), Heifetz (1993), Mertens, Sorin and
Zamir (1994), and finally to the general measure-theoretic case by Heifetz and
Samet (1998)'. However, it has always been assumed that the players’ beliefs
are o-additive. This seems to be a rather strong assumption on the epistemic
attitudes of the players.

As we mentioned in the general introduction, Savage’s Postulates (1954, 1972)
imply subjective probabilities that are finitely but not countably additive. Given
the importance of Savage’s theory within decision theory (i.e. “one-player game
theory”), it is natural to ask - and desirable to know - what happens if we
describe the beliefs of players accordingly in an interactive context (games) by
finitely additive probability measures? Does there still exist a universal type
space? And if so, what does it look like? Is it, for example, the space of coherent
hierarchies?

Still, we are dealing with (now finitely additive) measures, so we have to
define a field of events. The question arises as to which measurability condition
is the right one. Should the field of events be just a field, a o-field or should
we assume that all subsets of the space of states of the world are events, i.e.
that the field is simply the power set? As this question does not seem to have a
clear-cut answer, we analyze the existence/nonexistence of a universal type space

'Relevant are also Vassilakis (1992), Battigalli-Siniscalchi (1999) and the preference-based
approach of Epstein and Wang (1996).
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for finitely additive beliefs for a whole class of different measurability conditions
that include the three above-mentioned cases.

We introduce the s-fields, where & is an (often regular) infinite cardinal num-
ber, as fields that are closed under the intersection of every set of events (i.e.
subset of the field) that has cardinality strictly less than k. It follows that W,-
fields are fields in the usual sense and N;-fields are o-fields in the usual sense.
Then, we define co-fields as fields that are closed under the intersection of every
set of events (of cardinality whatsoever). (co-fields were also defined in Aumann
(1999a) as “universal fields”.)

We define k-type spaces as type spaces where the set of measurable events
in the set of states of the world, as well as the set of measurable events in the
set of states of nature, is a k-field, and oco-type spaces as type spaces where the
set of measurable events in the set of states of nature is the full power set and
the set of measurable events in the set of states of the world is a oo-field. Also,
we define *-type spaces as type spaces where the set of measurable events in the
set of states of the world as well as the set of measurable events in the set of
states of nature is the full power set. Furthermore, we define type morphisms,
i.e. structure preserving maps from one k-type space (resp. oo-type space or
x-type space) to another (not necessarily different) one.

Given a nonempty set of players I, a nonempty set of states of nature S, and a
r-field ¥ on S, we define, similar to Heifetz and Samet (1998b), a kind of modal
language, the formulas of which we call k-expressions. But if s is uncountable,
contrary to Heifetz and Samet (1998b), we allow also for formulas of infinite
length (but strictly less than k). Then, we collect the k-descriptions (by means
of k-expressions) of all states of the world in all k-type spaces on S for player
set I. In this way, we construct in Section 2.3 a universal x-type space on S for
player set I to which every k-type space on S for player set I can be mapped
by a unique type morphism (Theorem 2.1). However, since we use all the x-type
spaces (on the same space of states of nature and for the same player set) to
construct the universal k-type space, this construction tells us little about the
structure of the universal x-type space. (As for example, in the Mertens-Zamir
(1985) case, where we know in addition that the universal type space is the space
of coherent hierarchies.)

As Heifetz (2001) has shown, there are coherent hierarchies of finitely additive
(in fact even o-additive) beliefs up to - but excluding - level w (i.e. the first infinite
level), that have at least two different finitely additive extensions to level w.
Does a similar phenomenon holds also on the higher transfinite levels of coherent
hierarchies? Or, put differently in terms of expressions rather than hierarchies,
is there, on the contrary, a regular cardinal ® such that for all (regular) cardinals
k > k, the k-description of a state in a k-type space determines already the
r-description? If this were the case, it would be unnecessary to consider k-type
spaces for k > K and we could restrict ourselves to k-type spaces for k < k. We
show in Theorem 2.2, by using a probabilistic adaptation of the “sober-drunk”-
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example of Heifetz and Samet (1998a), that - with at least two players and two
states of nature - this is not the case. Hence, it makes sense to consider k-type
spaces for every (regular) infinite cardinal .

Also, this example implies that - again, with at least two players and two states
of nature - there is no (weak) universal co-type space and no (weak) universal
x-type space (Theorem 2.3 and Corollary 2.1).

In section 2.5, given a regular cardinal x, a nonempty set of players I, a
nonempty set of states of nature S, and a r-field g on .S, we construct the space
of coherent hierarchies up to (but excluding) level x and show that this space
constitutes a product r-type space (Theorem 2.4). On top of that, this space
turns out to be the universal s-type space (Theorem 2.5). Therefore we provide
a characterization of the universal x-type space that we were missing in section
2.3, which is independent of the property of being universal.

In section 2.6, we show that the universal k-type space is beliefs complete.
In addition, in the case kK = Ny, the component space of each player is - up
to isomorphism of measurable spaces - the space of finitely additive probability
measures on the product of the space of states of nature and the other players’
component spaces.

2.2 Preliminaries

First, we will define k-measurable spaces, where k-denotes here an (often regular)
infinite cardinal number. For an introduction to ordinal and cardinal numbers,
see Devlin (1993) or any other textbook on set theory. Then, we will develop
parts of the theory of k-measurable spaces needed in the sequel, collect some
known facts about finitely additive (probability) measures and define the main
objects of our study in this chapter, the k-, co- and *-type spaces.

An infinite cardinal number « is called regular, if it is not the supremum of
a set of less than k-many ordinal numbers which are all strictly smaller than .
For example, Ny and all the R, are regular, while R, is singular (i.e. infinite
and not regular) ( X, = sup{®,, | n < w}), where w denotes here the first infinite
ordinal number. For a set M, denote by |M| the cardinality of M.

In this chapter, unless otherwise stated, «a, 3,7, (, n, £ denote ordinal numbers,
0 delta-measures, 6 functions from the set of states of the world to the set of
states of nature, x cardinal numbers, A limit ordinal numbers, ;1 and v measures,
T projections, ¢, x, 1 expressions, and w, apart form above, sets of expressions.
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Definition 2.1 Let k be an infinite cardinal number and M a nonempty set.

A k-field on M is a set ¥ C Pow(M) such that:

1. Mex,

2. A€ ¥ implies M\ A€ X,

3. ECYand |€] < kimply € :=pee £ € 2.

It follows that £ C ¥ and |€| < x imply |J& := Ug E € 2.

Remark 2.1 According to our definition, a set of subsets of a nonempty set is
a No-field iff it is a field (in the usual sense) and a Ni-field iff it is a o-field (in
the usual sense). If k' < Kk, then every k-field is a K'-field.

Definition 2.2 Let M be a nonempty set.
A oco-field* on M is a set ¥ C Pow(M) such that:

L. Mey,

2. A€ ¥ implies M\ A€ X,

3. £ C ¥ implies € € %.

It follows that & C X implies |J& € X.

Definition 2.3 A k-measurable space is a pair (M, X)), where M is a nonempty
set and X is a k-field on M.

Remark 2.2 Let k be a singular cardinal number and (M, Y) be a k-measurable
space. Then X is already a k™ -field, where kT denotes the successor cardinal of
K.

Proof Let £ C ¥ such that |€|< k. So, £ has the form {F, | a < k}. Let
Kk < Kk be the cofinality of x. Then there is a function f : K — k, such that
Us<z f (B) = . Note that [f(8)| < k, for 8 < &. It follows that (,_, Fo =

ﬂﬁ@ (ﬂaq(ﬁ) Ea> € Y. Since ¥ is a field, it follows that it is a kT -field. [ ]

Since kT is always regular, the above remark shows that it is redundant to
consider k-fields (k-measurable spaces, respectively) if  is a singular cardinal.

What we call here “co-field”, is called “universal field” in Aumann (1999a).
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Definition 2.4 A co-measurable space is a pair (M, %), where M is a nonempty
set and Y is a oo-field on M.

Definition 2.5 A x-measurable space is a pair (M, Pow (M)), where M is a
nonempty set and Pow (M) is the power set (i.e. the set of all subsets) of M.

Note that every x-measurable space is a co-measurable space and every oo-
measurable space is a k-measurable space for every infinite ordinal k. A oo-
measurable space (M, 3)) is a *-measurable space iff for all m # m’ € M there is
a E/ € ¥ such that m € E and m’ ¢ E.

Example 2.1 Let M = {0,1}, X = {0, M}. (M,X) is co-measurable, but not
x-measurable.

Remark 2.3 If M is a nonempty set and € C Pow(M), then the intersection of
all k-fields that contain € (as a subset) is a k-field and it is the smallest one that
contains £. We denote this k-field by k(E) and call it the k-field generated by €.

Note that if x is greater than «/, then x(€) 2 &' (£) and x(€) might strictly
contain £’ (£). If ¥ is a s-field and € C ¥ such that ¥ = &' (£), then also
¥ =k (&), but there might be & C ¥ such that x (£') = ¥ and &’ (&') is strictly
contained in ¥.

The following lemma shows that to prove the measurability of a function
between two k-measurable spaces, it is enough to proof the measurability for a
generating set of the k-field of the image space.

Lemma 2.1 Let (M',Y') and (M, X) be k-measurable spaces, where K is a reqular
cardinal number. Let € C ¥ such that k(£) = 3. Then f: M' — M is ¥/ — X
measurable iff for all E € £ : f~1 (F) € Y.

Proof Define & := EU{M}. If 0 < o < k and if & is already defined for all
08 < «, then define

Ea::{ﬂA ‘ AC & st |A]<5}U{M\A ‘ Ae Usﬁ}uUa‘g.

AEA [B<a B<a B<a
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By transfinite induction, it is obvious that (J,_. £ C ¥. We show that ,_,. &5
is a k-field, which implies that (J,_, €3 = ¥. We have to show that (Js_, Es is
closed under the intersection of less than k-many elements. The other properties
are clear. So, let & be a cardinal number with % < x and E, € (Jg., s for
v < k. Let f(v) :=min{f < k| E, € E3}. By the regularity of s, we have ¢ :=

sup{f (8) | B <K} <k, hence ﬂ'y<ﬁ Eye& C Uﬁ<n Es.
Having now established that form of ¥, the lemma follows from the fact that
inverse images of maps commute with arbitrary intersections and complements.
]

Definition 2.6 Let (M ,X;);cs be a family of k-measurable spaces. Let £ be
the set of sets of the form Il;c;F;, such that E; € ¥;, for j € J, and E; = M;
for all but finitely many?® j € J.

We define the product r-field of the ¥;, j € J, on Il;c;M; as the s-field x(&).

Convention 2.1 Let x be a (regular) infinite cardinal number, let J and L be
nonempty disjoint sets and let (M;, ¥;) be a k-measurable space, for i € J U L.
Let the product space M; := Iljc;M; be endowed with the product s-field X;
of the X;, j € J, let the product space My := Il;crM; be endowed with the
product k-field ¥ of the ¥;, [ € L, and let the product space M; x M be
endowed with the product s-field ¥¢;ry of X; and Y. Consider the product
space My = llcjurM; and let My, be endowed with the product k-field
Yjur of the ¥;, 7 € JU L. Now, let

h:MJXML%MJuL
be defined by

h((mj)jeb (mi)ier) == (My)icsur-

Then, h is clearly one-to-one and onto, but also, by looking at the generators of
the product x-fields (and applying Lemma 2.1 to h and h™'), one sees that h and
h~! are measurable. Hence h is an isomorphism of measurable spaces and we
are justified to identify these two k-measurable spaces, in all what follows (with
some abuse of notation).

Lemma 2.2 Let M be a nonempty set, let k be a regqular cardinal number and,
for a < K, let ¥, be a k-field on M such that o < 3 < k implies £, C Xg.
Then ¥ =, Yo is a K -field on M.

a<k

31t is easily seen that if we would change the definition, also “for j € J : E; € ¥; and
E; = M; for all but one j € J” and “for j € J: E; € ¥; and E; = M; for all but less than
k-many j € J” would yield the same product x-field as the one defined above.
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Proof We have just to show that the intersection of less than x-many Y-measurable
sets is a Y-measurable set, the other properties are clear. So, let kK < x and
Ez € ¥, for f <K. Let f(f) := min{a < k| Ez € ¥,}. By the regularity of &,
it follows that v := sup{f (8) | B <&} <k, hence [;_; £ € £, C X. [

Definition 2.7 Let M be a nonempty set and F a field on M.
A finitely additive measure on (M,F) is a function p : F — R U {400}, such
that

e 0 < pu(F),forall FeF,
o u(EUF)=p(E)+ u(F), for all disjoint E, F € F.
p is a finitely additive probability measure on (M, F), if in addition

o u(M)=1.

Definition 2.8 Let M be a nonempty set, F a field on M, p a finitely additive
measure on (M, F), and E C M.
We define the outer measure of E induced by u as

p (E) :=inf {u (F) | F € F such that E C F'},
and the inner measure of E induced by p as

i, (E) :=sup{u(F)| F € F such that F* C E}.
If not stated otherwise, we keep in this chapter the following

Convention 2.2 e Products of xk-measurable spaces are endowed with the
product k-field.

o If (M,Y) is a r-measurable space, then A®(M,Y) denotes the space of
finitely additive probability measures on (M,Y). We consider this space
itself as a k-measurable space endowed with the x-field ¥ A~ generated by
all the sets {u € A®(M,Y) | u(E) > p}, where E € ¥ and p € [0, 1].

Of course, this convention depends on the particular x chosen.
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Remark 2.4 Let (M',Y') and (M,%) be k-measurable spaces and let
f: M — M be measurable.

1. If i is a finitely additive probability measure on (M',%'), then p/ (f~1(+))
(that is (/ (f~1 (E)), for E € X) is a finitely additive probability measure
on (M,%).

2. If A+ AM(M',Y') — A™(M,X) is defined by N (¢') == p' (f7"(-)), for
p e AR(M', YY), then A% is measurable, since we have A% (p') (E) > p iff
W (fH(E) > p, for E€X.

Remark 2.5 Let (M',Y') and (M,3) be k-measurable spaces and let
f: M — M be measurable and onto.
Then:

1 f7YE)={f"YE)| E€X}isak -field on M' and a subset of 3.

2. If p is a finitely additive measure on (M,Y), then p induces a finitely ad-
ditive measure ' on (M', f~1(X2)) defined by u'(f~Y(E)) := pw(E). Fur-
thermore, if p is a finitely additive probability measure, then (' is a finitely
additive probability measure.

Lemma 2.3 Let v < « be ordinal numbers. For v < 3 < « let (Mﬂ,]-"ﬁ) be a
Ng-measurable space (i.e. MP is a nonempty set and FP is a field on MP) and
18 a finitely additive probability measure on (Mﬁ,fﬂ), let M be a nonempty
set, and for v < & < ¢ < alet feo : MC — M* be onto and, if ¢ < «, let feo be
FC-F&-measurable, such that:

1. fepo fae=fee, forallE < B < ( such that v << (B <( < a,

2. b (fgﬂ1 (Eg)) = put (ES) , for all € < B such that v < £ < f < a and all
Ef € F*.

Then:
° U%@,m fﬁ_i (.7-"5) 18 a field on M?,

° (“ﬁ)ygﬁm induces a well-defined finitely additive probability measure u<®

on (Ma’Uwgﬁav fﬁ_i (.7:5)> , defined by < (fﬁ_(lx (Eﬂ)) = (Eﬁ) , for
EP ¢ FP.
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Proof That pu<* is well-defined follows from the above conditions 1 and 2 and
the fact that the fz,’s are onto. In light of the preceding remark, the rest is
clear. ]

Notation 2.1 Let M be a nonempty set, F a field on M, and E C M. Then
denote by [F, E] the set of all subsets of M of the form (LN E)U(N N (M \ E)),
where L, N € F. It is easy to check that [F, E] is the smallest field that extends
F and contains £ as an element.

For further reference, we cite the following two lemmas (in a somewhat dif-
ferent form), which are theorems by Lo$ and Marczewski (1949) and Horn and
Tarski (1948).

Lemma 2.4 Let M be a nonempty set, F a field on M, E C M, u a finitely
additive probability measure on (M, F), u, (E) the inner measure of E, u* (E)
the outer measure of E, and p a real number such that p, (E) <p < p*(F).

Then there exists a finitely additive probability measure v that extends p to the
field [F, E] such that v (E) = p.

Proof Follows directly from Theorem 2 of Lo§ and Marczewski (1949). [

Sometimes, we will refer to the above lemma as the “Los-Marczewski Theo-

7

rem-.

Lemma 2.5 Let F; C F, be fields on the nonempty set M and let i be a finitely
additive probability measure on (M, Fy). Then there ezists an extension of p to
a finitely additive probability measure v on (M, F3).

Proof Follows from 4 (i) of Lo$ and Marczewski (1949) and also from Horn and
Tarski (1948), p. 477, Theorem 1.21. (]

For the rest of this section, unless otherwise stated, we fix a regular cardinal
k. Furthermore we fix a nonempty set of players I, a nonempty set of states
of nature S, and, unless otherwise stated, a x-field g on S, such that for all
s, s € S with s # ¢ there is a E € ¥g such that s € F and s’ ¢ E. Without loss
of generality, we assume that 0 ¢ I and set Iy := 1 U {0}.

We define now k-type spaces, co-type spaces and *-type spaces, i.e. the
objects which we will study in the rest of this chapter.
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Definition 2.9 A k-type space on S for player set I is a 4-tuple
M = <M7 E7 (E)ie] ) 0> 9

where

e M is a nonempty set,
e Y is a k-field on M,

e for i € I :T;is a X — Yas-measurable function form M to A*(M,>),
the space of finitely additive probability measures on (M,), such that
for all m € M and A € ¥ : [T;(m)] € A implies T; (m) (A) = 1, where
[Ti (m)] := {m" € M | T; (m') = T; (m)},

e (is a YX-Yg-measurable function from M to S.

We will refer to the property that for alli € I, m € M and A € ¥ : [T; (m)] C
A implies T; (m) (A) = 1, as the “introspection property” of r-type spaces (oo-
type spaces and x-type spaces, resp., see below). Doing obvious changes, proofs
(of the theorems in this chapter) would went through, if we were to abandon this
property, in fact, things would be easier then.

Definition 2.10 A oco-type space on S for player set I is a 4-tuple
M = <M7 Z? (E)iej ) 0> )

where

e M is a nonempty set,
e X is a oo-field on M,

e fori € I :7T;is ameasurable function form (M, ¥) to A> (M, %), the space
of finitely additive probability measures on (M, ), endowed with the oco-
field generated by all the sets {u € A>® (M,X) | u(E) > p}, where E € X
and p € [0,1], such that for all m € M and A € ¥ : [T; (m)] C A implies
T;(m) (A) = 1, where [T; (m)] := {m' € M | T; (m') = Ti (m)},

e (is a 3-Pow (S)-measurable function from M to S.
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Note that for p # v € A>® (M, X)) there is a £ € ¥ and a p € [0, 1] such that
w(E) > pand v (E) < p. This implies that the oo-field of A (M, X) is in fact
Pow (A% (M, Y)), the full power set. Hence, by the measurability of T}, we have
[T; (m)] € ¥. So, in fact, the condition that [T; (m)] C A implies T; (m) (4) =1
reduces to T; (m) ([T; (m)]) = 1.

By the definitions, it is obvious that every oo-type space on S is a k-type
space on S, for every regular k. (Set ¥g := Pow (5) in the x-type space.)

Definition 2.11 A x-type space on S for player set I is a 3-tuple
M = <M7 (E)iEI I 9> )
where

e M is a nonempty set,

e fori € [ :T;is a function form M to A (M, Pow (M)), the space of finitely
additive probability measures on (M, Pow (M)), such that for all m € M :
T; (m) ([Ti (m)]) = 1, where [T} (m)] := {m' € M [ T; (m) = T; (m)}

e ( is a function from M to S.

It is obvious from the definitions, that every *-type space on S is a oco-type
space on S. (Set ¥ := Pow (M) in the oo-type space.) And hence, it is also a
k-type space on S.

We define now the beliefs preserving maps between type spaces.

Definition 2.12 Let M' = (M', ¥/, (T}),.;.,0") and M = (M, %, (T}),;,0) be
k-type spaces (oo-type spaces, x-type spaces, respectively) on S for player set I.
A function f : M’ — M is a type morphism if it satisfies the following

conditions:

1. fis ¥/ — Y-measurable,

2. forallm' e M':
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Note that the above definition of a type morphism does not depend on k, that
is, if k < K/, and M and M’ are x/-type spaces (oo-type spaces, *-type spaces,
respectively), then f: M’ — M is a type morphism from M’ to M viewed as x/'-
type spaces (oo-type spaces, *-type spaces, respectively) iff it is a type morphism
from M’ to M viewed as k-type spaces. Similarly, if M’ and M are *-type spaces,
then f: M’ — M is a type morphism from M’ to M viewed as x-type spaces iff
it is a type morphism from M’ to M viewed as oo-type spaces. (Note that in the
case of x-type spaces, every function f : M’ — M is measurable.)

Definition 2.13 A type morphism is a type isomorphism, if it is one-to-one,
onto, and the inverse function is also a type morphism.

It is easy to see that a function f : M’ — M is a type isomorphism iff it is a type
morphism and isomorphism of the measurable spaces (M’,%') and (M, X).

Definition 2.14 A product k-type space on S for player set I is a 4-tuple
M = <M7 27 (Ti)ieh 0>

such that there are x-measurable spaces (M;,X;), for j € Iy, such that (up to
type isomorphism):

o My=S5,

® Xy =Yg,

o M = Il;e, M;,

e X is the product s-field on M which is generated by the ¥;, j € Iy,

fori € I: T; is a ¥; — ¥ ax-measurable function from M; to A*(M,¥), the
space of finitely additive probability measures on (M, X)), such that for all
m; € M; : margy, (T; (m;)) = Om,,

0 : My — S is the identity on S.

Obviously, T;, for ¢ € I, can be viewed as a ¥ — Y ax-measurable function from
M, to A®(M,X) and € can be viewed as a ¥ — Y g-measurable function 6 from
M to S. (Take first the projection to M;, for i € I, (resp. to My) and then the
original function.) So, every product k-type space on S is a k-type space on S.
Note that if ¢ € I and if m; is the ith coordinate of m, then we have by the fifth
point of the definition that [T; (m)] = {m;} x e\ 3 M.

An easy check shows:
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Remark 2.6 k-type spaces on S for player set I (co-type spaces, x-type spaces,
respectively), as objects, and type morphisms, as morphisms, form a category.

Definition 2.15 e A k-type space 2 on S for player set I (oco-type space,
x-type space, respectively) is weak-universal if for every k-type space M on
S for player set I (oo-type space, x-type space, respectively) there is a type
morphism from M to .

e A k-type space Q on S for player set I (co-type space, x-type space, re-
spectively) is universal® if for every s-type space M on S for player set I
(oco-type space, *-type space, respectively) there is a unique type morphism
from M to €.

Remark 2.7 Universal k-type spaces on S for player set I (co-type spaces, *-
type spaces, respectively) are unique up to type isomorphism.

Proof If Q and U are universal k-type spaces (co-type spaces, *-type spaces,
respectively) (on the same space of states of nature and for the same player set,
of course), then there are type morphisms f : U — Q and g : Q — U. It is easy
to check, that the composite of two type morphisms is also a type morphism
and that the identity is always a type morphism form a x-type space Q (oo-type
space, *-type space, respectively) to itself. By the uniqueness , it follows that
go f = idy and therefore f is one-to-one and ¢ is onto, and f o g = idg and
therefore ¢ is one-to-one and f is onto. f and ¢ are type morphisms and f = ¢!
and g = f~ L. n

2.3 The Universal k-Type Space in Terms of Ex-
pressions

Again, for this section, unless otherwise stated, we fix a regular cardinal x, a
nonempty player set I, and a k-measurable space of states of nature (S, Xg) such
that for all s,s" € S with s # s’ there is a F € ¥g such that s € F and s’ ¢ E.
Given these data, we define k-expressions (allowing also for infinite conjunc-
tions) which are natural generalizations of the expressions defined by Heifetz and

4We use here the term “universal type space” although, in terms of category theory the term
“terminal type space” would be the adequate one, since the universal type space is a terminal
object in the category of type spaces. However, we take the former notion to keep the terms of
the already existing type space literature.
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Samet (1998b). Expressions are defined in a similar fashion as, for example, the
formulas of the probability logic of Heifetz and Mongin (2001) (or ours in the
next chapter). Analogous to Heifetz and Samet (1998b), given a k-type space
on S for player set I and a state of the world in this type space, we define the
k-description of this state as the set of those k-expressions that are true in this
state of the world. Then, we show that the set of all k-descriptions constitutes a
r-type space (Proposition 2.3) and that this k-type space is the universal x-type
space (Theorem 2.1).

Definition 2.16 For a k-type space <M, S (Th)ser s 6> on S for playerset I,i € I,
E € X, and p € [0, 1] define

BY(E):={me M|T,(m)(E)>p}.

7 -

Note that B, (E) =T, ' ({u € A* (M, %) | u(E) > p}) and that B} (E) € X,
it £ eX.

Definition 2.17 Given a x-measurable space of states of nature (S5, 3g) and a
nonempty player set I, the set ®" of k-expressions is the least set such that:

1. every E € Yg is a k-expression,
2. if ¢ is a k-expression, then -y is a k-expression,
3. if  is a k-expression, then BY (¢) is a k-expression, for i € I and p € [0,1],

4. if ¥ is a nonempty set of r-expressions with |V[ < &, then A gy ¢ is a
K-expression.

If ¥ is a nonempty set of k-expressions with |W| < x, then we set \/ oy ¢ :=
- /\nglIl _\QO

Since we work here with a fixed regular x, we omit sometimes, in this section,
the superscript .

Definition 2.18 Let M := <M,27 (13)
set I. Define

il > 9> be a k-type space on S for player

1. BM .= 97" (E), for E € %g,
2. ()M = M\ M, for p € O,

3. (B (o))" =B (M), for p € ®* i€ [ and p € [0,1],
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M
4, (/\M ¢> = ey 9™, for ¥ such that § # ¥ C &~ and [¥] < .

So, defined as above, k-expressions define measurable subsets of M. It is easy to
M
check that <v<p€\11 gp) = Uyew oM for U such that ) £ ¥ C &~ and |¥| < k.

If no confusion may arise, we omit - with some abuse of notation - the super-
script M.

Definition 2.19 For a s-type space M := (M,%, (T;),.;,6) on S for player set
I and m € M define D" (m), the k-description of m, as

D" (m):={p € ®" | me}.
Again, we omit sometimes, in this section, the superscript k.

Proposition 2.1 Let <M, S, (Th)ser s 0> and (N, %V, (TiN)ie[,
on S for player set I and let f : M — N be a type morphism.

Then, for allm € M :

0N be k-type spaces

D= (f (m)) = D" (m).
Proof We show by induction on the formation of the expressions that m € ¢
iff f(m) eV :
e Let E € Xg. We have 8~ (f (m)) =60 (m), so f(m) € EN iff m € EM.
e We have

f(m) € (=)™ iff f(m) & oV iff m ¢ oM iff m € (=p)".
e Let U be a nonempty set of expressions with |¥| < k. Then:

fm)ye(\ p)Niffforall o€ ¥: f(m)e ",

pew

which is by induction hypothesis the case iff for all ¢ € ¥ : m € oM, which
is the case iff m € (A oy o)M.
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o We have
f(m) € (B ()™ i TY (f (m)) () = piff Ti (m) (f " (7)) 2 p.
By the induction hypothesis: ™ (¢V) = ™. Hence T; (m) (f~* (¢")) =
T; (m) (™) . We have T; (m) (™) > p iff m € (BY (o)™ . It follows that

f(m) € (B (p)" iff m € (B} (o))"

Definition 2.20 Define 2% to be the set of all k-descriptions of states of the
world in k-type spaces on S for player set I. For ¢ € ®" define

o] ={we Q| pcw}.
Again, we omit sometimes, in this section, the superscript k.

Obviously, we have Q\ [p] = [=¢] and (cq [¢] = [/\wem w] , where ¢ is an
r-expression and ¥ is a nonempty set of k-expressions with |V| < k. It follows
that:

Remark 2.8 The set

Ya = {[pl | p € 2"}

1s a Kk-field on Q.

Lemma 2.6 For every r-type space M on S for player set I and for every ¢ €
&%, the k-description map D : M — ) satisfies

D7 ([g]) = ™.

Proof Clear by the definition of [p]. [

Note that Lemma 2.6 implies that D is measurable.
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Proposition 2.2 For every i € I there exists a function
T :Q — A" (2, Xq)

such that for every k-type space M on S for player set I with k-description map
D and every m € M :

T (D (m)) =T;(m)o D™,

Proof For w € () chose a k-type space M on S for player set I and m € M such
that D (m) = w. For [¢] € 3q define

T7 (w) (l¢]) == Ti (m) o D™ ([¢]) .
We have
T; (m) o D™ ([¢]) = Ti (m) (¢*) =sup{p | Bf () € D (m)},
so T (w) ([¢]) depends just on D (m) and is well-defined. By Remark 2.4, we

(A
have

Ti(m)o D' € A" (Q,%q) .

Lemma 2.7 There is a measurable function 0 : Q — S such that for every
k-type space M on S for player set I and every m € M :

0" (D (m)) =6 (m).

Proof Let
do(m):={E€Xs|meb ' (E)}.

Obviously, dy (m) = D (m) N Xg. By the properties of (S, Xg), we have for all
seS:{s} = ﬂsEEeZs E. Tt follows for every r-type space M’ on S for player
set I and m’ € M’ that

O(m')=siff dy(m')={E|s e E}.

For w € Q chose a k-type space M on S for player set I and m € M, such that
D (m) = w. Define now 6" (w) := 6 (m). Since 0 (m) just depends on D (m),
0" (w) is well-defined.

It remains to show that 6 is measurable: Let £ € ¥g. We have

0* (D (m)) € Eiff m e 07" (E) iff E € D(m) iff D (m) € [E].
It follows that 0*' (E) = [E]. m
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Proposition 2.3
<Q7 ZQa (7;*)2'61 ) 9*>

1S a k-type space on S for player set I.

Proof It remains to show:

1. € is nonempty.
2. For every i € [ : T} is measurable as a function from € to A* (Q, Xq).
3. Foreveryie I, we Qand A € X : If
{W' e Q| T} (W) =T7 (w)} € 4,
then T (w) (A) = 1.
To:

1. Let M := {m} and chose s € S. Set ¥ := Pow (M), T; (m) := ,,, fori € I,
and 6 (m) := s. Then

(M,Z,(T)),c; .0)
is a k-type space (even a x-type space) on S for player set I.

2. Since inverse images commute with unions, intersections and complements,
it is enough to show that T, (b? (E)) € Xq, for

0 (E) = {p e A"(Q X0) | p(E) = p},
where FE € ¥qg and p € [0,1]. We have
TP (B) ={w e Q| T} (w) (E) > p}.

Since E € Xq, there is a k-expression ¢ such that £ = [¢]. Note that if
p€0,1] and p =sup{q | B} (¢) € w}, then BY (p) € w. This implies that

we T (V" ([¢)) iff BY (¢) € w.

It follows that T, (% (E)) = [B? ()] .



2.3. THE UNIVERSAL TYPE SPACE IN TERMS OF EXPRESSIONS 41

3. Let ¢ be a k-expression and
{W'eQ|T} (W) =T (w)} € ¢l

Chose a k-type space M on S for player set I and m € M such that
D(m) = w. Let m" € M. If T} (D (m')) # T; (D (m)), then there is a
k-expression ¢ such that T; (m/) (¢M) # T; (m) (wM) . It follows that

D({m'e M|T;(m) =T;(m)}) C{' € Q| T} (&) =T} ()},
which implies

{m' € M| T;(m) = T; (m)} € D™ ([]) = ™.

I
©

So we have

Lemma 2.8 The k-description map
D:Q—Q
18 the identity.

Proof For w € 2, we have
w={pe®|welp]}.

We have to show that for every x-expression ¢ and every w € Q : w € % iff
w € [p]. We know this already if ¢ = E, where E € Yg. It is obvious that
Q\ [¢] = [~¢], and that if ¥ is a nonempty set of k-expressions of cardinality
< K, then

Ll ) = L/E\m w] :

So it remains to show that [p] = ¢ implies [B (¢)] = B, ([¢]) . For w € Q, chose

7

a k-type space M on S for player set I and m € M such that D (m) = w. We
have

D (m) € [B} ()] iff B () € D (m) iff T; (m) (p*) > p.

But we have
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Theorem 2.1 The space
<Q7 EQ? (T;‘*)igj ) 9*>

1s a universal k-type space on S for player set I.

Proof According to Lemma 2.6, for every x-type space M on S for player set I,
the k-description map D : M — () is measurable, and according to Proposition
2.2 and Lemma 2.7, D is a type morphism. It remains to show that it is the unique
type morphism from M to 2. But this clear by Proposition 2.1 and Lemma 2.8.

[ ]

2.4 Spaces of Arbitrary Complexity

Is there a cardinal x, such that the s-descriptions determine already the x’-
descriptions, for all cardinal numbers ' > k7 In the sequel, using a probabilistic
adaptation of the elegant “sober-drunk” example of Heifetz and Samet (1998a)
(see that paper also for the “story” interpreting the mathematical structure), we
construct, for every regular cardinal ', a k'-type space (in fact even a *-type
space), such that for every ordinal a@ < «’' there are at least two states of the
world such that for every x’-expression of depth < « this x’-expression is true
either in both states or in none of the two, and yet there is a k’-expression of
depth v 4+ 1 that is true in one state and not in the other. Thus, we answer the
above question in the negative. Hence, it makes sense to consider k-type spaces
for every regular cardinality x whatsoever.

In addition, this example will imply that, for at least two players and two
states of nature, there is no universal x-type space and no universal oo-type
space (Theorem 2.3 and Corollary 2.1).

For this section, let I := {a, b} be the set of players (the following analysis can
be trivially extended to more than two players). We fix a set of states of nature

S = {h,t}, consisting of the two possible outcomes of tossing a coin, h(ead) and
t(ail).

To simplify the notation let us make the following

a, if =0,

Convention 2.3 {i,j} := {a,b}, that is j = { b i—a

The following three definitions of are taken form Heifetz and Samet (1998a).
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Definition 2.21 Let o be an ordinal. A record of length « is a sequence

7% = (r(8)) 3o of numbers “0” and “1” such that for every limit ordinal A < «

there is an ordinal 7 < A such that r(5) = 0 for all ordinals [ that satisfy
Y< B <A

For every infinite ordinal 7 there are a unique natural number n and a unique
limit ordinal A such that v = X +n. We say 7 is even or odd according to wether
n is even or odd. If v is a finite ordinal, i.e. a natural number, we take the usual
notion of being even or odd.

Definition 2.22 Let o be an ordinal, r® a record of length «, and A\ a limit
ordinal < a. By the definition of a record, there is a minimal ordinal o* (r®) < \
such that r® () = 0, for all 3 with o* (r*) < 8 < A

Define A-par (r®), the A-parity of r*, as

oy | even, if o* (r®) is even,
A= par () = { odd, if o* (r®) is odd.

Note that by the definition of a record, o* (r*) must be either 0 or a successor
ordinal (i.e. o* (r*) = + 1, for some ordinal 7).

Definition 2.23 Let a be an ordinal. Define the spaces W by

WO .= {h,t},

W = {(wg, ws,wy) | we € {h,t},ws and w;' are records of length o},

ifa>1.

Definition 2.24 e If0 <3 <aandr® = (r()),, is arecord of length «,
then denote by r*[/3 the record (r (§)),_4 of length S.

e If 0 < aand w* € W?, then define w*[0 := wy.

o If 0 < <aandw*e W then define w*[ [ := (wo, wl[ B, ws' [ 5) .
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By the definition, it is obvious that w*[3 € W7, for every 3 < a.

Definition 2.25 Let 0 < 8 < a. Define
Tha: W — WP

by Tg.q (W) 1= w*[f.

It is obvious that m¢ g (T4 (W) = Te o (W), for 0 <€ < < au.

Remark 2.9 Let 0 < 3 < o, w® € WP and i € {a,b}. Then there are w®, u® €
W< such that

w8 =8 = w® and 0 = wf’ (8) # ¢ (6) = 1.

And in particular, it follows that wg . : W — W¥ is onto.

Let w® = (wo, ws, wy) be a state in We. We define the element of i’s partition
that contains this element:

Definition 2.26 Let a be an ordinal > 0, and w® € W<, We define:

Py (ue) =

¥ = w¢
{(0072]37@(?)6‘/{/& ‘ ! v

o
Wy

for all 3 such that f+1 < «:
wi (8 + 1) = 1 implies v§ (3) = wf (5),

for every limit ordinal A < «:

w (A) = 1 implies A — par (v8) = A — par (w?) }

)

(0) = 1 implies vy = wy,

Remark 2.10 e Let o be an ordinal > 0. The set {P; (w®) | w* € W} is a
partition of W and w® € P; (w®).

e Let 0 < f < a and u® € P;(w®). Then u*[B € P;(w*[(3), and hence
Mo (P (0[B)) 2 Pi (w®).
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It is easy to see that if a is an infinite ordinal number, then the cardinality
of W is the same as the cardinality of a.. (To see that, in the case of an infinite
«, the cardinality of W does not exceed that of «, note that the definition of
a record implies that there are only finitely many 5 < « such that r* (3) = 1.
(Consider, assuming the contrary, the minimal v < a such that there are infinitely

many [ <« with r* (3) = 1.))
Lemma 2.9 Let v be an ordinal > 0, a« = v+ 1, w* € W<, and

U 75 (Pow (WP)) , m5 L (P (w”[7))

B<y

Then there are a 3 <~ and Az Cg, Dg € Pow (W) such that

E = (m5q(4s) NP (w)) U (Wﬁa(cﬂ) N7 (P (W) N (W Py (w)))
U (750 (Dg) N (W N\ 774 (P (w[7)))) -

Proof By the definition of

”U% (Pow (W) ;74 (P (w[))

B<y

FE has the form
B = (w3 (49) At (2w ) U (i (B) 1 (07 B [2)) )
ﬂH(wa))U
(((re2 (o) Nzt (P o)) U (mch (D) 1 (i (07 P o [)) )
A Ve P (™) ),

where 3,7,6,¢ <~ and A3 CW?, B, CW", C: CW¢ D, C W°¢.

The lemma follows from the following facts: If n < [, then m ; (B,) € W* and

T e (By) = Wﬂla (m ™, /1@ (By)), so we can assume without loss of generality that

B =n=¢&=(. We have

b (WA P (w®[7)) = W\ 7L, (P (w[y))
and P; (w*) C 75, (B (w*[7)). "

Fy,a



46 CHAPTER 2. FINITELY ADDITIVE BELIEFS
Notation 2.2 e For 0 < a and wy € {h,t}, we denote by
[ X = wp] the set {u® € W | ug = wp}.
e For f < a, i€ {a,b} and w? (B) € {0,1}, we denote by
(X7 (B) = wi* (B)] the set {u® € W* | v (8) = wi* (B)}-
e For a limit ordinal A < o and A-par (wf) € {even, odd}, we denote by

[A-par (X) = A-par (wg')] the set {u® € W* | A\-par (uj') = A-par (w]")} .

Remark 2.11 Let 0 < a <+ and wy € {h,t}.
Then:

o IfB<a,ic€{ab}, andw’ € W7, then

w; (B) = (wi [a) (B) and
Tor (X7 (8) = (w][a) (B)) = [X](B)=w]
o Ifie{a, b}, w € W, and if X is a limit ordinal such that A\ < «, then

A — par (w]) = X — par (w] [a) and
Tos ([A-par (X7) = A-par (w][a)]) = [A-par (X]) = X-par (w])].

For further reference, we cite here (in a slightly changed formulation and in
our notation) Lemma 3.2. of Heifetz and Samet (1998a):

Lemma 2.10 Letv®*,w* € W, where v®[y+1 € P, (w{[y+ 1), for somey < a.
Then there is a u® € P; (w®) such that u®[y = v*[~.
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Lemma 2.11 Let A be a limit ordinal, o = X+ 1, w* € W, w{¥ (\) = 0, and

E = W/EL (Ejg), where Eg C WP for a 3 < \.
Then:

e [fv* € EN P (w*), then there is a u* € EN P; (w®) such that
A — par (u;l) # \ — par (vjo‘) :
o If
v € B (B e TN) N W\ P (™))
then there is a
u € BNy, (P (wA) N (W P (w®))
such that \-par (u?‘) # \-par (U]O‘) .
o If
v € BN W\ w5k (B (w”A)
then there is a
u® € EN (W \ 7, (P (w*X)))
such that \-par (uj‘) # \-par (UJO‘) :
Proof Let v® € E. Since 3,0 (v") ,0* (v§) < A, there is an ordinal £ such that

max {5, o* (v¥), ot (v;‘)} < & < X and such that the parity of £ + 1 is different
from A-par (vja) Define now u®* € W by

Uo = Yo,

uy = v,

u$ (y) = v (y), forally <a withy#¢,
() = 1

It follows that A-par (u]”‘) = A\-par (v?) and u®[ [ = v*[ 3, which implies u* € F.

o If v® € P (w®), then it is easy to check that u® € P, (v*) = P, (w®).
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o If
v € myh (B (w*[A) N (W Py (w™)),

then it follows that v* € W;L (P; (w*[A)) and vf (A\) = 1. It is again easy
to check that

u® € g (P (v7[N) = 7y (B (W)
and since uf (A\) = 1, we have u® € (W< \ P; (w®)).

o Ifv™ ¢ 77;,}1 (P; (w*[\)), then there are four cases:

Lo [N # wiA:

From u$[A = [\ it follows that u® ¢ W;’la (P; (w*N)).

2. There is a v < A such that

W) (v + 1) = @A) (v + 1) = Land (v7[A) (7) # (wj[A) (7) :

Since v + 1 < A and max {6, o* (v¥), ot (U]O‘)} > v + 1, it follows that
u®ly + 2 =v*[v+ 2 and therefore u* ¢ ﬂ;jx (P; (w*N)).

3. There is a limit ordinal X < A such that

(v A) (/):) = (w{'[\) (X) —1and \ — par (vja) + - par (w]a) :
We have £ > X, and therefore
(ug[A) (X) = (V[ \) (X) and \ — par (u?) - par (vjo‘) .

It follows that u® ¢ W)T’L (P; (w*[N)) .

4. (v¥[A) (0) = (w§A) (0) = 1 and vy # wy :

)

We have

)

(u[A) (0) = (v'TA) (0) = 1 and up = vo.

It follows that u® ¢ W;’i (P; (w*[N)) .
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Lemma 2.12 Let § be an ordinal, « = (f+1) + 1, w* € W*, w{ (f+ 1) =0,
and E = 73} (Eg), such that Eg C W5.

B0
Then:

o Ifv* € EN P, (w®), then there is a u® € EN P; (w*) such that
ug (8) # 5 (B).
o [f

v* € BNyt (P (w[B+1)) N (W P (w®),

then there is a
u® € ENmgiy, (P (w[B41)) N (W*\ P (w®))
such that u§ (B) # v§ (3).
o [f

v € BN (Wo\ 7510 (P (w*[B+1))),

then there is a

ut € En(Wo\ 15l (B (w6 +1)))
such that u$ (B) # v§ (8) .

Proof Let v* € E. Define u® € W by

e

0 = Yo,
uy = 7,
uf (v) = v (v), for all v < o with v # 3,
uOL

J

It follows that u

(v

(8) = 1=v7(B).
(B) # v§ (B) and u[3 = v*[3, which implies u® € E.

o If v € P, (w*), then it is easy to check that u® € P; (v*) = P; (w®).
o If

o €m0 (B (@B + 1)) N (W \ P (),

then it follows that v* € w5}, (P (w*[6+1)) and vf (6+1) = 1. It is
again easy to check that

u® € myly o (P (0 [B+1)) = 15k o (P (w*[B+1))

and since u$ (5 + 1) = 1, we have u® € (W \ P, (w®)).
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o Ifv™ ¢ W[;il’a (P, (w*[3 + 1)), then there are four cases:

Lod[f+1#wdf+1:
From u@[B+ 1 =[5 + 1, it follows that u* ¢ 71'5_}_170[ (P (w*[p+1)).

2. There is a v < 3 such that

(WrB+1) (v+1) = (wF[B+1)(y+1)=1 and
(ve[B+1) (7) # (we[B+1) (v) -

By the definition of u®, (u$[F+ 1) (7 + 1) =1 and, since v < 3,
(0718 +1) (v) = (uf[B+1) (7).,
hence u® ¢ ngl,a (P (w*[B+1)).

3. There is a limit ordinal A < 3+ 1 such that

(WX[B+1)(N) = (wf+1)(A) =1and A — par (v;‘) # A\ — par (w]“) :

We have (uf[3+ 1) (A) = 1 and, since A < 8, A-par (u) = A-par (v9) . It
follows that u® & 751, , (P (w*[3+1)).

4. (v¥[B+1)(0) = (w[B+1)(0) =1 and vy # wy :
We have

(u'[64+1) (0) = (vf[B+1) (0) = 1 and ug = vy.

It follows that u® ¢ ﬂ[;}rl,a (P (w*[3+1)).

Lemma 2.13 Let A be a limit ordinal, « = X+ 1, w* € W w® (\) =0, and

i

Ee |||Jmsh (Pow (W), a3k (P (w*[N))

B<A

Then:
o [fv* € E, then there is a u* € E such that A-par (uj“) Z# A\-par (v]a) .

o [fv* € W™\ E, then there is a u* € W\ E such that A-par (ujo‘) #+ A-
par (v}l) .
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o If
E 2 [A-par (X§) = A-par (wg)],
then £ = W<,
o I
E C [A-par (X%) = A-par (w2)],
then E = .

Proof The first point of the Lemma follows from Lemma 2.9 and Lemma 2.11.
The second point follows from the first and the fact that

”U T (Pow (WO)) o (P (w[A) |, P (w®)

B<A

is a field on W* (and therefore it is closed under complements).

The last two points of the Lemma follow directly from the first two points. m

Lemma 2.14 Let § be an ordinal, « = (B+ 1)+ 1, w* € W w& (8+1) =0,
and

E € [[r5h (Pow (W7)) w5ty o (B (w*[B+1)], B (w™)] .

Then:

If v* € E, then there is a u® € E such that u§ (3) # v$ (0) .

o Ifv* € WY\ E, then there is a u® € W\ E such that u§ (3) # v§ (8) .
o [f
E 2 X5 (8) =wj (B)]
then E = W*.
o [If

then E = ().
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Proof Note that if « = § + 1, then
U et (Pow () = 32, (Pow (7).
§<p+1

The proof is now analogous to the proof of Lemma 2.13, just replace A by 5+ 1
and Lemma 2.11 by Lemma 2.12. ]

Lemma 2.15 Let v be an ordinal > 0, a« = v+ 1, w* € W, and

E e ||Jnsh Pow (W9)), 73k (P (w”[7))

B<y
such that E O P; (w®).
Then

Proof Since P; (w®) C 77, (P (w*[v)), it follows from the definition of

U 755 (Pow (WP)) 75 L (P (w 7)) |

B<y

that there is a 8 < v and a E° C W# such that

EN7 o (P (7)) = 750 (B7) N g (P (w[7)) 2 P (w®) .

V.0 V.0
Claim: nga (EP) 2 T (P (w*[7y)).
Assume to the contrary, that there is a

v € 7L (P (™ [) \ w5 (E7)

Since f+ 1 < ~, we have v*[f 4+ 1 € P, (w*[f+ 1). By Lemma 2.10, there is
au® € P;(w®) such that u®[8 = v*[S. Since E° C W? and v* ¢ ﬂgla (E?), it
follows that u® ¢ ng (E”), a contradiction to 71'511 (E?) 2 P (w). [

Lemma 2.16 Let \ be a limit ordinal, w* € W, 3 < X\, and E° C W* such
that 755 (E®) 2 P; (w).
Then

o (B7) 2 mgiin (P (w3 +1)) .
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Proof Assume that there is a
el (B (WA 1)) \ 75 (BP) .

By Lemma 2.10, there is a u* € P, (w)‘) such that u*[3 = v*[B. Therefore
ut ¢ ﬂgf\ (EB) , a contradiction to ng)\ (EB) 2P (w)‘) . ]

2.4.1 The Construction

Now, let x be a fixed regular cardinal.

For every w* € W* and i € {a,b}, we will define finitely additive probability
measures T; (w") on (W*, Pow (WW*)) such that:

o T;(u") =T; (w"), for u® € P; (w"),

o T;(w") (P (w")) =1,

c T (= ={ b O
o for f < k:

K]< K ™ _ ]-’ if wf(ﬁ—i_l):]"
Ti(w)([Xj(ﬁ)—wj(ﬁ)])_{%, if wi(B+1)=0,

for A < k such that A is a limit ordinal :
1
73 (0) (epar (7) = epar (u)]) = { |
2

If we define

it follows from the first two points and the fact that 7; (w") will be defined on
(W* Pow (W")), that

(W (T)icqany -0)
will be a #-type space on S = {h,t} for player set {a,b}.
The construction will not be carried out at once. By a transfinite induction

on 1 < a < k, we will endow W with fields F (i,w®) and finitely additive
probability measures T (w®) on (W<, F (i, w®)) such that:
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Induction Hypothesis

L F (w) = [Upea (735 (Pow (W9))) , Py (w)]

2. for every f < o and Eﬁef(z' w*[f) :
T () (w50 (B%)) = 6) (E)

that is marg(wﬁ . wam))T (w ) =T (w[B),

3. T (w) =T (u*), for u* € P, (w®),

7

4. T2 () (P (w?)) = 1,

5. 17 () (X5 = wi) = { |}

6. for B such that B+ 1 < «:
1
7 @) (X5 0 =g (3)]) = { |
2
7. for A < a such that A is a limit ordinal :

77 ) ([epar (37) = depar u)]) = { 1 R0 6

Since inverse images commute with complements, arbitrary unions and inter-
sections, it follows:

Remark 2.12 Let §+ 1 < «a. Then:

TrBJlrl,a (F (,w*[f+1)) = [ T3a (Pow (Wﬁ)) ,ngl’a (P (w3 + 1))} )

Remark 2.13 Let 1 < f < a < Kk and let u®, w* € W such that u* € P; (w®)
(and hence P; (u®) = P; (w®)). Then:

o We have
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o [f

T3 (w) = TP (u?),
T (we[3) = T/ (u°[8) and
marg(Wﬂ,f(i,wa(ﬁ))ﬂa (™) = T/ (w[B),

then we also have

MALE (s F(iue [B))Tia (u) =T/ (u*[B).

Definition and Construction

(By transfinite induction on 1 < a < k.)

Step a=1:

We have W9 = {h,t}. Let w' € W

Define
)= = {3 w0y
Tt (w') ([X§ = w)),

T (') (X3 # wil) =
T (') 0)
T W =

It is clear, that by this definition, T;<! (w!) is a probability measure on

(Wl,ﬂaj (POW (WO))) )

Let E° C W such that P, (w') C g1 (E°).

1. case: w}(0) = 1: Then E° = WY or E° = [X{ = wy|, hence the outer
measure T;<! (wh)" (P; (w)) is equal to 1.

2. case: w} (0) = 0: Then E° = W and the outer measure T;~! (w')" (P; (w?))
is equal to 1.
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For u! € P; (w!), we have in both cases that P; (u') = P, (w!) and T~ (u!) =
T=' (w'). For each P;(u') such that u! € W1 chose a representing element
w! € P;(u) = P, (w') . By the Lo$-Marczewski Theorem, we can extend T,~* (w?)
to a finitely additive probability measure T (w') on the field

F (i,w') = [mo1 (Pow (W), P, (w')]
such that T} (w') (P; (w')) = 1. Define T} (u') := T} (w'), for all u! € P; (w').

(Note that for u' € P; (w'), it is the case that F (i,u') = F (i,w').) T} (u') and
F (i,u') satisfy the conditions 1.-7. of the induction hypothesis.

Stepa=(+1)+1:
For each P; (u®) such that u* € W, chose a representing element w® € P; (u®) =
P; (w®) .
Let T=* (w®) be the finitely additive probability measure defined on the field
T (F (6w [B+1)) = [m5, (Pow (W) w5y o (P (w?[5+ 1)),

which is induced by 7™ (w*[3 4 1) (as defined in Lemma 2.3). According to
Lemma 2.15 and the induction hypothesis, we have for the outer measure of
P, (w®): T~ (w*)" (P; (w*)) = 1. So, by the Lo$-Marczewski Theorem, we can
extend T (w®) to a finitely additive probability measure T (w®) defined on
the field

F(i,w®) = [[m55 (Pow (W) 75ty o (P (w®[B+1))], P, (w*)]
such that T (w®) (P; (w®)) = 1.
1. case: w (84 1) = 1: Then

mote ([X07(8) = (wi18+1) (8)]) = [X5 (8) =} (8)] 2 P (™).

By Lemma 2.5, extend Tia (w*) to a finitely additive probability measure
T2 (w®) on the field

[ﬂ-gil,a (Pow (WFH)) | P (w®)] = F (i,w®).
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By the above, we have

Define now T2 (u*) := T2 (w®), for all u* € P;(w*). (Note that, for
u* € P, (w®), we have F (i,u®) = F (i,w®), F(i,u®) = F(i,w*), and
ug (B+1) = wif (B+ 1) = 1 and hence, u§ (8) = w§ (5).) It is now easy to
check that T (u®) and F (i, u®) satisfy the conditions 1.-7. of the induction
hypothesis.

2. case: w} (B+1) = 0: By Lemma 2.14 and the induction hypothesis, we

have for the outer measure of [X¢ (8) = w§ (3)]:

T2 (w®)" ([X2(8) = w2 (B)]) =1,

<

and for the inner measure
T (), ([X9(8) = w (8)]) = 0.

By the Los-Marczewski Theorem, we can extend T (w®) to a finitely ad-
ditive probability measure T (w®) on the field

[F (0™, [X5(8) = wt (9)]]

such that

Finally, by Lemma 2.5, extend YA}“ (w*) to a finitely additive probability
measure T2 (w®) on F (i,w*). Define now T (u®) := T2 (w®) , for all u® €
P; (w®) . It is easy to check that T (u®) and F (i, u®) satisfy the conditions
1.-7. of the induction hypothesis.

Step a = A, A limit ordinal.

For each P; (u®) such that u* € W, chose a representing element w® € P; (u®) =
P; (w®).

Let T=* (w®) be the finitely additive probability measure defined on the field

U 7o (F (i,0"]8)) = | 755 (Pow (WF))

B<a B<a
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which is induced by (T (w*[83))1<p<a (as defined in Lemma 2.3 ).
Let 3 < a and E? C W# such that 7'('5}1 (Eﬁ) D P, (w®). By Lemma 2.16, we
have

oo (B7) 2 Tty 0 (P (w[B+1)).

(Note that § < a implies 5+ 1 < «a.) Since, by the definition of T~* (w®),

T (w*) (15l 0 (P (B + 1)) = TP (w[B+ 1) (B (w*[B+1)) = 1,

the outer measure T;~* (w®)* (P; (w®)) is equal to 1. By the Lo$-Marczewski The-
orem, we can extend 7;~% (w®) to a finitely additive probability measure T}* (w®)
on the field

F (i, w*) = U Wgz (Pow (Wﬁ)) , P (w®)
B<a
such that T (w*) (P; (w®)) = 1. For u* € P;(w®) define T (u®) := T2 (w®).
It is easy to check that T} (u®) and F (i, u®) satisfy the conditions 1.-7. of the
induction hypothesis.

Step a = A + 1, A limit ordinal:

For each P; (u®) such that u® € W, chose a representing element w® € P; (u®) =
P; (w®) .
Let T.=* (w®) be the finitely additive probability measure defined on the field

Tra (F (1, 0"[X)) = [U The (Pow (WP)) 735, (P (w® M))] :

B<A

which is induced by T (w®[)) (as defined in Lemma 2.3 ). According to Lemma
2.15 and the induction hypothesis, we have for the outer measure of P; (w®):
T=* (w*)" (P; (w*)) = 1. So, by the Lo$-Marczewski Theorem, we can extend

T (W) to a finitely additive probability measure T (w®) defined on the field

| 75k, (Pow (WP)) ik (P (w?[N))
B<A

ﬁ(i,wo‘) = [

such that T (w®) (P; (w®)) = 1.
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1. case: w (A\) = 1. Then

L ([)\—par (X;‘) = A-par (wja f/\)})

U
s
B
NG

By Lemma 2.5, extend i“ (w®) to a finitely additive probability measure
T (w*) on the field

[k, (Pow (W), Py (w®)] = F (i,w®).
By the above, we have

1.

T (w®) ([Apar (X7) = A-par (w])])

Define now T (u®) := T2 (w®), for all u* € P, (w®) . (Note that F (i,u*) =
F(i,w), u§ (A) = w (A) = 1 and hence, A-par (w) = A-par (u).) It is

now easy to check that T)* (u®) and F (i, u®) satisfy the conditlons 1.-7. of
the induction hypothesis.

2. case: wy(A) = 0. By Lemma 2.13, we have for the outer measure of

[)\-par (X]O‘) = A\-par (w]a)] :

To (w)* ([hpar (X7) = depar (w)]) = 1.

and for the inner measure
T (w®), ([M-par (X3) = A-par (wf)]) =0.

By the Los-Marczewski Theorem, we can extend T (w®) to a finitely ad-
ditive probability measure T (w®) on the field

[f(i,w) [A-par (X') = A-par (w )H

such that

~ 1

T (w®) ([Mpar (X§) = A-par (wf)]) = 5
Finally, by Lemma 2.5, extend ﬁ-" (w*) to a finitely additive probability
measure 77 (w®) on F (i, w*) . Define now T (u®) := T2 (w®), for all u* €
P, (w®) . It is easy to check that T/ (u®) and F (¢, u®) satisfy the conditions
1.-7. of the induction hypothesis.
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Remaining Step:
We have to extend T} (u”) to a finitely additive probability measure defined on

the field Pow (W*):
By the inductive construction, T (u*) is defined on

U 75 (Pow (W7)), P, (w")

B<k

such that 1.-7. of the induction hypothesis are satisfied. For each P; (u") such
that u® € W", chose a representing element

w" € P, (u") = P, (w").

Now, by Lemma 2.5, extend T} (w") to a finitely additive probability measure
T; (w*) on the field Pow (IW*) and define

for u® € P, (w").
Finally, let

for w" € W*.
wr= (W~ T,,T,,6)

has now all the desired properties.

Next, by induction on the formation of x-expressions, we define the depth of
a k-expression:

Definition 2.27 o If £ €3, then

e if 0 <p<1,¢€ [l andif ¢ is a k-expression, then

dp (B} (¢)) :==dp (¢) + 1,



2.4. SPACES OF ARBITRARY COMPLEXITY 61
e if © is a k-expression, then
dp (=) :=dp (¥),

o if U is a set of k-expressions such that |¥| < k, then

dp( A\ ¢) :==sup{dp(p) | € T}.

pew

It is easy to see that, since k is regular, the depth of a k-expression is always
strictly smaller than k.

Lemma 2.17 Let a < K, w*, u® € W* and w"[a = u"[a.
Then, for all k-expressions ¢ such that dp (¢) < a:

K

w € oV iff ut e V"

Proof We prove the Lemma by induction on the formation of k-expressions.

o Let ¢ = E, where E € ¥y,,3 = Pow ({h,t}), and let w*, u* € W* such
that w*[0 = u*[0. By definition, v* € EV" iff § (v*) € E, for v~ € W*.
But we have 0 (v*) = vy = v*[0, for v® € W*. It follows that u® € EV" iff
wr € EV".

e Let ¢ = — such that depth(¢) < «a and let w*,u* € W* such that

"(a = u"[a. Tt follows that depth (¢) < o and u* € " iff u® ¢ """ iff-

by the induction assumption - w"* ¢ Y"", which is the case iff w® € V"
e Let p € [0,1], 4 € {a,b}, p = B?

w”, u® € W" such that w [a = u"[a. B

is a F° C WP such that "V~ = Wﬁ}i (E

T, (u") (") = T (uifa) (r5, (E7))
= T (" [a)wgzrgfl (E’B))

(¢),dp(¥)+1 =p+1< a, and
y the induction assumption, there

. By the definition,

It follows that u* € (B ()" iff w* e (B ()" .

o Let V] < K, ¢ = Ay ¥ such that depth (p) < «, and let w*, u* € W*
such that w"[a = u"[«. Then depth (1) < a, for ¢ € ¥. By the induction
assumption, u® € Y iff wr € PV, for ¢ € W. It follows that u* € "
iff we e V"



62 CHAPTER 2. FINITELY ADDITIVE BELIEFS
Lemma 2.18 In the x-type space <W", <ﬂ>ie{a,b} ,9>, we have:

(IX5 = W)U B; (X5 = 1))
([X5 (» =1]) UB; ([X} (5) =0]).
for all ordinals B < k.

(Xr(\) =1 = B; ([Apar (X5) = even]) UB; ([A-par (X5) = odd]),

for all limit ordinals \ < k.

B;
B;

Proof Follows directly from the construction of <W”‘, (T7),c (ab} ,9>. [ ]

Lemma 2.19 In the x-type space <W”, (T3 ie oy ,0>, we have:
[ ]

WY = Xp =,
(" x5 =1].
dp({n}) = dp({t}) = o.

o For every i € {a,b} and  such that 0 < B < K, there are k-expressions
¢} (B) and @; (B) with

dp (¢? (3)) = dp(¢; (B))
g+1 such that

| C = [XF(®)=1] and
@B = [Xr(B)=0].

)
=
5
ko

||

o For every i € {a,b} and limit ordinal N\ < Kk, there are k-expressions
0 (N) and @24 (X) with

)

dp(pf* (A) = dp(g™(N))

Y such that
(%gven (/\))W” — [)\—par (Xf> = even] and
(P2 (W)W = [A-par (XF) = odd).

Proof The first point is clear. We show the second and the third point by a
transfinite induction on 0 < 3 < k.
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e 3=0: According to Lemma 2.18 and the first point of this Lemma, we

| = B VB )"

have [X[F(0)=1 )
0] = (=Bl ({hH) VBN

7

and [X[ (0)

7

e 3 =~+41: According to the induction assumption, there are xk-expressions

@] (v) and ;] (7) such that

(%0?(7));: = [XF(y)=0],
(i ()" = [X7()=1] and
dp (¢9 (7)) = gp (1 (M)
Define
e (8) == B} (¢] (7)) V B (¢5 (7))
and

p; (B) = —; (B).

o} (B) and @Y (B) are r-expressions of depth 8 + 1. We have

(X7 (8) = 0] = W\ [X7 (8) =1].
By Lemma 2.18 and the induction assumption, it follows that

XE(B) =1 = (#1(8)  and
XEB) =0] = (B

Let A < k be a limit ordinal: For i € {a,b} and § < A define in W" :
Y B)] = [XEB) = N Ngcqer [XT (@) =0,
|:ZZ>\] = mogao\ [XF (o) =0].

According to the induction assumption and the fact that |A\| < k, it follows
that

V2 (B) = 0F (O) A Npeaer ¥ (@) and
i = Nozacr ¥ (@)
are k-expressions such that
dp (¢7 (8)) = max{8+ Lsup{dp (¢} (@) | B < a <A}

= sup{a+1|a<A}
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and, similarly,

dp (x7) = X

It follows from the induction assumption that

K

@] = (@ 9)" and [2] = ()"
Since o* (wr) , for wf € W, can never be a limit ordinal, we have

[A\-par (X[) = even] = [Z} U Us<x. 5 0ad (Y2 (3)] and
[A-par (X[') =odd] = Uﬂ<)\, Beven [YzA (ﬁ)} :

Again, since |A| < &, it follows from the above that

Pt () = XV V<, godd ¢} (B) and
So(z?dd ()\) = Vﬁ<)\, Beven w;\ (6)

are r-expressions such that
dp(pf™" (V) = max {dp(x}), sup {dp (47 (8)) [ B <A, §odd}} =\,
and  dp(p?d (X)) = A.

By the definitions and the induction assumption, we have

(pgven ()\))W: [A-par (XF) = even] and
(@ (M) = [A-par (X]) = odd].

e 5=\, A limit ordinal < k : By Lemma 2.18, and the above we have

(Bl OV Bl o)™ = X =1
(= (BH@s™ 0) v BHS M )™ = [XF () =10,

J J

and

dp (B (g5 (V) v B (V)"
dp (= (B2 (V) V B3 ()" = A+ L

J J
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Theorem 2.2 For every ordinal o < Kk there are u®, w* € W* such that:

1. For all k-expressions ¢ with dp (¢) < a:
ut e SOW“ Zﬁwli c SOW“'
2. There is a k-expression ¥ with dp (¢) = a + 1 such that

u* e " and w* e (~)" .

Proof Let a < k and ¢ € {a,b}. By the definition of W*, there are u”, w* € W*
such that u"[a = w"[a and 1 = uf (a) # wf (o) = 0. The first point follows
now by Lemma 2.17. By Lemma 2.19, it follows that u® € ¢} (oz)vw7 w" €
(=} (@)™, and dp (p} (a)) = @+ 1. m

Note that Lemma 2.17 and the proof of Theorem 2.2 show that the a-th levels
of uf and v} determine the r-expressions of depth o + 1.

Theorem 2.3 Let |I| > 2 and |S| > 2. Then, there is no weak-universal co-type
space on S for player set I and there is no weak-universal x-type space on S for
player set I.

Proof Assume there is a weak-universal co-type space (a weak-universal x-type
space, respectively)

Q = <U7 (Tz‘)ie[ ) 278U>

on S for player set I. Then, the underlying set U has a cardinality |U|. There is
a regular cardinal number k > |U].

wr = <W'ia (T3 icfa,py » Pow (W) ’6>

is a x-type space on {h,t} (and therefore a oo-type space). Since |{h,t}| = 2, we
can assume without loss of generality that {h,t} C S, and since ¥g = Pow (.59),
that Xg O Pow ({h,t}). Also, since |I| > 2, we can assume without loss of
generality that {a,b} C I. For i € I \ {a,b} define T} (w") := d,», and view 0 as
a function from W*" to S. Then
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W= (W",(T;),e; , Pow (W), 6)

i€l

is a *-type space on S (with player set I). Since every s-type space is a oco-
type space, W7 is also a co-type space. According to the assumption, there is a
type morphism f : W* — U. Since both spaces are in particular k-type spaces,
this morphism preserves k-descriptions. If ¢ is a k -expression in the ‘language’
corresponding to the set of states of nature {h, ¢} and the player set {a, b}, then
@ is also a k-expression in the ‘language’ corresponding to the set of states of
nature S and the player set I, and it is easy to check that for w" € W* we have
w" € Wi iff w® € W, So, by Lemma 2.19, it is still the case that two different
states of W7 have different s-descriptions. Hence, since by Proposition 2.1, f
preserves k-descriptions, f is one-to-one. It follows that |U| > |[W}| > &, which
is a contradiction to |U| < k. |

Corollary 2.1 Let |I| > 2 and |S| > 2. Then there is no universal co-type space
on S for player set I and there is no universal x-type space on S for player set I.

2.5 The Universal xk-Type Space as a Space of
Coherent Hierarchies

For the rest of this chapter, fix a nonempty player set I (of arbitrary cardinality),
a nonempty set of states of nature S, and a k-field ¥g on S such that for all
s,s € S with s # ¢ there is a E € Y5 such that s € E and s’ ¢ E. We assume,
without loss of generality, that 0 ¢ I and define Iy := I U {0}, where “0” stands
for nature. For i € I, we define —i := Iy \ {i}.

Given the above data, we construct the space of coherent hierarchies up to
(but excluding) level k. We show that the set of all such coherent hierarchies gen-
erates a product k-type space (Theorem 2.4) and that this space is the universal
k-type space (Theorem 2.5). It is easy to see that levels of the coherent hier-
archies correspond to depths of k-expressions. So, Theorem 2.2 (together with
Proposition 2.1) shows that the hierarchies up to some lower level than £ would
not suffice to construct the universal k-type space.

The remarkable fact of the construction in this chapter is that, unlike the
construction in section 2.3, it does not use other k-type spaces. Therefore, it
provides an independent characterization of the universal k-type space as the
space of coherent hierarchies. So, we learn here what the states of the world in
the universal x-type space ‘are’.
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Definition 2.28 Define
o O =95 fork >a>0,
o X :=Xg fork > a >0,
e (Y to be a singleton, for i € I,
e 3V :={0,C?} fori eI,
o C%:=]lier,C8, for k > a >0,
e X% to be the product s-field of the X¢, i € Iy, on C%, for Kk > o > 0,
o O =ljeiCf for k >a>0and i€,

e X%, to be the product r-field of the X%, j € —i, on €%, for kK > a > 0
and i € [,

[ ] Ca:

1

{ (tiﬁ)ﬂ<a S Hg@ A¥ (0’6) ’ VB <y<a : marges (t]) = tf and

VO<vy<a : marge (t]) = 0 p
¢ (( 7”')L3<’y

3

fork >a>1andiel,

e X% to be the s-field on C* inherited from the product x-field of the ¥ Ar(C8)
B <a,on ][]z, A" (C’ﬁ), fork >a>1andiel,

o ), Ci — Cf to be the identity on S, for K > a >~ >0,
o 7, : C — C} to be the obvious map, for k > a >0 and i € I,

° 71'?%& : C* — C] to be the canonical projection Wiva((t?)g<a> = (tl-ﬁ)g@, for

k>a>vy>1landiel,
o Mo = (4 )icn, for K > a >~y >0,
o Tt = (W%’a)je,i, fork >a>~vy>0and i€ I

’y?a

Notation 2.3 Let 0 <y < a < k and ¢ = (t/) 5., € C*. Then we define

o = o, where C? = {}},
&y = 1))y, for~y>0.
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Lemma 2.20 1. For every i € Iy and for every ordinal o such that
0<a<k:

Cy is nonempty.

2. For every i € Iy and for all ordinals o, 3 such that 0 < 8 < a < kK :
Tho : OF — cr

1s onto and measurable.

Proof For i =0, 1. and 2. are clear by the definitions.

For i € I and every a < &, the measurability of 7, , : Cf* — C7 is clear, since
C? is a singleton. For i € I and 1 <~ < a < &, the measurability of 7/, , follows
from the fact that the inverse images of the generators of the product x-field of
the 2M<CB), B < v, on Iz, A" (C’B) are among the generators of the product

r-field of the EAK(Cﬁ), B < a, on Il A* (C’ﬁ). Note that by the nonemptyness

of C?, for i € I, 2. implies 1. Note furthermore that, if 0 < 8 < v < k and if
W%ﬁ OV — Cf, for i € Iy, is onto and measurable, then 75, : C7 — C¥ is onto
and measurable.

It remains to show by transfinite induction on o < & that 7}y , : Cf* — s
onto, fori e land 0 < B <a<k:

e o = 0 : Since there is no ordinal § < 0, there is nothing to show.

e o =1: Since S and the C?, for i € I, are nonempty, C° is nonempty. It
follows that A® (C?) is nonempty: Take for example ¢ € C°, and define for
E e X"

1 if ek,
O () ‘:{ 0 if C¢E.

d.0 is the so-called d-measure at ¢ and it is a (even c-additive) proba-
bility measure on (C° X%). Since C?, for i € I, is a singleton, we have
margeo (00) = d0, for i € I, where {c}} = C}. By definition, we have
Cl = A" (C?), for i € I. Since C?, for i € I, is a singleton, it follows that
7.1 is onto, for i € 1.

e Let ¢ € [ and let & < k be a successor ordinal, i.e. a = v+ 1, for an
ordinal v > 0. Since for every ( <« and for every cf € C’f there is, by the
induction assumption, a ¢; € G with 7} (¢]) = ¢, it is enough to show

that for every ¢] € C7 there is a ¢ € C} with 77, , (') € ¢/.

So, let ¢ = (t7)s., € C]. We have to find a t] € A®(C") such that
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margs (t)) = tﬁ for all # < v and marg (t]) = 5(( ) By the induc-

)
B<y
tion assumption, and in the case of j = 0, by the definition, 7r C’5 — CB
is onto and measurable, for all j € I, and all ordinals B § such that
0 < B <& <. This and the fact that margcg(tf) = tzﬁ, for < & <7, im-
ply by Lemma 2.3 that ¢ induces a well-defined finitely additive probability
measure ¢;” on the field

F={ECC |3<y:E=m;.(F) fora Fe¥’} C X

by 77 (755 (F)) == t7 (F) . We show now that the outer measure

()" ({e]} x C7,) of {c]} x C?, is equal to 1. Clearly, it cannot be greater,
since t7 (CP) =1, for § < 7. Let now 8 < v, Ef € £7 and W;}y (Ef) 2
{c]} x C7;. Then EF 2O {x}_(c])} x C”. and therefore t’ (EP) = 1.

This implies that ¢;7 (7?517 (Eﬁ)) = 1. By the Lo$-Marczewski Theorem,
we can extend ¢, to a finitely additive probability measure p, on the field
[F,{c]} x C7;] on C7 such that y, ({¢]} x C7;) = 1. By Lemma 2.5, we
can extend p, to a finitely additive probability measure p; on the field
[£7,{c]} x C7,] . Define now ¢} as the restriction of y; to £7. t] has the
desired properties.

e Let i € I, let a be a limit ordinal < &, let v < «, and let ¢] € C7. Consider
the set

Y = {aiC € U C’fl Wi,c(af) = cZ} )

v<(<a

Y is nonempty, because it contains ¢;. Y is partially ordered by:

a$ Califf n > ¢ and T, (a]) = as.

Note that a¢ C af and a” C a$ imply a = a”. Now, let A be a nonempty
and totally C-ordered subset of Y. Define

a(A) == sup{¢ | Jat € ANC*}.

Obviously, we have a(A) < «a. For every § < a(A) there is a ( > 3 such
that there is a al € AN C¢. Define

UA = (t])scaa),
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such that t7 = a(3) for a a¢ € AN CS with 3 < (. Note that if 5 < ¢
and 3 < 7, and if a5 € ANCS and a! € AN CY, then we have n < ¢
and 71'7'74(0,() = a] or ¢ < nand 7t (a]) = a;. In both cases, we have
a (3) = ab (), and hence LA is well-defined. Note furthermore that, for
0<ﬁ<oz(A) and a¢ € AN C with § < ¢, we have

margs (UA (8)) = margs () = marg s (af (8)) = 8,605 = uars,

and for £ < f < a(A) and ageAﬂC’f with # < (, we have

margce (WA (5)) = margee (1) = margee (af (8)) = a7 (€) = UA(€).-

Hence UA € C ). and by construction (since aS[y = ¢, for a5 € A):
T o) (UA) = ¢/. Therefore, UA € Y and, by construction, UA is an C-
upper bound of the set AinY.
Therefore we can apply Zorn’s Lemma, hence there is a C-maximal element
a €Y. Assume a € C’f, for a ( < a. Since « is a limit number, there is a n
with ¢ < n < a. The induction assumption implies that there is a a] € C,
such that 7T< (a]) = a. Since a € Y, it follows that !, (a]) = 7! . (a) = ¢,
and hence a] € Y Therefore a is not maximal, Wthh is a contradiction. It
follows that a € C¢* and 7! , (a) = ¢/, as desired.

Lemma 2.21

= |J s (=

B<k

Proof By Lemma 1 and Remark 2.5, it follows that 75 (Eﬁ ) is a x-field on C*,
for ﬂ < k. If v < a < K, then, by Lemma 1 it follows that ¥* 2 7} (X%) 2
7 (£7) and therefore ¥* 2 |Jg_,, T5y (X7) . By Lemma 2.2, Us<r Tay (57) is
a k-field on C*.
" is the product s-field of the Xf, ¢ € Iy. By Lemma 1, Remark 2.5, and

Lemma 2.2, it follows that U5<ﬁ (W/igﬁ)_l <Ef) = Y¥, since every generator of

Y is in (Wgﬁ)il (Ezﬁ > for a # < k, and since the left hand side is already a
r-field. It follows that the sets of the form Iljer, £; such that E; = CF, for all
but one ¢ € [, and E; = (WZB H)—1 (Eﬁ) for a < k and E” € ¥7 are already
a generating set of ¥®. This implies that Uﬁq (Eﬁ) DI [ ]
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And in the same way, with obvious changes, one proves:

Lemma 2.22 Let i € I. Then,

wro= U (w7 (3)

B<k

Definition 2.29 e Define 6" to be the identity on C§ = S.
e For i € I, define T : CF — A*(C*) by:

Tr((t])p<r) (B) = 15 (B)

for (t7) g, € CF and for E = 7,5 (E*), where E* € X%, for a a < k.

Since for § < v < k : marggs () = t7, and since 74, is onto, for f < «
)

KL?
this definition is independent of the particular E* chosen to define T} (¢f) (E).

<
E)

Theorem 2.4

QH = <CK7 va (T'H)ZED 0’{>

]

1s a product k-type space on S for player set I.

Proof By the definition, Lemma 1, and Lemma 2.3, T} (¢f) is a finitely additive
probability measure on (J,_,. ngﬁ (27) = %~

T : CF — A*(C®) is measurable: Let ¢f = (t7)s., € CF, E = Ty (B,
for a @ < k and a E* € X%, and let p € [0,1]. We have T (¢f) (E) > p iff
t¥ (E*) > p. But {t& € A" (C?) |t (E) > p} is measurable in A® (C?), so by
the definition of X, the set

{tDpenecr

TH(#)5e) (B) 2 p

is measurable.
It remains to prove the introspection property. (The measurability of 6" is
clear anyway.) Let ¢, aff € CF, with ¢ # af. Then, by the definitions, there is a

o < k and a E* € X% such that

TF (cf) (mo (B®)) # T7 (af) (wo ) (E9)) .
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It follows that

[T ()] i={a" € C" [ T () = T} (ai))} = {'} x C%.

()

Let A € X% with A D {¢f} xC*,. Since A = 7} (A%) fora a < x and a A* € ¥,
it follows that A* D {¢f[a} x C%,. By the definition of ¢/ = (7)., we have

margq. (t&) = 4 @), = desfa- Therefore t (A*) = 1, and by the definition,
¢ i/ B<a ¢
Ty (cf) (A) = 1 and therefore margqx (T} (¢f)) = der. [ ]

Definition 2.30 Let
<M> 27 (T%)iela 9>

be a k-type space on S for player set I. By transfinite induction on a < &, we

define:
1. Define
hy : M — C§ =S by hy =0,
for 0 < o < k. Note that 6 is measurable.
2. Define
R : M — CY

in the obvious way, for i € I. Note that h? is uniquely defined and measur-
able, since C? is a singleton.

3. If h : M — C¢ is already defined and measurable, for ¢ € I, then define

e M — C* by h*(m):= (h% (m))

jelp *
h* is measurable, since by 1. h{ is measurable and each A$, for i € I, is
measurable.

4. If h* : M — C¢ is already defined and measurable and if & < &, then define
g2 (m) () :==T; (m) ((ha)_l (+)), forieIandme M.

Note that (in the notation of Remark 2.4) ¢ = Af, oT;, for i € I. By
Remark 2.4, it follows that

g M — A" (C?), foriel.

By the measurability of h“ and of T}, for i € I, and by Remark 2.4, we have
that ¢ is measurable, for ¢ € I.



2.5. A SPACE OF COHERENT HIERARCHIES 73

5. Define

hi M — C} =A"(C°) by hi:=g), foriel

6. Let « = v+ 1, where 0 < v < k, and let h] : M — C7, for i € I, be already
defined and measurable such that h) (m) = (g7 (m))g<, for all m € M and

for ¢ € I, where giﬁ M — AF (C’ﬁ) is already defined and measurable, for
i €I and § <~. By 3. and 4. from above, g/ : M — A" (C7) is defined
and measurable, for ¢ € I. Define

ht (m) = (gf (m))g<~41, form e M and i€ I.

(2

We have to show that k)™ : M — CJ™", for i € I. Tt suffices to show that

marge (g (m)) = 5(g§(m)) , forme Mandie€l,

B<y

and for all 3 < ~:
margqs (97 (m)) = g° (m), form e M and i € I.

Let i € I and E7 € ¥ such that EY D {(g (m))g<y} x C7,. We have to
show that

g; (m) (E7) = 1.
First observe that for all m,m’ € M and ¢ € I :if T;(m) = T;(m’),
then, by the definition, g7 (m) = ¢° (m/), for all 3 < 7. So it follows that
h] (m) = h] (m). Obviously, we have h” (m) € {h] (m)}xC”,. This implies
that (h?)~" (E7) D [T} (m)] and therefore
T, (m) ()™ (B7)) = 1.

By the definitions of h? and A7, for i € I, we have

h) =nh,oh! and hy =0=idso0=7%, ohj, for3<n<yandiel.

(]

Therefore, h? = 7z 0 b7, for 3 < n <. It follows that

(W) (B%) = ()" (w5 (B7)),
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for 3 <n <~vand EF € 3P,
Let B € ¥8, 3 <~, m€ M and i € I. It follows now:

gl (m) (w54 (B7) = Ti(m) ()" (v} (B7))
= T.(m) (") (7))
= g/ (m) (7).

We note that h{', for ¢+ € I, is measurable, since every giﬁ , for © € I and
0 < «, is measurable.

7. Let a be a limit ordinal < k and let, for every i € [ and every v < a,
h] ©+ M — C] be already defined and measurable such that h] (m) =
(97 (m))g<r, for all m € M, where g’ : M — A" (CP) is already defined
and measurable, for 3 < 7.

Since « is a limit ordinal, it follows for every § < « that 0+ 1 < a.
Therefore gf M — AF (C’ﬁ) is already defined and measurable, for 8 < a
and ¢ € I. It follows that

b (m) = (g; (m)) p<a

is well-defined and measurable, for m € M and i € I. For i € I, we have to
show that A : M — C7* and that h{ is measurable:

Let § < v < a. Since « is a limit ordinal, we have v + 1 < a. By the
induction assumption, we have that k)™ : M — C7™", and it follows that
gf is measurable, for 0 < ¢ < v and that

margey (g (m)) = 5<g§(m)>§< and marges (9] (m)) = g/’ (m),
for all m € M. This shows that
hi M — Cf, foriel.

Finally, we note that Ay, for ¢ € I, is measurable, since every g;-g yforiel
and (3 < «, is measurable.

Proposition 2.4 Let (M, %, (T;)cr,0) be a k-type space on S for player set I.
Then, the k-hierarchy description map

M — C"

1S a type morphism.
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Proof We showed already in the above definition that A" is measurable.
We have

0% (h" (m)) = h§ (m) =60 (m), for m € M.

Let : € I and F € Y*. Then there is an ordinal o < x and E% € X% such that
E =}, (E*). It follows by the definitions that for m € M:

T (" (m)) (B) = Tr((g; (m))s<x) (E)
= g (m) (E*)
= T (m) ((h*)"" (E*))
= Ti (m) (h")" (7o (E)))
= T;(m) (") (B)).

The next Lemma shows that type morphisms between x-type spaces preserve
the k-hierarchy descriptions.

Lemma 2.23 Let (M, 3, (T})ier,0) and (]\/4\, 5, (ﬁ)ie[,b\) be k-type spaces on S
for player set I, let ™ : M — C* and he M — C be the k-hierarchy description
maps, and let f: M — M be a type morphism.

Then, for allm € M :

Proof Since C? is a singleton, for i € I, we have that A% (m) = K9 (f (m)), for
1€l and me M.
For 0 < o < x and m € M we have

hg (m) = 6 (m) =0 (f (m)) = 3 (f (m)).

Let « = B+ 1 < k and hﬁ(m):ﬁﬁ(f(m)),formeM. For i € I and
m € M, it follows that

gl (m) = T.(m)o(n)™"
= Ty(m)o(f'o (b))
= T,(f (m))o (%)
= 3 (f (m)).
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This implies that h7*! (m) = Ef“ (f(m)), forie I and m € M.

Let i € I, let a be a limit ordinal < &, and let kY (m) = ﬁzﬁ (f (m)), for all
B < a and m € M. To show that h (m) = hY (f (m)), for i € I and m € M, it

suffices to verify that g (m) = g7 (f (m)), for all 8 < a. But this follows from
the fact that 8 < « implies that § 4+ 1 < « and from

(95 (m)ees = WM (m) = BRI (f (m)) = (G5 (f (m)))c<s.

Proposition 2.5 The k-hierarchy description map
h® . C" — C"

15 the identity.

Proof Let ¢ € C%, let 0 < a < k and, for i € Iy, let m; be the projection
i C" — CF.

Then

hi (") = 07 (¢") = c§ = mo (¥) = o (mo (7).
e We have hY (¢") = ¢, for i € I, where {!} = C?, and therefore h (¢*) =
7o, (i (7)) -

e et « = f+1 < Kk and let hf = 7rf3ﬁ om;, for i € I. Let furthermore
= (t§)<<m for i € I, and let £ € ¥°. For i € I, we have

ol () (%) = () () (B7))
. (((Wg,ﬁ o))

= T (") ((mp0) " (E?))
— (E°).

)

(7))
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It follows that ¢ (¢*) = t7 and therefore h? (¢¥) = 7, (mi (¢¥)) . (Note
that by the induction assumption, kY (¢%) = T, (mi () = (t t$)cep, for all
iel.)

e Let now «a be a limit ordinal < k and let for all § < «, for all 2 € I, and all
Cf = (tz§>C<n :

Then

B () = (97 () )pea = () gea = To 0 i (7).

(Note that § < « implies §+ 1 < «.)

Altogether, it follows that hf (¢*) = m; (¢*), for i € Iy, and therefore h* = idew.
[

Theorem 2.5 C” is a universal k-type space on S for player set I.

Proof Let M = (M,%, (T;),.;,0) be a r-type space on S. By Proposition 2.4,
there is a type morphism from M to C*. By Proposition 2.5 and Lemma 2.23,
this type morphism is unique. [

2.6 Beliefs Completeness

In this section, we show that the universal x-type space is beliefs complete. In the
case k = Np, we can say much more: The component space of each player is - up
to isomorphism of measurable spaces - the space of finitely additive probability
measures on the product of the space of states of nature and the other players’
component spaces.
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Theorem 2.6 Let (C", X%, (TF);er,0%) be the universal k-type space on S for
player set I constructed in the previous section.
Then, for everyi € I :

[ J
TP CF — A% (C7)
s one-to-one and measurable.
°
marge o T : CF — A" (cr)
1s onto and measurable.
[ J

marg,x, o T} : O — AN (C)

is an isomorphism of measurable spaces.’

Proof The first point was already proved in the proof of Theorem 2.4.

Fix ¢ € I. According to the first point of this theorem, T} : Cf — A*(C*)

7
is measurable. Since all the inverse images (under the projection) of the gener-

ators of X%, are among the generators of X", the projection from C* to C*, is

measurable. Remark 2.4 implies now that

marge. @ A" (C") — A" (c)
is measurable, and hence

marge o T} : CF — A" (cr)

is measurable.

5 Although, for k > N, it is no longer true (contrary to the case k = Vo) that the values
of a finitely additive probability measure on the measurable rectangles in a product of two
-measurable spaces determine this finitely additive probability measure, we believe that this is
true in the special case where the marginal on one of the factors is a delta-measure. Therefore
we tend to conjecture that the third point of Theorem 2.6 holds also for k > Wy, but it seems
to be considerably harder to prove.
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Let p € A* (Cfi) . Now, we construct a product k-type space on S for player
set [

Q = <(UJ)J€IO ) (Z;J)JEIO ’ (,I}U)JEIO 70U>

such that there is a point u € U; with margg. o T} (R (u)) = p.
Without loss of generality, let u ¢ C! and define

Ui = Of U {U} s

U = Cf, forje\{i},

O o= YrU{EU{u}|E € X},

U= 3r forj e L\ {i},

U = HjEIon>

U = the product x-field of the XY, j € I,

Ui = e\ Ujs

%Y, := the product s-field of the XY, j € I\ {i}.

It is obvious that 3V is a k-field on U;. Note that ¥% C 33U,

Let £ = Il;cp, E; such that E; = Uj for all but one j € Iy. The sets of this form
generate XV, If F is of this form, we have £ NC* € £*. Since ((Npey F) NCH =
Npey (FNCF), for ¥ C XY, and since (U\F)NC* = C*\ (FNC*®), for F C U,
it follows by the proof of Lemma 2.1 that F' N C* € X*, for F' € Y.

Now define for j € I, ¢f € C§ and E € XV :

U/ Kk K( K K

TV(¢5) (B) = TX(e) (BN CF).
It is obvious that T (cf) is a finitely additive probability measure on (U, %),
for j € I and ¢f € C”“ Clearly, T/ : U; — A" (U) is XY-Yax) measurable, for
j € I\{i}.
Let j € I, ¢f € CF, E € YW and £ D {c;’”} x U_;. We have to show that
TY(c5) (E) = 1. We have {¢f'} x U_; 2 {¢f} x C%,, 0, C"NE 2 {cf} x C7;
and it follows that

U/ Kk _ KK K —

V() (B) = TH(E) (€N E) = 1.

Y and 2Y; are fields on U; and U_; := ;e (1 U; = C*,. The finite disjoint
unions of sets of the form E; x E_;, where E; € XV and E_z € XY, form a field
F on U that is contained in ¥.V. Note that for every finitely additive probability

measure v on (U by ) the values of v on F determine already the marginal of v on
(U;,2Y) and on (U_;,2Y,) . Now, define for disjoint £} x EL,,... |E*xE"; € F :

UEZ X BLy) =0y (B}) -1 (BL) +6u (EZ) - (B2) + .+ 6u (B]) - (E2)
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Obviously g is well-defined (because of the additivity of §, and p) and it is a
finitely additive probability measure on F. Next, by the Lo$-Marczewski Theo-
rem, extend 7 to a finitely additive probability measure & on XV. By the def-
initions, it is clear that margy, (1) = d, and that marge. (1) = p. Note also
that

i({u} x C%) =1 £ T7 () ({u} x CF,) =0, for ¢f € CF.
(By definition, we have {u} x C*, € ¥V.) Define now

TV (u) := fi.

(2

It follows that TY (u) ({u} x U_;) = 1.
Finally, define

0V (c5) = ch.
To check that U is a k-type space, it remains to show that
TV U — A" (U)
is measurable. We have for p € [0,1] and F € XV :

(TY) " (v e A" (U) | v(E) 2 p}) =
|

{(T{‘)_l({%ﬁ“(c’“) V(ENC) = phexr O3V, i ji(E) <p,
(1) ({v € A (C") [ v(ENC™) = phUlu} €37, it fi(E) = p.

Since U is a product k-type space on S for player set I, gf is defined on U;
and is Z?—ZM<CB)—measurable, for j € Ip and 0 < § < &, and A} is defined on

U; and is Zg—Z?—measurable, for j € Iy and 0 < a < K.

Since Uy = S and 6V = idg, we have h§ = Y =79 ., for 0 < a < k.

For j € I, h is uniquely defined, since the CY are singletons. It follows that
hy = mj ., for j € I'\ {i} and h)[C} = 7 ..

Let jel,a=03+1< kK, and hf [CF = Wf@ﬁ, for all [ € Iy, and furthermore,

let ¢ = (t§)<<,{ € CF and EP € ¥8. Then

(@) (B) = TV ((n) 7 (£7))

= 1) (¢ (0) 7 (B7))
= T7() ()™ (5)
= 1 (Eﬁ)-
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Let j € I, let « = A < k be a limit ordinal and for all § < « : let hf [CF =

’/ngﬁ, and let cf = (t§)<<,$. By the definition and the induction assumption (note
that # < « implies f+ 1 < «),

af K B j K
hj (Cj) (93 (c ))B<a = (t )ﬁ<a = Wiw(cj)-
Altogether, we showed now that hf[CF = 1dcn for j € Iy.

Let now E_; € X" .. By the definition and Proposition 2.4,

Ty (h (w) (CF x B—y) = TV (u) ()7 (CF x E-y))
= T (u) (Ui x E)
= 6, (U p(E-)

= N(E i)

and the second part of the theorem is proved.

For the third point, it remains to prove that

1.

marg,x, o 17 : C7° — AN (C)
is one-to-one, and
2. for every E; € E?O :

margx, o T (E;) € 3 aro (o)

—1

To 1: Let (11),c, » (1) pex, € C1° and

(2

margCﬁ? (,TiNO (<t?)n<No)) - margcﬁ(z (T;NO ((T?>n<l‘to)) ’
We show by induction on n < 8, that ¢} =] :

Step n = 0: Let E° € X% Since C? is a singleton, there is a E°;, € X%, such

that E° = CP x E°,. We have 7y} (E°) = C}° x ((770’;0)71 (E2,)). Since m) y, is
measurable, for j € Iy, we have, by definition,

(B = T ()0en) (€ % ((m5h) " (B2)))

= T ()a) (O % (k)™ (22))
_ 0(EY).
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Step n — n + 1: Since X"+ is the product field of ¥7" and ¥"}! and since finite

direct sums of measurable rectangles form already the product field of X*" and
Y™ it is enough to show that ¢t (F™l) = ¢ (F+1) | for sets of the form

n+1 __ n+1 n+1 n—+1 n+1 n+1 n+1 : k o
Frtt = BT x BT, where B € ¥ and BT € X", Since (ti)ogkgn =

(rf)0<k<n, we have margn+1 ((t?“)) = marg 1 ((r?“)) = (5((%) ), and
‘ <k< i)o<k<n
since

O ) B = T (#)e,) (OF X ()™ (E2))
= T (1)) (O % (i) ™ (B2))

= (O X B
we have
0 (B X B
((8),00) (BT - (margcsg (T ((8),1))) ((maban,) ™ (220)
5((,..) (Br) - (margcsy (T (1)) ()™ (B2)

rptH (B < BT

7

It follows that ]! = ¢+t

To 2 : Since Z?O is the field on C’fo inherited from the product field of the X Ax, ¢y,
n < Ny, and since

marg,,x, o TZ.NO : CZ»NO — Ao (Cﬁg)

is one-to-one and onto, it remains to show - by an induction on m < N - that

t;n € Am}) < EANO(CE?)’

() margery o T ({(E) ey, €
for A™ € ¥ano(om)

Again, since marg,x, o T:™ is one-to-one and onto and since the sets
—1

{ne A% (C™) | u(E™) > p}, where E™ € ™ and p € [0, 1], generate X ang (om),
to show (%), it is enough to verify that

marg oy 0 T} ({(t?)ndto €GP (E™) 2 p}> € Zavo(co)

for all E™ € ¥™ and p € [0, 1].
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Step m =0: Let E° € X% and p € [0,1]. Since C? is a singleton, there is a
E%, € X%, such that E° = C? x E°,. We have

To z1¢0 ( 0) = Cz‘NO x ( (775,;&0)71 (Egz) )
n<Ng € OiNO’

ty (B = Tz’NO ((t?)n<N0) (7T0 Ro (EO))
= (margog o T (1)) ) ((mok,) ™ (B2)))

and by definition, for (¢})

Hence

marg, s, o T <{(t") x, € C’N(J’ t? (E%) > p}) =

{neam @] (i) (0) 20} € Suuey

7

(Note that marg,x, o T was onto.)

Step m — m + 1: Let E™™ € 3™ and p € [0,1]. ™" is the product field
of ¥ and Y™, E™*! can be written as a finite direct sum of measurable
rectangles. Furthermore, E™*! can be written as

Em+1 — Fvil X FEZ u Fk % Fk

—17

for some k > 1and F', € ¥ forl=1,...  k,and F! € X" forl=1,... k,
such that the F! are disjoint.
According to the induction assumption, we have

t] eAq}> € EAN()( )

for g =0,... ,m and A7 € Xano(0q). Recall that 7" is the field on C]"*" inher-
ited from the product field of the Yaro(cay, ¢ = 0,... ,m, on Iy, A¥ (C9). In
particular, the projection from C/"** to A® (C?) is measurable, for ¢ = 0, ... ,m.
Since , ,, , is onto and measurable, and since Marg, iy © T is one-to-one and

margoﬁ? © CFiNO <{(t?)n<No S C?O

onto, it follows that

(e € FL} ) € Egun(on)

@y € 0} )

() y<m eFjl}) = 0,

margn o 7 ({00, € O
and that
mar o T (3 (1) e Cr
gCﬁ? ? 1 /n<Ng %

N marg x, o 1} ({(t?)n<?‘lo e C;°
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for 0 <lp # 1y < k. As argued in 1, we have

t;n+1 (le % Fiz) _ 5((#)(19”) (le) . (margcﬁg o TiNO ((t?)ndo)) ((w;ﬁrmo)*l (FL)) )

2

Since all the F! are disjoint, we have #"** (E™+1) > p iff there is a [ such that
() g € F! and (marggfg o TR ((t?)ndo)) <(7T;f+m0)71 (Fl,l)> > p. Hence

marg g o T ({(12),, € C| 27 (B4 2 p}) =

Ui ((margeny o7 ({r), e ] )0, € 21}))
n{wea e (i) (1)) 20 eSg ey

—1




Chapter 3

An Infinitary Probability Logic
for Type Spaces

3.1 Introduction

It is well-known that Kripke structures (and in particular Knowledge spaces in-
troduced by Aumann (1976)) can be axiomatized in terms of modal logic (See for
example Kripke (1963), Aumann (1995), Fagin et al. (1995), Heifetz (1997), and
Aumann (1999a)). In this chapter we aim to do the same for type spaces in the
sense of Harsanyi (1967/68), which can be considered as the probabilistic analog
of Kripke structures. Type spaces are the predominant structures to describe
incomplete information in an interactive context in game theory. (See Aumann
and Heifetz (2001) for a nice and well-accessible introduction to the subject.)

We define an infinitary modal language with operators p¢', “individual 7 assigns
probability at least o” for rational o € [0,1], and then a system of infinitary
axioms and inference rules, which we prove to be strongly sound and strongly
complete with respect to the class of (Harsanyi) type spaces (Theorem 3.1). To
the best of our knowledge, this is the very first strong completeness theorem for a
probability logic of the present kind. Strongly complete means that, if a formula
¢ holds whenever a (possibly infinite) set of formulas I' holds, then there is a
proof of ¢ from T

Heifetz and Mongin (2001) - and before Fagin, Halpern and Megiddo (1990)
for a much richer syntax also expressing valuations for linear combinations of
formulas - axiomatized the class of type spaces in terms of a purely finitary logic.
They showed that their axiomatization is sound and complete with respect to the
class of (Harsanyi) type spaces.

However, a purely finitary axiomatization cannot be used to get strong sound-
ness and strong completeness for this class of models. This was noted by Heifetz
and Mongin (2001) and Aumann (1999b). They argue that for the set of formulas

1.1 1
{]oi2 "(p):n>2, ne N} U {ﬂpf (gp)} , each finite subset has a model (a type

85
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space and a state in it, such that each formula in this finite subset is true in that
state), while the whole set itself has no model. This implies that, although we
prove a strong completeness theorem, our logic is not compact.

We construct (Proposition 3.3) a canonical model whose points consist of the
maximal consistent sets of formulas. This construction requires strong soundness
and strong completeness. In a very natural way, the maximal consistent sets of
formulas determine already the structure of this space. The spirit of this construc-
tion follows the constructions of the canonical models for the infinitary versions
of the S5-epistemic logics, proposed by Heifetz (1997) (see Aumann (1999a) for
the finitary version). Such constructions show that there is a space which con-
tains “all states of the world” in the syntactic sense. A state of the world in
the syntactic sense is a maximal consistent set of formulas of the language. The
existence of a canonical model guarantees that, without loss of generality, a game
of incomplete information can be modeled by a type space.

Type spaces cannot be axiomatized by an infinitary logic in the sense of
Heifetz (1997): An example by Karp (1964) in a purely propositional setting
shows already that, in the presence of X, many formulas (where X, denotes the
vth infinite cardinal number) whose truth values can be chosen independently
of one another, if one allows for infinite conjunctions of X, many formulas, then
one must also allow for conjunctions of 2% many formulas and proofs of length
of cardinality < 2% to get strong completeness. This collides with measurability
conditions that must be met: When we want to define the validity relation “=”
for a type space 7 and some point (i.e. state) w in 7, then, for a formula ¢
in our language, (7,w) E p? () can be defined, if [¢]", the set of points in 7
where ¢ is true, is a measurable set. Since conjunctions of formulas correspond
to intersections of subsets of the structure, uncountable conjunctions cannot be
guaranteed to interpret measurable sets unless we do assume that the o-fields of
the type spaces are closed under uncountable intersections (i.e. they would be
r-fields for some k > N;), which, of course, would strongly restrict the class of
type spaces we could consider.

We resolve this problem by defining a language which takes the advantages
and avoids the disadvantages of both the finitary and the infinitary languages.
We start with a finitary language £y a la Aumann (1995) and Heifetz and Mongin
(2001) with operators p¢, “individual ¢ assigns probability at least a”. Then, we
define an infinitary propositional language £, the primitive propositions of which
are the formulas in Ly. So, £ is a sublanguage of L.

For the class of type spaces - contrary to the class of knowledge spaces, as was
shown by Heifetz and Samet (1998a) - there is also a unique (up to isomorphism)
special type space, defined in purely semantic terms, namely the universal type
space, a space to which every type space can be mapped by a unique structure
preserving map, a so called “type morphism”. The existence of such a space
was first proved - under certain topological assumptions - by Mertens and Zamir
(1985), followed by many others. Recently Heifetz and Samet (1998b) proved the
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general measure-theoretic case. In their proof, they - as well as Aumann (1999b)
for the proof of the existence of a canonical knowledge-belief system - used a
language similar to ours, with one important difference: They did not have a
purely syntactic definition of what the maximal consistent sets of formulas are.
Instead, such sets were obtained semantically by collecting the sets of formulas
that hold true in some state in some type space, thus constructing the universal
space (resp. the canonical knowledge-belief system).

It is not too surprising then that the canonical model and the universal space
are one and the same. This is stated in our Theorem 3.2. Hence, we provide here
a (up to now missing) characterization of the universal type space (as the space
of maximal consistent sets of formulas).

In the literature, “type spaces” usually are what we call here “product type
spaces”. Other authors who considered the more general version are Heifetz and
Mongin (2001), who called it also “type spaces” and Mertens and Zamir (1985),
who called these spaces “beliefs spaces”. As it turned out in their topological
setting, the universal type space of Mertens and Zamir is a product type space.

In Theorem 3.3 we prove that this is still true in our topology-free setting,
namely our canonical model is a product type space.

Furthermore, everywhere in the literature except in (Heifetz and Mongin
(2001)), only type spaces are considered where the players know their own be-
liefs (we call these spaces, in this chapter only, like Heifetz and Mongin (2001),
“Harsanyi type spaces”).

We construct our canonical model with and without this property and estab-
lish the first proof of the existence of a universal type space for the class of type
spaces without introspection.

In the topological cases of Mertens and Zamir (1985), Brandenburger and
Dekel (1993), Heifetz (1993) and Mertens, Sorin and Zamir (1994) it was shown
that the universal type space is beliefs complete. However, the general measure-
theoretic case was left open up to now.

We show here in Theorem 3.4 that this is also still true in the general mea-
sure-theoretic setting, in the introspective as well as in the non-introspective
case. Moreover the component space of each player is - as a measurable space
- isomorphic to the space of probability measures on the whole space in the
nonintrospective case, and in the introspective case, the component space of each
player is isomorphic to the space of probability measures on the product of the
space of states of nature and the other players’ component spaces.
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3.2 Preliminaries

For this chapter, we fix a nonempty set X of primitive propositions (to be in-
terpreted as statements about nature, i.e. the primary source of uncertainty for
the players)! and a nonempty set I of players, and we assume without loss of
generality that 0 ¢ I and define [y := I U {0}. For a set M, denote by |M]| the
cardinality of M.

In this chapter, a and [ denote rational numbers € [0, 1], ¢, x, ¢ formulas, and
w formulas that are conjunctions of maximal consistent sets of finitary formulas.
Definition 3.1 We define
N, = max {|1] | X, Ro}

Definition 3.2 The set £y of finitary formulas is the least set such that:
1. each x € X U{T} is a finitary formula,
2. if ¢ is a finitary formula, then (—¢) is a finitary formula,
3. if ¢ and 9 are finitary formulas, then (¢ A %) is a finitary formula,

4. if ¢ is a finitary formula, then for every i € I and rational o € [0,1] :
(p$ (¢)) is a finitary formula.

Remark 3.1

|Lo| = max{|I],|X]|,Ro} =R,.

Definition 3.3 The set £ of formulas is the least set such that:
1. each ¢ € Ly is a formula,
2. if ¢ is a formula, then (=) is a formula,

3. if @ is a set of formulas of cardinality < 2%, then (/\ scq P) 1s a formula.

'If we define things in this way, the S of the other chapters corresponds to Pow (X) and g
to the o-field on Pow (X) generated by the sets {s C X | z € s}, where z € X.

2By convention, we set: /\goe(b @ = T, and accordingly: \/@em @ := —T. Futhermore, if we
write “p A", where ¢ or ¢ € L \ Ly, we mean implicitly the formula /\XE{%w} X-
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Y (13 2

Convention 3.1 e As usual, “<”  “=7 “V” and “\/” are abbreviations,
defined in the usual way:

Veca®) = ((Agea (79))),
(=) = ((mp) V),
(p=v) = (p—=V)A{W — ).

e To avoid the use of too many brackets, we apply the usual convention of
decreasing priority: =, A, A, V, V, —, <> . This means, for example, that
“—p A" is an abbreviation for “((—p) A 1)”.

Definition 3.4 The set £° of O-formulas is the set of (infinitary) propositional
formulas in £. More formally, it is the least set of formulas (and obviously: subset
of £) such that:

1. each x € X U{T} is a O-formula,
2. if ¢ is a O-formula, then —¢p is a O-formula,

3. if @ is a set of 0-formulas of cardinality < 2%, then A pco P18 a 0-formula.

Definition 3.5 Let i € I. The set £ of i-formulas is the least set of formulas
(and obviously: subset of £) such that:

1. if ¢ € Ly, then for every rational a € [0,1] : p$ (¢) is an i-formula,
2. if ¢ is an ¢-formula, then —¢ is an i-formula,

3. if @ is a set of i-formulas of cardinality < 2%, then A pca P 18 an i-formula.

Definition 3.6 For i € I define

Ll=LoN L.

Definition 3.7 Let M be a nonempty set and let X be a o-field on M. We denote
by A(M,3) - or short: A(M) - the set of all o-additive probability measures on
(M,%). Unless stated differently, we consider A(M,¥) as a measurable space
with the o-field ¥ o generated by all the sets of the form b*(F) := {u € A(M,Y) |
u(E) > a}, where E € ¥ and a € [0,1] N Q.



90 CHAPTER 3. INFINITARY PROBABILITY LOGIC

Note that if r € [0,1] and E € X, then 0" (E) = (,cj,)nob" (E) € Za.
Therefore 34 is also generated by all the sets b" (E), where £ € ¥ and r € [0, 1].

Definition 3.8 A type space on X for player set I is a 4-tupel
M = (M,%, (Ti>@'el, v),
where
e M is a nonempty set,
e Y is a o-field on M,

o fori € I :T;is a ¥ — Ya-measurable function from M to A (M,Y), the
space of probability measures on (M, Y),

e v is a function from M x (X U {T}) to {0,1}, such that v (-,z) is ¥ —
Pow ({0, 1})-measurable, for every x € X, and such that v (m, T) = 1, for
all m € M.

Definition 3.9 For a type space (M, ¥, (1;),c; v) on X for player set I define
(T3 (m)] == {m" € M | T; (m") = T; (m)} ,
form e M and ¢ € [.
(M, %, (Ti) s, v)

is called a Harsanyi type space on X for player set I iff for all A € ¥, m € M
and i € I : A D [T;(m)] implies T; (m) (A) = 1.3

The following lemma, which will be needed in the proof of the Completeness
Theorem, is a slightly changed version of Lemma 2.1. of Heifetz and Samet
(1999):

Lemma 3.1 Let M be a nonempty set, let F be a field on M that generates the
o-field ¥ on M and let Fa be the o-field on A(M, ) generated by the sets of the
form

V(E) :={peAM) | pn(E)=p},

where E € F and p € [0,1] N Q. Then
Fa =Xa.

3Note that if [T} (m)] is measurable, then this condition reduces to: T; (m) ([T; (m)]) = 1.
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Proof The proof is the same as the proof of Lemma 2.1. of Heifetz and Samet
(1999), if we replace there “such that gP(F) € Fa for all 0 < p < 1”7 by “such
that BP(F) € Fa for all p € [0,1] N Q”. [

Definition 3.10 Let M = (M, &, (T3);cr, v) be a type space on X for player set
I. We define:

e (M,m) = T in any case,

for every x € X U{T}:
(M, m) = o iff v (m,2) = 1,

for all p,v € L:

(M, m) = @A iff (M, m) |= ¢ and (M, m) |= ¢,

for every p € L:

(M, m) = =g iff (M, m) # ¢,

for o € Ly such that [p]*" := {m e M | (M,m) |= ¢} € &, and for i € I
and rational a € [0,1] :

(M, m) |= pf () i T; (m) ([¢]") = .

It is easy to show by induction on the formation of the formulas in Ly that
[p]*= € 2, for every ¢ € Ly (in particular, since T; : M — A (M) is ¥ — Xa-
measurable, it follows that [¢]*" € ¥ implies [p@ (¢)]* € ¥), so the relation
“(M,m) E ¢” is well-defined for every type space M on X for player set I, every
m € M, and every ¢ € L.

o If ® C £ and |®| < 2% then:

(M, m) | N\ e ¢ iff for every p € @ : (M, m) = ¢.

It is now easy to show, that the relation “(M,m) = ¢” is well-defined for every
type space M on X for player set I, every m € M, and every ¢ € L.



92 CHAPTER 3. INFINITARY PROBABILITY LOGIC

Definition 3.11 A formula ¢ € £ is valid in the class of type spaces (resp.
Harsanyi type spaces) on X for player set I, iff for every type space (resp.
Harsanyi type space) M = (M, ¥, (Ti),c; v) on X for player set I and every
me M:

(M, m) = .

Notation 3.1 1. Let I' C £, let M = (M, ¥, (T}),; v) be a type space (resp.
Harsanyi type space) on X for player set I, and let m € M. We write

(M,m) =T,
iff for every v € I :

(M, m) = .

2. Let I' C £. Wesay I has a model in the class of type spaces (resp. Harsanyi
type spaces) on X for player set I, iff there is a type space (resp. Harsanyi
type space) M on X for player set [ and a m € M such that (M, m) = T.

3. Let I' C £ and ¢ € L. We write

['E= o,

iff for every type space (resp. Harsanyi type space) M on X for player set
I and every m € M :

(M,m) T implies (M, m) = ¢.

3.3 Strong Completeness

In this section we define our axioms and inference rules, our notion of “proof”
(in the sense of our logic) and prove strong soundness and, by constructing the
canonical model, strong completeness. As already said, in this chapter, o and 3
denote rational numbers in [0, 1].
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The List of Axioms

(A0) T
(A1) ¢ = (¥ — o), for ¢, € L,
(A2) (¢ = (W = 0)) = (¢ = ¥) = (¢ — 0)), for ¢, 1,0 € L,
(A3) (mp — ) — (Y — 9), for .7 € L,
(Ad) Apeo(¥ = 9) = (v = Ao ©), for ¢ € £ and ® C L
such that |®| < 2%,
(A5) Aco ¥ — 0, for ) € ®, where ® C L such that |®| < 2%,
(AG) /\aGA(VbeA 9%71;) - \/geAA(/\aeA SOa,g(a))a whenever [A| < N7,4
(P1) pi(p), for ¢ € Lo,
(P2) pi(T),
(P3) AuesP(0) = P/ (9), for ¢ € Ly,
(P4) (pi-"(so A AP (o A ﬂw) — i (), for a, 3 with a 4+ <1
and p, Y € Ly,
(P5) (ﬁpf‘(so A1) A =] (o A ﬂ/})) — =pi (), for o, 3 with a + 8 < 1
and p, v € Ly,
(P6) p2(p) — —p’ (—¢p), for v, B with o+ 3 > 1 and ¢ € L,
(P7) p2 () — 1/ (), for o, B with 3 < o and ¢ € Ly,
(P8) pi (v — ¥) — (97 (9) — i (¥)), for ¢, € Lo,
(I1) pf(p) — pi (P (), for ¢ € Lo,
(12) = pe(p) = pi (= p8(p)), for ¢ € L.

Except (A0) and (P2), all the above axioms are in fact axiom schemes, i.e. lists
of axioms.

4 A4 denotes here the set of all functions from A to A.
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We adopt the following inference rules:

e Modus Ponens: From ¢ and ¢ — 1 infer 1.
e Conjunction: From ® infer /\@e(b ¢ ,if ® C L such that | ® | < 2%
e Necessitation: From ¢ infer p}(¢), if ¢ € L.

e Continuity at () : From A, .y ¢, — =T, where ¢, € Ly, for all n € N,

1
infer /\kGN\{O} VZGN _'pik (/\ngl QOn)

e Uncountable Introspection: From ¢ — \/, .y ¢,, where ¢ € L' and ¢, €
Lo for all n € N,

. 1 l
infer ¢ — Aycyoy Vien i " (Vigy #0)-

(AO) — (A6) are the axioms and “Modus Ponens” and “Conjunction” are
the inference rules for infinitary propositional logic, where the language is the
propositional part, £° of our infinitary language £. Karp (1964), has proved
strong soundness and strong completeness (Karp (1964, Theorem 5.5.4)) for this
logic. We will use this result, sometimes without referring to it explicitly.

Most of the axioms (P1) - (P8), (I1), (I2) above can be found in Aumann
(1995) and Heifetz and Mongin (2001).

Note that the above set of axioms is not minimal:

e (P1) follows from (P3), (AO) and Modus Ponens, if we adopt the usual
convention that A ¢ = T.

o (P2) follows from (A0) and Necessitation.

e Heifetz and Mongin (2001) proved that (P7) follows from (A0) - (A6), (P3)
- (P6) and (PS8).

e The proof of the Completeness Theorem will also show that (A0) - (A6),
(P3) - (P6), (P8) and (I1) imply (12).

e [t is easy to see that the inference rule “Uncountable Introspection” implies
(together with (A0) - (A6), (P3) - (P6) and (P8) and the other inference
rules) the axioms (I1) and (12).

e The proof of the Completeness Theorem shows that, in the case of R, = ¥,
(I1) (together with (A0) - (A6), (P3) - (P6) and (P8) and the other inference
rules) implies the inference rule “Uncountable Introspection”.
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Definition 3.12 1. The system P consists of the axioms (A0) - (A6), (P3) -
(P6), (P8), and the inference rules “Modus Ponens”, “Conjunction”, “Ne-
cessitation”, and “Continuity at (0”.

2. The system H is the system P together with the additional axiom (I1) if
N, = Ny and the system H is the system P together with the inference rule
“Uncountable Introspection” otherwise.

Definition 3.13 1. The set of theorems of the system P is the minimal set
of formulas that contains the axioms (A0) - (A6), (P3) - (P6), (P8), and
that is closed under “Modus Ponens”, “Conjunction”, “Necessitation” and
“Continuity at (0”.

2. The set of theorems of the system H is the minimal set of formulas that

contains the axioms (A0) - (A6), (P3) - (P6), (P8), (I1), and that is closed
under “Modus Ponens”, “Conjunction”, “Necessitation” and “Continuity
at ()7, in the case R, = N,.
And if X, > Rg: The set of theorems of the system H is the minimal
set of formulas that contains the axioms (A0) - (A6), (P3) - (P6), (P8),
and that is closed under “Modus Ponens”, “Conjunction”, “Necessitation”,
“Continuity at ” and “Uncountable Introspection”.

In fact we have here two papers (or chapters) in one: Given a nonempty set of
players I and a nonempty set of primitive propositions X, if nothing else is said,
we do all what follows for the system P on the syntactic side and for the class of
type spaces on X for player set I on the semantic side. And we also do all what
follows for the system H on the syntactic side and for the class of Harsanyi type
spaces on X for player set I on the semantic side. We only specify the system, if
there is a difference between the two cases in the proofs or in the statements of
the Lemmas, Propositions or Theorems.

Definition 3.14 Let I' be a set of formulas in £. A proof of ¢ from I' in the
system P (resp. in the system H) is a sequence whose length is smaller than
(2%)* and whose last formula is ¢, such that each formula in the proof is in ', a
theorem of the system P (resp. of the system H), or inferred from the previous
formulas by “Modus Ponens” or “Conjunction”.?

If there is a proof of ¢ from I', we write ' - . In particular, “+ ¢” means

that ¢ is a theorem.

50f course, whether ¢ is a theorem of the system, resp., whether there is a proof of ¢ from
T", depends on the system under consideration, i.e. there might be a proof of ¢ from I' in the
system H, but not in the system P. It follows also that the notion of consistency depends on
the system.
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Definition 3.15 e The system P (resp. H) is strongly sound iff for every
' C L and every p € L :

' ¢ implies I = .
e The system P (resp. H) is strongly complete iff for every I' C £ and every
peLl:

I' = ¢ implies I' - .

Definition 3.16 I' is consistent in the system P (resp. in the system H), if
there is no formula ¢ € £ such that there are proofs of ¢ and —¢ from I' in the
system P (resp. in the system H).

Lemma 3.2 Let go,@b,@z € L. Then:
1. If® C L and |®| < 2%, then ® F ¢ iﬁ{/\xeq,x} F .

2. {YttwiffEy — .

3. IfT o — and T F ¢ — 1, then T F ¢ — 9.

4. Fo—(p).

5. If v € @, ® C L, and |P| < 2%, then b= — = A\ o X-

Proof

1. “If” follows by applying the inference rule “Conjunction” to ®. “Only if”
follows by replacing in the proof of ¢ from ® every occurrence of a y € ®
by the sequence /\X'eb X/, /\x’eb X' — X, x. This yields then a proof of ¢

from {/\x€® X} .

2. “If” follows immediately by Modus Ponens. “Only if” follows by induction
on the length of the proof of ¢ from {¢}. There are four cases:

(a) ¢ =1 : By (Ab) applied to {9}, it follows that - ¢ — ).

(b) ¢ is a theorem: By (Al), - ¢ — (¢ — ¢), and by Modus Ponens it
follows that - v — ¢.
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(c) ¢ follows by Modus Ponens: Then there is a y such that y and x — ¢
occur in the proof of ¢. The sequences up to (and including) x and
X —  are proofs of y and xy — ¢ from {t} of shorter length. Hence,
by the induction hypothesis, F ¥ — x and -1 — (y — ¢).

W —=Kx—¢) = ((¥—=x)— ¥ —p)

is a theorem (A2), so by applying Modus Ponens two times we get
Y — .

(d) ¢ follows by Conjunction: Then ¢ = A . x with [®] < 2%. By
the induction hypothesis (since each xy must occur before ¢ in the
proof), we have F ¢ — x, for every y € ®. By conjunction, we get
= Ayea (¥ — x) and by applying Modus Ponens to (A4),

l_ ¢ - /\XE':D X-

3. We have ' - ¢ — 9. By (Al), (¢ —>~171) — (p — (¥ — ) is an axiom.
Modus Ponens yields T' - ¢ — (¢ — ). By (A2),

(b= W —9) = ((p—=¥) = (=)

is an axiom. Modus Ponens yields I' - (¢ — ) — (¢ — ?Z) Together

with I' - ¢ — 1, Modus Ponens yields now I' - ¢ — .

4. and 5. are well-known tautologies of Propositional Calculus, so, according
to the Completeness Theorem of Karp (1964, Theorem 5.5.4), theorems of
our system.

Proposition 3.1 o The system P is strongly sound with respect to the class
of type spaces on X for player set I.

e The system H 1is strongly sound with respect to the class of Harsanyi type
spaces on X for player set I.

Proof

1. For ¢ € L, we have to show that if - ¢ (i.e. ¢ is a theorem) in the system
P (resp. in the system H) and if M is a type space (resp. Harsanyi type
space) on X for player set [ and m € M, then (M, m) |= ¢.

2. And for ¢ € £ and a nonempty set I' C £, we have to show that if M is
a type space (resp. Harsanyi type space) on X for player set I, m € M,
(M,m) =T and if I' ¢ in the system P (resp. in the system H), then

(M, m) = .
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To:
1. Tt suffices to show for ¢, € £ and & C L:

(a) If ¢ is an axiom of the system P (resp. of the system H) and if M
is a type space (resp. Harsanyi type space) on X for player set I and
m € M, then (M, m) = ¢.

A V(A

keN\{0} leN n<l

is valid.

(f) If ¢ € £" and ¢, € Ly, for n € N, then the validity of ¢ — \/, ¥,
in the class of Harsanyi type spaces on X for player set I implies that

e— N Vo (Ve

keN\{0} leN n<l

is valid in the class of Harsanyi type spaces on X for player set I.
To:

(a) That the axioms are valid is an easy check, (A6) is valid, provided we
include the axiom of choice (like always) in our underlying set theory.
(P1) — (P8) correspond to well-known properties of probability mea-
sures.

(I1): Let M be a Harsanyi type space on X for player set I, ¢ € L,
and m € M. Then, (M.m) E —pf (¢) V p; (0§ (¢)) iff (M, m) |=
=i (@) or (M, m) |= pi (pf (). Let (M, m) | pff (¢). This means
that T; (m) ([ ]*) > a. But then [T; (m)]* C [p? (¢)]* and hence

T; (m) ([p2 (©)]™) = 1 and (I1) is valid. (I2) follows in the same man-
ner.

(b) - (d) above are clear,
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(e) corresponds to the continuity at (), a well-known property of o-additive
probability measures: Let M be a type space (resp. Harsanyi type
space) on X for player set I, m € M and ¢, € Ly, for n € N. By the
definition of “E”, we have

)U(MN\[TIH)

).

SIS

Awen@n — T = (M\Nyen [24]
= (M \Nyen [@n

( ]

neN [
If
neN

is valid, then (1), o [, ]*F = 0. In this case, we have for

E = {)lpa" = [/\ %]M,

n<l n<l

that £, | 0. So, for every m € M and k € N\{0} thereisal(k,m) € N
such that T; (m) (El(k,m)) < % By definition of “=”, we have

==

(M,m) E-pf( N\ ¢n):

n<l(k,m)

Again by definition of “E” it follows that

Mom) = AV pEN\ e

keN\{0} leN n<l
Hence
A V-pi(Aw)
keN\{0} leN n<l
is valid.

(f) Let M be a type space (resp. Harsanyi type space) on X for player set
I and m € M. Then, it is easy to see by induction on the formation
of formulas ¢ € L' Either [T;(m)* C [p]2 or [T;(m)]M N [p]~ = 0,
for o € L', Let ¢, € Ly, for n € N. Then,

Arm e A Vet (Ve it lime Tm)(\ @) = 1,

keN\{0} leN n<l n<l



100

CHAPTER 3. INFINITARY PROBABILITY LOGIC
which is by o-additivity the case iff

Ti(m)([\/ ¢.)) = 1.

neN

Let ¢ € £ and assume that
=\ .

is valid in the class of Harsanyi type spaces on X for player set I.
Assume that (M, m) = ¢. By the above, [T;(m)2 C [¢]Y, since ¢
is an i-formula. This implies that [T;(m)]* C [\/, oy ¢./** and by the
introspection property of the Harsanyi type spaces T;(m)([V,.en ¢nl) =
1. The above observation implies now that

amy = A Vo (Ve

keN\{0} leN n<l

hence

p— N \/pf%(\/ ©n)

keN\{0} leN n<l

is valid in the class of Harsanyi type spaces on X for player set I.

2. Given 1., we have to show:

(a) If M is a type space (resp. Harsanyi type space) on X for player

set 1, m € M, o, € L, (M,m) |= ¢ and (M,m) f= ¢ — @, then
(M,m) |= ¢. But

(M,m) @ — 2 iff me [-pVy] =M\ [¢]*h U],

so m € [p]* and (M, m) |= ¢ — ¢ imply m € [¢]*.

(b) If M is a type space (resp. Harsanyi type space) on X for player set I,

m € M and ® C £ such that |®| < 2% and such that for all ¢ € @ :
(M, m) = ¢, then (M, m) = A ¢ ¢, but this is clear by the definition

Of 113 ’:77 .
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Definition 3.17 o ():=

/\ e N /\ - | Dy C Ly, s.t. PoU {0 | ¢ € Lo\Pp} is consistent p |

pedg PeEL\Po

e for ¢ € L, define

V] i ={weQ|Fw— 1},

e for I' C L, define

e for w € 2, such that w = A .4 © N Ayero\a, ¢ define

\Ilw = @0 U {_\77Z) | @Z) - *CO\(I)O} .

Note that although we write “Q”, we define in fact two €2’s, one corresponding
the to system P, and one corresponding to the system H. By the definitions of
the system P and of the system H, it follows that a set of L-formulas that is
consistent in the system H is also consistent in the system P. Hence the €2
corresponding to the system H is a subset of the €2 corresponding to the system

P.
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Remark 3.2 1. The class of Harsanyi type spaces on X for player set I
1s nonempty. And hence, class of type spaces on X for player set I is
nonempty.

2. The set 2 is nonempty.

Proof
1. Set
M = {m},
Y := Pow (M), (i.e. the power set of M),
T;(m) = Om, for every i € I, (i.e. the delta-measure at m),
v(im,x) = 1, for every x € X U{T}.
Then,

M = <M7 Ev (7_‘2')2'6]7 U)

forms a Harsanyi type space on X for player set [.

2. Let M be the Harsanyi type space on X for player set I constructed above.
Consider the set

Dy :={p € Ly| (M,m)E¢}.

By the definition of “=", we have (M, m) |= =, for ¢ € L\ Pg, and hence

@0:¢0U{ﬁ¢€£0|¢€£0\q>0}.

We claim that @, is consistent in the system H, (and hence also in the
system P). Otherwise, &y - x and @y F -y, for some x € £. But then, by
Proposition 3.1, we have (M, m) = x and (M, m) = —x. By the definition
of the relation “F”, this is impossible. Hence,

A en N\ weQ#i

pEPo PeLo\Po
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Proposition 3.2 1.

I—\/w.

wen

2. For every formula v € L and for every w € ) :

Fither Fw — ¢ or Fw — =,

but not both.

3. For every formula ¢ € L :

Fy e\ w

wely]

4. If ® C L such that |®| < 2%, then

I—/\gp<—>\/w.

ped we(P]
5. For every formula ¢ € L :
Fp e\ w
we\[¢]
6. For every formula ¢ € L :
(=] = Q\ [¢].

7. If ® C L such that |®| < 2™ then

(@] =

Ae|

ped
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Proof

1. By (A5), F ¢V =g, for ¢ € L. Since |Ly| < R, it follows by Conjunction
that = A ez, (¢ V 7). By (A6) and Modus Ponens, it follows that

V (Aen A o)

PoCLy ped PpEL\Po

If &g U {—plp € Lo\Po} is inconsistent (i.e. not consistent), then it follows
by 1 and 2 of the Lemma 3.2 that

F(Aen A o) —vand (A en A —e) =

»ED pEeLo\ Do pEDg pEL\Po

for a ¢ € L. By Conjunction, (A4) and Modus Ponens, we get

(A A A ) = @A),

»ED PELY\Po

Since (x — p) — (—p — —x) is a tautology of the Propositional Calculus,
we get, by Modus Ponens,

Fﬂ(wwmm(/\w A ).

ISl w€eLp\Po

= (1 A 1)) is a tautology of the Propositional Calculus, hence Modus Po-
nens yields

(Aen A o)

pePg €L\ Po

Let Cy be the set of all &5 C Ly such that ®g U {—p|p € Lo\Pp} is incon-
sistent. By Conjunction,

A-(Aen A o)

®p€Co pEDg p€eLp\Po

is a theorem. By the definition of “\/”, “v” and “—",

(VI (Aen A =)= (CA(Aen A ~0))=Ve)

PoCLy  pedg weLo\Po PpeCy pED) weLo\Po wen
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is a tautology of Propositional Calculus, hence a theorem. Applying Modus
Ponens two times yields now

I—\/w.

weN

2. Follows by induction on the formation of the formulas in £. Let w € Q. If
Fw— ¢and Fw — —p for some ¢ € L, then by 1 and 2 of Lemma 3.2,
U, is not consistent, a contradiction.

For every v € Ly we have ¢ € U, or =) € ¥,,. Again by 1 and 2 of Lemma
3.2 it follows that - w — ¥ or F w — —).

If ¢ € £ and ¢ = =, then, by the induction hypothesis, either - w — =,
or F w — ¢. In the second case, since p — — (=) is a tautology of the
Propositional Calculus, we have - ¢ — =1 and by 3 of Lemma 3.2 it follows
that Fw — —.

If ® C £ such that |®] < 2% and ¢ = Ayca ¢: then, by the induction
hypothesis, either - w — ¢ for all ¢ € ®, or there is a x € ® such that
- w — —x. In the first case, by Conjunction, it follows that = A g (w — ¢)
and by (A4) and Modus Ponens,

I—w—>/\g0.

ped

In the second case, since =y — — /\<p€<1> © is a tautology of the Propositional
Calculus, hence a theorem, we conclude by 3 of Lemma 3.2 that

I—w—>—|/\go.

ped

3. Let w € Qand ¢ € L. If w ¢ [¢], then F w — —p. But then, since
(w— ) — (¢ — —w) is a tautology of the Propositional Calculus, we
have F ¢ — —w. By Conjunction, (A4) and Modus Ponens, we conclude

FY = Noeayy -

/\ W — T \/ w
we\[Y] weQ\[y]
is a tautology of the Propositional Calculus, so we conclude - ¢ — = \/ cO\[4] Y-

Voo (= V e Vo)

wen weEQ\ [] wet]
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is a tautology of the Propositional Calculus, hence a theorem, so we infer
by 1 and Modus Ponens that = =V co\yw — Ve w- By 3 of Lemma
3.2, it follows that

If we [¢], then Fw — 1. Since (w — ) — (-1 — —w) is a tautology of
the Propositional Calculus, hence a theorem, it follows by Modus Ponens
that - =@ — —w. By Conjunction, (A4) and Modus Ponens, we get
) — /\we[zp] —w. Then, since

(= A w) = (Vo)
weyY] we[Y]

is a tautology of the Propositional Calculus, hence a theorem, it follows by
Modus Ponens that

F \/ w — 1,
we[y]
so, by Conjunction, we conclude

F \/w.

we[Y]

. Let w € Q and ® C £ such that |®] < 2%. By 3 it suffices to show

that w € [/\@@ 90} iff w e [®]. If w € [®], then, for every ¢ € &, we
have F w — ¢. By Conjunction, (A4) and Modus Ponens it follows that
Fw— Ao pssow € [/\v@ gp]

Ifwe [/\@Eq) gp} , then Fw — A 4 . For every ¢ € ® we have, by (A5),

+ /\wefb @ — 1, so, by 3 of Lemma 3.2, it follows that - w — 1, and hence
w € [D].

5. By 2. we have Q\ [¢] = [-¢]. 5. follows now from 3.

6. See the Proof of 5.

7. See the Proof of 4.
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Now, we are going to build the canonical model. The first step is to define a
measurable space:

Definition 3.18 Let X be the o—Field on €2 generated by the set

{[W] v e Lo}

By (A0) and 2 of Lemma 3.2, it follows that € = [T] and by 2 of Proposition
3.2, it follows that Q\ [¢] = [-¢], for ¢ € Ly. By Conjunction, (A4) and Modus
Ponens, and by (A5) and 3 of Lemma 3.2, it follows that [p] N [¢] = [¢ A Y], for
v, € Ly. Hence:

Remark 3.3 The set

Fo={[Y] ¥ € Lo}

is a field on €.

Definition 3.19 e For w € Q and ¢ € Ly, define
T} (w) ([¥]) :==sup{a € [0,1]NQ |F w — pf'(¥)}.

e Forwe Qand x € X U{T}, define

1, if welz],

v (w, ) 1:{ 0, if wé [z,

Obviously, we have:

Remark 3.4 v (-, z) is F — Pow ({0, 1})-measurable, for every x € X.
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Lemma 3.3 Let ¢ € Ly, w € 2, and o € [0,1] N Q such that - w — —pf(¢).
Then,

T () ([¥)) < e

Proof Assume that T} (w) ([¢)]) > a. Then, for every 3 < a, there is a 8 > '
with - w — p? (). By (P7), F pP (¢) — pf,(w). Hence, by 3 of Lemma 3.2, - w —
pf,(w). By Conjunction, (A4) and Modus Ponens, we have - w — Aj;_, ().
By 3 of Lemma 3.2 and (P3), it follows that - w — p(¢), a contradiction to 2
of Proposition 3.2. [ ]

Lemma 3.4 For everyi € I andw € €} :

77 (w) ()

1s well-defined and a countably additive measure on JF.
Furthermore, for everyi € I and w € ) :

T (w)(Q) = 1.

Proof Let ¢ € L. By (P1), p () is an axiom and by (A1),

P} (p) = (w— py ()

is an axiom. By Modus Ponens, it follows that - w — p? () . Hence T/ (w) ([¢]) >
0.

Let ¢, ¢ € Ly with [p] = [¢]. (Of course we, have by (A5) and Modus
Ponens that - ¢ < ¢ implies F ¢ — ¢' and F ¢ — ¢, and by Conjunction
follows the opposite direction.) Then, - ¢ < \/we[w] w and (\/we[w] w) <> @, SO

by Lemma 3.2, - ¢ < 1. By Necessitation, (P8) and Modus Ponens, it follows
that = p'(¢) — pi'(¢) and F pi () — pi (), so

sup{a |Fw — pf(p)} =sup{a |- w — pi(Y)},

and T} (w) is well-defined.
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Let w € Q. To show that 7! (w) is countably additive it is enough to show that
it is finitely additive and continuous at ) (see Dudley (1989), Theorem 3.1.1). Let
@, ¥ € Lo with [¢p] N [¢)] = (. Then, [¢] C Q\ [¢]. It follows that

(o] = ([l U D) N (2N [¢]) and [¢] = ([p] U [¢]) N [¢].

By 6 and 7 of Proposition 3.2, it follows that

(PTU ) N\ [¥]) = (e V) A=) and ([p] U [¢]) N [P] = [(p V) A

Now, let

T; (W) ([p]) = r and T; (w) ([]) = 7".

Assume that r+7' > 1. Then there are rationals a, 3 € [0, 1], such that o < r,
B <r"and o+ [ > 1. But then,

Fw = pf (V) A=) and Fw—p! (0 V) AY).

We have

FlpVY)AY — (Vi) A—y),

because this is a tautology of the Propositional Calculus. Necessitation, (P8) and
Modus Ponens yield now

=] (o V) Ap) — pl (= (9 V) A=),

By Lemma 3.2, we conclude that

Fw = pl (2 ((p V) A—)).

But since oo + 8 > 1, we have that

P2 ((p Vb)) A =p) — =l (= (9 V ) A=)



110 CHAPTER 3. INFINITARY PROBABILITY LOGIC

is an axiom (P6), hence

Fw— (= (o V) A ),

which is by 2 of Proposition 3.2 a contradiction. So, it follows that r 4+ 1" < 1.

For every ¢ > 0, there are rational a, 3 € [0, 1] with o < r and § < r’ such
that « > 7 — 5 and 3 > r — 5. For such o and 8 we have

Fw—pf ((p V) A=p) and Fw — pf ((p V) A),

so, by Conjunction, (A4) and Modus Ponens,

Fw—p ((p V) A=) ApL (0 V) AY).

Together with (P4) and Lemma 3.2, we conclude that - w — p®™ (o V ¢) . This
implies that

T (@) ([Pl U []) = T (W) ([e Vo)) 2 r 47"

If r4+r" = 1, then we have T (w) ([¢ V 9]) = 1, since by definition T/ (w) ([¢ V ¢])
< 1. If r+17' <1, then for all € > 0 such that € +r + 7/ < 1, there are rationals
a, € [0,1], such that o > r, § > r" and o + < € +r + r'. For such a, 3 we
have

Fw— = (V) A=) and Fw— —p] (0 V) AY).

This implies (like above, but with the use of (P5)) that - w — —p®*? (o V).
So, by Lemma 3.3, we have

T (W) ([l U [¥) = T} () ([ VYI) <7+

Altogether, this shows that T} (w) is finitely additive.
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Since T is an axiom, we have for every w € € that {w} F T. Therefore, by
Lemma 3.2, F w — T, and hence [T] = Q. Since T is a theorem, Necessitation
yields - p! (T), so, as above, we have for every w € Q2 that - w — p! (T). This
implies that T} (w) (2) = 1, for every w € Q.

Note that we have [=T] = (), and since, for w € Q and i € I, T (w) is finitely
additive, we have

T (w) (0) = Ti (w) (DU 0) = T} (w) (0) + T3 (w) (B),
and hence T} (w) () = 0.

For w € Q, it remains to show that 7 (w) is continuous at () : For n € N, let
E, = [p,] with ¢, € Ly and let E, | 0, that is, for alln € N: E,,; C E,, and
Myen £n = 0. Then, by 7 of Proposition 3.2, we have

len) = [ A som} and [/\wn] = () [pa] = 0.

m<n neN neN
It follows that
o= ((\[Aa])urm)=[Ae—-1]
neN neN

by 6 and 7 of Proposition 3.2. By 3 and 1 of Proposition 3.2 and by Modus
Ponens, it follows that

- /\ ©, — 1.
neN
So, by the inference rule “Continuity at (), we have
1
- A V(A
keN\{0} lEN n<l
Hence,

we A Vri(Ae)

keN\{0} leN n<l
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and, by 2 of Lemma 3.2,

o= A Vot (Ae)

keN\{0} leN n<l
For ¢ > 0 fix k € N\{0} with £ <e. By (A5) and 3 of Lemma 3.2, it follows that
Fo= Vi (Ae)
leN n<l
But then there is a [ € N such that

Fw—mpf(/\son),

n<l

for if not, it follows by 2 of Proposition 3.2, Conjunction, (A4) and Modus Ponens
that

~o— At (Aen)

leN n<l

a contradiction. (Note that \/,.y =¢; — = /\;cn ¥, is a tautology of the Proposi-
tional Calculus). By Lemma 3.3, it follows that

@ ([Ael) <3<

n<l

The additivity implies then that

nw ([ Ael)<

<e,

el e

for m > 1. So, we have

lim,, .7} (w) (E,) = 0.
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Proposition 3.3 1. For every i € I and w € Q, there is a unique extension
of T! (w) to a o-additive probability measure T; (w) on (2, %).

2. For everyi € I andw € Q, T; (w) is a ¥ — X a-measurable function from Q
to A (€Q,%), the space of probability measures on (2, %), which is endowed
with the o-field ¥ generated by the sets {p € A (2, %) | p(E) > a}, where
E € ¥ and rational « € [0,1].

Q= (%, (T)er,v)
15 a type space on X for player set I.
4. For every vy € L andw € Q) :

<<sz7 (T;)z‘el,v> 7(.4)) ): ¢ Z.[f w E W}] *
5. If the aziom (I1) is added in case of X, = Vo, and if the inference rule

Uncountable Introspection is added in case of X, > Xy (i.e. in the H-system
case), then

<Qv 5 (Ter, U>

is a Harsanyi type space on X for player set I.

Proof
1. Follows directly from Lemma 3.4 and Caratheodory’s extension Theorem.

2. Follows from Lemma 3.1. Since F is a field that generates >, by that
Lemma, the o-field on A (€2, X)) generated by the sets

{he A(Y) | u(F) > a},

with F' € F and rational o € [0, 1], is equal to the o—field on A (€, Y)
generated by the sets

{neAQX) | u(E) = at,

with ' € ¥ and rational a € [0, 1] . Inverse images commute with arbitrary
intersections and unions and with complements. So, it suffices to show that
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{w]| T; (w) ([¢]) > a} € X, for all ¢ € Ly, i € I and rational o € [0, 1]. By
Lemma 3.3, 2 of Proposition 3.2 and the definition of T; (w) , it follows that

Ti(w) (¥) Z aiff Fw—pi(¥).

But we have that

Fw—pi (¢) iff w e [pf (¥)],

and [p¢ (V)] € F C 5.
3. Follows from Remark 3.4, 2 of Remark 3.2, and 1. and 2. of this proposition.

4. We proceed by induction on the formation of the formulas in £: Let w € .
Then:

(a) Forz e XU{T}:

(Quw)Ez iff v(wx)=1
iff welz].

(b) For p € L:

(Qw) e iff (Quw) e
iff w¢ [y
iff we -y,

where the last equivalence follows from 2 of Proposition 3.2.
(c) For ® C L such that |®| < 2%

Qw)ENpeay 1T (Qw) e, foralyed,
iff weNcoly]
iff we [/\(p@ go} ,

where the last equivalence follows from 7 of Proposition 3.2.
(d) Forie I, a€[0,1]NQ, and ¢ € Ly :

(Qw) Epi(p) i {0 € Q] (Qu) ) €T and
T, (w) (o € Q] Q) F ¢}) > a

But, by the induction hypothesis,

{Wel(Quw)Eel=I[p ek
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So,

Q) Epr(e) i swp{8e01UNQFw—plp)}2a
iff Fw—pf(e),

where the last equivalence follows by Lemma 3.3 and Proposition 3.2.

Case R, = Ry: We show that, for all w € Q and ¢ € I: [T} (w)] is
measurable and T; (w) ([T; (w)]) = 1. Since Ly is countable and since

{w e QT () ([¢]) 2 a} = [P ()],

for ¢ € Ly (by 4. of this proposition), the set

T3 (W) = M {W' e QT (W) ([#]) 2 a}

a€[0,1]NQ, peLo, s.t. Ti(w)([¢])>a

is measurable. Since F is closed under complements, every w' €
[T} (w)], satisfies for all A € F:

Since JF is a field which generates X, by Caratheodory’s extension
Theorem, it follows that T} (w) = T; (w’) . Hence,

By (I1), p? (¢) — p} (p&(¢)) is an axiom, so, by 3. of Lemma 3.2,
Fw — p¥(p) implies = w — p! (p¢(v)). Hence, by the definition
of T; (w), it follows that T; (w) ([¢]) > « implies T; (w) ([p? (p)]) =
1. Since T; (w) is a o—additive probability measure, it follows that
Ti (w) ([T; (w)]) = 1.

Case R, > Ny: We have to show that, for all w € 2,7 € [ and A € X:
T, ()] € A implies T, () (4) = 1.

By the definition of Tj(w) in the proof of Caratheodory’s Theorem, it
is enough to show that for (i, ),en, Wwhere ¢, € Ly, for n € N:

Ulp] 2 A implies Y Ty(w)([i2,]) > 1.

neN neN
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We can assume without loss of generality that the [, ] are pairwise
disjoint. (That

inf{ ZTZ’(u))([gon]) ©, € Lo,n € N such that U [©,] 2 A} <1

neN ne N

is clear, because A C Q and T} (w)(Q2) = 1.)
For ¢ € I and w € 2 define

@; (W) =

A () A A\ -p; (V).

a€l0,1]NQ, x€Lo, s.t. Fw—p¥(x) B€[0,1]NQ, EeLo, s.t. }_w_,_‘pf(d})

By the definition of T;(w), we have [T;(w)] = [¢; (w)], where the for-
mula on the right hand side is an i-formula. From

Ti(w)] € (Jlen) = [\/ sﬁn]

neN neN
it follows that

Q= [@i(w)_) \/Spn}

neN

By 1 and 3 of Proposition 3.2 and Modus Ponens, it follows that
¢; (W) = V, ey @n is a theorem. By the inference rule “Uncountable
Introspection”, we can conclude that

o (@) — N \/pf%(\/son)

keN\{0} leN n<l

is a theorem. Since - w — ¢; (w), it follows that

o A Ve (V)

keN\{0} leN n<l

which implies that

1=t o) ([Ve]) £ STl

n<l neN
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Theorem 3.1 1. The system P is strongly sound and strongly complete with
respect to the class of type spaces on X for player set I.

2. The system H 1is strongly sound and strongly complete with respect to the
class of Harsanyi type spaces on X for player set I.

Proof The “strongly sound” follows from Proposition 3.1.

According to Proposition 3.3, Q = (2, ¥, (T3),c; v) is a type space (resp.
Harsanyi type space) on X for player set I.

Let I' = ¢ in the class of type spaces (resp. Harsanyi type spaces) on X for
player set I. Then, for all w € Q:

(Q,w) I implies (2,w) [= ¢.

So, by 4 of Proposition 3.3, [I'] C [p], which implies, by 3 of Proposition 3.2,
= Ve @ — @, because for sets of formulas A C B with [B] < 2%:V ., x —
vxeBX is a tautology of the Propositional Calculus. Let w € Q and w ¢ [T].
Then there is ¢ € I' with w ¢ [¢], so F w — —). But then, F ¢ — —w (since
(x — =X) — (X — —x) is a tautology of the Propositional Calculus). By Modus
Ponens, it follows that I' F —w. By Conjunction and the fact that |Q < 2%,
we have I' = A, —w. Then, since (as in the proof of 3. of Proposition 3.2)
- /\wgé[l“] —w — \/wemw is a theorem, it follows that I" - \/wemw, hence, by
Modus Ponens, we have I' - . ]

Corollary 3.1 LetT' C L.

e Then T is consistent in the system P (resp. in the system H) iff I’ has
a model in the class of type spaces (resp. Harsanyi type spaces) on X for
player set I.

e Furthermore, if I' is consistent in the system P (resp. in the system H),
then there is a w € €0, where Q is the ) corresponding to the system P
(resp. to the system H), such that (Q,w) = T.

Proof Assume that (2,w) (£ T, for every w € Q, where 2 is the Q2 corresponding
to the system P (resp. to the system H). Hence, for every w there is a ¢, € T
such that (2, w) = —p,,. By 4 of Proposition 3.3, it follows that w € [-¢, ], that
is b w — =g, hence, F ¢, — —w. Since |Q] < 2%, we have b A\ cq ¢ — —w
(because = A cq @ — @, is an axiom). It follows (by Conjunction, (A4) and
Modus Ponens) that = A_,cq ¥ — A,eq ~w. By 4 of Proposition 3.3 and the
definition of “=”, we have [=(z A —z)] = §, for x € X. So, by Proposition 3.2,
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it follows that = = (z A ~z) — \/_.ow and hence - A ., ~w — 2 A -z, which
implies = A cq ¢r — = A -z, and we conclude I' = 2 A =z. By (A5) and Modus
Ponens, it follows that I' - x and I' - =z, so I' is inconsistent in the system P
(resp. in the system H).

If T is not consistent in the system P (resp. in the system H), then there
is a ¢ such that I' F ¢ and I' + —¢ in the system P (resp. in the system H).
So, by the strong soundness, for every type space (resp. Harsanyi type space) M
on X for player set I and every m € M: If (M, m) =T, then (M, m) = ¢ and
(M, m) | —p. By the definition of the relation “=", there is no (M, m) such that
(M, m) = ¢ and (M, m) = —p. So I' has no model in the class of type spaces
(resp. Harsanyi type spaces) on X for player set I. [ ]

3.4 Universality of the Canonical (Harsanyi)
Type Space

In this section we prove that, by a fortunate coincidence, the canonical (Harsanyi)
type space on X for player set [ is (up to type isomorphism) the universal
(Harsanyi) type space on X for player set I. This gives a characterization of
the universal (Harsanyi) type space on X for player set I and shows that our
language is rich enough to describe the states in the universal (Harsanyi) type
space on X for player set I. (So, in some sense, the language is rich enough to
capture “all relevant information”.)

Definition 3.20 Let M = (M, %, (T;),; v) and N = (N, ZN, (T}N)._, v") be

type spaces on X for player set I. A function f: M — N is a type morphism if
it satisfies the following conditions:

1. fis ¥ — Y¥-measurable,

2. forallme M and z € X :
v(m,z) =v(f(m),z),

3. foralme M, E€ XN, andic[:



3.4. UNIVERSALITY OF THE CANONICAL TYPE SPACE 119

Definition 3.21 A type morphism f is a type isomorphism if it is one-to-one,
onto, and the inverse of f is also a type morphism.

Lemma 3.5 Type morphisms preserve the validity of formulas, i.e. if f is a type
morphism from M to N, m € M, and ¢ € L, then

(M, m) |= ¢ diff (N, f(m)) = e

Proof By induction on the formation of the formulas in £:

1. Let # € X U{T}. Then,
(M,m) Exiffv(m,z)=1iff v(f(m),z)=1iff (N, f(m)) | =.

2. Let ® C £ such that |®| < 2%. Then, by the induction hypothesis,

(M,m) = Npea o U (M, m) o, for all p € P,
iff (N, f(m)) E e, for all p € P,
i (N, f () = Ao

3. Let ¢ € L. Then, by the induction hypothesis,

(M, m) =~ iff (M, m) [ iff (N, f(m)) ¢ iff (N, f(m)) = —e.

4. Let ¢ € Lo, As remarked in the definition of the relation “=", [¢]* is
measurable in M and [w]ﬂ is measurable in V. By the induction hypothesis,
we have f~1([1))%) = [¢¥]*, so we have

An easy check shows:
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Remark 3.5 o The type spaces on X for player set I - as the objects - to-
gether with the type morphisms - as the morphisms - form a category.

o The Harsanyi type spaces on X for player set I - as the objects - together
with the type morphisms - as the morphisms - form a category.

Definition 3.22 A type space (resp. Harsanyi type space) M on X for player
set I is universal, if for every type space (resp. Harsanyi type space) N there is
exactly one type morphism from N to M.

It is obvious that a type morphism f : M — N is a type isomorphism iff there
is a type morphism g : N — M such that go f =idy; and f o g = idy. Hence,
type isomorphisms coincide with the isomorphisms of the category of type spaces
on X. In category theoretic terms, a universal (Harsanyi) type space on X for
player set [ is a terminal object of the category of (Harsanyi) type spaces on X
for player set I. Terminal objects, if they exist, are known to be unique up to
isomorphism, hence (but it is also easily seen directly):

Remark 3.6 If there exists a universal type space (resp. Harsanyi type space)
on X for player set I, then it is unique up to type isomorphism.

Theorem 3.2 The (Harsanyi) type space

0= <Q, 2, (Ti)iel, U>

on X for player set I is universal.

Proof Let M = (M, S, (TM) ,v™) be a type space (resp. Harsanyi type space)
on X for player set I. By Lemma 3.5, 2 of Proposition 3.2, and 4 of Proposition
3.3, it follows that there is at most one type morphism from M to Q3.

Let

S, ={peLly|(Mm)Eep},

for m € M, and define

fim)y:== M o

P,
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By Corollary 3.1, ®,, is consistent and by the definition of the relation “E", it
follows for 1 € Ly, that

Ve by, iff = & Dy,

This implies that f(m) € €. It remains to show that f : M — Q is a type
morphism:

1. Tt is enough to show that for every v € Ly : f~1([¢)]) € ¥M, since the set
{lg] | ¢ € Lo} is a field that generates . We have

F(m) e iff - f(m)—iff ¥ €, iff m e [

But [¢]* € ©M (see the definition of “=").
2. Let x € X U{T}. Then,

oM (m,z) = 1iff v € @, iff = f(m) — 2 iff f(m) € [z] ifv(f(m),r) =1

3. Leti € Tandm € M. Since f : M — Qis 2™ —Y-measurable, T (m) (f~* ()
is a o-additive probability measure on (£2,X). Since F is a field that gen-
erates X, by Caratheodory’s Extension Theorem,

for all E € . As shown in 1, we have f~! ([¢]) = [¢]*", for ¢ € Ly, and

hence
M (m) (f71([]) = TM (m) ([¢]™)
= Sup{a | (M, m) | pi(p)}
= sup{a|pf(p) € Pt}

p
sup {a|F f(m) — pi(e)}
= Ti(f (m)) ([«])-
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3.5 Product Type Spaces

The aim of this section is to show that the canonical (Harsanyi) type space on X
for player set I is (up to isomorphism) a product (Harsanyi) type space. Since
this space is then a universal (Harsanyi) type space in the category of product
(Harsanyi) type spaces on X for player set I, this implies that - in the case of
Harsanyi type spaces (i.e. the H-system case) - our canonical model is, up to
isomorphism, the universal Harsanyi type space on X for player set I constructed
by Heifetz and Samet (1998b).

We define (in the same fashion as in the previous chapter):

Definition 3.23 A product type space on X for player set I is a 4-tupel

M = <M7 Ea (E)ieb U)

such that there are measurable spaces (M;, ;) , for j € Iy, such that (up to type
isomorphism):

o My = Pow (X),

e Y is the o-field on Pow (X)) generated by the sets
[2]° :={my C X | € mg}, where x € X,

o M = Pow (X) x I;e; M;, where all the M; are nonempty,

¥ is the product o-field on M which is generated by the o-fields ¥;, j € Iy,

for i € I: T; is a ¥; — Y a-measurable function from M; to A(M,X), the
space of probability measures on (M, Y),

1, if x€my,
0, if x ¢ my,
and v(mp, T) = 1 in any case.

for x € X: v(my, z) :{

Obviously, T;, for ¢ € I, can be viewed as a ¥ — ¥ a-measurable function from M
to A(M, %) and v(.,x) can be viewed as a ¥ — Pow ({0, 1})-measurable function
from M to {0, 1}, for every x € X U{T}. So every product type space on X for
player set [ is a type space on X for player set I.
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Definition 3.24 e For j € Iy, define
Q=

J

{/\w@% © A /\d)eﬁé\@% —|1D| ) C L) st. DU {-v|ve L’é\@%} is consistent} :

e For j € [y and ¢, € Eé, define

[”Lﬂﬁj = {wj c Qj ||_ (,LJj — Z/}]} .
e For j € Iy, denote by X; the o-field on ; generated by the all the sets
[wj]J, where ¢; € Eg.
e Define

O = HjEIij'

e Denote by X* the product o-field of the o-fields X;, j € Iy, on Q*.

e For i € I, define
Qi = Hjer\ (3 Y-

e For i € I, denote by X_; the product o-field of the o-fields ¥, j € Iy \ {i},
on in-

Remark 3.7 Let j € Iy. By 4 of Proposition 3.3 and Corollary 3.1, for every
wj € §)j, there is a w € ) such that - w — wj.
For w € Q, we have,

Fw— /\ ©;

@ ELHND,,

and by the definitions and the consistency of w, we have (/\gojeﬁgm% ©;) € Q.
By definition of the w; € Q;, two such formulas contradict each other, i.e. for
wj # w; € €y there is a p € Ly such that b w; — ¢ and b wi — . Hence, for
every w € (), there is exactly one w; € Q; such that - w — w;. We denote this
w; by w(j).

Since € is nonempty and since w(j) € €y, for w € Q and j € Iy, we have that
each Q;, for j € Iy, is nonempty.
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Lemma 3.6 Let j € Iy, w; € Q; and p; € L. Then,

either = w; — ¥, or Fw; — =y,

but not both.

Proof The “either” follows by the consistency of w;, while the “or” follows by
an easy induction on the formation of the formulas in £7, which is done in the
same way as in the proof of 2 of Proposition 3.2. ]

Definition 3.25 For i € Iy and E; € ¥; define

E‘ik = Hjejon,

(2

where Uj = Qj, for j 7é 7 and U,J = Ez '
We have Ef € ¥*. Observe that £y N L) =0, for i # j € Iy. Hence, for ¢, € L},
the following is well-defined:

[pi]" = ([%]Z)*

and by the definition and the consistency of the w; € €);, we have

QN [p]" =[] and [p,]" O[] = [0 AY]7,

for cpzaqu)z S ‘C%)
By starting with the i-formulas, for ¢ € Iy, we define now recursively:

[=]" = Q" \ [p]" and [p AY]" = [p]" N [Y]7,

for v, € Ly.

This is still well-defined for the finitary ¢ -formulas, for i € I, and it is well-defined
for the other finitary formulas by the unique readability of finitary formulas as
finite Boolean combinations of finitary formulas ¢ € |J,. Io Lj, which can be
proved in the usual way (what we don’t know at the moment is that logically
equivalent finitary formulas define the same sets in Q*).

It is obvious that these sets form a field F* on 2* which generates >*.
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Remark 3.8 e X is generated by the sets [x]°, where x € X.

o For every mo C X, there is exactly one wy € €y such that for every x € X :

Fwo— x iff x € my.

Proof For wy €  and ¢y, ¥, € LY, we have by Conjunction, (A4), and Modus
Ponens that

wo € [800]0 N W)o]o implies wg € [py A %]0,

and by (A5) and 3 of Lemma 3.2

wo € [pg A ¢0]0 implies wy € [‘Po]o N W’o]oa

and hence

[0 A o]” = [1p0]” N [¥o]°-

By Lemma 3.6, we have

Qo\ [900]0 = [ﬁ¢0]07

for o, € L3. Tt follows that the generators of ¥y are finite Boolean combinations
of the sets [z]°, where 2 € X. Hence X is generated by the sets [z]”, where
r e X.

For the second point: Existence: Take a type space M on X for player set
I consisting of one point (i.e. M = {m}, note that M is necessarily a Harsanyi
type space) such that v(m,z) = 1 iff € my. By Corollary 3.1

Wo = /\ QOO

POELY:(M,m)l=®

is consistent in the system H (and hence in the system P) and by the definition
of the relation “E", wy € €. By (A5) and Lemma 3.6, we have

Fwy— x iff x€myg.
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Furthermore, we have by Lemma 3.6, Conjunction, (A4), and Modus Ponens,
Fwo— /\ x A /\ .
rzeX:twog—z yeX:Fwo——y

Uniqueness: An easy induction on the formation of the formulas in £} shows
that for all ¢" € L§:

l—/\x/\ /\ -y — " or l—/\x/\ /\ -y — =,
rEMQ yeX\mo rEMQ yeX\mo
By 3 of Lemma 3.2 and the consistency of wy, this implies

Fwy < /\ T A /\ —y.

rzeX:twog—x yeX:Fwo——y

Lemma 3.7 Let (w;)jer, € 2 and let {w; | j € Iy} be consistent. Then there is
exactly one w € ) such that

Proof An easy induction on the formation of the formulas shows that for all
p € L: FEither

()= o (A=
j€lo j€lo

but not both. By the consistency of A jer, Wi Corollary 3.1 and 4 of Proposition
3.3, the rest is now obvious. [

The above lemma shows that h : @ — Q¥ defined by h(w) = (w(j))jer, 18
one to one. We are now justified to identify with some abuse of notation h(f2)
with €.
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Lemma 3.8 Let p € Ly. Then:

Proof The first assertion is true for i-formulas, according to the above two Lem-
mas 3.6 and 3.7. The rest of the first assertion follows from the definition of [-]*
and 6 and 7 of Proposition 3.2.

To the second assertion: Since

o] S A7 ([e]") and Q\[g] = [~¢] € A7 ([~e]),

and since

Rt (el A= (el ™) = A7 ([e]) N A~ (20 \ []) = 0,

we have

Definition 3.26 e Forie I, w; € Q;, and ¢ € Ly, define
T7 (i) ([¢]") = sup{a € [0,1] NQ [F w; — pi ()}

e For wy € )y and x € X, define

1, if woe[z]°,

v* (wo, ) = { 0, if wo ¢ [2]°,

and

v* (wo, T) :=1 in any case.

Obviously, for every z € X, v* (-, x) is ¥o—Pow ({0, 1} )-measurable, hence viewed
as a function from Q* to {0, 1}, it is ¥* — Pow ({0, 1})-measurable.
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Lemma 3.9 For everyi € I and w; € €; :

77 (wi) ()

1s well-defined and a countably additive measure on F*.
Furthermore, for every i € I and w; € €); :

T! () (@) = L.

Proof Let i € I. For w; € €, choose w € Q such that w(i) = w;. By the
definitions and Lemma 3.6,

T (wi)(lel") = Ti(w)([#)),

for all ¢ € L£y. This implies in particular that T (w;) () is non-negative.
If for v, ¢ € Lo: [p]" = [¢]F, then [p] = [¢], by Lemma 3.8. It follows that

T3 (wi)lel") = Ti(w)([e]) = T3 (w)([¥]) = T7 (wi) ([¥]°),
hence T (w;) (+) is well-defined.

If for p, v € Lo: [@]* N [Y]* = 0, then [¢] N [¢] = 0, by Lemma 3.8. By the
definition of [-]%, it follows that [p]* U [¢)]* = [p V ¢]*. Hence,

YNMWW+ﬁWMMﬂ—-WﬂF]

[
553
€

Therefore, T7*(w;) (+) is additive on F*.

Since T and p; (T) are theorems, we have Qg = [T]° and, by the definition of
the w; € Q;, Fw; — pH(T). Tt follows that TF (w;) (Q*) = 1.

Let ¢, € Ly, for n € N, and let [p,]* | 0. It follows by Lemma 3.8 that
[0,] | 0 and therefore

lim,, oo 77" (wi) ([0,]) = hmnaooTz‘/ (w) ([¢n]) = 0.



3.5. PRODUCT TYPE SPACES 129

Proposition 3.4 1. For every i € I and w; € $);, there is a unique extension
of T (w;) to a o-additive probability measure on (2*,%*), which we denote
also by T (w;) -

2. Foreveryi € I andw; € Q;, this extension is a ¥; — X\ -measurable function
from Q; to A (Q*,3*), the space of probability measures on (2*,3*) , which
is endowed with the o-field X% generated by the sets {u € A(Q2*,X*) |
w(E) > a}, where E € ¥* and rational o € [0, 1].

Q* = <Q*7 2*7 (tri*)iéfa U*>
15 a product type space on X for player set I.
4. For every i € Ly and (wj);er, € Q-

(0, 2% (T )ier, v) , (W) jen) E Y iff (w))jen € [

5. In the H-system case, i.e. if the aziom (I1) is added in case of R, = Xy, and
if the inference rule Uncountable Introspection is added in case of N, > Ry,
then

<Q*7 E*v (fri*>i617 U*>

1s a Harsanyi product type space on X for player set I.

Proof

1. Follows from Caratheodory’s extension Theorem and Lemma 3.9.

2. Follows from Lemma 3.1: It suffices to show that for every ¢ € Ly, rational
acl0,1]andiel:

{wi | T7 (wi)([v]") =2 o} € X,
Chose a w € Q such that w (i) = w;. By Lemma 3.6, we have

Fw—pi () i Fw;—pi ().
By Lemma 3.3, it follows that

T (w) (W) = a it Fwi — pi(¥).

Hence,

{wi | T} (i) ([W]") > a} = [p(v)]" € 5.
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3. Follows from Remark 3.8 and 1 and 2 of this proposition.

4. We proceed by induction on the formation of the formulas in Ly:
e For x € X U{T} and (wj)jer, € Q" :

(7, (wy)jer) Ea it 0" (wo,x) =1
iff wo € [z]°
iff (wj)jer, € [2]"

e The induction steps “—¢”, for ¢ € Ly, and “p A", for ¢ and ¢ € L,
are clear by the definition of “=" and “[]™”.

e So it remains the step “p¢ (¢)”, for i € I, a € [0,1] N Q, and ¢ € Ly.
By the induction hypothesis, we have

) = {@hien € 2] (2, ()sen) F o}
It follows that, for (w;);er, € Q"

(", (w))jen) Ep¢ (p) it T ((wy)jer) ([¢]7) = a
iff sup{ﬂe [0,1]WQ‘ Fw; pr(@)} = o
iff Fw; — pf ()
iff w; € [pf (@)]"
iff (wj)jer, € [pF (P,

where the third equivalence follows by the axioms (P7) and (P3)).

5. We have to show that, for ¢ € I and w; € €, :

AeX and [T} (wi)]" := {(W))jen | T} (wy) = T} (wi)} € A
imply
T (wi)(A) = 1.

By definition of F*,3¥*, and T} (w;), it suffices to show that (¢, )nen € Lo
and UnEN[gpn]* 2 A lmply

lim; 77 (w;) ( [\/ gpn] * ) =1.

n<l
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Choose w € ) with F w — w;.
By an easy induction on the formation of the i-formulas ¢’ € L£?, we have
that for ', 0 € Q and i € [ : T;(w') = T;(w) implies

Q) E¢ iff (Q,0) ¢

Hence, by 4 of Proposition 3.3, T;(w') = T;(w) implies
Fo —w;, if FO—w,.

It follows that A~! ([T} (w;)]*) 2 [T;(w)]. Hence, by Lemma 3.8, |, cx[¢n) 2
[T; (w)]. This implies

limy oo T3 (w;) ( [\/ gon] * ) = lim;_.T; (w) ( [\/ gpn] ) = 1.

n<l n<l

Theorem 3.3
h:Q—QF

defined by

h(w) == (w(j))jer,, forw €,

s a type isomorphism from  to Q.

Proof By Lemma 3.7, h is one-to-one.

Let (wj)jer, € ©*. By 4 of Proposition 3.4, Lemma 3.6 and the definition of
[-]*, we have for i € Iy and ¢' € Lj:

5k

Fwi— ¢ i (W), € [¢] I (QF (w))jen) F @

By definition of “", this implies that (Q*, (w;),er,) [ wi, for i € Iy. Hence, we
have

<Q*7 (wj)j610> ): /\ Wy

Jj€lo

So \jes, wj is consistent for every (w;)jer, € €%, hence, by Lemma 3.7, h is onto.
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For (wj)jer, € Q" let w € Q such that - w < A;_; w;. Then it follows that

(€, (w))jen) Fw.
Hence, h™! is the type morphism from the proof of Theorem 3.2.

h is a type morphism:
For ¢ € Ly, we have by Lemma 3.8:

Since F* is a field that generates ¥*, it follows that h is measurable.

Let w € Q. For z € X U{T}, we have by Lemma 3.6, Lemma 3.7 and the
definitions

v (h(w),z) = v ((w()))jern, ¥) = v*(w(0), z),
and

v (w(0),z) =1 iff Fw(0) —=x
it Fw—ux
iff v(w,z)=1.

By Caratheodory’s extension Theorem, it is enough to show that forw € Q, i € I
and ¢ € Ly:

T (w(h)sen) ([e]") = Ti (w) (R ([¢]")-

Since h™1([¢]*) = [¢], this is clear by Lemma 3.6, Lemma 3.7 and the defini-
tions. -

That the canonical space is a product space implies the following: For states
u; € €, where i € I, there is one state u € € such that: v (ug,z) = v (u,x), for
all x € X, and T; (u;) = T; (u), for i € I. This fact is reflected by the axioms
in the following way: There is no axiom and also no inference rule that relates
the believes of one player with the beliefs of other players or with nature. So,
whatever a player in a state of the world believes about other players or nature
might be wrong (as long as this is nothing tautological, of course). This is not the
case for the canonical knowledge space and the corresponding S5 axiom system,
where there is an axiom “k;p — ¢”. So, if, for example, ¢ = k;x and if k;p is
true in a state, then the fact that ¢ knows that 5 knows x forces j to know x, and
this forces x to be true in that state.
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3.6 Beliefs Completeness

The aim of this section is to prove the following - somewhat surprising - theorem
of appealing measure-theoretic taste, which, in some topological cases, was proved
by Mertens and Zamir (1985), Brandenburger and Dekel (1993), Heifetz (1993)
and Mertens, Sorin and Zamir (1994). The general measure-theoretic case proved
here is original. The theorem says that, in the P-system case, the component
space of each player is - up to isomorphism of measurable spaces - the space of
probability measures on the space of states of the world, and in the H-system
case, for each player ¢ € I, the component space of i is - up to isomorphism of
measurable spaces - the space of probability measures on €2_;.

Theorem 3.4 e In the P-system, let u € A(QQ*,X*). For every i € I, there
is exactly one w; € Q; such that T (w;) = p. Furthermore, for everyi € I,

Tr :Q — A(Q, 25
is an isomorphism of the measurable spaces (€;,3;) and (A(2*, X*), X%).

o [n the H-system, let i € I and p; € A(Q_;,X_;). Then there is exactly one
w; € Q such that the marginal of T (w;) on Q_; is p;. Furthermore, for
every 1 € I,

margg o T} : ; — A(Q-;,3)

is an isomorphism of the measurable spaces (2, ;) and (A(Q_;, X_;), (X-))a)-

Proof We prove the P-system case and sketch the differences for the proof of
the H-system case. For the P-system case:
Let 7 € I. For w; € §; define

@; (wi) =

( A p00) A ( A )

x€Lo, a€[0,1]NQ, s.t. Fw;—pF(x) YELy, BE[0,1]NQ, s.t. Fwi——p? (1)

An easy induction on the formation of the i-formulas shows that for every -
formula x; € £

Either F ¢, (w;) — x* or F ¢, (w;) — =X



134 CHAPTER 3. INFINITARY PROBABILITY LOGIC

Since F w; — @, (w;), by the consistency of w;, it follows that F w; < ¢, (w;) .
Hence, w) # w! € Q; implies that ¢, (w}) # ¢, (W}). Therefore, by the definitions

of T} (wi) and T (wy), we have T (w})([¢]*) # T} (w])([¢]*), for some ¢ € Ly. We
conclude that

Tr : Q; — A(Q",X7)
is one-to-one.
It follows - and in the same manner, also in the H-system case - that for
i€l and w; € Q; : [TF(wy)]" = {wi} x Q_;. Hence, in the H-system case, the

introspection property of the canonical Harsanyi type space on X for player set
I implies that

margg, o T (w;) = o,
for i € I and w; € ;.
By 2 of Proposition 3.4, T is measurable, for ¢ € I.
Let p € A(Q2*,X*) and fix ¢ € I. Consider the following set of formulas:

o = {p¥ ()| p € Lo, a€[0,1]NQ st p([g]*) > al
U{-p] () | ¥ € Lo, B€[0,1]NQ st pu([¥]) < B}

If this set of formulas is consistent in the system P, then by Corollary 3.1, there
is a w € (2, where () is the €2 belonging to the system P, such that

(@) 0",
But then, from 4 of Proposition 3.3, the definition of w (i), the fact that - w —

w (1), and the consistency of w, it follows that - w (i) — ¥, for all x € ®#. The
definition of T7* (w (7)) implies then that

77 (w (@) ([e]") = p (],
for all ¢ € Ly. Hence, since T} (w (7)) and p are o-additive probability measures

on ¥* that coincide on the field F*, and since F* generates >*, Caratheodory’s
extension Theorem implies then that

T} (w (i) = p.
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In the following, we show that ®# is consistent in the system P.
Let u ¢ ;. Define

Q= QU {ul,

Qg = Qj, for j € I() \ {’L} s

o= %y, forje o\ {i},

QM = Hje[OQj;—L,

¥# = the product o-field of the ¥, j € I,.

Note that 3! is a o-field, ¥* C ¥# and ENQ* € ¥* for E € ¥*. Note
furthermore that, since each €;, for j € Iy, is nonempty, each Q’; , for j € Iy, is
nonempty.

For j € I\ {i}, chose u; € §; and set u; := u and define
U= (uj)jel0 )

For j € I, wj € f and E € ¥# define

THw)(E) = Tiw;)(ENQ), if j#iorifi=jandw; #u,
THw)(E) = p(ENnQr), if w;=u.

By this definition, T}'(w;) is a o-additive probability measure on (Q*,%#), for
j €l andw; € Qf.

For x € X and wy € € define:

v (we,x) = v*(wo,x),
vM(we, T) = 1, in any case.

By this definition, it is clear that v*(-,z) is ¥y — Pow ({0, 1})-measurable, for
re XU{T}

Let B € ¥ je I\{i}, a € [0,1]NQ, and b*(F) := {v € A(Q*,3") | v(F) > a}.
Then, by the definitions:

(T7) 7 (™(E)) = (T;) (" (E N Q) € 5.
Hence,
T3 QF — A(QF, 2H)

is ¥ — X\ -measurable, for j € I\ {i}.
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Note that
TV (u) (B) = p (BN Q) =T (u) (BN Q).

7

for £ € ¥#. So, for all j € I, w; € Qf and E € X
TH () (B) = TV () (EN ).

By definition, we have

[ (T)R(EN Q) €S CSE, i p(ENQY) < a,
(T~ (°(E)) —{ fd U (T 0 (EN Q) € S if w(ENQ) > a

Hence,
T QF — A(QF, XH)
is X' — ¥ -measurable.
Now, we have proved that
Q= (B (T ) jer, v")
is a product type space on X for player set I.

Next, we show by induction on the formation of the formulas in ¢ € L, that, for
w e Q"

(% w) E e iff (Q%w) e
An equivalent statement is:
[p]" = [e]" N, where [¢]" :={w e Q" | (Q",w) ¢}

(Recall that, by 4 of Proposition 3.4, [¢]% = [p]*, for ¢ € Ly.)
Since

T (u)([p]") = p([p] N7,
it follows then that

(@) | o,
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Let w € Q*. By definition, we have for z € X U {T}:

(quw) )::L’ lff U“(W(O),CL’) :11

The steps “A” and “=" are trivial.

Let j € I. For ¢ € Ly, we have by the induction hypothesis [¢]" = [p]* N Q*, and
hence, for o € [0,1]NQ :

5 ()] = {weQ* | T (w(j

= {we | T (w(y
{we Q| T} (w(j))
{we Q[ T} (w(j))
= [p§ (o) N

J
J
J

Now, we have shown that
T :Q; — A(Q, X

is onto, for 7z € I.

For i € I, it remains to prove that (7;)~! is measurable:
The sets [p (¢)]*, where ¢ € Ly and a € [0,1] N Q, generate the o-field ¥;. So
it is enough to show that T ([p¢ (p)]°) is a measurable set in A(2*,3*). But we
have

T ([ (0))') = {v € AQ", 57 | v([g]") > a} € Zh.

The the H-system case is proved similarly, but for the “onto part” one starts
with p € A(Q_;,¥_;) and defines T := §, X u, where “x” denotes here the
product of measures and ¢, is the delta measure at u € QF.

And for the “one-to-one” part, one uses the following fact, which holds in
general for o-additive probability measures on product spaces (endowed with
the product o-field): If v € A(2*,¥*) and for w; € Q;: margg (v) = d.,, then
v = d,, x margg_(v). This fact together with Caratheodory’s extension Theo-
rem is then used to show by induction on the formation of the ¢-formulas that
margq, . o7} is one-to-one. The measurability of marg,  oT} is straightforward,
while, using Lemma 3.1, the measurability of (marggii o TZ*) follows in a simi-

-1
lar fashion as the measurability of <margCNQ o TZN°> in third point of Theorem

2.6 in the preceding chapter. [ ]






Chapter 4

Conditional Possibility
Structures

4.1 Introduction

In the general introduction, we gave a short exposition of the nonexistence result
of Brandenburger and Keisler (1999), who showed that, given at least two players
and two states of nature, there is no first-order definably beliefs complete possibil-
ity structure. We also mentioned two possible ways of modifying the framework
that could help to get a positive beliefs completeness (resp. universality) result.
The first one, to impose topological restrictions, we will follow in Section 4.3, the
second one, considering another language than the one used by Brandenburger
and Keisler (1999), we will follow in Section 4.4.

We start with a set I of at least two players and, for each ¢ € I, a nonempty
set S;, called “i’s” space of states of nature, and B;, the set of observable events in
S;, 1.e. a fixed set of nonempty subsets of S; such that S; € B;. The interpretation
is that player 7 is uncertain about the “true” state of nature s; € S; and B; stands
for a fixed collection of possible observations about the true state of nature player
7 might make. For example, given a perfect information game, S; could be the
space of strategy profiles (of the players j € I\ {i}) and each B; € B; could be
the set of those strategy profiles that are consistent with some partial history of
play (given some strategy of 7).

But again, as in the previous chapters, being in a strategic environment, apart
from having beliefs on “his” space of states of nature, player ¢ must also have
beliefs on the other players’ beliefs on “their” spaces of states of nature and beliefs
on other players’ beliefs on his beliefs on “his” space of states of nature and so
on. So, S; is only the primary source of uncertainty for player 7.

Similarly to the case of Harsanyi type spaces or the case of Kripke structures,
the different levels of the players’ hierarchies of beliefs are described implicitly by
introducing, for each ¢ € I, a nonempty set U*, i’s component space (i.e. the set

139
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of “i’s types”), and mappings p’ : U" — []p 5, Powg (B; x I1;,U7), for i € I,
where Powy (M) denotes the set of nonempty subsets of the nonempty set M.
The interpretation is that (s, (u/);.:) € (0’ (u')) g, iff being of type u* and should
he observe that the true state of nature is in B;, ¢ would believe it possible that s;
is the true state of nature and player j’s type is u?, for j € I\ {i}. The fact that
the sets on which the players condition their beliefs are of the form B; x I1,.,U7,
expresses the view that only observations about nature are possible, while there is
no way to “look into other players’ minds”, i.e. there is no way to receive certain
information about other players’ beliefs, and hence there is no way to exclude for
sure any type of another player.

There is no explicit time in this framework. However, in the interpretation,
we have in mind that more informative observations about nature are made,
should they be made at all, later than less informative ones. Otherwise the
less informative ones would be irrelevant and could be ignored. Furthermore, if
C; € B; is observed after D; € B;, should C; be observed at all, then we assume
that C; C D;. Otherwise C; could be replaced by C;ND;, which is nonempty since
C; and D; have some state in common that would be the “true” state of nature
if C; should be observed after D;. Also, just like a strategy in an extensive-form
game is a plan to act at different information sets, a conditional belief, i.e. a
conditional possibility set, is a plan to hold beliefs at different information sets.
(See Battigalli and Siniscalchi (1999a).)

After some very basic definitions, we define the two versions of how the players
would revise their beliefs should they make some new observation about the true
state of nature.

In the A-version, should a player make a new observation, i.e. becoming sure
that the true state of nature is in C; C D;, for some C;, D; € B;, where D; stands
for an observation “made before”, he would keep his beliefs “as long as possible”,
while taking the new information into account: Ag, = Ap, N (C; x 1., U7), if
Ap, N (C; x I;,;U7) # 0, where Ac,, resp. Ap,, stands for the player’s belief, i.e.
his possibility set, should he observe C; C S;, resp. D; C S;, for C;, D; € B;.

In the B-version, a player is allowed to change his beliefs in a more free
manner. He would just be forced to keep his beliefs as long as they would be
“completely confirmed”, i.e. if Ap, C C; x I1,,U7, then A, = Ap,, and he could
change his beliefs as soon as he would have “a good reason”, i.e. if there is at
least one state (s;, (u?);;) € Ap, \ C; x IL;,U7. The “philosophy” here is that,
although there are no probabilities in this framework, the player could consider
this state “much more likely” than the other states he believes to be possible in
case he observes D;. The need to exclude this state would be such a “surprise”
that he wishes to change his beliefs completely in case he observes C;.

An element (Ag,)p cp, € [lp,en Powo (Bi x IxU7) that satisfies the A-
version (resp. B-version) of conditionality is said to be A-nice (resp. B-nice).
We define Powgi (S; x II;2;U7) as the set of A-nice (resp. B-nice) elements of
[15,e5 Powp (Bi x I1;,U7) in the A-version of conditionality (resp. in the B-
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version of conditionality), and we define a conditional possibility structure on
(Si, Bi);cr as atuple ((U%),c;, (p%);e;) » where each U? is a nonempty set and each
p' is a mapping from U® to Powgi (S; x I1;;U7) . The conditional possibility struc-
ture is beliefs complete if each p' is onto. An element of Powg" (S; x I, U7) is
called a conditional i-event (or a (nonempty) conditional subset of S; x I1;4;U7).
A conditional i-event that is the image of a u' € U’ under the mapping p’ is
called a conditional possibility set for i (or the conditional possibility set of u').

In section 4.3 we follow the topological avenue to produce a beliefs complete-
ness and universality result. There, we make the additional assumption that all
the S;, for i € I, and all the U?, for i € I, are compact and Hausdorff, and
all the B; € B;, for i € I, are closed and open (clopen). We denote the space
of nonempty compact subsets of B; X H#in , Where B; X H#in is endowed
with the product topology, by V (B; x II;,,U7) and endow this space with the
Vietoris topology. Then, we endow []5 . V (B; x I1;,U7) with the product
topology and define V5 (S; x I1;;U7) to be the set of A-nice (resp. B-nice)
elements of []g g V (Bi x I;.U7) in the A-version of conditionality (resp. in
the B-version of conditionality), and endow this space with the topology inher-
ited from the topology of [] 5, V (Bi x Ij.U’) . We require in addition that
pt UM — VB (S; x 11, ,U7) and that p' is continuous, for i € I.

We also define structure preserving maps (morphisms) between topological
conditional possibility structures ((V?),.;, (6%),c;) on (Si, B);er and (U%),c; . (0%);er)
on (S;,B;),c; as an I-tuple (v'),.; of continuous maps v’ : V' — U’, for i € I,
such that

VP (idg, x I z07) 00’ = p’ 00",

for every i € I, where VP (idg, x IL;4v7) is the mapping from VP (S; x 11, V7)
to Vi (S; x 11,4,U7) that is induced by idg, x IT;07.

Under these topological assumptions we construct, by a projective limit con-
struction, a universal topological conditional possibility structure
((T")ier, (6")ier) on (S, Bi),c; such that for every topological conditional possibil-
ity structure on (S;, B;),; there is a unique morphism to the universal topological
conditional possibility structure (Theorem 4.1 and Corollary 4.1). The universal
topological conditional possibility structure on (S;,B;),.; is unique up to iso-
morphism of topological conditional possibility structures on (5;, B;),.; and each
', for i € I, is a homeomorphism. This implies that the universal topological
conditional possibility structure is also beliefs complete. (Again, Theorem 4.1
and Corollary 4.1). In the special unconditional, i.e. B; = {S;}, for i € I, two
player case I = {a, b}, where both players are uncertain about the same space of
states of nature (i.e. S, =S;), the results of Theorem 4.1 and Corollary 4.1 were
already obtained by Mariotti and Piccione (2000).

In Section 4.4 we follow the other avenue to produce a (definably) beliefs
completeness result, namely to use a language other than the one used by Bran-
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denburger and Keisler (1999), but similar to it. Here, we restrict ourselves to a
finite player set N and a finite set of states of nature S;, for each player i € N.

We define inductively structures

An = <(Si)ieN ) (Bi)ieN’ (Té)ieN,—lgkgn ) (R;m)ieN,oglgn’ (q/icvl)ieN,flgk<l§n> )

for n € NU{—1}. On level 0, we define (up to isomorphism) 7T, the component
space of player i, to be Powgi (Si), i.e. the set of conditional i-events in S;.
On higher levels n > 1, we define each player’s component space to be T :=
POW@ (S X Hj7élT ) , i.e. the set of conditional i-events in the product space
of S; and the other players’ component spaces on the level n—1. g; ; is a projection
from T} onto T}. In A, the t} € T}, for k < n, serve as names for the subsets of
T} that are of the form (g, n) ({t:}). The relations R:" are defined in a way
such that the conditional possibility set of !, i.e. the t!-section of R:™ is the
inverse image of ! under V5 (1d51 X H#anfl’n) )

((T});cn » (RE™),c ) is the conditional possibility structure of level non (S;, B;) ;e v
where the usual mapping p’ is replaced by it’s “graph” R};", S; stands for player
i’s space of states of nature and B; for the observable events in S;, and (7}),_y
and (R;™). N
possibility structures of lower levels | < n in <(T Dien o (B2 e N> As mentioned
above, ¢ ; is a projection from T} onto T}. (The T, are singletons and just
needed for a technical purpose.)

for 0 <[ < n, stand for (the inverse images of) the conditional

The counterpart of A,, on the syntactic side is £,,, the language induced by
A, for n € NU{—1}, which is defined in a similar way as the language induced
by a possibility structure defined by Brandenburger and Keisler. However, L,,,
for n € N, is not a first-order language: The language L£,, contains the language
L,_1 and is a kind of mixture between first-order and second-order logic, where
the £, _q1-part of £, (that “talks” about the inverse image of A,_; in A,,) is the
“second-order part” of L£,,. The definition of £, is done in a way such that all
subsets of S; x I1;4,T7, for i € N, are L,-definable, i.e. describable by some
L, -formula.

It is easy to see that the Brandenburger-Keisler Impossibility Theorem implies
that A,, cannot be L,-definably beliefs complete, but at least we manage to get
L, _1-definably beliefs completeness of A,. Since we will show that the subset
defined by a L£,_;-formula in S; x II; .77 is the inverse image of the subset
defined by the same formula in S; x II; .7 1> the definition of the ¢! € T¢
and the fact that all subsets of S; x H#ZTTL , are L,,_;i-definable imply that
the conditional possibility sets of player i in A, are exactly the £,,_;-definable

conditional i-events.
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The structure A we aim to construct, is the limit structure

<(Si)i6N s (Bi)iew s (Ti)iEN’ (Tg@)z’eN,—lgm’ (Ri)z'eN’ (R;)iGN,OSn’ (pin)ieN,—lgm> :

The structure A can be viewed as the “projective limit” of the A,, n € NU{—1}.
Player i’s component space T" is the projective limit of the T, m € NU {—1},
and p!_ is the projection from 7% to T¢ , for m € NU{—1} . The elements t! € T:,
serve as names for their inverse images under p! . R for n € N, is defined to
be the inverse image of R:" under p!, x idg, X II;4p/, and R, the “projective
limit” of the Ri", n € N, is defined as R' := (), .y Ri. (T");en > (RY),cy) Is a
conditional possibility structure on (S;, B;),cy and the (T},);cn o<m » (Bi)icno<m
stand for the inverse images of the finite-step conditional possibility structures
<(Trin)z‘eN ) (Rihm)z‘eN> n <(T’L>i€N ) (Ri>z'eN> :

The syntactic counterpart of A is the limit language £, the “neocompact”
language induced by A, which is defined in the spirit of the neocompact language
invented by Keisler (1998), but as the £,, (and unlike Keisler’s original definition),
it is a kind of mixture between first and second-order logic, where L is defined in
such a way that the union of the £,, n € NU{—1}, is the “second-order part”
of L. The L,-part of £ “talks”about the inverse image of A,, in A. Similarly to
the case of it’s semantic counterpart, £ can be viewed as the “projective limit”
of the £,, n € NU{-1}.

Up to now, in Section 4.4 no topological assumptions on the structures are
made (except in some proofs). However, for the proof of the main result of
Section 4.4, we endow each of the spaces S;, for i € N, and T for i € N
and m € N U {—1}, with the discrete topology and the T% for i € N, with
the projective limit topology. This allows us to apply Theorem 4.1. Essentially,
by proving that the possibility correspondence pos;, that sends t* € T* to the t'-
section of R?, is equal to the 6° of Theorem 4.1, and that the £-definable nonempty
subsets of finite products of sorts of the structure A are closed if considered to be
endowed with the corresponding product topology, we show that pos; is a bijection
from T to Deflzi (S; x ;2 T7), the space of nonempty L-definable conditional
i-events. It follows in particular that A is £-definably beliefs complete (Theorem
4.2, Corollary 4.2 and Corollary 4.3).

4.2 Preliminaries

After some basic definitions, we define the two versions of how the players update
their beliefs, should they make some new observation (about nature). Then,
we make some definitions and prove some lemmas (most of them of topological
nature), before we define the main objects of our study in this chapter, namely
conditional possibility structures.
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Unless stated otherwise, in this chapter k, [, m,n denote integers in NU{—1}.

Notation 4.1 For a nonempty set M, denote by Powy(M) the set of nonempty
subsets of M.

Definition 4.1 Let S be a nonempty set and B a set of nonempty subsets of .S
such that S € B. For a nonempty set X, define B(X) :={Bx X | Be B}. It
follows that (up to isomorphism of product spaces) (B(X))(Y) = B(X x Y)!, for
nonempty sets X and Y.

Note that B(X) consists of nonempty subsets of S x X and that SxX € B(X).
In the following, when no confusion may arise, we denote 5(X) also by B.

Definition 4.2 Let S be a nonempty set and B a set of nonempty subsets of .S
such that S € B.

(Ap)pes € [ [ Pows(B)
BeB

is called:
e A-niceif C;D e B,C C D, and ApNC # 0 imply Ac = ApnNC.
e B-niceif C,D € B, C C D, and C D Ap imply Ac = Ap.

In fact, we write here two papers (or chapters) in one. In one version (hence-
forth “A-version”) the players are supposed to revise their beliefs according to
the A-version of conditionality (see the definition below), and in the other version
(henceforth “B-version”) the players are supposed to revise their beliefs according
to the B-version of conditionality (see also the definition below).

We will indicate if there are any differences in the formulations of the theo-
rems, propositions, lemmas, or definitions. Furthermore, we will indicate if there
are any differences between the two versions in the proofs.

Definition 4.3 Let S be a nonempty set and B a set of nonempty subsets of S
such that S € B. Define
Powj (S)

to be the set of all
'With some abuse of notation, we identify (S x X) x Y with § x (X xY).
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e A-nice elements of [] .z Powy(B) in the A-version of conditionality,

e B-nice elements of ], 5 Powy(B) in the B-version of conditionality.
Note that if (Ap)pes € [[ e Powo(B) is A-nice, then it is also B-nice.

Definition 4.4 For a nonempty topological space X let V(X)) denote the space
of nonempty compact subsets of X. We consider, in all what follows, V(X)) to be
endowed with the Vietoris topology, i.e. the topology with the basis consisting
of the sets

(Upy... ,\Up) ={KeVX)|KCUU...UU, AKNUy#0ON...NKNU,, # 0},

for Uy, ..., Uy, open in X. (See Michael (1951)).

Convention 4.1 Products of topological spaces are considered to be endowed
with the product topology.

Note that the product topology of finitely many discrete topological spaces is the
discrete topology.

Definition 4.5 A compactum is a compact Hausdorff space.

Definition 4.6 Let X be a nonempty compactum and B a set of nonempty
clopen subsets of X such that X € B. Define V5(X), the set of nonempty
conditional compact subsets in the A-version as the set of all A-nice elements
of [Tpes V(B). We endow V5(X) with the relative topology inherited from the
product topology of [ 5.5 V(B).

Note that [[z.5 V(B) C [[ges Powo(B).

Definition 4.7 Let X be a nonempty compactum and B a set of nonempty
clopen subsets of X such that X € B. Define V5(X), the set of nonempty
conditional compact subsets in the B-version as the set of all B-nice elements
of [Tz V(B). We endow V(X)) with the relative topology inherited from the
product topology of []5.5 V(B).
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Note that if (Kg)pes € VP(X) in the A-version, then (Kp)pes € VB(X) in
the B-version.

Definition 4.8 Let D € B and let Op be an open subset of V(D). Then we
denote by O, the following open subset of [[ ;.5 V(B):

Ob = H Z/[B,

BeB

where

1o — V(B), if B#D,
B Op, if B=D.

Lemma 4.1 Let X be a nonempty compactum and B a set of nonempty clopen
subsets of X such that X € B.
Then VB(X) is a closed subset of []pcp V(B).

Proof

o A-version: Let D,E € B, D D E, (Ap)pen € [[5ep V(B) and let ApNE #
@and ADQE#AE
We have to show that there exists an open subset of [];.5V(B) that has
empty intersection with V¥(X) and that contains (Ag)pes as an element.

1. case ApNE ¢ Ag: Then, since E and D are compact Hausdorff, there are
open subsets Up, Ug of E (and hence of D) such that Up N Ug = () and
ADﬂEﬁUD#@and AEQUE
(Ap)pes is an element of the open set

{Kp | KpN(ENUp) # 0}, N{Kg | Kg C Up}g.

Let (Cg)pes be an element of this open set. Then Cp N (ENUp) # 0 and
Cg C Ug. This implies Cp N E ¢ Cg, hence this open subset has empty
intersection with V5(X).

2. case ApNE ;é Apg: Then there are open subsets Up, Ug of E (and hence
of D) such that UpNUg =0 and AgNUg # ) and ApNE CUp. D\ E is
open in D, hence also Up U (D \ E), and it follows that Ap C UpU(D\ E).
(Ap)pen is an element of the open set

{Kp| KpNE#0},N{Kp | Kp CUpU(D\ E)}Yp,N{Kg | KgNUg # 0}5.

Let (Cp) pes be an element of this open set. Then CpNE # () and Cp € Cp.
This implies Cr € Cp N E, hence this open subset has empty intersection
with VB(X).
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e B-version: Let D, € B, D D E, (Ap)pes € [ e V(B) and let Ap C E
and AD 7£ AE‘

1. case Ap € Ap: Then, since E and D are compact Hausdorff, there are
open subsets Up, Ug of E (and hence of D) such that Up N Ug = () and
ADﬂUD#(Z)andAEQ UE'

(Ap)pes is an element of the open set

{Kp | Kp C EY,n{Kp | KpNUp #0Y, N {Kg| Kr C Ug},.

Let (Cp)pes be an element of this open set. Then Cp C E, Cp NUp # )
and Cp C Ug. This implies Cp € Cg, hence this open subset has empty
intersection with V5(X).

2. case Ap ;é Ag: Then there are open subsets Up, Ug of E (and hence of D)
such that Up NUg = () and Ap NUg # () and Ap C Up.
(Ap)pep is an element of the open set

{Kp | Kp CEY,N{Kp | Kp CUp}p, N{Kg | KpNUg # 0}y.

Let (Cp)pes be an element of this open set. Then Cp C E and Cg € Cp,
hence this open subset has empty intersection with V5(X).

Lemma 4.2 Let X and Y be nonempty compacta and let f : X — Y be contin-
uous.
Then

VIEK) :={f(z) |z e K} eV(Y),
for K € V(X), and

V() V(X) = V()

1S continuous.

Proof Images of compact sets under continuous maps are compact.

The {K e V(YY) | K CU} and {K € V(YY) | KNU # 0}, for U open in
Y, form a subbase of the topology on V(Y'). Therefore it is enough to show that
VI )7'{K eVY)| KCU}) and V(f)'({K € VYY) | KNU # 0}) are open.
But we have

V(I)T{KeVY)|KCU}Y) = {KeV(X)|KCf(U)}and

VINT{E eVY) [ KnU A0} = {KeV(X)|Knf(U)#0}
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Remark 4.1 Let S and X be nonempty compact topological spaces, and B a set
of nonempty clopen subsets of S such that S € B. Then

B(X)={Bx X |Be€B}

consists of nonempty clopen subsets of S x X and we have S x X € B(X).
Again, when no confusion may arise, we denote B(X) also by B. If Y is an-

other monempty compact topological space, then we have, up to isomorphism,
(B(X)(Y) = B(X xY), and we identify these two spaces (with some abuse of
notation).

Lemma 4.3 Let S, X and Y be nonempty compacta and let B be a set of
nonempty clopen subsets of S such that S € B. Then:

1. VB(S) is a nonempty compactum.

2. Let f : X — 'Y be continuous, and define
VE(ids x f)((Kp)pes) == ({(s, f(2)) | (s,2) € Kp})pes,

fOT‘ (KB)BEB € VB(X)(S X X)
Then

VB(idg x f) : VEOI(S x X) — VBV (S x V),
and VB (idg x f) is continuous.
3. If f+ X =Y s continuous and onto, then
VB(idg x f) : VEOI(S x X) — VEO)(S x V)
15 continuous and onto.
4. If f: X =Y is continuous and one-to-one, then
VB(idg x f) : VECI(S x X) — VEO)(S x V)
15 continuous and one-to-one.
5. If f: X — Y is a homeomorphism, then
VB(idg x f) : VEXI(S x X) — VBO)(S x V)

18 a homeomorphism.

Proof
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1. The B € B are nonempty closed subspaces of a compactum, hence nonempty
compacta and therefore the V(B) are compacta (Michael (1951, Theorem
4.9.6)). This implies that []z.zV(B) is a compactum. Since VF(S) is a
closed subset of [[;.5 V(B) (by Lemma 4.1), it is a compactum, and since
(in both versions of conditionality) (B)ges € VE(S), VB(S) is nonempty.

2. idg x f: Bx X — B x Y is continuous, so by Lemma 4.2, V(idg x f) :
V(B x X) — V(B xY) is continuous, for B € B. Since the product of an
arbitrary set of continuous functions is a continuous function, [ [ 5. V(idp x
f) i Mg V(B x X) — [lges V(B x Y) is continuous. VE(idg x f) =
(I e Vidpx /) [VE(SxX) : VE(SxX) — [ V(BXY) is continuous,
because VB(S x X) is endowed with the relative topology.

It remains to show that the image of V5 (idg x f) is a subset of VB(S x Y):

o A-version: Let (Kp)pep € V(S x X), let D,E € B, D 2 E and let
(ExY)N((ids x f)(Kp)) # 0. This implies that there is a (s, z) € Kp
such that s € E. But then KpN(E x X) # 0, hence K = KpN(E x
X). Tt follows that (ids x f)(Kg) C ((ids x f)(Kp))N(E xY). Let
(s,y) € ((ids x f)(Kp)) N (E xY). Then there is x € X such that
(s,z) € Kp and f(z) =y. But since s € F' and K = KpN (E x X),
we have (s,x) € Kg and so (s,y) € (ids x f)(Kg). It follows that
VB(idS X f)((KB>B€B) c VB<S X Y)

e B-version: Let (Kp)pep € VP(S x X), let D,E € B, D 2 E and
let (ExY) D (ids x f)(Kp). It follows that Kp C E x X, so
Kp = Kg and hence (idg x f)(Kp) = (idg X f)(Kg). It follows that
VB(idg x f)((KB)pes) € VB(S x Y).

3. Let f be continuous and onto and let (Ag)pes € VP(S x Y). Since Ap
is a compact subset of the Hausdorff space B x Y, it is closed, and since
(idg x f) is continuous, (idg x f)~'(Ap) is compact as a closed subset of
the compact space B x X. Since Ag is not empty and (idg X f) is onto,
(idg x f)~'(Ap) is not empty. So ((ids x )" (AB))pes € [15es V(B x X).
We have to show that ((idg x f) ' (Ag)) ey € V(S x X).

o A-version: Let D,F € B, D D FE and let (E x X)N((ids x f)"'(Ap))
# (). Then Ap N (E xY) # (. This implies that Ap = ApN(E xY).
It follows that (ids x f)™'(Ag) C (E x X) N ((idg x f)"'(Ap)). Let
(s,z) € (E x X)N((idg x f)"'(Ap)). So, (s, f(x)) € Ap, but also
s € F, hence (s, f(z)) € (ExY)NAp = Ag. It follows that (idg x
F)7H(Ag) = (E x X) N ((ids x f)7(Ap)).

e B-version: Let D,E € B, D D F and let (E x X) D
(idg x f)~*(Ap). This implies Ap C E x Y because (idg x f) is onto.
But then Ap = Ag and (1ds X f)_l(AD) = (lds X f)_l(AE>
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4. is clear by 2. and the definitions.

5. By 3. and 4. of this lemma, V5(idg x f) is continuous, 1 to 1 and onto
from a compact space to a Hausdorff space. Hence it is a homeomorphism.

Lemma 4.4 Let X andY be nonempty compacta and B a set of nonempty clopen
subsets of X such that X € B.
If (Kpxy)pes € VEY)(X x Y), then (projx(Kpxy))pes € VE(X).

Proof Follows directly from Lemma 4.3, since the projections are continuous.
]

Lemma 4.5 Let S, X, Y and Z be nonempty compacta, let B be a set of
nonempty clopen subsets of S such that S € B, andletg: X —Y and f:Y — Z
be continuous maps.

Then

VB(idg x (f o g)) = VP(idg x f) o VB(idg x g).

Proof Note that (idg x (fog)) = (idg x f) o (ids x g).
For (Kg)pes € VB(S x X) we have

VE(ids x (f o 9))(Kp)pes) = ({(s,fog(2))|(s,2) € Kp})pes

({( ( (@))) | (s,9(x)) € (ids x 9)(Kp)})pes
1% (lds x f)(((ids x g)(Kp))ses)
VE(ids x f) (VE(ids x 9)((Kp)Ben))

= (VB(ids x f) o VE(ids x g)) ((Kp)pes) -

Lemma 4.6 e Let X be nonempty, finite, and endowed with the discrete
topology. Then

V (X) = Powy (X)
and the topology of V (X) is the discrete topology.

o If I is finite, i € I, and if S; and T?, for j € I\ {i}, are nonempty, finite
and endowed with the discrete topology, and if B; is a set of nonempty
subsets of S; such that S; € B;, then

and the topology of VP (S; x 11;4,17) is the discrete topology.
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Proof Of course, we have V (X) = Powy (X)), since every subset of X is compact.
Let 0 #Y C X and Y = {xy,... ,x,}. It follows that

Yy={ZeVv(X)|ZCYANZN{x1} #0N...ANZN{x,} #0},

hence {Y'} is open in V (X).

Since the product topology of finitely many spaces each of which is endowed
with the discrete topology is also the discrete topology, and since the relative
topology of a subspace of a topological space with the discrete topology is the
discrete topology, the second part of the lemma follows from the first part. [

Lemma 4.7 Let S, X and Y be nonempty finite sets and let B be a set of
nonempty subsets of S such that S € B. Then:

1. POW@B(S) 1s a nonempty set.

2. If f: X — Y 1is onto, then
Pow5 (ids x f) : Pows (S x X) — Powp (S x Y)
18 onto, where
Powg (ids x f)((As)ses) = ({(s, f()) | (s,2) € Ap})pes.
3. If f: X =Y is one-to-one, then
Pow (ids x f) : Powy ") (S x X) — Pows (S x Y)

one-to-one.

Proof Endow all the spaces with the discrete topology. (Note that since S is
finite, B is finite.) The lemma follows now from the above lemma and Lemma
4.3. ]

Definition 4.9 Let I be a nonempty player set with |I| > 1, and, for every i € I,
let S; be a nonempty set and B; be a set of nonempty subsets of 5; such that
S; € B;.

A conditional possibility structure on (S;, B;),c; is a tuple

U= <(Ui)iel’ ('Oi)iel> ’

where U is a nonempty set, for i € I, and
o U — Powg" (Si X H#in) ,
fori e I.
(AB,)p,ep, € Powgi (S; x ;2 U7) is called a conditional i-event, and a condi-

tional i-event that is the image of some u* € U® under p' is called a conditional
possibility set for player i.
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4.3 Topological Conditional Possibility
Structures

In this section, we impose topological restrictions on the conditional possibil-
ity structures. We define structure preserving maps, called morphisms, between
topological conditional possibility structures and we define the notions of univer-
sal topological conditional possibility structure and beliefs complete topological
conditional possibility structure. Next, given a fixed set I of at least two players
and, for each player i, a nonempty compact Hausdorff space 5;, i.e. “i’s” space
of states of nature, and a set B; of clopen subsets of S;, i.e. observable events

in nature, such that S; € B;, we construct a universal topological conditional
possibility structure <(Ti)iel, ((5i)i61> on (S;,B;),c; to which every topological
conditional possibility structure on (S;, B;),.; can be mapped by a unique mor-
phism. The universal topological conditional possibility structure is unique up

to isomorphism and each ¢° is a homeomorphism. Therefore, the universal topo-
logical conditional possibility structure is also beliefs complete.

Definition 4.10 Let I be a nonempty player set with |I| > 1, and, for every
1 € I, let S; be a nonempty compactum and B; be a set of nonempty clopen
subsets of S; such that S; € B;.

A topological conditional possibility structure on (S;, B;),c; is a tuple

U= (U (0)er)
where U? is a nonempty compactum, for i € I, and
p U= VP (S x TL,U7)
is continuous, for ¢ € I.
(AB,)g,es, € VP (Si x I1j4,U7) is called a topological® conditional i-event,

and a conditional i-event that is the image of some u’ € U® under p’ is called a
topological conditional possibility set for player i.

2In the following, when no confusion may arrise, we skip the “topological” in “topological
conditional i-event” and in “topological conditional possibility set”.
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Definition 4.11 Let I be a nonempty set with |I| > 1, and, for every i € I,
let S; be a nonempty compactum and B; be a set of nonempty clopen subsets of
S; such that S; € B;. Let U := ((U"),;, (p");c;) and V. := ((V?),.;, (0%),c;) be
topological conditional possibility structures on (.S, B;),; -

A I-tuple (vi)iel of continuous maps v* : V¢ — U, i € I, is a morphism of
topological conditional possibility structures, if the following diagram commutes

for every i € I : A
1

Vi g VBi(SZ' X H#,-Vj)
v idg, v’
Ui l VB’(Sl X Hj;,gin)

The morphism (v'),.; is a isomorphism of topological conditional possibility
structures, if v* is a homeomorphism, for every i € I.

By 5 of Lemma 4.3 and Lemma 4.5, (vi)iel is a isomorphism of topological
conditional possibility structures iff each v is one-to-one and onto and ((v')™1),;
is also a morphism.

Definition 4.12 Let I be a nonempty set with |/| > 1, and, for every i € I, let
S; be a nonempty compactum and B; be a set of nonempty clopen subsets of 5;
such that S; € B;.

A topological conditional possibility structure U on (S;, B;),.; is universal if
for every topological conditional possibility structure V on (S;, ;). ., there is a
unique morphism from V to U.

i€l

Definition 4.13 Let I be a nonempty set with |/| > 1, and, for every i € I, let
S; be a nonempty compactum and B; be a set of nonempty clopen subsets of 5;
such that S; € B;.

A topological conditional possibility structure ((U"),;, (p),c;) on (Si, B:)
is beliefs complete if p* is onto, for every ¢ € I.

el

We are now ready to formulate and prove the main result of this section (i.e.
the topological part of this chapter), namely Theorem 4.1 and Corollary 4.1. In
order to see the analogy with the classical type space literature, Theorem 4.1 is
formulated in a way that is similar to Theorem 1.1. of Chapter III of Mertens,
Sorin and Zamir (2000) in the classical Bayesian setting.
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Theorem 4.1 o Let I be a nonempty player set with |I| > 1, and, for every
1 € I, let S; be a nonempty compactum and B; a set of nonempty clopen
subsets of S; such that S; € B;.

Then there exist nonempty compacta T, for i € I, and homeomorphisms
§ T — VBi(S; x Ty T7), fori € I, such that:

(%) given nonempty compacta U’, fori € I, and continuous maps

pt i Ub— VBi(S; x11;,U7), fori € I, there is a unique I-tuple of continuous
maps (u')ier such that the following diagram commutes for everyi € I :

i

Ui p VB (S, x 11, U7)
,ui ldSz Mj
Ti 0 V(S x IL,,TY)

e The above property (x) characterizes the spaces T* and the maps 5 If (%)

1s satisfied by compacta T i e 1, and continuous maps 31, 1 € I, then the
pl Tt — T i € 1, are canonical homeomorphisms.

o Let |T| = 1, fori € I, and define inductively continuous maps ¢, for
i € I andn € N, and nonempty compacta T' , fori € I and m € NU{—1},
by the commutativity of the lower parts of the following diagrams:

T B(S, x T
pfzﬂ idsg, sz

‘Téﬂ = VBZ'(S‘} X H#ﬂ'“g)
Tt idg, @,

7 = VRS X ILLTY )

Then the (T, q') form a projective system with limit T' and continuous
projections pt, : T — T, forn € NU{—1}, such that we have ¢ op!, = pi,_,,
for n € N. Using the universal property of the projective limit, we define
§' by the commutativity of the upper parts of the above diagrams (for all
n € N). 8% is then a homeomorphism, for i € I. The maps pl are onto and
have continuous selections 17, (i.e. pl, orl, = idy:) : Defining inductively c,,
forn € N, ¢ arbitrary, by the commutativity of the diagrams:
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Ti., = VBi(S; x T4 TY)
Ciri—l idSi C%
T, = VE(S; x W)

we get inductively g, o ¢}, = idpi_ and we can define 1}, as the projective

O P R
limit (i.e. v _y =1l 0c).

Proof ot the theorem For every i € I, S; x H#in | is a nonempty compactum
since S; is a nonempty compactum and since |T7,| = 1, for all j € I. (The
topology on the 77 is the obvious one). So Tj = V5 (S; x I, T7,) is a nonempty
compactum (Lemma 4.3). ¢}, for j € I, is then continuous and onto, and so
is (idg, x M;.q), so ¢ = VBi(ids, x I, 4qj) is continuous and onto (Lemma
4.3). Inductively, by repeating this argumentation in the induction step, we get,
for every i € I, a projective system (T, ¢ ),>0 of nonempty compacta 17  for
m € NU {1}, and continuous maps ¢, : T — T _, that are onto. By Kurosh’s
Theorem (Arkhangel’skij et al. (1990), Proposition 1, p. 75), the projective limit
exists and is a nonempty compactum 7" C II,,,> T, with continuous projections
p'. : T" — T! . By the definition of the projective limit, we have ¢, o p, = p!_,
for n € N.

Start, for ¢ € I, with ¢ arbitrary. Since |T"| = 1, ¢ is clearly continuous,
hence (idgs, x IL;4c)) is continuous and it is one-to-one, and of course, we have
gy och = idgi . Let now, for j € I, ¢], be continuous and one-to-one and ¢}, o ), =
idy; . It follows that oy = VPi(idg, x IL;4¢)) is continuous and one-to-one,
and by Lemma 4.5,

@1 © oy = VO(ids, % Tjizig)) 0 VPi(ids, X 1Tj40),)
= VBi <1d51 X Hﬁgzq% ) sz)
— Bi (3 ad s
=V (ldsi X H]#lldTgL—l)

Fix n € N.

s (i i i S T i
(&(M)m)m>-1:=(qp 0 0y 1,410 -0 Gp 1, s qp_1,1dpi_ o i 0 Chytt)

¢, — T such that g, ,0¢ (n) i1 =
¢(n)m,. By the universal property of the projective limit there exists a unique
continuous map r!_, : T¢ | — T" such that ¢!(n),, = pi, or’_,, and in particular

ldTLl =pl_,or._4. So, rl_, is one-to-one and p}_, is onto. Given r;_,, it

forms a family of continuous maps é(n),, : T
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follows from the above definitions that r?,

i - i
r._,, hence by the uniqueness, r; oc,, =1

¢! has also the desired properties of

)
n—1-

For m € NU {—1}, the map
VB (ids, x Wiziph,) : VO (S; x Wz T7) — VO (S; x Wi T3,) = Ty
is continuous and, for n € N, we have

Qi1 0 VP (ids, x Wjzip)) = VPi(ids, x Ijzq3) 0 VPi(ids, x ILjp))
= VBi(idSi X Hj;éip;—l)‘

Since |T,| = 1, there is a unique continuous map
7t VB(S x ILT7) — T,
By the universal property of the projective limit, there is a unique continuous
map
v, 0 VB(S; x H#iTj) — T

such that for all n € N: pi o, = VBi(idg, x I;p), ;) and p’ | oy, = 7" ,.

Lemma 4.8 v, is a homeomorphism.

Proof of the lemma v, is one-to-one: Let (Ag,)p,es:, (Kp,)p,e5, € V5 (S; x

I1;,77) and (Ap,)p;es;, # (Kp,)p,es,- Then there is a D; € B; such that Ap, #

Kp,. Without loss of generality, it follows that there is a (s;, (t/);4) € Ap, \ Kp, .

We show now that there is a m € N U {—1} such that (ids, x ILizp? ) (Ap,)

# (idSi X Hj?fipjﬁ)(KDi):

Claim: There is a m € NU{—1} such that (s;, ((p?,(t)) ;) & (ids, xILzip? ) (Kp,).
Assume the contrary. {(s;, (p/,(t7));)} is closed in S; x II; ;77 . Hence

Pt = ((ids, x Wizipl,) " ({(si, (01, (#))20)})) N K,

is closed in S; x II;. 77 and nonempty, for every m € NU {—1}. Furthermore
P 1D Pt forallm € NU{—1}. Since S; x I, ;77 is compact, it follows that
Mooy Pt # 0. Let (s, (8)j21) € N,>_1 Pnt. But then pl (#) = pi (#7), for
every m € NU {—1} and every j # i. This implies that # = ¢/, for all j # 1,
hence (s;, (t7);4) € Kp,, a contradiction and the claim is proved and therefore
v, 1S one-to-one.

v; is onto: Let (¢},),,~_, € T*. Then, we have

th = (AR ) pes, € VP (S; x T, T7)
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and ¢l 4 (th, 1) =t,, for m € NU {—1}.

By the definitions, we have (idg, X Hj;,giqfnJrl)(Agfl) = Ag, for B; € B; and
me NU{-1}.

Since

is continuous and onto, for all m € NU {—1}, and the A C B; x II; T}, are
nonempty and closed, and since

(ids, x M;q)) o (ids, x Tjzpl) = (ids, x Wyzp),_,),
for all n € N, it follows that
(ids, x ;zpd,) " (AR) 2 (ids, x Wzph ) (AR

and that (ids, x IT;p),) "' (A%) is closed in B; x II;;, 77 and nonempty, for all
meNU{-1}.

Ap, = () (ids, x Wzpl,) " (AR)

m>—1

is closed and nonempty, since B; X I1;,;77 is compact. (Since A C Bix I, T7,
for m € NU {—1}, it follows that Ap, C B; x I1;.17.)

Let m € NU {—1} and (s;, (t,);2) € A%.. Then, for n € N:

Qnim = |
((ids; x H#ip;l)*l({(si, (ti}z)#z’)})) N ((ids, X Tyzippin) ~ (AFT) )
((ids, % yapd) ™ ({(sis (8,)50) 1)) O (s, X Tjzapynn) ~ (AFT) -

Each of the sets Q;,1,, is nonempty and a closed subset of B; x I1;.;T7. Note that

for =1 <1 < m: (idg, X H#ip{)_l(Aﬂgi) D Qi It follows by the compactness
of B; x Hj#iTj, that

() G, % )4 ) A (i, % )™ (s (B )s)])
>—1
is nonempty. This implies that (idg, % ILi.pl,)(Ap,) = A%,
It remains to show that (Ag,)p,es € VF(S; x I T7) :

A-version: Let D; D E; and Ap,N(E;xI1;4T7) # (). Then, for all m € NU{—1},
A N (B x TLiTY) # 0 and AR = AR N (E; x ILxT3,). It follows that
AE«L - ADi N (Ez X Hj;ézT]) Let (SZ', (tj>j¢l) € ADi N (E’z X H];@TJ) Then is
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(si, (P2, (t7)) i) € AR, for m € NU{—1}, hence (s;, (t/);2) € Ap, and it follows
that AEz = ADi N (Ez X Hj;ﬁZTJ)

B-version: This is clear.

7, is one-to-one, onto and continuous from a compact space to a Hausdorff space,
hence v, is a homeomorphism and the lemma is proved. [

We proceed now with the proof of the theorem:

Define now ¢' := (y,)~*. It remains to show for ¢ € T", that for all n € N:
pi(t) = VBi(ids, x zp)_1)(0'(t")). But we have

P(t) = P (7:(8' (1)) = VE(ids, x Tz, 1) (0'(t)).

We establish property (): For j € I, define i’ | : U9 — T, in the obvious
way. g’ is continuous. Let now p? | : U7 — T?_| be defined and continuous,
for j € I. Define

ph U= T by plo=VBi(ids, x Tzl ) op!, foriel.
The continuity of the z/_, implies the continuity of ;! (Lemma 4.3).
We show now for all n € N and j € I, that ¢ o ) = p_,: Since |[T7,| = 1,

qg o p% = uj_l. Let now for all j € I: ¢/ o pd = M£_1- It follows that for ¢ € I :

1 © My = VPi(ids, % H#iq%) °© VBi (ids, X ILjzi}) © p'

= VBi(ids, x 245, 0 1) o '

= [y
By the universal property of the projective limit, there is, for every ¢ € I, a unique
continuous map ' : U* — T*, such that for all m € NU{—1}: p! = p’ opu'. It
follows that, for all n € N:

phop = V5i(idg, x up), ;o i) o pf

= VPi(ids, x Izip;,_;) 0 VP (ids, x Mjzip?) 0 pf

= pj, 00 VPi(ids, x Ijzp?) 0 p'.
By the uniqueness part of the universal property of the projective limit (the
statement for p' , is clear anyway), we get

' =y 0 VPi(ids, x Mjp?) o p,

which implies

6 o ut = VPi(idg, x L) o p'.
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We have to show the uniqueness of the (u), ;: Let, for j € I,

[Lj UV T
be continuous, such that for every i € I :
5i o ﬂz = VBZ<1dSl X Hj#i/jbj) o pi.

Since T" | is a singleton, we have p' ; o i* = p' o u?, fori € I. Let m € NU{—1}
and for all j € I: p) ot/ =pJ opl. It follows that for i € I :

P 0 = VPi(ids, x Iziph,) 0 8" o it o
= V5i(ids, x Izipl,) o VBi(ids, x Tjxi) 0 pf
= VBi <1dSZ X HJ;,gzp]m o Iaj) ¢} pl
= VBi (ldSl X HJ?éZp]m o Iuj) e} pl
- VBi <1dSZ X H]?’élp]m) o 52 o Iul
= D1 O 1
By the uniqueness property of the projective limit, it follows that i’ = uf, for
1€ 1.

Now, it remains just to prove the second point of the theorem: If U L=
(resp. U' = T") and pi = &' (resp. p' =4 ) for all i € I, then y' := idp: (resp.
L= id+;), for all 4 € I, makes the diagram for the property (%) commutative,
because - by the definition - we have

Now let i : T* — T% and p' : 7" — T, for i € I, be the continuous maps
with the property (x). We have for i € I :

(5iO,[,LiO/fLi — VBi(idSiXijéi,uj>ogiO/jLi | |
= VBi(ids, x Ijzip’) o VBi(ids, x ILjzifi’) o '
= VBi(ids, x Iz o i) 0 ",

hence pf o i, for i € I, makes the diagram with U? = T% and p* = §", for i € I,
commutative. It follows that for i € I : ' o i = idp and in the same way
Lot = idz;. This implies that u' and " are homeomorphisms, for i € I.
Furthermore is

b

o =VBi(ids, x Mjzp?) o d o', foriel.

Hence, since V5 (idg, x IT2ip7), 6" and p¢ are a homeomorphisms, for i € I, 5 is
also a homeomorphism, for ¢ € I, and the theorem is proved. [ |

The above theorem implies immediately:
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Corollary 4.1 Let I be a nonempty set with |I| > 1, and, for everyi € I, let S;
be a nonempty compactum and B; be a set of nonempty clopen subsets of S; such
that S; € B;. Let T := ((T")ier, (6")icr) be the topological conditional possibility
structure on (S, B;),c; constructed in Theorem 4.1.

Then:

1. T is a universal topological conditional possibility structure on (S;, B;),c; ,

2. T is - up to isomorphism of topological conditional possibility structures on
(Sis Bi);er - the unique universal topological conditional possibility structure

on (SZ, Bz>

i€l

3. T s beliefs complete.

4.4 Definable Completeness for ‘Neocompact’
Formulas

For the rest of this chapter, we fix a finite set N of at least two players and, for
every ¢ € N, a nonempty finite set S;, “i’s” space of states of nature, and a set
of nonempty subsets B; of .S;, observable events in S;, such that S; € B;.

In this section we define a language other than the one used by Brandenburger
and Keisler (1999), but similar to it, in order to produce a positive definably
beliefs completeness result.

4.4.1 Finitary Structures

In this subsection we define the finite-step structures A,, for n € NU {—1},
which are “extended” conditional possibility structures. Each structure A, for
n € N, contains (the inverse images of) the finite-step structures A,,, for m < n.
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Definition 4.14 For i € N define (inductively):

Til - {Z},
T’I:LL = POWQZ)gl(Sz X Hj?eiTg,l), for n € N,
qiLo : Té — Til, such that
qi—l,o(té) = 1, for t}, € T,
qihm T — T, such that
szﬂ,n - Powgi(idsi X H#iquzfz,nfl)v for n > 1,
Gem = Qem-1° D1 for -1 <k <n-—1,
R C TixB;x S x 1T, such that
(£, Buysiy (8)0) € B HfE (si, (a1, (8)5) € (a0(£)) (By),
for0 <l <mn,
Ry C T} x B x S; x I1;,T7, such that
(tiw B;, s, (tvjz)j#i) € Ri{n iff <3ia (qu—l,n(t%))j;éi) S tfz(Bi)a for 0 < n.

Definition 4.15 For integers n € NU {—1} define

Ay = <(Si>z‘eN ) (Bi)ieN’ (T’i)ieN,—lngn ) (R?n)ieN,Oglgn’ (qi,l)ieN,—lgk<lgn> '

Proposition 4.1 A, has the following properties:

L (t:"" B, si, (tgl>j7éz) € Rzn uf (qu—l,n(t;,)? B;, si, (qi—l,n(t%))ﬁﬁl) € Rgn_17
forie N and 0 <k<n-—1.

2. T} is nonempty and finite, forie N and -1 <k <n.

3. q,iyl:Y}iHT,iisonto, fori e N and -1 <k <l <n.

4o Qg © Gy = Qs> forie N and -1 <m <k <l <n.
Proof 4. follows from the definition, 1. follows from 4. and the definition. 2:
That T} is nonempty and finite, for £ € NU{—1}, follows from the definition and
1. of Lemma 4.7. 3: ¢*  is onto, since T} is nonempty. That gj,, is onto follows
now inductively by 2. of Lemma 4.7. ]
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4.4.2 Finitary Languages

If not stated otherwise, let n be an integer in NU {—1}. We define £, i.e. the
language induced by A,,. This is done in such a way that the language L£,, for
n € N, contains the languages L,,, for m < n.

Definition 4.16 The language £, has the following big sorts:
o S;, fori e N,
o T for i € N.

L, has the following small sorts:

o T}, foree N, k=-1,0,1,... ,n—1.

Usually, one distinguishes between the sort S; (T%, resp.) and the set S;
(T, resp.) that interprets this sort in a structure corresponding to the language.
Since in all what follows, for each sort there will be just one fixed set interpreting
this sort, we will not make this distinction and we will denote a sort with the
same symbol as the corresponding set.

In the following, Z will be one of the sorts (resp. sets) S;, where i € N, or
T}, where i € N and k = —1,0,1,... ,n.
Definition 4.17 For a sort Z of L,,, we define

. . Z, if Z is a big sort of L,
bie, (2) = { Ti, if Z=Tjforak<nandiéeN.

Definition 4.18 The alphabet of L, contains the following symbols:

1. v¢,vZ, ..., for each sort Z of L, (variables of sort Z),

2. a constant z of sort Z, for each sort Z of £,, and each element z € Z,
3. =, V3 (not, or),

4. = (equality symbol),

5. (,) (parentheses),

3/, —, <> are abbreviations defined in the usual way by — and V.
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6. B,, for B; € B; and i € N (Relation symbols (of sort 5;)),
7. R., fori € N and 0 < k < n (Relation symbols),

8. 3, V (existential and universal quantifier).

Note that the alphabet of £, contains the alphabet of L,,, for —1 < m < n.

Definition 4.19 Let Z be a sort of £,,. A term of sort Z is a variable of sort Z
or a constant of sort 7.

Definition 4.20 The set L£,, of L, -formulas is the least set such that:

Z = 7 ;

1. If Z is a sort of £, and if 7 and yZ are terms of sort Z, then 2% = 37 is

a L,-formula.

2. If-1<k<li<nandieN,andif 2T and y” are terms of sort T} and
T}, then aTkyli is a L£,-formula.

3. If i € N, and if 2% is a term of sort S;, then B,z% is a L,-formula.

4. f0< k<nandi€ N, if % is a term of sort .5;, and if 2T is a term of
sort TJ, for j € N, then Ri (27, B, 2% (27%);4) is a L,-formula.

5. If p is a L,-formula, then -y is a £,,-formula.
6. If ¢ and ¢ are L,-formulas, then (p V ¢)* is a L,-formula.

7. If Z is a sort of L,, if ¢ is a £,-formula, and if v7 is a variable of sort Z,
then JvZp and YvZp are L,-formulas.

Note that £, contains L,,, for —1 < m < n.

Definition 4.21 For a term xZ of sort Z, where Z is a sort of £, define

var(z?) = {27}, if x7 is a variable,
o 0, if 27 is a constant.

Yo A1), (¢ — 1), (¢ < 1) are defined by the use of — and V in the usual way. We omit
the parentheses whenever possible.
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Definition 4.22 We define now the set of free variables in a L,-formula by
induction on the formation of the formulas in £,

free(z? = y?) = var(z?)Uvar(y )
free(zTiy™') = var(zTk) Uvar(y™),
free(B;z%) = var(a),
free( L (o™, B,y 0%, (7)) = var(a®) U Ujey var(e™d),
free(—p) = free(y),

free(p Vb)) = free(p) U free(v)),
free(FvZp) = free(p) \ {v7},
free(VoZp) = free(yp) \ {vZ}.

Definition 4.23 A L, -assignment is a map
B, :{vf |1 €N, Zisasortof L,} — U (S; UT; UPowy(T7))
1€EN
such that

1. B, (v#) € Z, if Z is a big sort of L,, and

2. ﬁn(vlT’i) € Powy(T}), where BH(UZTI) (qh) "({t.}) for a tj, € Ty, if =1 <
k <n.

Definition 4.24 o If v7 is a variable of sort Z', where Z' is a big sort of £,,
and if ¢ € Z’, then we define

8,4 (v7) ;:{ Bt i A 0f,

U .
g, c, if v

Z
l .

o If k < n, if vit is a variable of sort T}, and if i € T}, then we define

ty (07 Ba(vf), if ’ngi # v,
mﬁ>:{.
Y (gh) (L), i o = o,

Um

Definition 4.25 e We associate with every pair (A,, 3,) and every term z?

of sort Z, where Z is a big sort of £,, an element Z,(x%) € Z such that:

o Bu(x?), if zZis a variable,
In(x)—{ c, if fL‘Z:QfOI'aCGZ.
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e We associate with every pair (A,, 3, ) and every term z Ti of sort T}, where
—1 < k < n, a nonempty subset Z,,(z”

Tl ::{ (kn)

(.

) of TZ such that:

8, («Tk), if ka is a variable,
it 2Tk =+¢ forati € T}.

Definition 4.26 We define the model relation “=" by induction on the forma-

tion of the formulas in £,,:

(An, 8,) E 27 =y”
(An, B,) | 2Tiy"

(An, B,) = aTiy"
(An, 8,) | Ba®

(An.5,) £ B
In(xTé) x {B;} x {In(

S’i

_7,7

(Ans ) (™ B
(In(xT:L% Bi>In(
(Amﬁn) ): R

)((

(An, 8,) = Fvf

(An, 8,) E Yo'y

Convention 4.2 If we write p(v?, ...,
, Z; of L, we indicate that free(p) C {v{*,... v/},

Z17

X
ok
s (@t

wTk)44)

X

I 4T, (277

)J#i)
"))

ift

iff

iff

iff

ift

iff

iff

iff

In<xz) = Zn(yz)7

T(y™) C Zo(a™),
for -1 <k<m<n,

T.(y™) € Zo(a"),
for —1 < k < n,

Zn(xsl) c Bi,

RZ’”, for 0 < k <n,

R for 0 < m,
(An, B,) ¥ o,

(An76n) }: @ or
(An, 8,) E ¥,

there is a ¢ € Z such
that (An,ﬁn%) = o,

(An, 8,) =30 .

v/h), for (not necessary different) sorts
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Definition 4.27 Let Z be a sort of £,, let v# be a variable of sort Z, and let
B, be a L,-assignment. Define

B.(v7) = B,(%), if Z is a small sort of £,
Eult )= {8, (v?)}, if Z is a big sort of L,.

Definition 4.28 For m = 1,... |l let Z,, be a sort of £, and vZ™ a variable of
sort Z,,, and let (3, be a L,,-assignment. Define

ﬁ_(vlzl,... ,vlzl) =0, (V7)) x ... x &(vlzl)
By definition, a straightforward check shows:

Lemma 4.9 Let n € NU{—1}, let 3, (), be L,-assignments and let p € L,.
1. If B, | free(p) = ), | free(yp), then:

(A, B,) @ iff (An, B,) E .

2. Let Zy,...,Z; be sorts of L, and vZm be a variable of sort Z,,, for m =
, 1, then:

Bt v = ﬁ(vl s o), iff

Bulvgr) = Bulvgr), form=1,...1,
Bt v gLl ) =0, else.

Definition 4.29 Let Z;,..., Z; be big sorts of L, andlet n >k > —1.

A subset AC Z; x ... X Zl is defined by go(vl - ,le’) € Ly, iff
1. bign(Zm) = Zm, form=1,...,1,
2. A= U{ (vl e ,lel)| B, Ln-assignment such that (A,,3,) FE gp}.

A'is Li-definable, if there is a ¢ € L such that A is defined by .

Notation 4.2 Let o(v?',... ,v/") € L,. Denote by [¢]*" the subset of
H , big, (Z,,) that is deﬁned by .
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Note that, by Lemma 4.9 and the fact that the possible values of a variable
of a small sort of £,, under £,-assignments partition the corresponding big sort
of L, it follows that:

Remark 4.2 Let o(v?, ... o), v, ... ,v/") € L,. Then:

[l = (big, (Z1) x ... % big, (Z)) \ [}

and

[o V] = [ U [g]

Note that all sorts of £,, are finite and for each element of each big sort of L,
there is a constant symbol interpreted exactly by this element. It follows:

Remark 4.3 All subsets of all finite products of big sorts of L,, are L,-definable.

Proof Let Zy,... ,Z; be big sorts of £, and ) # A C Z; x ... X Z;. (The case
A = () is trivial).

l
Z1 Ziy . Zm -
@(Ul 7'--7vl )_ \/ /\Umm_c_m

(c1,...,q)€AM=1

defines A. ]

Definition 4.30 1. Let n > k> —1 and Z4,...,Z; be big sorts of £,,. De-
note by

Defr, (Z1 % ... % Z))

the set of nonempty Ly-definable subsets of Z; X ... X Zj.

2. Let =1 <k <n,i€e N and B; € B;. Denote by
Defy, (B; x IL;,TY)
the set of nonempty subsets
A C B; x T T?

such that there is a (v%, (v%);4) € L), with big, (Z;) = T, for j # i,
such that [p]4 = A.
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3. Let n >k > —1and ¢ € N. Denote by
Deff (S; x 11,417
the set of A-nice (B-nice) elements of

[ Defe, (B: x 10;4T37)

BiEBz‘

in the A-version (in the B-version).

Note that if C;,D; € B;, C; € Dy, =1 < k < n, and [p]** C D; x I, T4, for
(v, (v%)4:) € Ly, where big, (Z;) = T7, for j # i, then

y . . - An
[l N (Ci x Wis D) = [0(v™, (v7) ) A Co™ ]
Note also that (v, (v%);4;) € Ly implies that p(v5, (v%);4;) A Cv5 € L.

Definition 4.31 Let —1 < k < n and let Z be a sort of £;. Define

7 .| . if big(2)=T], forajeN,
P idg,, if bigy(Z) =S, foraj € N.

Lemma 4.10 Let —1 < k < n and let 3,, be a L,,-assignment. Define forj € N :

(8,)s(vTm) = (qi%k)*l({t{n ), [for the unique t}, € T}, such that
Bu("m) = (@) {H.))s if —1<m <k,
(ﬁn)k(ng) = the unique ti € T,g such that ﬁn(lez) = (Q£,n)_l({ti}>’

(Ba)(v™) = B, (v%).

Then:

1. (B,)k is a Li-assignment.

2. For every Ly-assignment (3., there is a L,-assignment (3, such that (3, =

3. If (B,)k = (B))k, then B, and [3,, coincide on the variables of Ly-sorts.
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Proof The first and the third point are clear, for the second:
Define for j € N:

B.(0™) = (q) 7 (Bew™), if —1<m <k,

)"
B, (0"%) = (qh,) " ({Bu(v™)}),
Bn(v%) = ﬁk(véﬂ‘

It is obvious that 3,, can be extended to a L, -assignment. ]

Lemma 4.11 Let —1 <k <n and p(v*,... ,v/") € L. Then:
1
(Hl =17 n) ([@]Ak) = g™

Proof By Lemma 4.9 and Lemma 4.10 it is enough to show by induction on the
formation of the formulas ¢ € £y that for every L£,,-assignment f3,, :

(A, (Bn)r) = @ i (An, 5,) = ¢

Note that for terms Z,(z%) = (Wﬁn)_l (Zi(z%)) , if Z is a small sort of £y, or if
Z =S;foraje N, and I,(z7) = (ﬂin)fl ({Zu(z?)}) ,if Z = T/ fora j € N.

e For atomic formulas ¢ (i.e. formulas asin 1., 2., 3. and 4. of Definition 4.20),
by the above observation, it is easily seen from (an iterated application of)
1. of Proposition 4.1 and from the definition of “=" that

(Ak, (B)r) F @ iff (An, B,) = .

e The cases “p = =" and “¢p = 1),V,” follow from Lemma 4.9, Lemma 4.10
and the fact that inverse images commute with unions and complements.

o Let ¢ = %), where Z is a sort of L;: According to the induction hypoth-
esis, we have for c € Z:

, c
(A (Bu=e) v iff (An 8,5 ) F 0.
The assertion follows now from the fact that (3,)r-7 = (8,:7 )k

e The case ¢ = VvZ¢, where Z is a sort of L follows from the “ — ”-case
and the “ 3 ”-case.
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Proposition 4.2 Letn € N and i € N.
1. Let
SOBi (Ugi-’ (UBI:<]B ))J#l) € ‘Cn 1 fO?“ B; e Bi?
such that
([ngi]Anil)BiGBi S POW?(‘S?J X Hj?éiTgfl)'
Then there is exactly one t', € T! such that for all B; € B; :
i A
4 % 2 " i n
Bt By o, (0 )| = [P
2 F i i B;(,,S: T’z(iji)
. For every t,, € T, there are ™ (v, (vg, """ )jzi) € Ln_1, for B; € By, such
that
i (40 S; (. T3 An B
Bt By vl (05 i) | = [P for all B € B,
and such that
(["14) pes, € Powg'(Si x Ty T _y).

3. For every t! € T} :

i An .
([mat oo i) ™) e Powdiis x T
B;eB;

Proof
1. By the definition is

. . i An . _ .
[B; (ﬁwﬁbvgiw (U;’Z)H@)} = (idSi X Hj?'éiqgv,—l,n) ' (t;(BZ» .

The existence of a ¢, like in the first point of the lemma follows now from
Lemma 4.11 and the definitions of 7} and R%". The uniqueness follows from
the above equation, the definition of T/ and the fact that idg, % II;xq,_; ,
1s onto.

2. Follows from the definition of 7' and R:", the above equation, and Remark
4.3 and Lemma 4.11.

3. Since idg, x ILq._;, is onto and since inverse images commute with
unions, intersections and complements, it follows (in the A-version and
in the B-version) that:

((ids, x Wi )~ (E(B))

Now apply the above equation.

- € POWQ) (S X H#ZT)
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4.4.3 Limit Structure

We are now in a position to define the main object of our study in this section,
namely the limit structure .4, which is also an “extended” conditional possibility
structure that contains (the inverse images of) the finite-step structures A,,.

Definition 4.32 For ¢ € N define:

T C Tl T, such that

T = {(tiz)_gn |q7iz,n+1 (t;—&-l) = tiw for all n > _1} )
pl T — T such that

Pl ((t;)_lsn) =t for m > —1,

R, C T'xB;xS;x Hj#Tj, such that

(ti7 Bi, s;, (tj)jii) € R;L iff (p;<ti)7 B, si, (pZL(tj))ﬁéi) € Ri{n, for n € N,

Ri - TZ X Bz X Sz X Hj;,giTj, such that

(ti, Bi> Siy (tj)]7gl) € Rz iff forallmne N: (tz, Bi, Si, (t])]#n S RZ,

ie. R = (Ven RL -

Definition 4.33 Define A =

<(Si)ieN , (Bi)ien » (Ti)z‘eN’ (T:;T)iEN,—lgm ) (Ri)z‘eN’ (R;)iEN,OSn’ (piﬂ)iEN,—lgm> :

Proposition 4.3 A has the following properties:

1. T* is nonempty, forie N.
2. pi, T — T is onto, forie N and m € NU{-1}.
3. qfn,nopil:pfn, forte NyneNand -1 <m <n.

Proof For every i € N and m € NU {—1}, endow S; and T? with the discrete
topology. Since each of these spaces is nonempty and finite, each of them is then
a nonempty compactum. By induction, it follows from Lemma 4.6 that for every
1€ N and every n € N :
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2. The topology of V& (Si X H#,-TLI) is the discrete topology, hence the
topologies on T and V5 (Si X H#iTg_l) are the same, and they are com-
pact and Hausdorff.

3. T" is the underlying set of the projective limit of the projective system

(Trlm qz,nJrl)nENU{—l} '

4. For every m € NU {—1}, the T here is then the T" in the third point of
Theorem 4.1, the ¢, ., here is the ¢/, ,, there and the T* here is the 7"
there.

The proposition follows now from Theorem 4.1. [

4.4.4 Infinitary Languages

We define the languages £* and L~, which are needed to define the limit language
L. Each of the languages £*, L~and L contains all the languages L£,,, for n €
NU{—1}. £* contains £~ and £, and £~ contains L.

Definition 4.34 The languages £*, L~ and £ have the following big sorts:
e S, fori e N,
o T, fori € N.

L* L~ and L have the following small sorts:
o T}, forie N, ke NU{-1}.

In the following, Z will be one of the sorts (resp. sets) S;, where i € N, T,
where i € N, or T}, where i € N and k € NU {-1}.

Definition 4.35 For a sort Z of L*, L~ or L, we define

big(Z) = Z, if Z 1is a big sort of L*, L™ or L,
BIZ T if Z=TiforakeNu{—1} andi€ N.
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Definition 4.36 The alphabet of L£*, L~ and L contains the following symbols:

1. v¢,vZ, ..., for each sort Z of L*, L~ or L (variables of sort Z),

2. a constant z of sort Z, for each sort Z of L*, L~ or L and each element
z € Z,

3. =, V® (not, or),

4. A (conjunction),

5. = (equality symbol),

6. (,) (parentheses),

7. B;, for B; € B; and i € N (Relation symbols (of sort 5;)),
8. R' forie N,

9. R., fori € N and k € N (Relation symbols),

10. 3, V (existential and universal quantifier).

Note that the alphabet of £*, £~ and £ contains the alphabet of L,,, for every
neNU{-1}.

Definition 4.37 Let Z be a sort of L*, L~ or L. A term of sort Z is a variable
of sort Z or a constant of sort Z.

Definition 4.38 The class £* of L*-formulas is the least class such that:
L If o € U,>_; L, then ¢ is a L*-formula.

2. If i € N, and if 27" and y”" are terms of sort T%, then 27" = ¢y7" is a
L*-formula.

3. If ke NU{—1} and i € N, and if zTé and yT" are terms of sort T} and T%,
then z7ky”" is a £*-formula.

4. If1 € N, if :_L‘S" is a term of sort S;, and if 27 is a term of sort T7 for j € N,
then R'(z™", B, x%, (27"),4) is a L*-formula.

5. If ¢ is a L*-formula, then —¢ is a L*-formula.

SA, —, <> are abbreviations defined in the usual way by — and V.
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6. If ¢ and ¢ are L*-formulas, then (¢ V 9)% is a L*-formula.
7. If @ is a set of formulas, then A\ 4 ¢ is a L*-formula.

8. If Z is a sort of L*, if p is a L*-formula, and if vZ is a variable of sort Z,
then JvZ¢ and VoZp are L*-formulas.

Definition 4.39 For a term 27 of sort Z, where Z is a sort of £* (L~ or L,
resp.), define

ar(xZ) . {27}, if 27 is a variable,
v a 0, if 2% is a constant.

Definition 4.40 We define now the set of free variables in L*-formulas (and
hence in £~ -formulas and in L-formulas) by induction on the formation of the
formulas in £* :

If o € L, for some n € NU{—1}, then, by Definition 4.22, free(y) is already
defined.

free(z” i.yTZ_) = ar(:ch) U var(y” )
_ free(zTry™") = var(az®r) Uvar(y’"),
free(R'(z7", B;, 2% (27");2)) = var(z®)U Ujen var(z’),
free(—yp) = free(yp),
free(p V1) = free(p) U free(v)),
free( Mg #) = Uyeq free (),
free(FvZp) = free( )\ {vZ},
free(VoZp) = free(p) \ {v7}.

Since the rules for “=p”, “p V", “FvZyp”, and “YvZ¢” coincide in this definition
and in Definition 4.22, free(y) is well- deﬁned for all ¢ € £L* (and hence for all
p e L (for all p € L, resp.)).

Definition 4.41 The class £~ of £ -formulas is the least class such that:

L If o € U,>_, Ln, then ¢ is a L™ -formula.

2. If i € N, and if 27" and yTi are terms of sort 7%, then 27" = y7' is a

L~ -formula.

6Also in the languages £*, L~ and L, (¢ A1), (p — 1), (¢ < 1) are defined by the use of
= and V in the usual way. We omit the parentheses whenever possible.
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3. If ke NU{—1} and i € N, and if 27¢ and 3" are terms of sort 7} and T,

then 27kyT" is a £ -formula.

4. Ifi e N, if ;Esi is a term of sort S;, and if 27 is a term of sort 77, forj € N,
then R'(z™", B, z%, (27");4) is a L™ -formula.

5. If ¢ is a L7 -formula, then - is a L™ -formula.
6. If ¢ and ¢ are L™ -formulas, then (¢ V 9) is a L~ -formula.

7. If ® is a set of formulas, and if there is a finite set V' of variables of £~ such
that for all p € ®: free(p) C V, then A 4 ¢ is a L™ -formula.

8. If Z is a sort of L7, if ¢ is a £~ -formula, and if vZ is a variable of sort Z,
then JvZp and YvZp are L™ -formulas.

As already mentioned, £~ is contained in L£*.

4.4.5 Limit Language

We define the “neocompact” language L induced by A. This language contains
all the languages £,, and can be viewed as the “projective limit” of the languages
L,,n € NU{-1}. L is defined in the spirit of the neocompact language invented
by Keisler (1998). After some preparations, we prove that the limit structure
A is L-definably beliefs complete. Furthermore we show that the possibility
correspondence that sends t* € T% to R’ (t'), i.e. the t'-section of i’s possibil-
ity relation R', is a bijection from T" to Def%’ (S; x T;,T7), i.e. the space of
nonempty L-definable conditional i-events.

Definition 4.42 The class £ of L-formulas is the least class such that:

L If p € U,>_, L, then ¢ is a L-formula.

2. If i € N, and if 27" and y”" are terms of sort T%, then z7° = yT" is a
L-formula.

3. If ke NU{—1} and i € N, and if 2Tt and y”" are terms of sort T} and T,
then 2Try?" is a L-formula.

4. If1 € N, if _xSi is a term of sort S;, and if 27 is a term of sort T7 for j € N,
then R'(z7", B, 2%, (x1”),) is a L-formula.
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5. If ¢ and ¢ are L-formulas, then (¢ V v) is a L-formula.

6. If @ is a set of formulas, and if there is a finite set V' of variables of £ such
that for all ¢ € ®: free(p) C V, then A 4 ¢ is a L-formula.

7. If Z is a sort of L, if ¢ is a L-formula, and if vZ is a variable of sort Z, then
FvZp is a L-formula.
8. If ¢ is a L™ -formula such that free(¢)) C {vlzl, . ,lel }, where v, . .. ,lel

are variables of sorts Z1,... , 7, and if ¢ is a L-formula, then
Voit . Yot (¢ — )T is a L-formula.

Note that £ is contained in £~ (and hence in £*).

Definition 4.43 A L-assignment (or equivalently: a £~ -assignment, resp. L*-
assignment) is a map

B:{v? |l €N, Zsort of L} — U (S; UT" UPowy(T))
ieN
such that

1. B(v?) € Z, if Z is a big sort of L, and

2. 6(vlT’i) € Powy(T"), where ﬁ(vlT’i) = (pi) '({ti}) for a &t € T}, if k €
NuU{-1}.

Definition 4.44 e If vZ is a variable of sort Z’, where Z' is a big sort of L,
and if ¢ € Z’, then we define

6(UZZ)7 if U #vl )
B (vF) = {
v%(l) ¢, if vi—vlz.

o If ke NU{—1},if vk is a variable of sort T}, and if ti € T}, then we define

# B(v?), if vg' #vf,
6 7132( Z) ::{ l l
A W) ({8, i onf = o

"(¢p — ) stands for ((=e)) V ¢).



4.4. DEFINABLE COMPLETENESS 177

Definition 4.45 e We associate with every pair (A, 3) and every term z?

of sort Z, where Z is a big sort of £, an element Z(z?) € Z such that:
o | B(a?), if x7 is a variable,
I(I )—{ c, if JJZ:QfOI'aCEZ,

e We associate with every pair (A, 3) and every term z T of sort T}, where
k € NU{-1}, a nonempty subset Z(x7%) of T* such that:

i B(zT), if Tk is a variable,
I(z™) = i \—1(fyi e T i i i
(p) " ({ti}), if 'k =1 for aty € Tj.

Definition 4.46 We define the model relation “=” by induction on the forma-
tion of the formulas in £* (and hence also in £~ and in £):

(A B) Fa? =y? iff Z(2?) =Z(y?),
(A, B) | aliy" ifft Z(y™) C (™),
for —1 < k <m,
(A, B) = zTiy™ iff Z(y™) € Z(z™h), for k e NU{—1},
(A, B) | B;x™ iff Z(z%) € B;,
(A.0) | Byla™, B2, (@), ft
T(xTe) x {B;} x {T(2)} x ;. Z(z™*) C Ri, for k € N,
(AB) | BT B, (o), ) i
(Z(z"), By, Z(2%), (Z(z™)), 1) € R,
(A, B) | —¢ it (A, B) e,
(AB) EFeVy iff (A, B) E por(AB) 1,
(A, B) E Npeo © iff forall p € ¢: (A,5) k= o,
(A, 8) | e iff  there is a ¢ € Z such
that (A, 8:7) = ¢,
(A, B) E Vvl iff (A, 5) | =3 -p.
Convention 4.3 If we write p(v?, . .. ,le’), for (not necessary different) sorts

Zy,...,Zyof L (L™, resp.), we indicate that free(p) C {v?,... v/},
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Definition 4.47 Let Z be a sort of £ (L7, resp.), let vZ be a variable of sort Z,
and let 3 be a L-assignment. Define

Z . .
ﬁ(UZ) - { B(v?), if Z is a small sort of L,

{B(v?)}, if Zis a big sort of L.

Definition 4.48 For m = 1,... ,l let Z,, be a sort of £ and vZ™ a variable of
sort Z,,, and let 0 be a L-assignment. Define

Bt ) = Bf) xox B,
Again, by definition, a straightforward check shows:

Lemma 4.12 Let 3, 3 be L-assignments and let p € L (@ € L™, Tesp.).
1. If B | free(p) = 3 | free(yp), then:
(A,B) E ¢ iff (A5) ¢

2. Let Zy,..., 7 be sorts of L and vZ™ be a variable of sort Z,,, for m =

1,...,1, then:
B, ufh) = Bl o), i
Bwzm)y = [z,  form=1 A
B, v np ) =, else

Definition 4.49 Let Zi,... , Z; be big sorts of £ and let k € NU {—1}.

A subset A C 7 x lelsdeﬁnedbygo(vl,... eL (p (vl,...,vlz)e
L™, resp.), iff

1. big(Zn) = Zn, form=1,...,1,

2. A= U{ (vl e ,UZZZ)‘ B L-assignment such that (A, 3) gp} :

A is L-definable (L™ -definable, resp.), if there is a ¢ € L (¢ € L7, resp.) such
that A is defined by ¢.
A is Li-definable, if there is a ¢ € L such that A is defined by ¢.
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Notation 4.3 Let p(v?,... v/) € L (p(v,... ,v/') € L, resp.). Denote by
(] the subset of [T’ _, big(Z,,) that is defined by .

Note that, by Lemma 4.12 and the fact that the possible values of a variable
of a small sort of £ under L-assignments partition the corresponding big sort of
L, it follows that:

Remark 4.4 Let o(v?, ..., of1), v, ... v/ € L (o, ... v,
IO ,UZZZ) € L7, resp.), and let & C L (® C L™, resp.) such that there is a
finite set of variables V' such that for all p € ® : free(p) C V. Then:

(-]t = (bi
[sovtﬁ]j = [¥]

Avco®| = Nuealel.

Definition 4.50 1. Let k € NU{—1} and Z, ... , Z; be big sorts of L. Denote
by

(a)
Defﬁk (Zl X ... X Zl)

the set of nonempty L;-definable subsets of Z; x ... x Z;, and by

(b)
Def, (Z1 x ... X Z)
the set of nonempty L-definable subsets of Z1 X ... X Z.
2. Let ke NU{—1}, i € N and B; € B;. Denote by
(a)
Defy, (B; x ILj.T7)
the set of nonempty subsets
A C B; x T TY

such that there is a p(v%, (v%);4;) € Ly, with big(Z;) =TV, for j # i,
such that [¢]4 = A, and by
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Def, (B; x I1;4,17)
the set of nonempty subsets

such that there is a p(v%, (v%);4;) € L with big(Z;) = T7, for j # i,
such that [p]* = A.

3. Let k e NU{—1} and ¢ € N. Denote by
(a)
the set of A-nice (B-nice) elements of

[ Defe, (B: x 10;.77)
BiEBZ‘

in the A-version (in the B-version), and by

(b)
Def% (Sz X Hj;,giTj)

the set of A-nice (B-nice) elements of
B;eB;

in the A-version (in the B-version).

Note that if C;, D; € B;, C; € D;, k € NU{~1}, and [p]* C D; x I1;,17, for

p(v%, (V%)) € Ly (vesp. p(v™, (V%)) € L), where big(Z;) = T, for j # i,
then

(P14 1 (Cr X TT7) = [p(v%, (V%)) A C™]"

Note furthermore that ¢(v®, (v%);4;) € Ly, (resp. p(v%, (v%),4;) € L) implies
that (v, (v%);2) A C;v% € Ly, (vesp. p(v5i, (v7), ) A Cv® € L).
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Definition 4.51 Let k € NU{—1} and let Z be a sort of L. Define

—z._ [ n, if bigy(Z)=T], forajeN,
P ids,, if bigy(Z)=S;, foraj e N.

Lemma 4.13 Let k € NU{—1} and let B be a L-assignment. Define for j € N :

()™ = (¢, )" ({t2,}), for the unique ti, € TS, such that
B™) = (Ph) T {#D), if —1<m <k
(B)e(v™) = the unique t. € T such that B(vT%) = (p DHEY),

(D) = Bv™).

Then:

1. (B)k is a Li-assignment.
2. For every Ly-assignment (3, there is a L-assignment 3 such that 5, = (0.
8. If (B)x = (B, then B and 3 coincide on the variables of Ly-sorts.
Proof The first and the third point are clear, for the second:
Define for j € N:
mﬂ%;:(f)((w))ﬁ_1<m<k
1)~ j

BOT) = () (B (0T)}),
BS) = Bw%).

It is obvious that # can be extended to a L-assignment. ]

Lemma 4.14 Let k € NU{~1} and p(v?",... ,v/') € L. Then:

(I oy mf) ™ ([el4) = [,

Proof The proof is analogous to the proof of Lemma 4.11: Lemma 4.12 plays
now the role of Lemma 4.9 and Lemma 4.13 plays the role of Lemma 4.10. ]
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Proposition 4.4 Letn € N and i € N.
1. Let
o7 (v, (UB’Z“B i) € Luoy,  Jor B €B;,
such that
([P 1) e, € Powg'(Si x T T _y).

Then there is exactly one t', € T! such that for all B; € B; :

[ (65, B (08,00 = 0704

A A T .
2. For every t', € T there are o5 (Ug"i, (v ""7)j i) € Loy, for B; € B;, such
that

o y A
[EZ(EZ,&,U%;, (Ug[)j#)} = [p"* for all B; € B,
and such that
([P 1%) e, € Powy' (S x Ty,

3. For every t' € T" :

. ' A )
([Est B i) ) e Powdisi x )
BiGBi

Proof

1. The existence of such a ¢’ follows from Lemma 4.14 and 1 of Proposition
4.2. The uniqueness follows from the uniqueness of the ¢! in 1 of Proposition
4.2, Lemma 4.14, and the fact that all the 72 are onto (2 of Proposition
4.3).

2. Follows from Lemma 4.14 and 2 of Proposition 4.2.

3. Since all the 7™ are onto and since inverse images commute with unions,
intersections and complements, it follows (in the A-version and in the B-
version) for

(AB )B eB; € POWQ) (S X HHgZT )
that

((idsi X )~ <ABZ')>B.€B € Pow! (S, x T, T7) .

k3

The result follows now from 3 of Proposition 4.2 and Lemma 4.14.
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Lemma 4.15 Let X and Y be compacta and let A C X XY be closed in X xY
with respect to the product topology. Then projy(A), the image of A under the
projection to X, is closed in X.

Proof The projection is continuous. Since A is closed and X XY is compact, A is
compact (with respect to the relative topology). Therefore projy(A) is compact.
Since X is Hausdorff, projy(A) is closed in X. [

Remark and Convention 4.1 As in the proof of Proposition 4.3, endow, for
every i € N and m € NU {—1}, S; and T, with the discrete topology. Since
each of these spaces is nonempty and finite, each of them is then a nonempty
compactum. By induction, it follows from Lemma 4.6 that for every i € N and
everyn € N :

2. The topology of V5 (Si X H#iTTJL‘fl) 18 the discrete topology, hence the topolo-

gies on T! and V5i (Si X H#iTg_l) are the same, and they are compact and
Hausdorff.

3. T" is the underlying set of the projective limit of the projective system
(T%, q;,nJrl)neNu{q} :

4. For everym € NU{—1}, the T, here is then the T", in the third point of
Theorem 4.1, the g, .., here is the ¢, ., there and the T* here is the T"
there.

For the rest of this chapter, we consider T, fori € N and m € NU{-1}, as
topological space endowed with the discrete topology, and T*, for i € N, as topo-
logical space endowed with the projective limit topology induced by the projective
system (Tﬁ, q;»n+1)n€NU{—1} . This enables us to apply, in all what follows, Theo-

rem 4.1. In particular, the p!. , fori € N and m € NU{—1}, are then continuous
and onto, and the T?, for i € N, are then nonempty compacta.

Lemma 4.16 Let Zy,... ,7Z; be sorts of L and consider each of the spaces
big(Zy),... ,big(Z;) as topological space endowed with the topology of Remark
and Convention 4.1.

Let o(vf', ... wl') € L= (€ L, resp.) be such that []* is closed in big (Z))x. .. x
big (Z;) endowed with the product topology, and let ¢, € Zy,, for m = [+ 1,....,1,
where | < 1. Set

Z; Z;
PP, ... o) = o, ... SO Gy ,C1).

Then []* is closed in big (Z1) X ... x big (Z;) endowed with the product topology.
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Proof We show the lemma for [+1 = [, the rest follows immediately by induction.
By the definitions of assignments and of the relation “=", it follows that:

e If Z; is a big sort of £, then [¢]* is the image of
[t N (big (Z1) x ... x big(Z;) x {ci})
under the projection to big(Z;) x ... x big (Z;).

e If 7 is a small sort of £, i.e. if Z, =T} forak € NU{-1} and a j € N,
then [¢]# is the image of

[ N (big (Z1) x ... x big(Z)) x (p}) ™" ({ar}))

under the projection to big(Z;) x ... x big (Z;).

[l N (big (Z1) x ... x big(Z;) x {a})
respectively
[ N (big (Z1) x ... x big (Z) x (n) " ({a}))

is closed in big(Z;) x ... x big(Z;). By the above lemma, it follows now that
[1]4 is closed in big (Z;) x ... x big (Z;). [

Notation 4.4 For i € N, let §* be the homeomorphism defined in Theorem 4.1.
If

8 (') = (AB,)p.es, € VP (S: x WuTY)
and C; € B;, then define

(8" (t) (Cy) = Ag,.

Definition 4.52 For i € N and t* € T? define

poss (1) = ([ B ()] )

B;eB;

Now, we state and prove the main results of Section 4.4, Theorem 4.2, Corol-
lary 4.2, and Corollary 4.3.
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Theorem 4.2 For everyi1 € N :

.
os; : T" — Defy (S; x I;.T7),
.
DefS (S; x T T7) = V5 (S; x T, T7)
.

pos; = 0",

where 8" is the 6" defined in Theorem 4.1.

Proof ot the theorem We apply Remark and Convention 4.1. In particular,
we endow S;, for i € N, and T? , for i € N and m € NU{—1}, with the discrete
topology, and T%, for i € N, with the projective limit topology. In all what follows
let 0 be the ¢* defined in Theorem 4.1. By definition, we have for every t* € T" :

0'(t) € Ilpes, V(B x WTY) c
HBieBi POW@ (BZ X HJ757JT]> and
A .
<|:EZ (tl B'w/UB ) (UB )];éz):| ) € HBZ‘EBi Def[j (Bz X H];AZT]) -
Bz‘EBi

HBieBi Powy (B; x Hj;éiTj) )

We show:

Lemma 4.17 For everyi € N, t' € T%, and B; € B; :

o ; A
(6'() (B:) = | B (£, By iy, h )|
Proof of the lemma By the definitions:

(ti, Bi, Si, (tj)j7él) S RZ iff for all n € N: (pz (tz), Bi, Si, (p%(tj))ﬁél) € R;’n

n

iff forall n € N: (s, (9!, (#7));1) € (pi,(t))(B;).
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This shows that

M) (s, * W)™ (h(EN(B) = [B (¢ B, 05),)]

neN

We have to verify the following
Claim:

(&' (t)(Bs) = () (ids, x Wzl 1)~ ((L(E))(By) .

neN

By the third point of Theorem 4.1, we have for n € N:

VB (ids, x yp), ) (6°(t)) = pi ().
It follows that

(5B
hence (6'(t"))(B;)

(s, % W) (B (ED(B),
M (s, X Ty 1) (PR (E))(B).

The right-hand-side above is closed, since each of the
(ids, x Hj;éipjﬁfl)_l ((p%,(t")(B;)) is closed in B; x II; TV as an inverse image
of a closed set under a continuous map, and the left-hand-side is closed by the
definition of §".

From the proof of Lemma 4.8 (the part “ " is one-to-one”) follows for B; € B;,
that, if Ap, and Kp, are closed in B; x I1; 4,77 and if for all m € NU {—1}

-
-

(ids, x I zipl,) (Ap,) = (ids, x Izpl,) (Kp,)
then ABZ- = KBi'

For n € NU{—1}, we have

(VB (ids, x Mzpy) (0'())) (B:)

(ids, x Ijzph) ((8'(t))(Bi))

<(ids <) (P (s, % Ty ™ (B )
pn+1 r .
(VB (idg, x H i) (8'(t1))) (By).

1N 1N

So, the Claim and therefore also the Lemma is proved. ]
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We proceed with the proof of the theorem. We showed now that §' = pos;,
for i € N. Since, for i € N and t* € T, §' (t') is A-nice in the A-version (resp.
B-nice in the B-version), if follows that, for i € N :

pos; : T — Def%’ (SZ- X H#iTj) .
Since
8T — VP (S x T1;4T7)
is onto, for ¢ € N, it follows that, for 2 € N :
VB (S; x T4 T7) C Defyi (S; x M;xT7).
It remains to show that
Def2 (S; x T, T7) C V5 (S; x ;1 T7), fori € N.

Since, by definition, for ¢ € N :

Powg" (Sz X HH@T]) N HBiEBi % (BZ X Hj#iTj) ' = VBi (Sz X Hj?giTj) A and
POW(l;i (Sz X HJ;AZT]) N HBiéBi Defﬁ (Bz X H];ézTJ) = Defﬁ’ (Sz X HJ;AZT‘]) ,

it is enough to show (by an induction on the formation of formulas in £) that
all £-definable subsets of finite products of big sorts of £ are closed (where the
topologies are the ones of Remark and Convention 4.1).

First we note a helpful observation:

Remark 4.5 Let free(p) C {vf',... v/} € {vf,... ,vlzl,vlzﬂl,... uZmy o If
we denote by [p(vft, ... v[)]A the subset of big(Zy) x ... x big(Z;) defined by ¢
and by [p(v?, ... vZm)|A the subset of big(Zy) x ... x big(Z,,) defined by ¢, it

follows that

[cp(vlzl, . ,UZZZ)]A X big(Zi41) X ... x big(Z,,) = [(p(vlzl, . ,UZW)]A.

m

By the definition of the product topology, [p(v?", ..., v/)]* is closed in
big(Zy) x ... x big(Z)) iff [p(v?", ..., vZm)|A is closed in big(Zy) X ... X big(Zm).

Therefore, to show that a subset [p|* defined by o € L is closed, it does not
matter which set {v7*,... v/} D free(p) we consider.

We start with the induction on the formation of the formulas in £:
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CIf (0. v € L, for an € NU{—1}, then [¢]* is closed (even

clopen), since by Lemma 4.14, [p]* is the inverse image of the clopen set

[©]“" under the continuous map IT!, _ w2,

Let i € N and let v7 and v]" be variables of sort T".

m

) 1A . )
Case a: m # [ |:UTZ = UlTi| is the diagonal of T% x T, which is closed,

since T" is Hausdorff.

m

, 1A ,
Case b: m = [: Then, [le = vlTZ] =1T".

The case ¢ = 27" = yT", where 27" and y”" are terms of sort 7%, follows
now by Lemma 4.16. (If 27" =t #t = y*", then [ZL‘T = yT] =10.)

Let i € N and k € NU{—1}, and let v” be a variable of sort 7} and vT"
be a variable of sort T*.

1A i i1 A
Then it is easy to check that [vTéUTZ} = [UZ{“ = UZT’“} , where m # [. But

vf{z = UZT’z € Ly, hence by 1., this set is closed.
The case ¢ = 2Tiy™" | where 27t is a term of sort 7} and 3" is a term of
sort T, follows again by Lemma 4.16.

Let ¢ € N, let v be a variable of sort S; and, for j € N, let v’ be a
variable of sort 77. By the definition, we have

R, B, 0%, (07), .)r _
LU y =1 ) j#i

Noso (P x ids, x Tyapd )1 ({(tL, 87, () ,) | (£, Biy s, (), € Ri} ).

For n € N, the sets {(t%, s', (7)) | (%, Bi, s*, (2);i) € R:"} are clopen,
the mappings p!, x ids, x I, ;p), are continuous, hence

[Ei(vTi,Qi, 0%, (vT);)| s closed in T x S; x T T9.

The case ¢ = R'(aT", B;, 2%, (#7°);4), where 2% is a term of sort S; and

2T is a term of sort 77, for j € N, follows by Lemma 4.16.

. Let ¢ = 9y V ¢;. According to Remark 4.5, we can assume that ¢, =

Yo(wi, .. vft) and ¢, = ¥, (vP, ..., v]"). By Remark 4.4, we have
(0] = [o]* U [1y]#, which is closed, since [1y]* and [1),]* are closed
by the induction assumption.
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6. Let ¢ = A,y ¢ such that free(y)) C {v?r,... v['}, for all b € U. We can
assume that ¢ = (v, ... ,UZZZ), for all ¢ € ¥. By Remark 4.4, we have
[0]A = Nypew ¥ 4. Each [1)]* is closed by the induction assumption, hence
[¢]4 is closed, since the intersection of an arbitrary family of closed sets is
closed.

7. Let o = Elvlzlw(vl . ,UZZZ).

Case a: Z; is a big sort of £. Then, [¢]4 is the projection of [)]* to
big(Z1) x ... x big(Z;,_1). [1)]* is closed by the induction assumption, hence
[¢]4 is closed by Lemma 4.15.

Case b: Z; is a small sort of £. Then, Z; is finite and

et = U o, o]

ceZ;

By the induction assumption, [1)]* is closed, hence by Lemma 4.16, the
right-hand side is closed, since it is a finite union of closed sets.

8. Let x be a L~ -formula and free(y) C {lef{l, A et (v 0P
be a L-formula and let
Z 1 Z 1
owi, .. vl = Vot ol (o i) = (o] L ulm).
By the definition of “=”, it follows that
A A Z A
[o]* = ﬂ [z/;(vl N o5 ,%,...,c_m)] :

(Cl+1’~~~ ,Cm)GZl+1 X...XZmZ.A':X(CH,l,.“ 7Cm,)

[¢]4 is closed, since by the induction assumption and Lemma 4.16, each

A
Z Z
|:¢<U117"'avll7cl+17"'acm):|

is closed in big(Z;) x . .. x big(Z;) and [¢]* is the intersection of these closed
sets,

and the theorem is proved. ]
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Corollary 4.2 For every v € N, pos; is one-to-one and onto.

Proof For every i € N, §' is a homeomorphism. ]

The following corollary, a reformulation of the above Theorem 4.2, could be
viewed, in one sense, as a strong quantifier elimination theorem. In another sense,
it is weaker as it does not talk about definable subsets of all finite products of
sorts of £, although ordinary quantifier elimination can be shown easily. The
corollary says that all (A-nice in the A-version, resp. B-nice in the B-version)
L-definable conditional i-events are t*-sections of the relation R'. Thus, we get
the desired L-definably beliefs completeness result.

Corollary 4.3 e For everyi € N and every tt € T" :

o ERT |
([E’(ﬂﬁm vg, (U, )j#)] ) € Deff" (Si x I T7).

B;eB;

o Let i € N and let, for every B; € B;, @Bi(vgi,(vgj)jﬁ) € L such that
big(Z;) = T7, for j # i, and such that

([(,OBZ]A) BieB; S Def? (Sz X H]7£ZTJ) .
Then there is exactly one t' € T* such that for all B; € B; :

o , ; A _
BB wh)i)| = [

Proof Follows directly from Theorem 4.2 and Corollary 4.2. ]
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