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Summary

In the present work, novel visual data mining approaches for the analysis of intrin-
sic hierarchical complex biodata are developed. Application of these methods is
presented for gene expression data in biomedicine as well as for sequence data in
metagenomics.
Complex biological data is characterized by a high dimensionality, multi-modality,
missing values and noisiness, making its analysis a challenging task. It consists
of primary data, the core data produced by a modern high-throughput technology,
and secondary data, a collection of all kinds of respective supplementary data and
background knowledge. Furthermore, biological data often has an intrinsic hierar-
chical structure (e.g. species in the Tree of Life), an important property that should
be considered when developing novel approaches for complex data analysis.
Machine learning offers a wide range of computer algorithms to extract structural
patterns from existing complex data to address the issues the biomedical researcher
is interested in. Algorithms are adapted and developed such that both primary
and secondary data are taken into account while at the same time insights into the
analyzed data can be obtained. To this end, indices for cluster validation as well as
methods for visualization enhancement are developed.
In this work, a Tree Index (TI) is developed for the external validation of hierar-
chical clustering results to support the analysis of gene expression data. The TI is
extended to the Normalized Tree Index (NTI) to identify correlations between clus-
tered primary data and external labels. Also, the REEFSOM (Nattkemper, 2005)
is adapted to integrate clustered gene expression data, clinical data and categorical
data in one display.
In the domain of sequence analysis and metagenomics, a Self-Organizing Map
(SOM) classifier is developed in hyperbolic space to classify small variable-length
DNA fragments. For this task, 350 prokaryotic organisms at six taxonomic levels
in the Tree of Life are used. Finally, studies about the capabilities of SOMs to
reassess the structural organization of the prokaryotic organisms in the Tree of
Life are performed in both Euclidean and hyperbolic space.
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Zusammenfassung

In der vorliegenden Arbeit werden neue Ansätze des visuellen Dataminings zur
Analyse von intrinsisch hierarchischen komplexen Biodaten entwickelt. Die An-
wendung dieser Verfahren wird anhand von Genexpressionsdaten aus dem Bere-
ich der Biomedizin sowie von Gensequenzdaten im Bereich der Metagenomik
gezeigt.
Komplexe biologische Daten sind charakterisiert durch eine hohe Dimensionalität,
Multimodalität, fehlende Werte und Rauschen, wodurch die Analyse dieser Daten
deutlich erschwert wird. Sie lassen sich in Primärdaten (Kerndaten bzw. Mess-
werte, die durch moderne Technologien in hoher Zahl erzeugt werden) und Sekun-
därdaten (ergänzende Daten, Zusatzinformationen und Hintergrundwissen) un-
terteilen. Zudem weisen biologische Daten oftmals eine innere hierarchische Struk-
tur auf (z.B. Spezies im Baum des Lebens). Diese Eigenschaft sollte bei der En-
twicklung neuer Ansätze zur Analyse komplexer Daten berücksichtigt werden.
Im Bereich des maschinellen Lernens steht eine grosse Zahl von Computeralgo-
rithmen zur Verfügung, um diejenigen strukturelle Muster aus existierenden kom-
plexen Daten zu extrahieren, an denen der Forscher interessiert ist. In dieser Ar-
beit werden bestehende Algorithmen angepasst sowie neue entwickelt, die sowohl
Primär- als auch Sekundärdaten in die Auswertung einbeziehen und gleichzeitig
Einsicht in die analysierten Daten gewähren. Dazu werden Gütemasse zur Cluster-
validierung sowie Visualisierungstechniken entwickelt.
In dieser Arbeit wird der Tree Index (TI) für die externe Validierung hierarchisch
geclusterter Daten entwickelt, um die Analyse von Genexpressionsdaten zu un-
terstützen. Der TI wird zum Normalisierten Tree Index erweitert (NTI) mit dessen
Hilfe sich Korrelationen zwischen geclusterten Primärdaten und externen Labels
identifizieren lassen. Anwendung findet ausserdem die sog. REEFSOM (Nattkem-
per, 2005), welche adaptiert wird, um geclusterte Gendaten, klinische Daten und
kategorische Daten in einer Darstellung zu integrieren.
Auf dem Gebiet der Gensequenzanalyse wird ein Klassifikator für die Selbst-Or-
ganisierende Karte (SOM) im hyperbolischen Raum entwickelt, mit dem kleine
DNA-Fragmente variabler Länge klassifiziert werden können. Hierfür werden 350
prokaryotische Organismen auf sechs taxonomischen Ebenen im Baum des Lebens
verwendet. Zum Schluss wird gezeigt, inwieweit SOMs im euklidischen und im
hyperbolischen Raum in der Lage sind, die strukturelle Organisation der prokary-
otischen Organismen im Baum des Lebens abzubilden.
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Chapter 1

Introduction

Science in the 21st century is characterized by huge amounts of data obtained by
novel technologies in almost full automation. Exponential decreasing prices for
storage capacities allow the collection of all types of measured data. At the same
time, data from different experiments obtained at different places can easily be
linked thanks to computer networking. By analyzing the resulting large collections
of data sets, many new insights in various domains are expected. One field that
is characterized by revolutionary progress in recent years is the field of molecular
biology. Novel high-throughput technologies for sequencing and the measuring of
gene expressions inter alia allow the automated generation of large data collections
at exponentially decreasing periods and prices. Many new insights into life are
expected from an evaluation of these large data collections. However, especially in
biomedicine, a decent analysis of such data is a challenging task.
Biomedical data is often characterized by a highly complex structure: First, it has
a high amount of noise due to natural variations as they are omnipresent in nature.
Second, it is high-dimensional because of the large amounts of data produced by
novel technologies. The high dimensionality is even amplified by ultra-fast devel-
opments of several technologies leading to an exponential increase of data. Third,
missing values are omnipresent due to incomplete biological samples. Finally, it
is multi-modal because data sets from different sources and of different structures
and sizes are combined with background knowledge from the specific field of re-
search. In order to analyze this highly complex biomedical data in a thorough way,
novel algorithmic approaches are required.
Complex biomedical data can be categorized into primary data and secondary
data. Primary data is obtained in the main experiment by a novel high-throughput
technology. The two most common types of primary data are measurement data
and sequence data. Measurement data consists of up to millions of measurements
obtained in one or multiple experiments and can be summarized in a vector or a
matrix. Sequence data is stored as a string over an alphabet, e.g. a DNA sequence
is described by a string over nucleotides and a protein is described by a string over
the amino acids. All available supplementary data about the subject matter of inter-
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microarray data

complex data

clinical data

disease outcome

applied therapy
gene annotations

primary data secondary data

Figure 1.1: Complex biomedical data can be categorized into primary data and
secondary data. The primary data is obtained in the main experiment whereas the
secondary data includes all supplementary data about the analyzed subjects. In this
example the primary data is gene expression data from microarray experiments.
The corresponding secondary data consists of clinical data, disease outcome, in-
formations about the applied therapy, as well as gene annotations.

est supporting the analysis of the primary data is denoted as secondary data in this
thesis. Secondary data is a heterogeneous collection of all kinds of data items, data
sets, annotation data about the analyzed subjects as well as background knowledge
from various sources. Thus, secondary data usually has a different structure than
the primary data (Figure 1.1).
Major challenges arise from the availability of complex biomedical data collec-
tions: How can the researcher analyze the primary data in combination with the
available secondary data consisting of different data types, sizes and dimensions?
How can the noisy multi-modal high-dimensional biomedical data be analyzed in
an integrative manner to discover unknown structures and patterns?
In the presented thesis, novel approaches for the data-driven analysis of complex
data are developed. Example applications are presented on complex biomedical
data of two major fields in current genetics and metagenomics: analysis of gene
expression data and sequence analysis. In the first field, primary data is obtained
by DNA microarray technology. By measuring the activity of tens of thousands
of genes for hundreds of subjects in multiple experiments, high-dimensional mea-
surement data is produced. The corresponding secondary data is composed of
additional information about the analyzed subjects and genes. This is clinical data,
disease outcome for each subject as well as gene annotation data for each gene.
In sequence analysis, primary data consists of sequence data obtained from novel
high-throughput sequencing technologies, i.e. Sanger sequencing (Sanger et al.,
1977) and 454 Pyrosequencing (Margulies et al., 2005). The resulting assembled
DNA sequences contain up to several millions of base pairs for every sequenced
species. The corresponding secondary data encloses knowledge about the respec-
tive phenotypes, e.g. taxonomic information for most organisms is offered by phy-
logenetics.
In general, data analysis can be approached in three different ways: manually,
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automatically and interactively. A manual evaluation of complex data is usually
infeasible because of the high dimensionality of the data. Even though complex
data can be stored in tables and databases, only a fraction of hidden patterns can
be revealed this way. An automatic analysis is only applicable to a limited extend
due to the heterogeneous structure and the multi-modality of the complex biomed-
ical data. Also, background knowledge cannot be incorporated in an automated
analysis process. In contrast to that, the interactive approach enables to include
background knowledge of the biomedical researcher while allowing the applica-
tion of various evaluation methods at the same time.
Machine learning, which is a subfield of artificial intelligence, combines methods
from data mining, pattern recognition, neuroinformatics, and statistics (Duda et al.,
2001; Hastie et al., 2001; Bishop, 2007). A wide range of computer algorithms has
been developed to extract structural patterns from existing complex data to address
the issues the biomedical researcher is interested in. Machine learning algorithms
can be grouped into methods for supervised learning, i.e. classification, and those
for unsupervised learning, i.e. clustering.
In supervised learning, a classifier builds an internal model based on labeled train-
ing data, which subsequently allows to classify new unlabeled data. In terms of
complex data, the primary data can be used as training data whereas the respective
labels are provided by a selected modality of the secondary data. The intention of
a classifier is to achieve the highest rate of correct classifications. A drawback of
supervised learning is that the classification rate does not reveal any information
about the internal structure of the data and thus does not allow a further inspection.
In unsupervised learning, cluster algorithms are applied to detect natural groups
and structure in the primary data, without making use of the secondary data. Clus-
ter algorithms are useful tools to uncover hidden structures and patterns in the
primary data. The knowledge gained this way can be used to obtain a better un-
derstanding of the data and can help to improve classification results when applied
prior to classification.
The different scopes of supervised and unsupervised learning confront the bio-
medical researcher with the following difficulty: Supervised learning takes both
primary and secondary data into account without providing any further insights
into the internal structure of the data. Unsupervised learning only takes the primary
data into account without using the secondary data.
In the presented thesis, machine learning algorithms are developed that take both
primary and secondary data into account while at the same time providing insights
into the analyzed data. The primary objective is to uncover hidden structures and
patterns in the complex data by taking all available data about the subject matter
of interest into consideration. The maximization of classification rates is a succes-
sive task and is of minor importance in this thesis. In two different approaches,
secondary data is combined with clustered primary data: cluster validation and
visualization enhancement 1.

1This approach should not be confused with semi-supervised learning, which aims to improve the
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Cluster algorithms detect structure in any data, even if there is none. Cluster val-
idation allows to compensate this major weakness of cluster algorithms. Cluster
validation indices can be grouped into internal and external cluster indices. Inter-
nal cluster indices validate clustering results by making use of the same data that
has been used for clustering. External cluster indices use external information to
compute the quality of the clustering result and thus allow a more objective valida-
tion of the clustering result. The availability of secondary data provides the chance
to use it for an external validation.
Most cluster algorithms provide some sort of visualization of their results. This
visualization feasibility to visually inspect the clustered data is probably one of the
most important motivations for the usage of cluster algorithms. Thus, a second ma-
jor approach to combine secondary data with clustered primary data is to enhance
the clustering result visualization. The application of hierarchical agglomerative
clustering to display gene expression data (Eisen et al., 1998) is one favorite ex-
ample for enhancing the visualization of clustered primary data through secondary
data. In the visualization of the clustered gene expression data (primary data), the
tree branches are colored according to gene functions (secondary data).
When choosing machine learning algorithms for the analysis of complex data, the
potential underlying data structures of the primary data are of major importance. In
biomedicine, a predominant and likely intrinsic structure is the hierarchical organi-
zation of entities. The most prominent example for such a hierarchical organization
is probably the Tree of Life in which all species are organized in a tree-like struc-
ture. The major categorization of species is captured on the first level whereas
finer differentiations are obtained at lower levels. Human tissue can also be struc-
tured in a hierarchical way: On the first level, it can be divided into normal and
tumor tissue. On the second level, tumor tissue can be grouped into different tu-
mor types or in benign and malignant tumors. Malignant tumors can further be
categorized as tumors that produce metastasis and those that do not. Depending
on the domain, more specific categorizations exist, i.e. breast cancer tumors can
be divided into lubular and ductal tumors or into tumors with positive and negative
lymph nodes. Even though a hierarchical organization has often been observed in
complex biomedical data, this property cannot be assumed but has to be proven.
Machine learning algorithms play a crucial role in detecting certain intrinsic struc-
tures such as hierarchy in the data.
In the presented thesis, novel approaches for visual data mining for the analysis of
intrinsic hierarchical complex biodata are developed. Thereby, the following issues
are discussed:

• How can primary and secondary data be taken into account while at the same
time providing insights into the analyzed data?

• How can machine learning algorithms be applied to integrate noisy, high-
dimensional and multi-modal primary and secondary data in order to gain

classification error of a classifier by adding large amounts of unlabeled data to the labeled data set.
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new insights into life?

• How can hidden structures and patterns be uncovered in complex data?

• How can hierarchical structure be detected?

In the first area of application, the field of gene expression data analysis, investiga-
tions on the following issues are made:

• Can hierarchical clustered primary data be validated using secondary data?

• Is it possible to detect correlations between primary and secondary data, de-
spite their diverse structure and high dimensionality?

• Can both primary and secondary data be visualized in one display to allow a
further inspection of the complex data?

In the second area of application, the field of sequence analysis and metagenomics,
the following issues are addressed:

• Can a hierarchical structure be observed in sequence data?

• Can this information be used to classify short sequence reads on different
taxonomic levels?
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1.1 Chapter overview

In Chapter 2, the machine learning algorithms that are used throughout this the-
sis are summarized. Unsupervised learning methods (hierarchical agglomerative
clustering, spectral clustering, Self-Organizing Maps (SOM) in Euclidean and hy-
perbolic space), supervised learning methods (SOM classifier and k-nearest neigh-
bor classifier) as well as methods to compute the topology preservation of trained
SOMs are presented.
Chapter 3 describes the data used in this thesis and the technologies that have been
used for its generation. The DNA microarray technology that allows to simulta-
neously measure the expressions of tens of thousands of genes in tissue samples
is introduced in section 3.1. A short overview about modern high-throughput se-
quencing technologies, current topics in metagenomics, and the taxonomic organi-
zation of species in the Tree Of Life is given in section 3.2.
Chapter 4 provides a review about existing internal and external cluster validation
techniques, the cluster validation bias and the stability of clustering results.
In chapter 5, a novel external cluster index, the Tree Index (TI), is developed to
evaluate hierarchical clustering results (obtained from primary data) with respect
to an external label (secondary data). In microarray data analysis, visualizations
based on hierarchical agglomerative clustering results are widely applied to help
biomedical researchers in generating a mental model of their data. In this context,
the TI is a very helpful tool to support a selection of the to-be-applied algorithm
and parameterizations.
In chapter 6, the Normalized Tree Index (NTI) is developed. It is an extension
to the Tree Index and allows to identify correlated clinical parameters in microar-
ray experiments. It runs in two steps: In the first step, a hierarchical cluster tree
is obtained from the microarray data (primary data) by some hierarchical cluster
algorithm. In the second step, the correlation between each clinical parameter (sec-
ondary data) and the clustered microarray data is computed by the NTI.
Visualization is a powerful tool to obtain insights into complex biomedical data.
In chapter 7, a visual metaphoric display, the REEFSOM, is applied and further
improved to allow the integration of clustered gene expression data (primary data)
with clinical data and categorical data (secondary data) for an exploratory analysis.
The analysis of the taxonomic composition and the binning of DNA fragments of
unknown species for assembly are two major challenges in current genetics. In
chapter 8 hierarchical growing hyperbolic SOMs (H2SOMs) are trained to cluster
and classify small variable-length DNA fragments of 0.2 to 50 Kbp. A total of 350
prokaryotic organisms at six taxonomic ranks Superkingdom, Phylum, Class, Or-
der, Genus, and Species in the Tree of Life are used. The hyperbolic structure of the
applied SOM allows an appropriate representation of the taxonomic DNA fragment
structure and achieves reasonable binnings and classifications. DNA fragments are
mapped to three different types of feature vectors based on the genomic signature:
Basic features, features considering the importance of oligonucleotide patterns as
well as contrast enhanced features.
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The large amount of data obtained by modern sequencing technologies allows to
reassess the relationship between species in the hierarchically organized Tree of
Life with respect to patterns in their genomic signatures. In order to check the
trustworthiness of the commonly accepted Tree of Life, its structure can be com-
pared to the structure found by machine learning algorithms, that have exclusively
been trained on DNA sequence data without using any additional information about
the considered organisms. Therefore, SOMs in Euclidean and hyperbolic space are
applied to genomic signatures of 350 prokaryotic organisms in chapter 9 and the
structure of the signatures on the SOM grid is compared to the structure of the
corresponding species in the Tree of Life.
Conclusions and final considerations can be found in chapter 10.



Chapter 2

Machine learning algorithms

Machine learning is a subfield of artificial intelligence and consolidates methods
from data mining, pattern recognition, neuroinformatics, and statistics. Machine
learning algorithms learn from existing data and are able to reveal hidden struc-
tures and patterns. To achieve this knowledge discovery, they require a numerical
representation of objects. Based on the original measurement data, discriminable
features are extracted or computed that are supposed to contain the most relevant
information about the samples. These features are combined in a n-dimensional
feature vector for each sample. The corresponding vector space is called the fea-
ture space. A data set is a set of feature vectors representing the objects.
Machine learning methods can be classified into unsupervised and supervised learn-
ing algorithms: In unsupervised learning, a data setD = {xi} of n m-dimensional
feature vectors xi is partitioned (clustered) into different groups (clusters) in such
a way that the feature vectors in each cluster are as similar as possible accord-
ing to some previously defined distance metric. There are three types of cluster
algorithms:

1. crisp clustering (partitional clustering)

2. fuzzy clustering

3. hierarchical clustering

In crisp clustering (e.g. k-means clustering), the data set is clustered in k groups
whereas k must be specified beforehand for most cluster algorithms. In fuzzy clus-
tering (e.g. fuzzy c-means clustering) each feature vector is assigned to each of k
clusters with a certain probability whereas the probabilities sum up to one for each
feature vector. Hierarchical clustering (e.g. hierarchical agglomerative clustering)
organizes the data in a cluster tree (dendrogram), whereas feature vectors of a high
similarity are grouped close together in the same branch. The similarity between
feature vectors is defined purely mathematically by a distance metric. Two most
popular distance metrices are probably the Euclidean and the Pearson correlation
distance metric. The Euclidean distance metric is often the first choice because

8
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of its simplicity, whereas the Pearson correlation distance metric allows to capture
similar trends in the data. Hierarchical Clustering can be performed in an either ag-
glomerative (bottom-up) or divisive (top-down) manner. By cutting a cluster tree
at some level, it can be transformed to a crisp clustering result.

In supervised learning, a label or value yi is provided for each feature vector xi.
Besides regression, where a continuous interval-scaled value is provided for each
feature vector, classification is one of the most important domains in supervised
learning. In classification, a nominal label is assigned to each feature vector, indi-
cating the class it belongs to. Based on labeled training data, the classifier learns to
predict the label of new feature vectors, which have not been used during training.
One way to classify data is to directly use the training data to assign a label to a
new feature vector by considering the labels of similar feature vectors for which the
label is known (e.g. k-nearest neighbor classifier). A second way for classification
is to build a model from the training data that can subsequently be used to classify
the new feature vectors (e.g. Support Vector Machines).

The following sections describe the machine learning algorithms used in this thesis:
hierarchical agglomerative clustering, spectral clustering, Self-Organizing Maps
and the k-nearest-neighbor classifier.

2.1 Hierarchical Agglomerative Clustering

Hierarchical agglomerative clustering is a favored algorithm for clustering data
with an assumed hierarchical structure. The data is organized in a cluster tree
whereas similar feature vectors (according to a predefined distance metric) are
grouped close together in the same branch. The fact that the resulting cluster tree
can directly be visualized is one reason for the high popularity of hierarchical ag-
glomerative clustering in the domain of microarray data analysis.

In a bottom-up approach, hierarchical agglomerative clustering starts with single
data points and repetitively joins the two most similar clusters until all clusters
are combined in a single one (Hartigan, 1975b). In contrast to that, hierarchical
divisive clustering methods follow a top-down approach by starting from a clus-
ter containing all elements, recursively splitting each cluster into two clusters and
stopping when each cluster only includes one data point.

The dissimilarity or distance between two clusters is defined as either the smallest
distance of data points within the two clusters (single linkage), their largest dis-
tance (complete linkage), their average distance (average linkage), the distance of
their cluster centers (centroid linkage) or their inner-cluster variance Ward linkage.
Average linkage and Ward linkage are probably the most commonly used linkage
methods.
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wij

node i

node j
V V V

1 2

a) b)

Figure 2.1: Upon the input data a graph G = (V,E) is constructed with the nodes
representing the data points and the edges representing the point-to-point similar-
ities or weights wij between pairs of nodes (a). The graph G can be cut into two
disjoint parts V1 and V2 by removing edges connecting these two parts (b).

2.2 Spectral Clustering

Spectral clustering divides a data set into two clusters and can be used as a hierar-
chical divisive cluster method when applied recursively on the two clusters. Even
though hierarchical divisive clustering follows the basic understanding of partition-
ing a data set, this approach is only rarely used in microarray data analysis.
Spectral Clustering algorithms focus on the analysis of eigenvectors of a similar-
ity (affinity) matrix which contains the point-to-point similarities of data points.
The normalized cuts algorithm (Shi and Malik, 2000), a special case of spectral
clustering, favors clusters of balanced size and has the interesting property that it
maximizes the inner cluster similarities and minimizes the intra cluster similarities
at the same time.
Even though spectral clustering has already successfully been applied in the do-
main of image analysis (Shi and Malik, 2000), only few applications on microarray
data can be found. Kluger et al. (2003) simultaneously cluster genes and experi-
mental conditions, which they denote as bi-clustering. Xing and Karp (2001) use
normalized cuts in combination with a feature selection process to reproduce a
clustering result that is very close to the original expert labeling.

2.2.1 Normalized cuts

This section briefly summarizes the normalized cuts algorithm as described more
detailed in Shi and Malik (2000):
Consider an unlabeled data set of N data points {xi}, i = 1 . . . N and the point-
to-point similarity wij between the points xi and xj . Upon this data a graph
G = (V,E) is constructed with the nodes representing the data points and the
edges representing the point-to-point similarities or weights between two nodes
(Figure 2.1a). The graph G can be cut into two disjoint parts V1 and V2 with



2.2. SPECTRAL CLUSTERING 11

V1 ∪V2 = V and V1 ∩V2 = ∅ by removing edges connecting these two parts
(Figure 2.1b). The similarity between these parts can be computed as the sum of
removed edges:

edges(V1,V2) =
∑

i∈V1,j∈V2

wij (2.1)

As noticed by Wu and Leahy (1993) and Shi and Malik (2000), the minimization
of equation (2.1) favors the separation of a cluster with few nodes, because the
number of connecting edges increases with the number of nodes. To overcome this
biased solution, Shi and Malik (2000) propose the normalized cuts (nCuts) criteria:

nCuts(V1,V2) =
edges(V1,V2)
edges(V1,V)

+
edges(V1,V2)
edges(V2,V)

(2.2)

The minimization of equation (2.2) does not favor clusters of unbalanced size in
contrast to other spectral clustering algorithms. The normalized cuts algorithm has
the interesting property that it minimizes the intra-cluster similarity (equation 2.2)
and maximizes the inner-cluster similarity (equation 2.4) at the same time, since

nCuts(V1,V2) = 2− nAssoc(V1,V2) (2.3)

with

nAssoc(V1,V2) =
edges(V1,V1)
edges(V1,V)

+
edges(V2,V2)
edges(V2,V)

(2.4)

Unfortunately, this optimization problem is NP-complete because of 2|N | possible
solutions making the problem intractable for larger graphs. Nevertheless, an ap-
proximate discrete solution can be found efficiently when transforming the prob-
lem to the real value domain.

Finding the solution in the real value domain

The objective is to find the indicator vector q with

qi =
{

1 if xi ∈ V1

−1 if xi ∈ V2
(2.5)

which assigns each node (data point) to either V1 or V2. Let W be the matrix
with the point-to-point similarities wij and D be a diagonal matrix, whose (i, i)
entry is the sum of the entries of row i in matrix W. It can be shown that our initial
optimization problem

min
q

nCuts(q) (2.6)

is equivalent to

min
y

yT (D−W)y
yTDy

(2.7)
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with yTD1 = 0 and yi ∈ {1,−b}. Equation (2.7) is a Rayleigh quotient. If we
allow yi to take on real values, equation (2.7) can be rewritten as the generalized
eigenvalue system

(D−W)y = λDy. (2.8)

The solution of equation (2.8) is a set of eigenvalues and eigenvectors. According
to Rayleigh theory, the solution of equation (2.7) is contained in the eigenvectors
corresponding to the smallest eigenvalues. Due to technical implication when deal-
ing with nCuts, the eigenvector corresponding to the smallest eigenvalue (Fiedler
vector) contains a trivial and non-informative solution. So the best real valued so-
lution to our normalized cut problem is found in the eigenvector corresponding to
the second smallest eigenvalue.

Extraction of the indicator vector

The final indicator vector can be derived from the eigenvector corresponding to
the second smallest eigenvalue. Remember that the i-th entry of the eigenvector
indicates whether data point xi belongs to V1 or V2. A threshold has to be chosen
such that entries of the eigenvector that are smaller than the threshold are set to -1
and the others to 1. The best way to set the optimal threshold is to

1. sort the N eigenvector entries resulting in a sorted vector ri, i = 1 . . . N ,

2. compute nCuts(V1,V2) for thresholds (ri + ri+1)/2, i = 1 . . . N − 1 and

3. choose the threshold that minimizes nCuts.

It is also possible to take eigenvectors of higher eigenvalues (third, forth smallest,
etc.) into account, even though they are less reliable due to their mutual orthonor-
mal restriction (Shi and Malik, 2000).

2.2.2 Future Perspectives of spectral clustering

When analyzing spectral clustering algorithms, interesting connections to other
kernel-based methods from machine learning can be found which give interesting
insights and sometimes lead to direct improvements of spectral clustering.
It can be shown that the nCuts approach is equivalent to clustering with a hyper-
plane (Rahimi and Recht, 2004). nCuts transform the data to a feature space and
separate it with a hyperplane. This explains why nCuts are sensitive to outliers (and
break elongated clusters), since they pay more attention to points away from the
center. Rahimi and Recht derive an approach where each data point has uniform
weight, which makes the algorithm less sensitive to outliers. They also propose a
variant that only weights the data points near the separating hyperplane.
nCuts can also be seen as a special case of weighted kernel k-means (Dhillon et al.,
2001). Knowing this, nCuts can benefit from some improvements that exist for
k-means algorithms and bypass the expensive computation of eigenvectors of the
affinity matrix.
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Also, there is a direct equivalence between spectral clustering and kernel PCA
(Bengio et al., 2003). Both methods are special cases of a more general learning
problem: Learning the principal eigenfunction of a kernel.
Wang et al. (2005) show that there is an explicit relation between spectral clustering
and weighted kernel principal component analysis (WKPCA). In this way spectral
clustering can also be used for feature analysis, which they call spectral feature
analysis. This opens a wide field of application since feature selection is often a
prerequisite for clustering and classification issues.
Spectral Clustering becomes computationally expensive when the number of sam-
ples increases. The same problem is faced in image segmentation, since a large
number of pixels have to be processed. Charless Fowlkes et al. (2004) approaches
this problem by sampling the data set and interpolating between data points.
Zelnik-Manor and Perona (2005) deal with the automatic derivation of the number
of clusters and the handling of multi-scale data. They propose to use a local scale
(σi) for each data point xi and proposes a respective novel algorithm.
A context-dependent affinity that takes the neighborhood of data points into account
is proposed by Fischer and Poland (2004) and Fischer (2005). They introduce a
neighborhood size, which is less sensitive and results in a robust automatic deter-
mination of the kernel radius σ. Fischer and Poland notice that spectral clustering
is merely a method for determining the block structure of the affinity matrix and
propose a conductivity method that amplifies this block structure. Finally they pro-
pose to use a new k-lines algorithm instead of the often used k-means algorithm,
when recovering the final class assignment from the eigenvectors.
Bach and Jordan (2004) propose a complementary approach by defining a new
cost function based on an error measure between a given partition and a solution
from nCuts. Minimizing this cost function with respect to the partition leads to a
novel spectral clustering algorithm which even allows to learn the similarity ma-
trix from examples. Gu et al. (2001) propose a k-way graph clustering and k-way
bipartite graph clustering. Ding (2002) applies spectral clustering in a recursive
way as hierarchical divisive clustering and defines a stopping criteria for the recur-
sive clustering. Yu and Shi (2003) analyse the choice of eigenvectors as generator
for optimal solutions. Finally, it should be noted that spectral clustering proper-
ties need to be analyzed more intensively in the future to order to understand their
performance (Weiss, 1999; Kluger et al., 2003; Fischer and Poland, 2004).

2.3 Self-Organizing Maps

Since the introduction of the Self-Organizing Map (SOM) (Kohonen, 1990), it has
become a widely used tool for exploratory data analysis, visualization and classifi-
cation. A SOM is an artificial neural network that allows to map high-dimensional
data to a low dimensional discrete grid (the map) while trying to preserve the topol-
ogy of the original data space. Even though in principle any low dimensional grid
could be used, those types of maps are favored that allow a proper visualization



14 CHAPTER 2. MACHINE LEARNING ALGORITHMS

�
�
�
�

�
�
�
��
�
�
���

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

��
��
��
��

�
�
�
�

�
�
�
�
�
�
�
��
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

����

��
��
��
���

�
�
�

�
�
�
�

���
�
�
�

�
�
�
�

�
�
�
�

��
��
��
��

�
�
�
�
�
�
�
��
�
�
�

�
�
�
�
�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
� �
�
�
�

�
�
�
�
�
�
�
�

�
�
�
���

�
�
�
�
�
�
�
�

��

�
�
�
��
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
��
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
��

�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
��
�
�
�

�
�
�
�

�
�
�
�

���� �
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
���

�
�
�
� �

�
�
�

�
�
�
�

�
�
�
��
�
�
�

��
��
��
���
�
�
�

�
�
�
�

�
�
�
��
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

��
��
��
��

�
�
�
�

��

�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
��
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

��
��
��
��

��
��
��
���

�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
��

�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

��

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
� �

�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
��
�
�
�
�
�
�
�
�
�
�
��
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
� �
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

��
��
��
��

�
�
�
�
�
�
�
��

�
�
�

��
��
��
��

�
�
�
�

�
�
�
�

��
��
��
��

�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
�

��
��
��
��

�
�
�
� �
�
�
�

�
�
�
�

��
��
��
��

�
�
�
�

�
�
�
�

��
��
��
��

�
�
�
�

�
�
�
�

��
��
��
��
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
�

�
�
�
�

��
��
��
��

�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�

��
��
��
��
�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
� �
�
�
�

��
��
��
���

�
�
�

��
��
��
��

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�

��
��
��
��

�
�
�
�

��
��
��
��
�
�
�
�
�
�
�
�

��
��
��
���
�
�
�
�
�
�
�
�
�
�
��

�
�
�

�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
��

�
�
�
�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
�

��
��
��
��

�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
��
�
�
�

��
��
��
��
�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

��
�
�
�
�

�
�
�
�

��
��
��
�� �

�
�
�

��
��
��
��

�
�
�
�
�
�
�
��
�
�
�
�
�
�
��
�
�
�

�
�
�
����� ��

��
��
��
��

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

a) b) c)

Figure 2.2: In its traditional form, the Self-Organizing Map (SOM) is a two-
dimensional grid (a). The nodes of the SOM are adjusted by a learning rule in
such a way, that the predominant data structure is captured by the grid (b). For
visualization, the SOM grid can be mapped back to its two dimensions, and each
data item can be visualized by mapping it to its best matching node (c).

of the projected data. The traditional and most common type of map is the two-
dimensional grid (Figure 2.2), because of its straight-forward visualibility on any
two-dimensional display. This and other SOM types are discussed in detail in sec-
tion 2.3.1.
A training data set is required to train a SOM. Let D = {xi} be the data set con-

sisting of n items in a m-dimensional feature space. Each node r of the SOM grid
is associated with a prototype vector wr ∈IRm in this feature space. In the standard
version of the SOM, the prototype vectors are initialized with random values (a
better initialization is discussed in section 2.3.1). During the learning phase, the
objective is to adapt the prototype vectors in such a way that the main structure of
the data set is captured and that the data can subsequently be represented by the
prototype vectors. To achieve this, a feature vector x ∈ D is selected randomly in
each training step t. Its best matching node s is determined by

s = argmin
r
‖wr − x‖. (2.9)

The prototype vector of s, as well as those of neighboring nodes are adjusted ac-
cording to

∆wr = ηth(r, s)(x−wr). (2.10)

Thereby the neighborhood function is given by

h(r, s) = exp

(
−d (r, s)2

2σ2
t

)
. (2.11)

It is a Gaussian shaped function centered at the winner node s, which decays with
increasing node distance d(r, s) on the SOM grid (Figure 2.3). The neighboring
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wswr wr

wr

x

Figure 2.3: During learning, the best matching node s is determined for a randomly
selected feature vector x. The prototype vector of s, as well as its neighboring
nodes are adjusted towards the selected feature vector

function is defined in such a way, that the prototype vector of s is adapted the most
whereas adaptation decreases with distance to s on the SOM grid.
The learning rate ηt and the neighborhood size σt decrease continuously either in
a linear or exponential way. Let η1 be the starting learning rate and let ηT be the
learning rate in the last learning step T . The linear decreasing learning rate ηt at
training step t is given by

ηt = η1 −
t− 1
T − 1

(η1 − ηT ). (2.12)

The corresponding exponential learning rate is defined by

ηt = η1

(
ηT
η1

) t−1
T−1

(2.13)

The neighborhood size σt is computed accordingly. In this thesis, these parameters
are set as follows: T = 10000, η1 = 0.9, ηT = 0.1, σ1 = 10, and σT = 1.
After training is complete, any feature vector, being either from the training data
set or being a novel vector, can be mapped to the SOM in feature space. Thereby
each feature vector is mapped to its best matching node according to equation (2.9).
Besides its mapping functionality, a SOM can also be used as a classifier by assign-
ing a label to each node and by comparing this label to the true labels of all feature
vectors that have been mapped to this node (section 2.3.2).

2.3.1 SOM types

The structure of a SOM grid has to be chosen such that it satisfies the following
two conditions:

1. The topology of the original data space has to be preserved as well as possi-
ble.
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Figure 2.4: In a Torus SOM extra links are added between opposing nodes at the
borders of the standard rectangular SOM. This helps to avoid ”border” effects dur-
ing training. By removing the extra links of the Torus SOM, it can be visualized
like a standard rectangular SOM.

2. A visualization of the SOM grid has to be possible.

Rectangular SOM

The traditional and most common type of map is the two-dimensional grid (Fig-
ure 2.2), because of its straight-forward visualibility on any two-dimensional dis-
play. Both square and rectangular grids are used. It has been shown that the
SOM captures the two major dimensions of the data when mapping it to the two-
dimensional grid. Therefore it is a good idea to dimension the SOM grid according
to the two highest eigenvalues. The SOM nodes are initialized with respect to the
two corresponding eigenvectors.

Torus SOM

The rectangular SOM has the inconvenient property that nodes at the border of the
SOM often degenerate in feature space by focusing on outlier samples. To avoid
this ”border” effect, extra links are added between opposing nodes at the SOM
borders to form a Torus SOM (Figure 2.4). By removing the extra links of the
Torus SOM, it can be visualized like a standard rectangular SOM.

The Hyperbolic Self Organizing Map (HSOM)

A rectangular grid described in the previous sections, does not always correlate
with the intrinsic structure of the data it is applied to. Especially for hierarchi-
cally structured data, an exponentionally growing display is more adequate. This
property is offered by hyperbolic space. Its uniform negative curvature results in
a geometry such that the size of a neighborhood around any point increases expo-
nentially with its radius R. In a hyperbolic SOM (HSOM) this exponential scaling
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Figure 2.5: Construction of the H2SOM: The H2SOM is initialized with the root
node of the hierarchy placed at the origin of IH2. Then the nc children nodes of
the first sub hierarchy are placed equidistantly around the center node (a). During
a first phase, the top level ring of nodes is trained in the standard self-organized
fashion. After a fixed training interval, each node in the periphery is expanded
as indicated in b). This scheme is repeated until a desired hierarchical level is
reached (c).

property has already been successfully used to visualize high dimensional text data
(Ontrup and Ritter, 2005). The core idea of the HSOM is to employ a grid of nodes
in the hyperbolic plane IH2 which is then projected onto the IR2 for inspection.
The regular structure of formal nodes used by the HSOM is based on a tessellation
of the hyperbolic plane with equilateral triangles (Ritter, 1999).

Hierarchically growing HSOM (H2SOM)

The H2SOM employs the same sort of regular lattice structure already used for the
plain HSOM, but offers a hierarchically growing scheme: The H2SOM is initial-
ized with the root node of the hierarchy placed at the origin of IH2. Then the nc
children nodes of the first sub hierarchy are placed equidistantly around the center
node as shown in Figure (2.5a). The radius of the first ring is chosen such that
the hyperbolic distance of the first-level nodes to each other is the same as their
distance to the center node. The “branching” factor nc determines how many
nodes are generated at each level and how “fast” the network is reaching out into
the hyperbolic space. nc is lower-bounded by 7 but has no upper bound (Ontrup
and Ritter, 2006). During a first phase, the top level ring of nodes is trained in
the standard self-organized fashion. After a fixed training interval, each node in
the periphery is expanded as indicated in Figure (2.5b) and their reference vectors
become fixed. In the next learning phase adaptation “moves” to the nodes of the
new hierarchy level. This scheme is repeated until a desired hierarchical level is
reached (Figure 2.5c). Two advantages arise from this kind of training. First, the
built-up hierarchy allows a fast best match tree search permitting speed-ups of sev-
eral orders of magnitude compared to a standard SOM or HSOM search. Second,
the H2SOM forces the nodes in each ring to structure the data on different levels,
i.e. hierarchies. In the first step the primary structure of the data is captured when
the input data is projected to the nc nodes of the first ring. A finer data categoriza-
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tion is obtained in the second step and so on.

2.3.2 SOM classifier

A SOM can be used as a classifier by assigning a label to each node, and by com-
paring this label to the true labels of all feature vectors that have been mapped
to this node. This feature space segmentation requires a labeled training data set
D = {(xi, yi)}, i = 1, . . . , N . Each feature vector xi of class yi ∈ {1, . . . , C}
is mapped to the trained SOM. To assign a label to each SOM node, two voting
schemes are presented.

Majority voting

Majority voting is the canonical way to assign a label to each node: The node label
is given by the class with the majority of feature vectors mapped to that node. This
voting scheme is simple but has the major drawback, that feature vectors that have
been mapped to neighboring nodes are not taken into account at all. This leads
to instabilities of this voting scheme. Furthermore, a label cannot be assigned to
nodes to which no feature vector has been mapped. Especially for large SOMs this
is a striking problem. One solution is to partition the SOM nodes into k clusters
(Vesanto and Alhoneimi, 2000) at the price of introducing a new parameter k.

Gaussian weighted voting

The gaussian weighted node labeling offers a more robust way to assign a label
to each SOM node. Therefore, the association of each node to each class c ∈
{1, . . . , C} is computed by summing up the gaussian weighted distances to all
nodes, to which a feature vector with label c has been mapped. The association
a(r, c) of node r to label c is thus given by

a(r, c) =
∑
i, ci=c

h(r, si). (2.14)

The label nr of node r is defined by

nr = argmax
c

a(r, c) (2.15)

In this thesis, best results have been obtained when setting the neighborhood size
σ in equations (2.11) and (2.14) to σ2 = 0.5 (chapter 8).

Classification error

The classification error e is obtained by mapping each feature vector of the testing
data set to its best matching node of the trained SOM. By comparing the true class
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Figure 2.6: A mapping is locally topology preserving if the two nearest nodes
si and ti of each feature vector xi are adjacent (a). Otherwise there is a local
topographic error (b). The (global) topographic error is obtained by averaging the
local topographic error over all feature vectors in the data set.

label yi of the i-th feature vector to the label ni of its best matching node, e can be
computed by

e =
∑

i 1− δ(yi, ni)∑
i 1

. (2.16)

There δ is the Kronecker delta with δ(i, j) = 1 if i = j and δ(i, j) = 0 otherwise.

2.4 Topology Preservation for SOMs

For trained SOMs, several evaluation methods have been developed.

2.4.1 Topographic error

The topographic error Et proposed by Kiviluoto (1996) is a measure for topology
preservation. A mapping is locally topology preserving if the two nearest nodes of
a feature vector are adjacent (Figure 2.6a), otherwise there is a local topographic
error (Figure 2.6b). The (global) topographic error is obtained by averaging the
local topographic error over all samples. Let si be the best matching node for
sample xi (equation 2.21) and let ti be the second best matching node, which is
given by

ti = argmin
r,r 6=s

‖wr − xi‖. (2.17)
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The topographic error Et is then given by

Et =
1
n

n∑
i=1

u(xi) (2.18)

with

u(xi) =
{

0 if node s and node t are adjacent
1 otherwise

(2.19)

2.4.2 Quantification error and distortion

The SOM algorithm is a vector quantization method, since it maps the data to a
finite number of nodes in the feature space. The (squared) distance between an ob-
served feature vector xi and its nearest reference vector wsi in feature space is the
(quadratic) quantization error (de Bodt et al., 2002). Summing up the quantization
error over all feature vectors yields the distortion D:

D =
n∑
i=1

‖xi −wsi‖ (2.20)

with
si = argmin

r
‖wr − xi‖. (2.21)

A low distortion indicates that the reference vectors have been positioned close to
the data items in feature space. However, it should be noticed, that the distortion
approaches zero in any case with a sufficient large number of SOM nodes and a
sufficient small final learning rate ηT . Thus, a distortion close to zero does not
necessarily indicate a high global topology preservation of the SOM.

2.4.3 Trustworthiness and Discontinuities

The SOM algorithm is a projection method, since it projects data to a lower di-
mensional space. To capture errors that arise in a projection, Venna and Kaski
(2005) developed the measures trustworthiness and discontinuities. Trustworthi-
ness is based on the idea that samples that are close to each other in the original
data space should also be close to each other in the projected space. Let Uk(i) be
the set of those samples that are in the neighborhood of size k around sample i in
the projected space, but not in the original data space. Furthermore, let r(i, j) be
the rank of sample j with respect to its distance from sample i in the original data
space (Figure 2.7). The trustworthiness Mt(k) is then defined by

Mt(k) = 1− 2
nk(2n− 3k − 1)

n∑
i=1

∑
j∈Uk(i)

(r(i, j)− k) . (2.22)
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Figure 2.7: In this example, sample i has six neighboring samples. According to
their distance to sample i, a rank is assigned to each neighboring node in the orig-
inal space. After projection the order of the neighboring nodes might be altered.
Let Uk(i) be the set of those samples that are in the neighborhood of size k around
sample i in the projected space, but not in the original data space. In (a), all sam-
ples except the one of rank 4 are projected correctly. Here the neighborhood size
is set to k = 3. This leads to Uk(i) = {4} and a trustworthiness of 5/6 for sample
i. In (b), all samples in the neighborhood around sample i are misplaced after the
projection. This leads to a trustworthiness of zero for sample i.

The measure discontinuities is based on the contrary idea that samples that are
close to each other in the projected space should have been close to each other
in the original data space. Let Vk(i) be the set of those samples that are in the
neighborhood of size k around sample i in the original data space, but not in the
projected data space. Furthermore, let r̂(i, j) be the rank of sample j with respect
to its distance from samples i in the projected space. The discontinuities is then
defined by

Md(k) = 1− 2
nk(2n− 3k − 1)

n∑
i=1

∑
j∈Vk(i)

(r̂(i, j)− k) (2.23)

Venna and Kaski (2005) also propose to combine trustworthiness and discontinu-
ities to a topology preservation index M̂ defined by

M̂ = (1− λ)M1(k) + λM2(k), (2.24)

with λ controlling the trade-off between trustworthiness and discontinuities.
When applying trustworthiness and discontinuities to SOMs, different samples can
have the same distance to each other on the discrete SOM grid. In this case, inter-
mediate ranks have to be assigned to these samples.
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There are two different ways to compute distances in the projected space, i.e. on
the SOM grid. The canonical way to compute distances between projected samples
is to compute their distance on the SOM grid. However, when applying the SOM
for visualization purpose, the application of the metric as used for the visualization
might be more appropriate. For the rectangular or torus SOM this metric is the
Euclidean metric, since data is projected to the two-dimensional flat Euclidean
space for visualization.

2.4.4 Measures based on correlations of distances

In order to check if a SOM training is topology preserving, point-to-point distances
in the original space and the projected space can be compared. Let d1

ij be the
distance between data points i and j in the original space, and let d2

ij be the distance
between data points i and j in the projected space. For notation simplicity, let the
distance vector d̃l, l = 1, . . . , q denote all distances dij , i 6= j, q = N(N−1)

2 , with
N being the number of samples.
The (linear) correlation coefficient c between the two distance vectors d̃1and d̃2 is
defined as

c =
∑q

l=1(d̃1
l − d̄1)(d̃2

l − d̄2)√∑q
l=1

(
d̃1
l − d̄1

)2
√∑q

l=1

(
d̃2
l − d̄2

)2
, (2.25)

with d̄ being the mean of all d̃l. The correlation coefficient c is bounded by [−1, 1].
c = 1 indicates a perfect correlation between the two distance vectors and thus a
high global topology preservation, whereas c = 0 indicates no correlation.
A more robust measure can be obtained when ranks of distances are considered
instead of the distances themselves. Bezdek and Pal (1995) apply Spearman’s ρ
to compute the quality of a metric topology preserving (MTP) transformation by
computing the linear correlation coefficient of ranks of distances in the feature
space and the projected space. In fact, Spearman’s ρ can be used for any two
distance vectors d̃1 and d̃2 when defining it as the linear correlation coefficient Rl
and Sl

ρSp =
∑

l(Rl − R̄)(Sl − S̄)√∑
l

(
Rl − R̄

)2√∑
l

(
Sl − S̄

)2 , (2.26)

where Rl and Sl are the ranks of the considered distance vectors d̃1 and d̃2. Spear-
man’s ρ is a measure for the global metric preservation of a projection and is
bounded by [-1,1]. A Spearman’s ρ of one indicates a complete metric preser-
vation. As ρSp decreases from one, the projection is becoming less MTP. A Spear-
man’s ρ of zero indicates a complete random projection in terms of distance preser-
vation.



2.5. K-NEAREST NEIGHBOR CLASSIFIER 23

2.5 k-nearest neighbor classifier

The k-nearest neighbor (knn) classifier belongs to the supervised learning algo-
rithms (Hastie et al., 2001). Because of its simplicity, it is often used as standard
classifier in machine learning. The knn classifier directly uses the training data to
assign a label to a new feature vector by considering the labels of the k most similar
feature vectors in the training data set according to some predefined metric. A new
feature vector is classified by a majority vote of its neighbors in feature space. An
explicit training phase does not exist.
The parameter k specifies the number of neighbors. It can either be set by the
user or it can be computed using cross-validation. In general, larger values of k
make the knn classifier more robust against noisiness and outliers. However, small
classes become underrepresented for large k.



Chapter 3

Data

Data from two major fields of current genetics are used throughout this thesis: The
first one is data from gene expression experiments. DNA microarray technology al-
lows to measure the activity of thousands of genes for hundreds of subjects, which
constitutes the primary data. The secondary data in this domain consists of clinical
data and outcome for each subject. The second type of data in this thesis originates
from the domain of sequence analysis. In this field, the primary data consists of
DNA sequences, each sequence containing up to several millions of base pairs. In
this context, the secondary data consists of taxonomic information from phyloge-
netics.

3.1 DNA Microarray technology

DNA microarray technology permits to simultaneously measure the expressions of
thousands of genes in a tissue sample of interest. Advances of molecular meth-
ods like the polymerase chain reaction (PCR), the transcription of DNA to RNA
and vice versa, the development of fluorescent dyes for labeling complementary
DNA (cDNA), as well as the development of compact microarray chips let to a
high-throughput technology that is applied in an increasing number of studies and
is almost ubiquitous in biomedical research (Allison et al., 2006). Nowadays, the
simultaneous screening of the current expression of all genes of interest allows to
study diseases at their molecular level. Especially for cancer research, the appli-
cation of microarray technology has become a standard tool (Perou et al., 2000;
Ochs, 2003; Brennan, 2005).
A DNA microarray chip consists of thousands of tiny spots, one for each gene (Fig-
ure 3.1g). Each spot contains a high amount of a specific DNA oligonucleotide,
which is a short DNA sequence and highly specific for this gene. To measure the
gene expression in a sample of interest (Figure 3.1a), mRNA is extracted from this
sample (Figure 3.1c). The same is done for some reference sample (Figure 3.1b
and 3.1d), which consists of a mixture of normal tissue or a mixture of all ana-
lyzed tumors in cancer research. The mRNA of both the sample of interest and the

24
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reference sample is transformed to cDNA by reverse transcription. The resulting
cDNAs are labeled with two different fluorescent dyes: The cDNA of the sample
of interest is marked with a Cy-5 dye (red) (Figure 3.1e), whereas the cDNA of the
reference sample is marked with a Cy-3 dye (green) (Figure 3.1f). The cDNAs are
mixed and put on the DNA microarray chip (Figure 3.1g). Hybridization occurs in
those spots where the cDNA of the sample of interest and/or the reference sample
matches one of the specific DNA oligonucleotides located in the spot. All cDNA
that did not hybridize is washed off the chip. An excitation with laser beams of
wavelengths 670 nm (for the red dye) and 570 nm (for the green dye) indicates the
amount of hybridized cDNA and can be measured by a laser scanner (Figure 3.1h).
Image processing software is used to capture the amount of red and green light that
is emitted from each spot on the chip. Let Ri be the amount of red light and let Gi
be the amount of green light of gene i. Then the log-scaled ratio Mi (sample of
interest to reference sample) is given by

Mi = log2

Ri
Gi

(3.1)

and the log-scaled intensity Ai is given by

Ai = log2

√
RiGi. (3.2)

Mi = 0 indicates no change in gene expression, Mi = 1 indicates a two-fold
over-expression, Mi = 2 a 4-fold over-expression, whereas Mi = −1 indicates a
two-fold under-expression, et cetera.

3.1.1 Intensity-dependent normalization

Besides many image processing and normalization challenges (Yang et al., 2002)
that have to be solved, one major difficulty for obtaining unbiased gene expres-
sion ratios is its dependency on the signal intensity A. In Figure (3.2a) the ratio
Mi is plotted as a function of Ai. It can be seen that Mi slightly depends on Ai.
Locally weighted scatter plot smoothing (lowess) developed by Cleveland (1979)
and Cleveland and Devlin (1988) is probably the most popular method that is used
to exclude this dependency. Lowess applies a locally weighted polynomial regres-
sion at each (Mi, Ai) point in the data set. A user-defined smoothing parameter
α determines the fraction of data that should be used to fit a local low-degree (up
to quadratic) polynomial. A weight function gives more weight to points that are
near the point of estimation and less weight to points that are further away. In Fig-
ure (3.2b) the lowess function is computed for the smoothing parameters α1 = 0.05
(red line), α2 = 0.2 (green line), and α3 = 0.8 (blue line). A high α leads to a
smooth and stable regression function, whereas a small α produces a regression
function that captures small fluctuations in the data.
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3.1.2 Visualization

In order to get a first impression of the data, the microarray data is often clus-
tered and visualized using hierarchical agglomerative clustering (section 2.1). Fig-
ure (3.3) displays data from the Bielefeld breast cancer project. Each square of the
microarray data represents the expression of a specific gene and subject (sample)
compared to reference. The gene expression is displayed with a color scale rang-
ing from light green (high up-regulation), over dark green (low up-regulation), to
black (normal expression), dark red (low down-regulation) and red (high down-
regulation). The microarray data is clustered both with respect to subjects and with
respect to genes (Figure 3.3a). The hierarchical clustering result is displayed as a
tree on the top and on the left side of the data (Figure 3.3b and 3.3c). The rows and
columns are permuted according to the leaves of the cluster trees.
In medical studies the clustered microarray data is often displayed in combination
with clinical data. Clinical data that is available for the subjects is displayed be-
tween the top cluster tree and the microarray data (Figure 3.3d). It is also permuted
according to the leaves of the cluster trees. Categorical data is displayed using dis-
tinct colors. Interval and ordinal data is displayed using a color scale from black
(lowest value of the considered subject) to white (highest value).

3.2 Sequence and taxonomic data

Modern high-throughput sequencing technologies for DNA samples have revolu-
tionized the field of genomics in recent years (Venter and et al., 304; McHardy
et al., 2007). Nowadays, vast amounts of small DNA fragments can be sequenced
at low costs using the Sanger technology (Sanger et al., 1977) and 454 Pyrose-
quencing (Margulies et al., 2005). Sequence assembling tools based on sophisti-
cated computer algorithms are able to reassemble the resulting small DNA frag-
ments to complete genomes. In the last years many organisms have already suc-
cessfully been sequenced and their complete DNA sequences are stored in public
databases accessible via internet (Overbeek et al., 2005). The modern sequencing
technologies and the public databases containing complete DNA sequences enable,
for the very first time, studies on a large number of species on a genomic level. A
novel field of high interest is metagenomics (Handelsmann et al., 2007), which is
the study of the complete genetic material directly recovered from the environment.
Studies on ribosomal RNA (rRNA) indicate that traditional sequencing methods,
that require a cultivation of the organisms, are unable to identify more than 1%
of present prokaryotic organisms in a sample. Next generation sequencing tech-
nologies like the pyrosequencing developed by 454 Life Science bypass the step
of cloning and enable to access the 99% of organisms that could not be cultured
before and led to a regaining high interest in microbiology. With the advent of
these novel sequencing technologies, it is now possible to address the study of the
complete microbial diversity of sampled communities at low costs.
Many new insights into life can be obtained when the sequence data is not studied
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Sanger technique 454 pyrosequencing
• 99.9% accuracy • 99.5% accuracy
• slow • fast (≈100Mb/7h-run)
• expensive • cheap (≈ 8000$ /run)
• requires cloning • no cloning required
• creates reads of 800-1000 bp • creates reads of 100-250 bp

Table 3.1: Advantages and disadvantages of the Sanger technique and 454 Pyrose-
quencing

in isolation, but when it is linked to data that is already available for the sequenced
organisms. Some important information about species can be obtained from phy-
logenetics1, which studies the evolutionary relationship between organisms in a
phylogenetic tree (Figure 3.4), also referred to as Tree Of Life. However, analyses
that can make use of both DNA sequences and phylogenetic information require
new algorithmic approaches as it will be discussed in chapter 8 and chapter 9. This
chapter focuses on the acquisition of sequence and taxonomic data.

3.2.1 DNA sequence data

The deoxyribonucleic acid (DNA) contains the genetic information that is used
by all living organisms to encode proteins and their regulatory mechanisms. The
sequence of the four nucleotides (adenine (A), guanine (G), cytosine (C), and
thymine (T)) directly determines the encoded peptides and proteins by making use
of the genetic code for transcription. Therefore, the decoding of the sequence of
nucleotides is of utmost importance to gain new insights into the functioning of
organisms on an intra-cellular genomic level.
In order to study biological processes on a genomic level, various biomedical meth-
ods have been developed to determine the order of nucleotides in a DNA strand.
The Sanger technique (Sanger et al., 1977) is probably the most commonly applied
sequencing technology. It allows to sequence genomic fragments up to 1 Kb with
high accuracy (Table 3.1). However, Sanger sequencing is slow, expensive and re-
quires cloning. A novel technology that has gained much interest in recent years
is 454 pyrosequencing (Margulies et al., 2005). Even though it can only sequence
DNA fragments up to 250 bp, it is cheap and very fast and has the major advantage
that it does not rely on cloning.
Usually the sequence of an organisms consists of several millions or even billions
of nucleotides. To obtain genomic fragments that are short enough to be processed
by Sanger technology and 454 pyrosequencing, the complete sequence have to be
truncated in several smaller pieces. Shotgun sequencing is a technique that ran-
domly cuts (using enzymes) or shears (using mechanical forces) long DNA strands

1gr.(phylon): tribe, race
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into smaller fragments of 1 Kb at the most. Both the Sanger technology and 454
pyrosequencing make use of shotgun sequencing to obtain genomic fragments that
are short enough to be sequenced.

3.2.2 Sanger sequencing

The Sanger technique sequences DNA fragments with high accuracy, but with the
restriction that it can only be applied on organisms that can be cultured (Table 3.1).
At first, high-throughput shotgun sequencing is used to create DNA fragments of
maximal 1 Kb of the target organism or organisms. These fragments are inserted
into a DNA vector (bacterial plasmid) for amplification in Escherichia coli to ob-
tain many copies of the various fragments. After purification from the bacterial
cells (Fraser and Fleischmann, 1997), the amplified DNA can be sequenced using
the chain termination method developed by Sanger et al. (1977) to obtain sequence
reads. A sequence read is a genomic fragment up to 1 Kb for which the sequence,
i.e. the nucleotides and their order, is known. In order to reconstruct the complete
sequence of the original DNA strand, assembly methods have to be applied. As-
sembly methods make use of overlapping regions of different sequence reads to
assemble them to contigs (Sterky and Lundeberg, 2000), which can then be used
to reconstruct the complete sequence of the original DNA strand.

3.2.3 454 Pyrosequencing

Pyrosequencing is a novel ultra-fast sequencing technology, that can sequence
whole genomes at very low costs and does not rely on cloning of the target or-
ganism (Margulies et al., 2005). It is licensed to 454 Life Science (therefore it is
often referred to as 454 Pyrosequencing), who improved pyrosequencing by using
a novel parallel sequencing-by-synthesis approach to achieve the high-throughput
sequencing technology of today. Single-stranded DNA of lengths up to 300 bp
created by shotgun sequencing is completed to a double-stranded DNA by syn-
thesizing the complementary strand along it, nucleotide by nucleotide. The four
nucleotides (adenine, guanine, cytosine, and thymine) are repeatedly washed over
the setup one after the other. Each time a nucleotide can be included in the growing
complementary strand, an enzymatic reaction is triggered that causes a light sig-
nal. The high speed of the technology is due to the massively parallel processing
of many single-stranded DNA fragments. The major drawback of this method is
that it is limited to DNA fragments up to 300 bp, which is shorter than the DNA
fragment of up to 1000 bp that can be processed by the Sanger chain termination
method. However, pyrosequencing is rapidly improving and it is expected to pro-
cess DNA fragments up to 500 bp in the near future.
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3.2.4 Nanopores

Sequencing using nanopores is a current field of high interest in microbiology.
Nanopores have the potential to sequence DNA fragments of any length. Cloning
and assembling is not required, since a single DNA sequence is sufficient for the
sequencing process. Nanopores are theoretically capable to sequence DNA se-
quences with repetitive regions. However, they have not yet left the experimental
state.
Sequencing using nanopores follows a complete different approach (Fologea and
et al., 2005) compared to Sanger sequencing and 454 pyrosequencing. It makes
use of transmembrane proteins that have a diameter of about 1 nm. An electric
potential is applied across the nanopore. Some ions pass through the nanopores
and create a slight electrical current. A DNA that passes through the nanopore
can only pass through it nucleotide by nucleotide. Since most of the nanopore is
blocked by a nucleotide, the current that passes through the nanopore is influenced
by a characteristic degree by each of the four nucleotides. The dynamic change
of current flow theoretically allows to determine the order of nucleotides of the
sequence that passes through the nanopore.

3.2.5 Genetic material used in this thesis

Next generation sequencing technologies like the pyrosequencing developed by
454 Life Science bypass the step of cloning and enable to access the 99% of or-
ganisms that could not be cultured before and led to a regaining high interest in
microbiology. With the advent of these novel sequencing technologies, it is now
possible to address the study of the complete microbial diversity of sampled com-
munities at low costs.
With the arrival of these novel sequencing technologies that enable the sequencing
of genomes at large scales at low costs, it is now possible to address issues that
could not be examined before. Novel methodologies are needed to analyze the
high amounts of DNA sequences in combination with supplementary knowledge
about the sequenced organisms. When developing novel methodologies it is neces-
sary to evaluate them in simulated scenarios with standardized settings and labeled
data. In order to construct such a standardized scenario, sequence data from 350
different species (155 Genera, 66 Orders, 34 Classes, 18 Phyla) from either the
Bacteria or Archaea superkingdom has been obtained from the public available
SEED database2, 3 (Overbeek et al., 2005). This palette of species with genomes
ranging from 432 Kb to 9660 Kb represents a great majority of the microbial world
sequenced up-to-date. Either the complete sequences or fragments of 0.2 to 50 Kb
are considered4. The usefulness of the approaches in the following chapters is

2http://www.nmpdr.org/FIG/index.cgi
3This work has been performed by Naryttza N. Diaz (Center of Biotechnology, Bielefeld Univer-

sity.
4eight is the maximal number of disjunct DNA fragments of 50 Kb obtainable from the shortest

http://www.nmpdr.org/FIG/index.cgi
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shown on complete sequence data as well as on the large spectrum of different
sequence lengths, as it occurs in metagenomic studies. Thus, the results are not
biased towards the diversity of specific metagenomic samples. Nevertheless, the
ultimate goal of the approaches is to apply them to real-world metagenomic data,
but this is beyond the scope of this thesis.

3.2.6 Taxonomy

All existing organisms have evolved from one common ancestor according to the
theory of evolution proposed by Darwin (1859). Studying the finches that inhabit
the Galapagos archipelago, Darwin envisaged the fact that evolutionary forces can
drive the bearing of new species from existing ones. Since then, the ultimate goal
of many biologists is to obtain a hierarchical classification or taxonomy able to
map the evolutionary relationships between species. Traditionally, evolutionary re-
lationships were established using morphological characteristics (e.g. number of
legs), still valid in the analysis of fossil records and in traditional taxonomy stud-
ies. The evolutionary relationship between all existing species can be modeled and
visualized by the ”tree like structure” which is known as the tree of life in science.
Superkingdom, Phylum, Class, Order and Genus represent the most commonly
used taxonomic categories with Superkingdom being the most general class (Fig-
ure 3.5). The complete taxonomic information of the set of species analyzed in this
thesis was obtained from the taxonomy database located in the US National Center
for Biotechnology Information (NCBI)3 (Wheeler et al., 2002).
The considered 350 species are categorized on the most commonly used taxonomic
ranks Superkingdom, Phylum, Class, Order, and Genus in the tree of life (3.5).
On the first rank, the species are categorized in the two different superkingdoms
Archaea and Bacteria. On the second rank, all species of the superkingdom Ar-
chaea are subdivided in the three phyla Crenarchaeota, Euryarchaeota and Nanoar-
chaeota. All species of the superkingdom Bacteria are subdivided in 15 different
phyla (from Actinobacteria to Thermotogae). Finer subdivisions are obtained by
the categories Class, Order, and Genus on the ranks three to five. Each genus com-
prises at least one species.

genomic sequence consisting of 432 Kb
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sample of interest (cancer cells) reference sample (normal cells)
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to cDNA and

labeling
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mixing cDNA
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microarray chip
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Cy3 dye

scanning
andexcitation 
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Figure 3.1: To measure the gene expression in a sample of interest (a), mRNA is
extracted from the sample (c). The same is done for some reference sample (b,
d). The extracted mRNA is transformed to cDNA by reverse transktiption. The
cRNA of the sample of interest is marked with a fluorescent Cy-5 dye (e), whereas
the cRNA of the reference sample is marked with a fluorescent Cy-3 dye (f). The
resulting cRNA are mixed and put on the DNA microarray chip (g). Hybridization
occurs in those spots where the cDNA matches the specific DNA oligonucleotide
in the spot. All other cDNA is washed off the plate. An excitation with laser
beams indicates the amount of hybridized cDNA and can be measured by a laser
scanner (h).
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Figure 3.2: In (a) the ratio Mi is plotted as a function of Ai. It can be seen that
Mi is slightly dependent on Ai. This dependency can be excluded using locally
weighted scatter plot smoothing (lowess) (b). The lowess function is computed
for the smoothing parameters α1 = 0.05 (red line), α2 = 0.2 (green line), and
α3 = 0.8 (blue line). A high α leads to a smooth and stable regression function,
whereas a small α produces a regression function that captures small fluctuations
in the data.
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Figure 3.3: Visualization of clustered microarray data and clinical data: The gene
expression data is displayed by colored squares, each one representing a specific
gene and sample. A green square represents an up-regulation, a black square a
normal expression and a red square a down-regulation compared to reference. The
microarray data is clustered both with respect to subjects and genes (a). The hier-
archical clustering result is displayed as a tree on the top and on the left side of the
data (b and c). The rows and columns are permuted according to the leaves of the
cluster trees. Clinical data that is available for the subjects is displayed between
the top cluster tree and the microarray data (d).
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Figure 3.4: This rooted phylogenetic tree assumes that all organisms have evo-
lutionized from one common ancestor to form the three superkingdoms Bacteria,
Archaea, and Eukaryota. At the first node the superkingdom Bacteria is separated
from Archaea and Eukaryota, which are subsequently separated from each other.
Finer division can be observed in higher areas of the phylogenetic tree. The degree
of relationship between any two organisms is directly modeled by their shortest
connecting path.
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Figure 3.5: The considered 350 species of the superkingdoms Archaea and Bac-
teria are categorized on the most commonly used levels Superkingdom, Phylum,
Class, Order, and Genus in the Tree of Life. Due to space limitations, some cat-
egories are left out in the display (dashed lines). On the first level, the species
are categorized in the two different superkingdoms Archaea and Bacteria. On the
second level, all species of the superkingdom Archaea are subdivided in the three
phyla Crenarchaeota, Euryarchaeota and Nanoarchaeota. All species of the su-
perkingdom Bacteria are subdivided in 15 different phyla (from Actinobacteria to
Thermotogae). Finer subdivisions are obtained by the categories Class, Order, and
Genus on the levels three to five. Each genus comprises at least one species. The
color codes are used for visualizations in chapters 8 and 9.



Chapter 4

Cluster Validation

The analysis of novel high-dimensional complex data usually starts with the appli-
cation of unsupervised cluster algorithms. These permit a first inspection into the
data by revealing patterns, structures and groups that are specific for the considered
data set (Duda et al., 2001; Hastie et al., 2001; Jain et al., 1999). Especially for
biological data a clustering is of utmost importance, since the underlying data dis-
tribution is usually unknown, and many unexpected patterns are hidden on different
levels in the data. Microarray technology has revolutionized the field of biomedi-
cal research in the last decade. Vast amounts of gene expression data are produced
by an continuously increasing number of studies and experiments (Quackenbush,
2001; Ochs, 2003), confronting the researcher with the difficult task to extract the
information of interest. Microarray data is usually characterized by a high dimen-
sionality (many genes), few data points (few samples or experimental conditions),
a low signal-to-noise ratio, outliers, and missing values making many standard sta-
tistical test methods applicable only to a limited extend.

When exploring this microarray data, the analysis very often includes unsuper-
vised cluster algorithms. Unlabeled data is divided into natural groups, which may
correspond to particular macroscopic phenotypes or functional categories. The
cluster algorithms can be classified as hierarchical, partitioning and density-based
methods (Duda et al., 2001; Hastie et al., 2001; Jain et al., 1999). Hierarchical ag-
glomerative clustering (Hartigan, 1975b; Eisen et al., 1998; Golub and et al., 1999;
Quackenbush, 2001) is the basis for most visual data mining tasks in microarray
applications, since in the cluster tree (alias dendrogram) the intrinsic hierarchi-
cal cluster structure of a data set is visually accessible at once. Other traditional
approaches that are well-known and are willingly taken because of their algorith-
mic simplicity and availability in standard software packages (Handl et al., 2005)
are k-means (Tavazoie et al., 1999), fuzzy c-means (Gasch and Eisen, 2002), fi-
nite mixture models (Yeung and et al., 2001), and Self-Organizing Maps (Tamayo
et al., 1999). Nevertheless, recently developed algorithms like normalized cuts
(Shi and Malik, 2000), a spectral clustering approach, have also been applied to
microarray data (Kluger et al., 2003; Xing and Karp, 2001). Some clustering tech-

36
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niques have even been developed for the explicit analysis of gene-expression data:
Bi- alias coclustering simultaneously clusters samples and genes and allows to dis-
cover more coherent and meaningful clusters (Cheng and Church, 2000; Cho et al.,
2004; Madeira and Oliviera, 2004). Coupled two-way clustering identifies subma-
trices and partitions samples and genes into biological relevant classes (Getz and
et al., 2000).
Despite the diversity of the various cluster algorithms, all of them suffer from some
fundamental weaknesses: Cluster algorithms do not say anything about the relia-
bility of their produced clustering result. Even for complete random data that does
not contain any structure, a clustering result is returned. The clustering result also
depends on the algorithm used as well as on algorithm-specific settings. Most clus-
ter algorithms favor partitions that are in line with their own clustering criterion,
e.g. k-means clustering tends to detect spherical clusters (Azuaje, 2005). It is com-
mon practice that the estimating of the reliability of a clustering result is left to the
researcher, which is a highly subjective process. Researches may overrate clusters
that reinforce their own assumptions, and ignore surprising and contradictory re-
sults (Kell and Oliver, 2004; Handl et al., 2005). The subjective visual inspection
alone is not sufficient to rate clustering results. It is also completely insufficient
when thousand of possible clustering results generated by different algorithms and
settings have to be evaluated.
Cluster indices are cluster validation techniques that provide an objective measure
of a clustering result. The quality of a clustering is assessed by evaluating the
data inside the clusters and by quantifying the amount of global structure captured
by the clustering. Cluster indices can be grouped into internal and external ones
(Halkidi et al., 2001; Handl et al., 2005). Azuaje (2005) uses the terms statistical
and biological, respectively, to indicate that additional biological knowledge about
the clustered data is required for an external validation.
The following overview over the most popular internal and external cluster indices
is limited to crisp clustering results. This means that exactly one label is assigned
to each data item. Validation techniques for fuzzy clusterings are not discussed.

4.1 Internal cluster indices

Internal indices evaluate the quality of a cluster by using only intrinsic information
of the data. They use the same data which has been used by the cluster algorithm
itself. To measure how well a given partitioning corresponds to the natural cluster
structure of the data, many different internal cluster indices have been developed
in the last decades. Several techniques assess both intra-cluster homogeneity and
inter-cluster separation to compute a final score out of them. They are based on
the fundamental principal that a good clustering result is characterized by a low
intra-cluster variance and a high inter-cluster variance.
Let D be a data set with n elements. Let us assume, that D has been partitioned
into k clusters by some crisp clustering algorithm (e.g. k-means clustering) Let xi
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Figure 4.1: The intra-cluster variance (a) is a measure for the sample distances
inside the clusters and the inter-cluster variance (b) is a measure for the distances
between cluster centers.

denote the i-th sample of the complete data set and let xij denote the j-th sample
of the i-th cluster. Furthermore, let ni be the number of samples in the i-th cluster,
let

µi =
1
ni

ni∑
j=1

xij (4.1)

be the center of the i-th cluster, and let

µ =
1
n

k∑
i=1

ni∑
j=1

xij (4.2)

be the center of all samples.
The most popular internal cluster validity indices are summarized in the follow-
ing sections. Most of these measures have already been successfully applied on
microarray data (Chen et al., 2002), and are integrated in software packages for
analysis of gene expression data (Bolshakova et al., 2005; Bolshakova and Azuaje,
2006)

4.1.1 intra- and inter-cluster variance

The intra-cluster variance σintra (Figure 4.1a), also referred to as Homogeneity
(Shamir and Sharan, 2001) or cluster compactness, is a measure for the sample
distances inside the clusters and is defined as

σintra =
1
n

k∑
i=1

ni∑
j=1

‖xij − µi‖ (4.3)
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a) b)

Figure 4.2: A good clustering result (a) is characterized by sharp clusters and a
good separation, whereas a poor clustering result (b) is characterized by blurred
clusters and a poor separation.

The inter-cluster variance σinter (Figure 4.1b) of a crisp partitioning is a measure
for the distances between cluster centers and is defined as

σinter =
1
k

k∑
i=1

ni‖µi − µ‖ (4.4)

The sum of the intra-cluster and the inter-cluster variance is constant for a data set.
k-means clustering minimizes the intra-cluster variance and thus also maximizes
the inter-cluster variance.
The ratio R of inter-cluster variance to intra-cluster variance

R =
σinter

σintra
(4.5)

combines the two measures to a score that can be used for cluster validation. A
sharp clustering result indicates a good separation and can be identified by a highR
(Figure 4.2a), whereas a poor clustering result with blurred clusters is characterized
by a low R (Figure 4.2b).

4.1.2 Calinski Harabasz Index

The Calinski Harabasz Index (Calinski and Harabasz, 1974) uses a statistical more
reasonable definition of the intra and inter variance, since it takes the degrees of
freedom into account.

σ̂intra =
1

n− k

k∑
i=1

ni∑
j=1

‖xij − µi‖ (4.6)

σ̂inter =
1

k − 1

k∑
i=1

ni‖µi − µ‖ (4.7)

The Calinski Harabasz Index is then defined as

C =
σ̂inter

σ̂intra
(4.8)
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Dk

a) Index I b) Separation

Figure 4.3: The maximal distance Dk between the cluster centers is used for nor-
malization when computing the intra-cluster variance for the Index I (a). In order
to compute the Separation of a partition, distances between any two cluster centers
are weighted by the product of the number of samples in either of the both clusters
(b). The weight is coded by the link thickness in this figure.

A high C indicates sharp clusters which are well separated from each other.

4.1.3 Index I

The Index I (Maulik and Bandyopadhyay, 2002) uses a different definition of the
intra variance. Instead of normalizing the sum of distances by the number of sam-
ples, it is normalized by the maximal distance Dk between the cluster centers (Fig-
ure 4.3a).

σ̄intra =
1
Dk

k∑
i=1

ni∑
j=1

‖xij − µi‖ (4.9)

with
Dk = max

ij
‖µi − µj‖ (4.10)

The Index I is then defined by

I =
(
σinter
σ̄intra

)p
, (4.11)

with p controlling the contrast.

4.1.4 Separation

The Separation (Shamir and Sharan, 2001) is a measure that is closely related to
the inter-cluster variance since it is based on the distances between cluster centers.
Distances between any two cluster centers are weighted by the product of the num-
ber of samples in either of the both clusters (Figure 4.3b). The weighted distances
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Figure 4.4: The Silhouette Width is based on the compactness of each cluster and
on the distances to each corresponding neighboring cluster. For each data sample
i, its cluster and its neighboring cluster is considered.

are summed up and normalized.

Separation =
1∑k

i=1

∑k
j=1,i 6=j ninj

k∑
i=1

k∑
j=1,i 6=j

ninj‖µi − µj‖ (4.12)

4.1.5 Silhouette Width

The Silhouette Width (SW) (Rousseeuw, 1987), also referred to as Average Sil-
houette is based on the compactness of each cluster and on the distances to each
corresponding neighboring cluster. For each data sample xij , its cluster and its
neighboring cluster is considered. Let aij be the average distance of data sample
xij to all other samples in the same cluster i, and let bij be the average distance of
data sample xij to all samples in the neighboring cluster mi (Figure 4.4).

aij =
1

ni − 1

ni∑
l=1,l 6=j

‖xij − xil‖ (4.13)

mi = argminl‖µi − µl‖ (4.14)

bij =
1
nmi

nmi∑
l=1

‖xmij − xmil‖ (4.15)

SW =
1
n

k∑
i=1

ni∑
j=1

bij − aij
max{aij , bij}

(4.16)

The Silhouette Width measures, for each sample, if the sample should better have
been put to the neighboring cluster (aij > bij) or if the assignment to its actual
cluster is correct (aij < bij). The maximal Silhouette Width is 1, indicating that
each sample has been put into the correct class. The minimal possible Silhouette
Width is -1, indicating that each sample should have better been assigned to the
neighboring cluster.
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D

E

Figure 4.5: Dunn’s Index is an index that is only based on two measures: the largest
cluster expansionE and the smallest distanceD between samples of different clus-
ters.

4.1.6 Davis-Bouldin index

The Davis-Bouldin index (DB) (Davies and Bouldin, 1979) combines intra-cluster
variances and cluster center distances in a more complex way. For each cluster i,
the cluster j is searched for that has the highest (worst) ratio of the the two intra-
cluster variances to the cluster center distance. These worst ratios are summed up
for every cluster.

DB =
1
k

k∑
i=1

max
j,j 6=i

{
σintra,i + σintra,j

µi − µj

}
(4.17)

The lower the Davies-Bouldin index, the better the clustering result.

4.1.7 Dunn’s index

Dunn’s Index (DI) (Dunn, 1974) is an index that is only based on two measures:
the largest cluster expansion E and the smallest distance D between samples of
different clusters (Figure 4.5).

E = max
i∈{1,...,k}

max
j,l∈{1,...,ni}, j 6=l

‖xij − xil‖ (4.18)

D = min
i,j∈{1,...,k}, i 6=j

min
l∈{1,...,ni}, m∈{1,...,nj}

‖xil − xjm‖ (4.19)

DI =
E

D
(4.20)

A high value of DI corresponds to a good clustering result.

4.1.8 C Index

The C-Index (Hubert and Schulz, 1976) considers pairs of samples in the same
cluster and across clusters. Let S is the sum of distances over all those l pairs,
whose two samples are in the same cluster. Furthermore, let Smin be the sum of
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the l smallest distances, when all pairs of samples - even those across clusters - are
considered. Smax is computed in the similar way for the l largest distances. The
C-index is defined as

C =
S − Smin

Smax − Smin
(4.21)

For a given data set, C is small if S is close to Smin, indicating a good clustering
result.

4.1.9 Goodman-Kruskal Index

The Goodman-Kruskal Index (Goodman and Kruskal, 1954; Bolshakova and Azuaje,
2005) considers all possible quadrupels of samples xa,xb,xc and xd in the data set.
A quadruple is concordant if

(i) ‖xa − xb‖ < ‖xc − xd‖ with xa and xb being in the same cluster, and xc
and xd being in different clusters or

(ii) ‖xa − xb‖ > ‖xc − xd‖ with xa and xb being in different clusters, and xc
and xd being in the same cluster.

A quadruple is discordant if

(i) ‖xa − xb‖ < ‖xc − xd‖ with xa and xb being in different clusters, and xc
and xd being in the same cluster or

(ii) ‖xa − xb‖ > ‖xc − xd‖ with xa and xb being in the same cluster, and xc
and xd being in different clusters.

Let mcon be the number of concordant quadrupels and let mdis be the number of
discordant quadrupels. Then the Goodman-Kruskal Index GK is given by

GK =
mcon −mdis

mcon +mdis
(4.22)

A good partitioning is characterized by many concordant quadrupels and few dis-
cordant quadrupels, resulting in a high GK.

4.2 External cluster indices

External evaluation is based on the assumption that a real class label or category
(gold standard) is known for each clustered element. In contrast to internal clus-
ter indices that evaluate the quality of a clustering result by using only intrinsic
information of the data, external cluster indices permit an entirely objective eval-
uation by making use of the knowledge of the correct class label. The clustering
result which best reflects both the internal structure and the preset categories, ob-
tains the highest score. The label can be a particular macroscopic phenotype, a
functional category or any other category of interest. Thereby it is assumed that
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Figure 4.6: For a binary classification, the True Positives (TP) / True Negatives
(TN) specify the number of samples that has been correctly classified to class one
/ minus one. The False Positives (FP) / False Negatives (FN) specify the number
of samples that has been wrongly classified to class one / minus one. Based on the
TP, TN, FP, and FN, more complex performance measures like sensitivity (Recall),
specificity, Negative predictive value, Positive predictive value (Precision), False
Positive Rate, and False Negative Rate can be defined.

the label is somehow correlated with the clustered data. In bioinformatics, external
indices have gained a remarkable popularity to evaluate results of various cluster
algorithms in recent years.

In the following, let yi denote the label of the i-th sample xi, and letD = {(xi, yi)},
i = 1, . . . , n be the complete data set consisting of n labeled samples.

Labels are mainly used in the field of classification: In order to measure the per-
formance of a classifier, the computed label of each data sample is compared with
the correct label (gold standard) of the sample. For a binary classification, the True
Positives (TP) specify the number of samples that have been correctly classified to
class one, the Tree Negatives (TN) specify the number of samples that have been
correctly classified to class minus one, the False Positives (FP) (Type 1 error) spec-
ify the number of samples that have been wrongly classified to class one, and the
False Negatives (FN) (Type 2 error) specify the number of samples that have been
wrongly classified to class minus one (Figure 4.6). For multi-class classification of
n classes, a n × n confusion matrix is used to register the number of correct and
incorrect classifications for each class. Based on the TP, TN, FP, and FN, more
complex performance measures like sensitivity (Recall), specificity, Negative pre-
dictive value, Positive predictive value (Precision), False Positive Rate, and False
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Negative Rate are defined as:

Sensitivity =
TP

TP + FN
(4.23)

Specificity =
TN

TN + FP
(4.24)

Negative predictive value =
TN

TN + FN
(4.25)

Positive predictive value =
TP

TP + FP
(4.26)

False Positive Rate =
FP

FP + TN
= 1− Sensitivity (4.27)

False Negative Rate =
FN

TP + FN
= 1− Specificity (4.28)

This evaluation which is based on TP, TN, FP, and FN cannot directly be used for
evaluating clustering results. In crisp clustering, the data is clustered into k groups,
whereas k is not necessarily equal to the number n of real classes in the data set.
Even more importantly, no specific label is assigned to the different clusters, which
makes the assignment of a label to each clustered element a difficult task. Even
though strategies exist that identify the most dominant class in each cluster and
use this class label as gold standard, many cluster indices have been developed that
directly address the problem of external cluster evaluation.
One family of external cluster indices focuses on pairs of samples. For each pair
it is registered if both samples belong to the same cluster or to different clusters in
the true and in the computed partition. Let m11 be the number of pairs (i, j), i, j ∈
[1, n], i < j, i 6= j that are in the same cluster both in the true and the computed
partition. Let m10 be the number of pairs that are in the same cluster in the true
partition, but not in the computed partition. Let m01 be the number of pairs that
are in different clusters in the true partition, but in the same cluster in the computed
partition. And let m00 be the number of pairs that are in different clusters in both
the true partition and the computed partition. The number of agreements is given
by m11 +m00, the number of disagreements is given by m01 +m10, and the total
number of pairs can by computed by

m = m11 +m01 +m10 +m00 =
(
n
2

)
(4.29)

One of the earliest developed external cluster indices is the Jaccard (similarity)
coefficient J (Jaccard, 1908) which is defined by

J =
m11

m11 +m10 +m01
, (4.30)

whereas a high J indicates a good clustering result.
The Minkowski Score (MS) (Jardine and Sibson, 1971) accounts for the number
of disagreement of two partitions. In the literature it is defined as the difference
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between the cophenetic matrices of the true and the computed partition. For n
samples, a cophenetic matrix C = (cij) is a binary matrix of dimension n×n, with
cij = 1 if sample xi and yi have been clustered to the same cluster, and cij = 0
otherwise. Even though defined as the difference of the cophenetic matrices, the
Minkowski Score can also be rewritten in terms of m11,m01,m10, and m00:

MS =
2(m01 +m10)

n2
, (4.31)

whereas a low Minkowski Score indicates a good clustering result.
The Rand Index R (Rand, 1971) accounts for the number of agreements of two
partitions and is defined as

R =
(m11 +m00)(

n
2

) (4.32)

The higher the Rand Index, the better the clustering result. Hubert (1985) devel-
oped the adjusted Rand index, which applies a normalization on the Rand index. It
is close to 0 for random partitions and 1 for identical partitions. A further adapta-
tion is the weighted Rand index, proposed and applied on microarray data (Thala-
muthu et al., 2006).
In the last decade, various external indices especially for the evaluation of clustered
microarray data have been proposed in the bioinformatics literature:
The cumulative hypergeometric distribution is used to compute a p-value measur-
ing the probability of observing at least a certain number of genes of the same
annotation in a cluster (Tavazoie et al., 1999; Toronen, 2004b). Thereby one or
more functional categories can be assigned to each gene representing its biological
properties. The objective to identity so-called enriched clusters, that are clusters
that contain more genes of a certain functional category than one would expect in
a random partition.
A figure of merit (FOM) is proposed by Yeung et al. (2001) to evaluate a clustering
obtained by a leave-one-out cross-validation approach. The data is clustered except
one sample, whose label is subsequently used as external label for validation.
Gat-Viks et al. (2003) applies ANOVA to measure the accordance of the clustering
to a linear combination of a binary vector specifying the membership to functional
categories.
Datta and Datta (2006) proposes the biological homogeneity index (BHI) and the
biological stability index (BSI). The BHI measures the fraction of genes with the
same annotation in one cluster and the BSI measures the stability of clustering
results in a leave-one-out approach.
Finally, Steuer and Selbig (2006) uses the concept of mutual information to com-
pare clusterings of genes. The z-score of the mutual information is used to measure
to which extent the clustering result correspond to the genes’ annotations.
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4.3 Cluster validation bias

Ideally, a cluster index I ∈ [0, 1] should be zero for a clustering result of complete
random data and one for a high-significant sharp clustering. However, most of the
indices presented in section 4.1 and 4.2 do not fulfill these requirements. Cluster
indices suffer from biases with respect to the number of clusters and the distribution
of the cluster sizes (Halkidi et al., 2001; Handl et al., 2005).
As described in Handl et al. (2005) and Datta and Datta (2006), an adjusted cluster
index can be obtained by normalizing the index with results from well-separated
and random data:
Let I0 be the expected index for random data and let Imax be the maximum attain-
able index for a sharp clustering. Similar to the computation of the adjusted Rand
index (section 4.2), an adjusted cluster index Ia can be computed by:

Ia =
I − I0
Imax − I0

(4.33)

Imax can usually be statistically derived, but I0 often has to be approximated using
Monte Carlo simulations: Random data sets consisting of the same number of
classes and class sizes are generated under an appropriate null model. For external
cluster validation, random data sets can also be obtained by permuting the external
label of the data set items. I0 is then approximated by the average cluster index
computed from the clusterings of the random data sets.

4.4 Stability of clustering results

The stability and robustness of a clustering result can be estimated by repeated
clustering under different conditions. The consistency of the clustering results pro-
vides an estimate of the significance of the clusters obtained. High significant
clusters will not alter even if clustering conditions change. Some cluster algo-
rithms already have some stochastic elements incorporated in their initialization
or training procedure, e.g. the k-means clustering algorithm initializes the cluster
centers with randomly chosen data items and the online learning procedure of the
SOM randomly selects a data item in each training step. Famili et al. (2004) ap-
plies k-means clustering and varies the number of clusters to obtain the most stable
clustering result. In the absence of stochastic elements in the cluster algorithm, the
stability and robustness of a clustering result can be assessed by

1. subsampling the original data set (bootstrapping) or by

2. perturbating the original data.

Levine and Domany (2001), Kerr and Churchill (2001), Hur et al. (2002), and Du-
doit and Fridlyand (2002) draw subsamples in a bootstrapping approach to assess
the stability of clustering results. Smolkin and Ghosh (2003) compares a clustering
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result to a predefined clustering and computes a stability score using the technique
proposed by Hur et al. (2002). Bittner et al. (2000) applies the second approach
and adds Gaussian distributed noise in the range of experimental noise to the orig-
inal data. To guarantee that the biological noise is stronger than the added noise,
the amount of noise is estimated from the gene expression data. An alternative way
for assessing cluster validity is to summarize clustering results obtained by differ-
ent cluster algorithms and different settings (consensus clustering) in a cophenetic
matrix Romesburg (1984).



Chapter 5

The Tree Index

The last chapter reviewed the most popular internal and external cluster indices for
clustering results. A drawback of those indices is that they all work on results ob-
tained by partitioning methods. The data must be clustered in k groups, whereas k
must either be estimated beforehand or during the cluster evaluation process. Hier-
archical cluster trees are usually evaluated by cutting the tree at some level yielding
k clusters. Even though an evaluation of a hierarchical cluster tree applying tradi-
tional indices (for partitions) at any level of the tree is imaginable, the development
of a stable and unbiased index for trees is not straight-forward. Random tree models
assume that all possible rooted trees based on n objects are equally likely. Gordon
(1980) reviews several models that have been developed and suggests to use them
as null models to assess the validity of hierarchical classifications. However, limi-
tations of null models are also reported in his book and applications on real-world
data are not available. Toronen (2004b) considers each split in a hierarchical cluster
tree and uses the cumulative hypergeometric distribution to identify the split that
lead to the strongest functional enrichment in a cluster. The functional enrichment
is defined as the percentage of genes in a cluster that belongs to the same previ-
ously defined functional category. The cluster with strongest functional enrichment
is marked as Best Scoring Cluster (Toronen, 2004a).

During my PhD, I developed a novel external cluster index for hierarchical
cluster trees, the Tree Index (TI). Since then, the TI has proven its usability in two
major biomedical issues: As stated in chapter 4, hierarchical agglomerative cluster-
ing is the basis for most visual data mining tasks in microarray applications, since
in a cluster tree the intrinsic hierarchical cluster structure of a data set is visually
accessible at once. One problem in this clustering based exploratory data analysis
is the variability of the clustering result dependent on the applied cluster algorithm
and parameterizations (preprocessing of the data, (dis-)similarity measure). There
is hardly any consensus about how to choose these (Handl et al., 2005; Gat-Viks
et al., 2003). This results in an enormous number of potential visual displays for
one data set (section 5.3.1) leading to the confusion of the biomedical researcher.
It is common practice to test different algorithms and parameterizations and to se-

49
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a) c)b) d)

Figure 5.1: Characteristics of appealing and non-appealing cluster trees: The first
splits of four different cluster trees are shown. In an optimal cluster tree the data
is divided into homogeneous clusters at the very first split (a). Usually such an
optimal cluster tree cannot be generated for real data. An appealing cluster tree is
rather characterized by many (here: two) splits inside the cluster tree each dividing
a heterogeneous cluster into almost homogeneous subclusters (b). The purer and
larger the subclusters in a split, the cluster tree is well (b) or not well (c) suited
for a visual datamining task. A degenerated cluster tree (d) separating only single
elements from the rest of the data in each split if of a lower quality.

lect the clustering result which seems to be the most appropriate according to one’s
knowledge and anticipations. Thus, an analytical and objective evaluation of clus-
tering results would help to identify the algorithm and parameterization that yield
objectively reasonable clustering results. The TI can be used to identify the algo-
rithm and parameterization (preprocessing of the data, (dis-)similarity measure),
yielding the clustering that is best suited for visualization. In biomedical applica-
tions, microarray data is usually analyzed in combination with additional variables,
like clinical data or tumor classifications. Thus we measure the usefulness of a tree
visualization according to an external class label. For demonstration, the index is
applied on cluster trees created by agglomerative clustering and normalized cuts
on simulated data as well as on two public available cancer data sets.
The second major field of application of the TI is to use it for the identification of
external labels (e.g. clinical variables) that are highly correlated with the clustered
data (e.g. microarray data). This application will be discussed in chapter 6.

5.1 Methods

We consider a preprocessed microarray data set with d samples (for instance de-
rived from d tissue samples) of g genes, X = {x1, . . . , xi, . . . ,xd}, dim xi = g.
Based on some background information, one out of κ possible external labels or
categories ci ∈ {C1, . . . , Cκ} is assigned to each sample xi (for instance Cj = tu-
mor classification of the tissue). In contrast to classification, we use the data labels
to tune our visualization and not to predict a class for a new sample. Let us now
assume that X has been clustered by some hierarchical agglomerative or divisive
cluster algorithm yielding a cluster tree (Figure 5.1). To characterize the features
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Figure 5.2: Inspection of one single split: In the r-th split, a cluster with N =
10 elements belonging to κ = 3 categories is split into l = 2 subclusters, each
containing mi elements with miλ elements belonging to category Cλ. In this split
a completely homogeneous cluster is separated from the rest of the data. From
a statistical point of view this event is rather unlikely resulting in a high splitting
score for the r-th split.

of a cluster tree, that allow efficient visual data mining, we consider the tree as a
result of a statistical process. In the ideal case, the data is divided into homoge-
neous clusters at the first split (Figure 5.1a). Usually such an optimal cluster tree
cannot be generated for real data. In a more realistic scenario an appealing clus-
ter tree is characterized by many splits that divide a heterogeneous clusters into
nearly homogeneous subclusters (Figure 5.1b). The purer and larger the subclus-
ters in a split, the more interesting they are, since each of them is defined by a clear
pattern of variables that separate it from the rest of the data. Cluster trees with
heterogeneous subclusters (Figure 5.1c) or degenerated cluster trees (Figure 5.1d)
separating only single elements from the rest of the data in each split are of lower
visual quality. When considering the splits of a cluster tree from a statistical point
of view, the probabilities of the splits permit to distinguish between cluster trees
of different qualities. Obviously, a cluster tree of high quality is characterized by
many unlikely splits, separating large homogeneous clusters from the rest of the
data.
We now introduce the Tree Index, which is based on the evaluation of probabilities
of every single split in a cluster tree. Clusters, also homogeneous ones, are always
split until only singleton clusters are left since the label is not considered during
the clustering process (Figure 5.2). In a first step a splitting score is computed for
every single split in the cluster tree based on the probability of the split. In a second
step, all splitting scores are combined to compute the final Tree Index.

Step 1: Looking at the r-th split (the splits are numbered arbitrary), a cluster
with N elements is split into l (usually l = 2) smaller subclusters (Figure 5.2).
The elements of the main cluster belong to κ different categories whereas nλ, λ ∈
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Figure 5.3: Cluster trees and histograms with a high (obtained by spectral cluster-
ing, σ = 10−2, euclidean (dis-)similarity, all normalization), mediocre (obtained
by complete linkage, σ = 1, eucl., all norm.), and low (obtained by single link-
age, σ = 1, eucl., all norm.) Tree Index (TI) are shown. In all histograms, many
splitting scores are close to zero. These result from less important splits dividing
small clusters. The quantity and amplitude of a few high splitting scores charac-
terize the quality of a cluster tree. A cluster tree with a high TI is characterized
by a histogram with some splitting scores of high amplitude (a). These splitting
scores correspond to splits inside the cluster tree that divide clusters in large and
nearly pure subclusters. A cluster tree with a mediocre TI is characterized by a
histogram with some splitting scores of a middle amplitude (b). These splitting
scores correspond to less important splits inside the cluster tree that divide clusters
in less larger and less purer subclusters than observed in the cluster tree with the
high TI. A cluster tree with a low TI is characterized by only a very few splitting
scores of low amplitude (c). Such a degenerated cluster tree consists of many splits
separating only one single element from the rest of the data.

{1, . . . , κ} specifies the number of elements belonging to category Cλ. The i-
th subcluster contains mi elements with miλ elements belonging to category Cλ.
The primary objective is to compute the probability of such a particular split by
taking the observed distributions in the clusters into account. It is assumed that
mi, i ∈ {1, . . . , l} elements are drawn from the N elements by sampling without
replacement. Thereby each element is drawn with the same probability. For two
categories (κ = 2) and two subclusters (l = 2) the probability of the observed
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Figure 5.4: This hypergeometric distribution function describes the probability to
observe m11 ∈ [0, 100] elements of category C1 in a cluster of size m1 = 100,
when there is a total of N = 500 elements, with n1 = 200 elements of category
C1.

distribution is given by the hypergeometric distribution.

p(m11,m12;N,n1,m1,m2) =

(
m1

m11

)(
m2

m12

)
(
N
n1

) (5.1)

withm11+m12 = n1 andm1+m2 = N . Form11 ∈ [0, 100], N = 500, n1 = 200,
and m1 = 100, the hyperbolic distribution is plotted in Figure (5.4).
For the general case (κ categories and l subclusters) the probability is given by
a generalized form of the polyhypergeometric distribution or multivariate hyper-
geometric distribution (Johnson et al., 1997). Let M = {miλ}, n = {nλ}, and
m={mi} with 1≤ i≤ l and 1≤λ≤κ.

p(M;N,n,m) =

∏l
i=1

mi!∏κ
λ=1miλ!

N !∏κ
λ=1 nλ!

(5.2)

p(M;N,n,m) decreases with the size of the cluster that is split and with the ho-
mogeneity of the subclusters. The probability reaches its maximum if the distri-
bution in a given cluster correlates to the distribution in the subcluster, indicating
a random split. We define the splitting score Sr of the r-th split by its negative
logarithmic probability.

Sr(M;N,n,m) = − ln p(M;N,n,m)

= lnN !−
κ∑
λ=1

lnnλ!−
l∑

i=1

(
lnmi!−

κ∑
λ=1

lnmiλ!

)
(5.3)
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A splitting score of a given cluster reaches its minimum if the distribution in the
cluster correlates to the distribution in the subclusters. The splitting score increases
with the size of the cluster that is split and with the homogeneity of the subclusters.
Thus splits at higher levels in a cluster tree dividing larger clusters are generally
capable to produce higher splitting scores. Splits at lower levels in a cluster tree
divide clusters containing only few elements. This results in many splitting scores
close to zero, since most of the splits are located in the lower part of a cluster tree.
A split dividing a homogeneous cluster always has a splitting score of zero. There-
fore the splits inside homogeneous clusters are of no importance for the further
computation of the Tree Index.

Step 2: The set of all splitting scores enables to distinguish between cluster
trees of different qualities. Independent of the internal structure of the cluster tree,
the sum of all splitting scores is constant. Many splitting scores are zero (splits of
homogeneous clusters) or close to zero (splits of small clusters). For illustration
cluster trees of a high, mediocre and low quality are presented in Figure (5.3).
A cluster tree of low quality is characterized by mostly low splitting scores and
a very few high splitting scores (Figure 5.3c). A cluster tree of high quality has
considerably more high splitting scores (Figure 5.3a).
To combine the complete set of splitting scores to a parameter-free index, we pro-
pose to use the standard deviation of splitting scores to capture the quality of a
cluster tree, by defining the Tree Index (TI) by:

TI =

√√√√ 1
R

R∑
r=1

(
Sr − S̄

)2
, with S̄ =

1
R

R∑
r=1

Sr, (5.4)

and R the number of splits in the cluster tree. S̄ is close to zero because at least
those half of the Sr are close to zero, that belong to splits at the lowest level of the
cluster tree. Thus, the quantity and amplitude of high Sr basically determines the
index. The higher the index, the more appealing is the corresponding cluster tree
display.

5.2 Results

For illustration, the Tree Index is applied on cluster trees obtained from simulated
data and two public available cancer data sets.

5.2.1 Simulated data

Our artificial data set C consists of five classes, each containing eight items that are
scattered around their class centers with normally distributed noise (σ∗ = 0.1):

C =
5⋃
i=1

Ci, with Ci = {(xj , cj), xj ∈ N (µi, σ∗), cj = i, j ∈ [1, 8]}, (5.5)
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whereas (xj , cj) comprises a two-dimensional data point xj and the correspond-
ing label cj . The class centers are given by µ1 = (2, 2)T, µ2 = (5, 2)T, µ3 =
(3, 10)T, µ4 =(50, 2)T, and µ5 =(50, 4)T, meaning that C1 and C2 as well as C4 and
C5 are grouped close together, with a large gap between the two groups, whereas C3
is located in the further vicinity of C1 and C2. Now, additional normally distributed
noise σ ∈ [0.1, 100] is added to each point in the data set C to create a perturbated
data set Dσ:

Dσ = {(xj + ηj , cj), xj ∈ C, ηj ∈ N (0, σ)} (5.6)

Four such data setsD0.1, D1.12, D6.32, andD89.1 are shown in Figure (5.5a). Their
corresponding hierarchical clustering results are displayed below (Figure 5.5b). In
Figure (5.5b1) the five classes are well separated. In a first step, the items of each
class are grouped together (i). Then the classes C1 and C2 (ii) as well as C4 and
C5 (iii) are linked to each other, followed by C3 that is linked to C1 and C2 (iv).
As noise increases, C1 and C2 (v) as well as C4 and C5 (vi) cannot be separated
any more by the cluster algorithm (Figure 5.5b2). With a further increase of noise,
C3 (vii) melts with C1 and C2 (Figure 5.5b3), but C1, C2 and C3 are still separated
from C4 and C5 (viii). Finally, with very high noise, an identification of the original
classes is not possible any more (Figure 5.5b4).
Figure (5.5c) displays the corresponding scores of the four experiments. It can be
seen, that the number of high splitting scores decreases as noise increases.
The four experiments of Figures (5.5a) to (5.5c) are integrated in Figure (5.5d),
where for each σ, the experiment is repeated 50 times, and the computed TIs are
displayed in Box-and-Whisker plots. Obviously, the TI decreases as noise in-
creases. (ix) marks the position of the perfect separation of the clusters, (x) the
position where C1 and C2 as well as C4 and C5 are combined in one cluster. (xi)
marks the position where C3 cannot be separated from C1 and C2 any more and (xii)
indicates a complete random clustering.
The fact that the TI decreases as noise increases makes the TI a reliable index to
measure how well the label is reflecting the structure of the clustered data and how
well a specific cluster tree is suited for visualization.

5.2.2 Real-world Cancer data sets

By applying the TI on real-world data sets, we simulate the scenario where a
biomedical researcher is looking for the most appropriate algorithm and param-
eterization to visualize the cluster structure in the data.
The first data set is the breast cancer data set of van de Vijver et al. (2002) 1 which
is an extension to the study of van’t Veer et al. (2002) and one of the most extensive
and informative studies performed to date. For each of the 295 subjects in the study,
24496 genes are analyzed and clinical data as well as outcome is available. In our
study the clustering of subjects is performed on logarithms of ratios of a set of
231 marker genes identified by van’t Veer et al. (2002). The logarithms are either

1downloadable at http://www.rii.com/publications/2002/nejm.html

http://www.rii.com/publications/2002/nejm.html
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Figure 5.5: Four perturbated data sets D0.1, D1.12, D6.32, and D89.1 are shown
in a). Their corresponding hierarchical clustering results are displayed below (b).
In (b1) the five classes are well separated. In a first step, the items of each class
are grouped together (i). Then the classes C1 and C2 (ii) as well as C4 and C5
(iii) are linked to each other, followed by C3 that is linked to C1 and C2 (iv). As
noise increases, C1 and C2 (v) as well as C4 and C5 (vi) cannot be separated any
more by the cluster algorithm (b2). With a further increase of noise, C3 (vii) melts
with C1 and C2 (b3), but C1, C2 and C3 are still separated from C4 and C5 (viii).
Finally, with very high noise, an identification of the original classes is not possible
any more (b4). (c) displays the corresponding scores of the four experiments. It
can be seen, that the number of high splitting scores decreases as noise increases.
The four experiments of (a) to (c) are integrated in (d), where for each σ, the
experiment is repeated 50 times, and the computed TIs are displayed in Box-and-
Whisker plots. Obviously, the TI decreases as noise increases. (ix) marks the
position of the perfect separation of the clusters, (x) the position where C1 and C2
as well as C4 and C5 are combined in one cluster. (xi) marks the position where
C3 cannot be separated from C1 and C2 any more and (xii) indicates a complete
random clustering.
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scaled to [−1, 1] (all normalization) or they are scaled separately to [−1, 1] for each
gene (single gene normalization). The data is separated into two classes of those
tumors that develop metastasis and those which do not. We use this information as
the external label (Ci) since the user seeks for groups of cases that have a similar
genetic profile and are of the same tumor class.
The second data set is the multi-class cancer data set of Ramaswamy et al. (2001)
containing 288 subjects and 16063 genes. The data is separated into 22 different
cancer types that are taken as external labels (C0, . . . , C21). Thereby it is assumed
that there is a correlation between the cancer type and the microarray data.
In order to create a large range of possible tree visualizations, two different pre-
processings are applied (all and single gene normalization), and two different (dis-)
similarity measures with five different scaling factors (see next paragraph) are used.
The data set is clustered by the normalized cuts algorithm (Shi and Malik, 2000)
applied in a hierarchical manner and by five variants of hierarchical agglomera-
tive clustering (single linkage, complete linkage, average linkage, Centroid, Ward).
This results in a total of 2× 2× 5× 6 = 120 cluster results. The cluster tree with
the highest Tree Index is selected for final visualization.

Similarity and dissimilarity measures

Both the Euclidean distance and the Pearson correlation coefficient are used with
a scaling factor specifying the sensitivity of the measures. The normalized cuts
algorithm requires a similarity measure wij ∈ [0, 1] of two expression profiles xi
and xj of dimension g whereas hierarchical agglomerative clustering requires a
dissimilarity measure dij ∈ [0, 1]. For our studies we apply dij = 1 − wij . The
first similarity measure is defined as

wij = exp
{
−µ(xi,xj)

σg

}
,with µ(xi,xj) =

√√√√ g∑
k=1

(xik − xjk)2

and scaling factor σ. The second similarity measure is based on the Pearson cor-
relation coefficient (Ochs, 2003), which corresponds to the intuitive understanding
of correlation and is often used in the domain of microarray data analysis (Eisen
et al., 1998; Xing and Karp, 2001). It is defined as

wij = exp
{
−1− ρ(xi,xj)

σ

}
,with ρ(xi,xj) =

1
g

g∑
k=1

(
xik − x̄i

si

)(
xjk − x̄j

sj

)
where x̄i = 1

g

∑g
k=1 xik and si =

√
1
g

∑g
k=1(xik − x̄i)2. In our study we use five

different scaling factors σ ∈ {10−3, 10−2, 0.1, 1, 10}.

Results

Breast cancer data set (van de Vijver) Results of the van de Vijver breast cancer
data set are displayed in Figure (5.6). The highest Tree Index is obtained for com-
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plete linkage clustering, the correlation dissimilarity measure, all normalization,
and a scaling factor of 10. In the cluster tree, the subjects are colored according to
their category (metastasis or no metastasis). It can be seen that in the very first split
the data has been separated in an nearly homogeneous cluster (many subjects with-
out metastasis) and a heterogeneous cluster. Such a split obtains a high splitting
score and increases the Tree Index considerably.
In Figure (5.7) the tree indices obtained for the van Vijver data set are presented
again, but a cluster tree of a mediocre quality is selected this time. It can be seen
that the data is not that good separated according to its external label. In many
splits only single elements are separated from the rest of the data. Consequently
this leads to a less appealing visualization and a lower Tree Index.

Multi-class cancer data set (Ramaswamy) Results of the Ramaswamy data set
are displayed in Figure (5.8). The highest Tree Index is obtained for Ward cluster-
ing, the correlation dissimilarity measure, all normalization, and a scaling factor of
0.1. In the cluster tree, the subjects are colored according to their category (tumor
type). Additionally, homogeneous clusters containing two or more elements are
labeled with letters. It can be seen that in various splits, homogeneous clusters are
separated from the rest of the data. Such splits obtain high splitting scores and are
responsible for a high Tree Index.
In Figure (5.9) the tree indices for the Ramaswamy data set are presented again,
but a cluster tree of a mediocre quality is selected this time. It can be seen that
fewer homogenous cluster exist than in the main manuscript. The data is not that
good separated according to its external label. In clusters of less than 20 elements
it often occurs that only single elements are separated from the rest of data in the
clusters. Consequently this leads to a less appealing image and a lower Tree Index.

5.3 Theoretical considerations

5.3.1 Tree structures and leaf orderings

The importance of identifying the algorithm and parameterization that yield objec-
tively reasonable clustering results becomes obvious when calculating the number
of possible different cluster trees (Figure 5.10). Theoretically, there are

1
2n−1

n!(n− 1)! (5.7)

different tree structures for a binary tree computed from n objects. Furthermore,
there are 2n−1 different leaf orderings for each tree structure, resulting in the the-
oretical number of n!(n − 1)! ordered trees. The Tree Index identifies the tree
structure, but does not apply any leaf ordering. Numerous approaches for iden-
tifying the best leaf ordering have been proposed (Bar-Joseph et al., 2001; Ding,
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Figure 5.6: The van de Vijver data set is clustered by different cluster algorithms
and parameterizations. The highest Tree Index is obtained for complete linkage
clustering, the correlation dissimilarity measure, all normalization, and a scaling
factor of 10. In the cluster tree, the subjects are colored according to their category
(metastasis or no metastasis). It can be seen that in the very first split the data has
been separated in an nearly homogeneous cluster (many subjects without metas-
tasis) and a heterogeneous cluster. Such a split obtains a high splitting score and
increases the Tree Index considerably.
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Figure 5.7: The tree indices obtained for the van Vijver data set are presented
again, but a cluster tree of a mediocre quality is selected this time. It is obtained by
average linkage clustering with the Euclidean dissimilarity measure, single gene
normalization, and a scaling factor of 10−2. In the cluster tree, the subjects are
colored according to their category (metastases or no metastases). In contrast to
Figure (5.6) the data is not that good separated according to its external label. In
many splits only single elements are separated from the rest of the data. Conse-
quently this leads to a less appealing visualization and a lower Tree Index.
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Figure 5.8: The Ramaswamy data set is clustered by different cluster algorithms
and settings. The highest Tree Index is obtained for Ward clustering, the correlation
dissimilarity measure, all normalization, and a scaling factor of 0.1. In the cluster
tree, the subjects are colored according to their category (tumor type). Additionally,
homogeneous clusters containing two or more elements are labeled with letters. It
can be seen that in various splits, homogeneous clusters are separated from the rest
of the data. Such splits obtain high splitting scores and are responsible for a high
Tree Index.
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Figure 5.9: The tree indices for the Ramaswamy data set are presented again, but
a cluster tree of a mediocre quality is selected this time. It is obtained by Spectral
Clustering with the correlation similarity measure, single gene normalization, and
a scaling factor of 100. In the cluster tree, the subjects are colored according to
their category (tumor type). Additionally, homogenous clusters containing at least
two elements are labeled with letters. In contrast to Figure (5.8) fewer homogenous
cluster exist and the data is not that good separated according to its external label.
In clusters of less than 20 elements it often occurs that only single elements are
separated from the rest of data in the clusters. Consequently this leads to a less
appealing visualization and a lower Tree Index.
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Figure 5.10: For n = 4 objects, there are 18 different tree structures for a bi-
nary tree. For each of these tree structures, there are eight different leaf orderings,
resulting in a total number of 144 different ordered binary trees.

tree structures leaf orderings ordered fraction
n (TS) (LO) trees (TS/LO)
2 1 2 2 0.5
3 3 4 12 0.75
4 18 8 144 2.25
5 180 16 2880 11.25
6 2700 32 86400 83
8 1.588 * 106 128 2.032 * 108 12403

10 2.572 * 109 512 1.317 * 1012 5.023 * 107

20 5.645 * 1029 5.243 * 105 2.960 * 1035 1.077 * 1024

50 3.286 * 10112 5.629 * 1014 1.850 * 10127 5.838 * 1097

100 1.374 * 10284 6.338 * 1029 8.710 * 10313 2.168 * 10254

1000 3.022 * 104831 5.358 * 10300 1.619 * 105132 5.641 * 104530

Table 5.1: The theoretical number of different tree structures, leaf orderings and
ordered trees is computed for cluster trees of different sizes (n = 2, . . . , 1000).
Both the number of tree structures (TS) and the number of leaf orderings (LO)
grow exponentially. However, TS is orders of magnitude higher than LO for large
n as illustrated by the fraction TS vs. LO.
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2002). However, there are far more possible tree structures than leaf orderings (Ta-
ble 5.1), which makes the identification of the best possible tree structure the more
challenging task.

5.3.2 Different scoring methodologies

The TI is defined as the standard deviation of all splitting scores (equation 5.4
in section 5.1). Many splitting scores are zero (splits of homogeneous clusters)
or close to zero (splits of small clusters), resulting in a mean score S̄ close to
zero. The number of splits R in a binary cluster tree, as obtained by hierarchical
agglomerative clustering or spectral clustering, is given by N − 1, whereas N is
the number of clustered elements. Therefore, the result obtained by equation (5.4)
is qualitatively similar to

TIp = ||S|| =

(
R∑
r=1

Spr

) 1
p

(5.8)

with p = 2. Using the lp-norm allows to apply different scoring methodologies
to define the final Tree Index: TI1 is constant for all cluster trees obtained from
the same data set. By increasing p, the impact of the high splitting scores is con-
tinuously increased. For p = ∞, the tree’s quality is exclusively judged by the
highest splitting score. p = 2 marks a preferable trade-off: All splitting scores are
taken into account, whereas high splitting scores have a slightly higher impact on
the final result compared to lower splitting scores.
More complex scoring methodologies might also take the tree level or the clus-
ter size of each splitting score into account. However, a higher complexity also
leads to a higher number of parameters that have to be adjusted and decreases the
interpretability of the final index.

5.3.3 The probability of a split

When computing the probability of a split in Figure (5.2), we actually only compute
the probability for the observed distributions in the clusters. The fact that the main
cluster is separated in two classes, one with six and the other with four elements,
is taken as a matter of course. Precisely, the probability for the observed partition
and the observed distribution is given by:

p(distribution, partition) = p(distribution|partition)p(partition) (5.9)

p(partition) is the probability for a cluster to split into l subclusters with mi ele-
ments each. p(distribution|partition) is the conditional probability to find the ob-
served class distribution in the clusters and can be computed by equation (5.1) and
(5.2).
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For two subclusters (l = 2), the probability p(partition) to observe a partition with
m1 elements in the first cluster and N −m1 elements in the second cluster is given
by

ppartition(m1;N) =
(
N
m1

)
2−N . (5.10)

ppartition is independent of the number of classes k. For l subclusters, the probability
p(partition) to observe a partition with mi elements in the i-th cluster is given by

ppartition(mi;N) =
N !∏l
i=1mi!

l−N . (5.11)

p(partition) becomes small if tiny clusters are separated from the rest of the data in
a split. For this reason, a direct integration of p(partition) leads to desperate results
in terms of degenerated trees and has been omitted for the computation of the TI.
Nevertheless, an integration of p(partition) might be useful for outlier detection.

5.3.4 Cumulative hypergeometric distribution

For two categories (κ = 2) and two subclusters (l = 2), the cumulative hy-
pergeometric distribution can easily be computed. Since m11 + m12 = n1 and
m1 +m2 = N , equation (5.1) can be rewritten as

p(m11;N,n1,m1) =

(
m1

m11

)(
N −m1

n1 −m11

)
(
N
n1

) . (5.12)

p(m11;N,n1,m1) is the probability to observe m11 elements of category C1 in
a cluster of size m1, when there is a total of N elements, with n1 elements of
category C1. The cumulative hyperbolic distribution pc(m11;N,n1,m1) is given
by

pc(m11;N,n1,m1) =
m11∑
x=0

(
m1

x

)(
N −m1

n1 − x

)
(
N
n1

) . (5.13)

and computes the probability that there are m11 elements or less (!) of category C1
in a cluster of size m1. In Figure (5.11) both the hypergeometric distribution and
the cumulative hypergeometric distribution are displayed. Figure (5.11a) plots the
probability to observe m11 ∈ [0, 100] of category C1 elements in a cluster of size
m1 = 100, when there is a total of N = 500 elements, with n1 = 200 elements of
category C1. The blue area describes the probability to observe at least m11 (here:
m11 = 35) elements of category C1. This probability can directly be expressed by
the cumulative hypergeometric distribution (Figure 5.11b).
For the general case (κ categories and l subclusters), a generalized form of the cu-
mulative polyhypergeometric distribution has to be computed. Such a computation
is a challenging task and is also computationally expensive.
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Figure 5.11: Both the hypergeometric distribution (a) and the cumulative hy-
pergeometric distribution (b) are displayed. In (a) the probability to observe
m11 ∈ [0, 100] elements of category C1 in a cluster of size m1 = 100 is plot-
ted, when there is a total of N = 500 elements, with n1 = 200 elements of
category C1. The blue area describes the probability to observe at least m11 (here:
m11 = 35) elements of category C1. This probability can directly be expressed by
the cumulative hypergeometric distribution function (b).

5.4 Discussion

Hierarchical cluster algorithms are frequently used in exploratory data analysis as
it is often performed for microarray data. Different cluster algorithms and parame-
terizations produce different clustering results. The algorithm and parameterization
leading to the most appealing cluster visualization need to be detected according
to a specific external label. An appealing cluster tree is characterized by splits
dividing a heterogeneous cluster into nearly homogeneous subclusters regarding
externally given additional variables which are interpreted as labels. In this chap-
ter, a novel index, the Tree Index was proposed. It is based on the probability of
each single split in a cluster tree. The Tree Index can identify the cluster algorithm
and parameterization yielding the clustering best suited for visualization. The di-
rect analysis of the structure of the cluster tree has the advantage that — in contrast
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to cluster indices that work on partitions — there is no need to estimate the number
of clusters or to cut the cluster tree at some level.
In the experiments performed in this chapter, the applied cluster algorithms, pre-
processings and (dis-)similarity measures were varied to create a large range of
possible tree visualizations. Since the application of hierarchical agglomerative
clustering and spectral clustering as well as the computation of the Tree Index are
not very time-consuming and can be performed automatically for a large range of
parameterizations, many more preprocessings and (dis-)similarity measures could
be tested. Other important issues like gene selection or outlier deletion might also
be considered to obtain cluster trees with even higher tree indices.

5.4.1 Outlook

The Tree Index optimizes the tree structure of the cluster tree, not its display. The
leaf ordering inside the cluster tree is still arbitrary. For a binary tree with n leaves,
there are 2n−1 possible visualization (section 5.3.1). Even though this is far less
than the number of possible tree structures, it is recommended to apply a leaf order-
ing algorithm (Bar-Joseph et al., 2001; Ding, 2002) for the final visualization. Fi-
nally, enhanced visualization techniques with carefully selected graphical attributes
(line width, color scale, etc.) should also be considered.
The Tree Index returns a positive value for any cluster tree and label, but it is not
normalized. It is also biased towards the number of categories. Usually the Tree
Index increases with the number of categories, since statistically it becomes less
likely to separate a homogeneous cluster from the rest of the data, if there are more
categories. However, in practice, it often happens that distinctive homogeneous
groups are separated from the rest of the data. The Tree Index achieves its maxi-
mum (upper bound) if complete homogeneous clusters are obtained in the first split
(if there are two categories) or in the very first splits (if there are more than two
categories). The Tree Index achieves its minimum (lower bound) for a complete
random cluster tree and random label. In chapter 6, the upper and lower bound are
used to derive a normalized Tree Index (NTI) which is 0 for a complete random
cluster tree and random label and 1 for a sharp clustering.
The upper bound of the Tree Index can be statistically derived, whereas a com-
putation of the lower bound is not straight forward and more theoretical work for
a proper modeling of cluster tree distributions has to be done. Nevertheless the
lower bound can be approximated using Monte Carlo simulations as described in
section 4.3.
The Tree Index can also be used to assess the robustness of cluster trees. To which
extent does the cluster tree change, if noise is added to some components of the
data? This application is especially interesting for microarray data, since for every
gene and subject, the variance of gene expression can be estimated from replicata
spots. However, there are only very few papers that incorporate the gene expres-
sion variance in their analysis (Tjaden, 2006). Also, the influence of the scaling
parameter of the (dis-) similarity measure have to be further examined. Interest-
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ingly the cluster trees remain robust for a large range of values until suddenly large
branches change instantly.
In this chapter, the Tree Index was applied on cluster trees obtained from clus-
tered biological samples. The Tree Index might also be applied to trees clustering
genes, which requires the incorporation of further biological knowledge. A possi-
ble external label is the primary function of a gene. Many databases exist for gene
annotation and gene ontology (Mewes et al., 2002; GO-Consortium, 2000). How-
ever, a gene is usually involved in more than only one function or pathway and the
gene annotations are still incomplete. Adaptations of the Tree Index are necessary
to apply it with such multi-variate and incomplete external labels.



Chapter 6

A Normalized Tree Index to
identify correlated clinical
parameters

Hierarchical agglomerative clustering is the basis for most visual data mining tasks
in microarray applications (previous chapter). Compared to non-hierarchical clus-
ter algorithms, it has the advantages that the number of clusters does not have to
be specified in advance. This property is of utmost importance since the number
of clusters is usually unknown making a precise a priori prediction of the number
of clusters impossible. A second reason for the frequent application of hierarchical
agglomerative clustering is its visualization ability. The intrinsic hierarchical clus-
ter structure of the data becomes visually accessible at once in the computed cluster
tree. It is common practice to visualize the computed cluster tree in combination
with the clustered microarray data (the primary data) and additional information
(the secondary data) that is available for the clustered samples (Figure 3.3).
Microarray technology is currently entering the field of medicine. Medical studies
are often characterized by a high amount of clinical parameters (secondary data).
Many new insights into the mechanisms of diseases can be obtained when the mi-
croarray data is analyzed in combination with the clinical which consists of master
data, vital data, laboratory data and outcomes (with respect to diseases of interest)
that is available for each subject. Clinical data can be considered as a set of ob-
servations on the phenotypic level. There are observations on the molecular level
(e.g. protein expression), macroscopic observations (e.g. skin color, tumor size,
outcome) as well as behavioral observations (e.g. nutrition, alcohol, sport). One
issue in which the researcher is often interested in is the identification of clinical
parameters that are correlated with the microarray data. A high correlation between
a clinical parameter and the microarray data indicates that there might be a com-
mon underlying mechanism or pathway. The detection of a correlation provides
fundamental insights, since it links the clinical parameter, the phenotype, to the
genotype represented by the microarray data. The identification of a high correla-

69
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tion between a phenotype and the genotype helps to formulate new hypothesis and
to obtain new insights into the complex mechanisms of diseases and life itself.
The visual inspection of cluster trees allows to estimate the correlation between
the clustered microarray data and clinical parameters. However, this approach be-
comes infeasible for studies with large numbers of samples and many clinical pa-
rameters. Furthermore, the number of clinical parameters that is available for each
subject is supposed to increase in the next decade, since an increasing number of
hospitals stores all kinds of clinical data in hospital information systems. Medical
departments also become more and more cross-linked. Therefore, an automated
computation of the correlation between clinical parameters and microarray data is
needed to identify correlated clinical parameters.
One way to compute the correlation between a clinical parameter (variable) and the
microarray data is to compute the correlation between the clinical parameter (first
variable) and every single gene (second variable) and to combine the results in a
final correlation coefficient. Depending on the type of variables, statistics provides
various methods to compute the correlation between two variables. For interval
data, Pearson’s correlation coefficient r (Fisher, 1915) computes the correlation
between two variables whereas each variable is normalized to zero mean and unit
variance beforehand. For ordinal data, the correlation between two variables can
be computed by Spearman’s rank correlation coefficient ρ (Sachs, 2002), which
is a robust measure which can even be applied on small sample sizes. The only
requirement is that the original data of any two successive ranks has to be approx-
imately equidistant. In cases where this can not be assumed, Kendall’s τ (Kendall,
1938) has to be applied. For nominal data, the chi-square test, Pearson’s contin-
gency coefficient, or the corrected contingency coefficient measure the correlation
between any two variables (Sachs, 2002).
A major drawback of the different correlation and contingency coefficients is that
they can only be used to compute the correlation between a clinical parameter and a
single gene. The information contained in microarray data is usually not contained
in single genes, but in so-called metagenes (Huang et al., 2003). Thus, a direct
computation of the correlation between single genes and clinical parameters in
order to identify correlated clinical parameters does not capture the major trend of
information that is hidden in the data. Microarray data rather has to be considered
in its entirety, and an analysis always has to be done in a holistic way.
In this chapter a novel index, the Normalized Tree Index (NTI), is developed to
compute a correlation coefficient between nominal clinical parameters and mi-
croarray data. The NTI is an extension to the Tree Index (TI) introduced in the
previous chapter. It is zero for a complete random clustering and random label and
one for a sharp clustering. Furthermore, an empirical p-value is derived which mea-
sures the level of significance of the detected correlations between external labels
and clustered microarray data. In a first step, the microarray data is clustered by hi-
erarchical agglomerative clustering using standard settings (Figure 6.1). Thereby,
the complete microarray data is taken into account. In a second step, the computed
cluster tree is evaluated using the NTI. For each nominal clinical variable that is
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Figure 6.1: The Normalized Tree Index (NTI) is used to compute a correlation
coefficient between nominal clinical parameters and microarray data. In a first
step, the microarray data is clustered by hierarchical agglomerative clustering using
standard settings. In a second step, the computed cluster tree is evaluated using
the NTI. For each nominal clinical variable that is available, a NTI is computed
that measures the correlation between that variable and the clustered microarray
data. This permits to identify clinical parameters that are highly correlated with
the microarray data, while analyzing the microarray in its entirety.

available, a NTI is computed measuring the correlation between that variable and
the clustered microarray data. By this approach the microarray data is considered
in its entirety and clinical parameters that are correlated with the microarray data
can be identified.
The NTI is applied on two breast cancer data sets to compute correlations between
the microarray data and clinical data.

6.1 Methods

In the precious chapter, the TI is used to identify the algorithm and parameteri-
zation yielding the clustering that is best suited for visualization. As noticed in
section 5.4, the TI has the drawback that it is biased with respect to the number
of classes of the external label. If the number of categories increases, the TI also
increases. In chapter 5, this drawback is of no importance since the TI is used
with a constant external label and thus a constant number of classes. In order to
apply the TI in combination with variable external labels, an extension to the TI,
the Normalized Tree Index (NTI), is developed in this section. The NTI computes
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TI = 0.740

TI = 0.722

TI = 1.121

TI = 0.935

create random trees

with random labels
create sharp clusterings

cluster tree obtained by

b)
c)

a)

clustering
hierarchical agglomerative

the external label

TI = 4.590

TI = 4.287

TI = 4.287

TI = 4.306

Figure 6.2: The clustering that is obtained when applying hierarchical agglomera-
tive clustering to the data is shown in (a). The branches and leaves of the cluster
tree are painted according to the given external class label. Missing values are
visualized by black leaves. In (b) r ≥ 10000 random clusterings with randomly
permuted labels (based on the given external label) are generated. The clustering
with the lowest TI is an empirical estimation for TImin. In (c) s ≥ 10000 sharp
clusterings for the provided external label are generated. The cluster tree with the
highest TI is an empirical estimation for TImax.

a correlation coefficient between nominal parameters and hierarchically clustered
data. Furthermore, a p-value is derived that measures the level of significance of
the detected correlation between external labels and clustered data.

6.1.1 The Normalized Tree Index (NTI)

The Normalized Tree Index (NTI) is an extension to the TI and computes a cor-
relation coefficient between nominal parameters and hierarchically clustered data.
A normalization is applied to the TI in such a way that the NTI is zero for a com-
plete random clustering and one for a clustering in which the clustered elements
are grouped in complete concordance with the external label. The normalization
is obtained by making use of the minimal TI (TImin) and the maximal TI (TImax)
that can be obtained by the given external labels. The values TImin and TImax are
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Figure 6.3: An empirical p-value for the TI (as well as for the NTI) is obtained
using a Monte Carlo simulation: A TI is computed r ≥ 1000 times for random
trees and randomly permuted labels. The p-value is defined by the fraction of TIs
that is equal or higher than the TI of a non-random cluster tree (here: 18.46%). The
resulting p-value of 0.1846 > 0.05 indicates that there is no significant correlation
between the clustered data and the label.

computed empirically using a Monte Carlo simulation (section 4.3 and Figure 6.2).
Figure (6.2a) shows the clustering that is obtained when applying hierarchical ag-
glomerative clustering to the data. In Figure (6.2b) r = 10000 random clusterings
with randomly permuted labels (based on the given external label) are generated.
The clustering with the lowest TI is an empirical estimation for TImin. In Fig-
ure (6.2c) s = 10000 sharp clusterings for the provided external label are gener-
ated. The cluster tree with the highest TI is an empirical estimation for TImax.
With the estimations for TImin and TImax, the NTI is defined by

NTI =
TI− TImin

TImax − TImin
(6.1)

6.1.2 p-value

Natural fluctuation in the data might lead to constellations in which the clustered
data seems to be correlated with external labels, but in fact the correlation has
occurred by chance. The computation of a p-value allows to detect such false iden-
tifications of correlations. Let H0 be the null hypothesis that there is no correlation
between the microarray data and a clinical parameter. A p-value lower than a sig-
nificance level of 5%, 1%, or 0.1% means a rejection ofH0. The p-value can either
be derived theoretically or empirically. In this chapter, a Monte Carlo simulation
is used to compute an empirical p-value for the TI and NTI. Since the p-value is
not altered by a normalization of the TI, it is equal for the TI and the NTI. For
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clinical parameter num categories
metastasis 2 (1) no (2) yes

positive lymph nodes 2 (1) no (2) yes
event death 2 (1) no (2) yes

estrogen receptor 2 (1) negative (2) positive
National Institute Health criteria 2 (1) 0 (2) 1

St.Gallen consensus criteria 2 (1) 0 (2) 1
conservative flag 3 (1) 0 (2) 1 (3) 2

Table 6.1: The clinical parameters and their categorizations in the van de Vijver
breast cancer data set.

simplicity, the computation of the p-value is derived for the TI in the following.
Let t be the TI of the tree obtained by a hierarchical cluster algorithm (e.g. hierar-
chical agglomerative clustering). The empirical p-value is defined by the fraction
of TIs obtained from random trees and randomly permuted labels that is equal or
higher than t (Figure 6.3):

p =
∫ ∞
u≥t

du (6.2)

For practical use, p can be approximated by

p ≈ 1
r

r∑
i=1
ti>t

1 (6.3)

with ti being the TI of the i-th random tree and i-th randomly permuted label. A
p ≥ 0.05 means that H0 (no correlation) cannot be rejected. A p < 0.05 (0.01,
0.001) means that the rejection of H0 is statistically significant at the 5% (1%,
0.1%) level. The number r of computed random trees and randomly permuted
label has to be sufficiently large to obtain a statistical significant rejection of H0

at the 5% (1%, 0.1%) level. r ≥ 1000 random trees are required to theoretically
achieve a statistical significant rejection of H0 at the 0.1% level.

Example Let us assume that hierarchical agglomerative clustering of some
data leads to a TI of t = 0.688 (Figure 6.3). Let us further assume that the Monte
Carlo simulation reveals that 18.46% of TIs obtained from random clusterings and
randomly permuted labels are higher than t. The resulting p-value of 0.1846 indi-
cates that H0 (no correlation) cannot be rejected at the 5% level of significance.

6.2 Results

The NTI and p-value is applied on two microarray data sets. The first data set
is the breast cancer data set of van de Vijver et al. (2002), which is described in
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clinical parameter num categories
age 6 (1) <40 (2) 40 to 49 (3) 50 to 59

(4) 60 to 69 (5) 70 to 79 (6) > 79
sample type 3 (1) biopsie before chemotherapy

(2) biopsie after chemotherapy
(3) operation (after chemotherapy)

BMI 3 (1) normal (18.5 to 25)
(2) overweight (25 to 30) (3) obese (>30)

native country 6 (1) Germany (2) Poland (3) Russia
(4) Taiwan (5) Sri Lanka (6) Turkey

ethnic group 2 (1) Europe (2) Asia
nursing 2 (1) no (2) yes

nursing period 4 (1) none (2) short (1 to 5 months)
(3) intermediate (6 to 14 months)
(4) long (>14 months)

menopause 2 (1) no (2) yes
smoking 5 (1) always non-smoker (2) sometimes

(3) regular (4) often (5) again non-smoker
alcohol 5 (1) never (2) no longer

(3) less than once a month
(4) 1 to 3 times a week (5) daily

sport 3 (1) nothing (0h/week) (2) little (1 to 4h/week)
(3) plenty (>5h/week)

sleep 3 (1) little (<7h/day) (2) normal (7-9h/day)
(3) plenty (>9h/day)

familiar breast cancer 2 (1) no (2) yes
histology 4 (1) ductal (2) lobar (3) not definable

(4) mucous ductal
T (tumor dimension) 5 (1) T0 (2) T1 (3) T2 (4) T3 (5) T4

N (lymph nodes) 3 (1) N0 (2) N1 (3) N2
Grading 2 (1) G2 (2) G3

Progesterone 3 (1) negative (0 to 1) (2) intermediate (2 to 8)
receptor IHC (3) high positive (9 to 12)

Estrogen 3 (1) negative (0 to 1) (2) intermediate (2 to 8)
receptor IHC (3) high positive (9 to 12)

Her2-new 3 (1) negative (2) intermediate (3) positive
intended operation 5 (1) ablatio and axilla (2) ablatio and sentinel

(3) BET and sentinel (4) ablatio (5) BET

Table 6.2: The clinical parameters 1 to 21 and their categorizations for each subject
in the Bielefeld breast cancer data set are listed. Interval parameters are converted
to nominal parameters by the indicated transformations in parentheses.
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clinical parameter num categories
inspection 4 (1) noconspicuity

(2) inflammatory mamma-carcinoma
(3) plateau phenomenon (4) other

lateral acoustical shadow 2 (1) no (2) yes
dorsal acoustic attenuation 2 (1) no (2) yes

axilla 2 (1) unsuspicious (2) suspicious
tumor size (mammogramm) 3 (1) small (0 to 9mm)

(2) intermediate (10 to 25mm)
(3) large (>26mm)

micro lime 2 (1) no (2) yes
chemoregime 5 (1) TAC (2) ACDoc (3) Geparquattro

(4) FEC (5) Geparquinto
herceptin treatment 2 (1) no (2) yes

Table 6.3: The clinical parameters 22 to 29 and their categorizations for each sub-
ject in the Bielefeld breast cancer data set are listed. Interval parameters are con-
verted to nominal parameters by the indicated transformations in parentheses.

section 5.2. In addition to the microarray data, six nominal clinical parameters are
available for each subject (Table 6.1). The second data set is a preliminary data
set taken from the yet unpublished Bielefeld breast cancer project led by Anika
Tauchen1 and Anke Becker2. A selected set of 212 marker genes is analyzed for
87 samples taken from 49 patients. One main contribution of the project, in contrast
to other microarray breast cancer studies, is the high amount of clinical parameters
that has been collected for each of the patients. As summarized in Table (6.2, left
column) and Table (6.3, left column), 29 clinical parameters are selected for cor-
relation analysis. Some of these parameters are interval parameters. To apply the
NTI, they have to be converted to nominal parameters by parameter-specific trans-
formations (e.g. the values of the parameter age are divided into the six categories
<40, 40 to 49, 50 to 59, 60 to 69, 70 to 79, and >80.). Moreover, when reason-
able, the categories of some nominal variable are merged (e.g. the categories of the
parameter progesterone receptor IHC are transformed to the categories negative
(for values 0 to 1), intermediate (for values 2 to 8) and high positive (for values
9 to 12)). All specific transformations are listed in Table (6.2, right column) and
Table (6.3, right column).
Both data sets are preprocessed and clustered as follows: The logarithms of ratios
are scaled to [−1, 1] (all normalization). Then they are clustered by hierarchical
agglomerative clustering using average linkage and a distance metric (dissimilarity
measure) based on the correlation between a pair of subjects. This correlation

1Fakultät für Gesundheitswissenschaften, University of Bielefeld, Germany
2Zentrum für Biosystemanalyse, University of Freiburg, Germany
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distance metric dij ∈ [0, 1] of two expression profiles xi and xj of dimension g is
defined as

dij =
1
2
−
∑g

k=1 xikxjk
2g

(6.4)

By applying the NTI on cluster trees obtained from real-world data sets, we simu-
late the scenario where a biomedical researcher is looking for clinical parameters
that are correlated with the microarray data.
A NTI and p-value is computed for each clinical parameter listed in Tables 6.1 to
(6.3). A summary of all results is shown in Figure (6.4). For both data sets, the
highest NTI is obtained for the estrogen receptor. The number of stars indicates
the level of significance of the correlation. One star means that the rejection of H0

(no correlation) is statistically significant at the 5% level. Two stars mean that the
rejection of H0 is statistically significant at the 1% level. Three stars mean that the
rejection of H0 is statistically significant at the 0.1% level. No stars mean that H0

cannot be rejected.
In the upper part of Figure (6.4), the results for the van de Vijver breast cancer
data set are shown. The highest NTI is obtained for the clinical parameter estrogen
receptor (ESR1). The correlation between the clinical parameters metastasis, event
death, and estrogen receptor (ESR1) and the microarray data is statistically signif-
icant at the 0.1% level. The StGallen consensus criteria is statistically significant
at the 1% level. In the lower part of Figure (6.4), the results for the Bielefeld breast
cancer project are shown. The highest NTI is obtained for estrogen receptor IHC.
The correlations between BMI, native country, progesterone receptor IHC and es-
trogen receptor IHC and the microarray data are statistically significant at the 0.1%
level. The correlations of the parameters age, T (tumor dimension) grading and in-
tended operation are statistically significant at the 1% level. The correlations of the
parameters ethnic group, nursing period, menopause, N (lymph nodes), Her2-new,
inspection, tumor size (mammogramm) and chemoregime are statistically signifi-
cant at the 5% level.
Cluster trees for the parameters metastasis, event death, positive lymph nodes and
estrogen receptor (ESR1) of the van de Vijver data set are displayed in Figure (6.5)
and (6.6). Clustering results for the parameters estrogen receptor IHC, proges-
terone receptor IHC, T (tumor dimension), grading, native country and BMI of the
Bielefeld data set are displayed in Figures (6.7) to (6.9).

6.3 Discussion

In this chapter a novel index, the Normalized Tree Index (NTI), is developed to
compute a correlation coefficient between nominal clinical parameters and mi-
croarray data. The NTI is an extension to the TI as described in the previous
chapter. It is zero for a complete random clustering and random label and one for
a sharp clustering. Furthermore, an empirical p-value is derived which measures
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Figure 6.4: A NTI and p-value is computed for each available clinical parameter.
For both data sets, the highest NTI is obtained for the estrogen receptor. The num-
ber of stars indicates the level of significance of the correlation. One star means
that the rejection of H0 (no correlation) is statistically significant at the 5% level.
Two stars mean that the rejection of H0 is statistically significant at the 1% level.
Three stars mean that the rejection of H0 is statistically significant at the 0.1%
level. No stars mean that H0 cannot be rejected.
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the level of significance of the detected correlations between external labels and
clustered data. A high correlation between a clinical parameter and the microarray
data indicates that there might be a common underlying mechanism or pathway.
This linkage between the phenotype (the clinical parameter) and the genotype (the
microarray data) helps to formulate new hypothesis and aids to obtain new insights
into the complex mechanisms of diseases and even life itself.
Another benefit that arises from the detection of highly correlated clinical param-
eters is the following: Clinical parameters that are highly correlated with a set of
genes have the ability to make the analysis of genes containing redundant informa-
tion dispensable. The removal of these genes with redundant information helps to
identify sets of core marker genes.
Even though applied to microarray data in a medical setting, the NTI can be ap-
plied to any complex data that fulfills some basic requirements: First, it should
be possible to cluster the primary data by some hierarchical cluster algorithm (e.g.
hierarchical agglomerative clustering, spectral clustering (section 2.2)). Second,
some supplementary data (secondary data) should be available for each clustered
item.
The NTI computes a correlation coefficient between nominal clinical parameters
and the microarray data. Ordinal and interval parameters have to be converted
to nominal parameters by parameter-specific transformations (Table 6.2 and 6.3).
Such transformations always imply a loss of information. However, a reduction of
the data of an ordinal or interval parameter to a few biological relevant categories
can also help to avoid overfitting. In Table 6.2, the interval-scaled clinical parame-
ters progesterone receptor IHC and estrogen receptor IHC have been transformed
to nominal parameters with three categories of negative (0 to 1), intermediate (2 to
8) and high positive (9 to 12) values. Nevertheless, strategies for a direct applica-
tion of the NTI on ordinal and interval data need to be developed.
Hierarchical agglomerative clusters and a computation of the NTI are advantageous
compared to the following method that is sometimes used to obtain a correlation
coefficient: A classifier is trained on the microarray data. A selected parameter
is used to rate the correlation depending of the ability of a classifier to predict
the correct label in a leave-one-out setting. The higher the classification rate, the
higher the correlation between microarray data and clinical parameter. The major
drawback of this approach is that a visualization is not provided this way. A high
classification rate indicates a high correlation, but there is no way to retrace how
the specific classification rate has been obtained. Homogeneous clusters, outliers,
and other interesting patterns cannot be identified this way.
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NTI

0.0482
p = 0.0001

no
yes
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NTI

0.0897
p = 0.0001

no
yes
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Figure 6.5: The cluster tree obtained from the van Vijver data set is painted and
evaluated with respect to the clinical parameters metastasis and event death. The
p-values < 0.001 reveal that the rejection of H0 (no correlation) is statistically
significant at the 0.1% level. According to the NTI, event death is more correlated
to the microarray data than metastasis.
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NTI

0.0132
p = 0.4912

no
yes

positive lymph nodes

NTI

0.3508
p = 0.0001

estrogen receptor (ESR1)

negative
positive

Figure 6.6: The cluster tree obtained from the van Vijver data set is painted and
evaluated with respect to the clinical parameters positive lymph nodes and estrogen
receptor (ESR1). The p-value of 0.4912 indicates that there is no correlation be-
tween positive lymph nodes and the microarray data. In contrast to that, there seems
to be a very high correlation between estrogen receptor (ESR1) and the microarray
data, since the rejection of H0 is statistically significant at the 0.1% level.
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NTI
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p = 0.0001

negative (0 to 1)
intermediate (2 to 8)
high positive (9 to 12)

Estrogen receptor IHC

NTI

0.2286
p = 0.0001

negative (0 to 1)
intermediate (2 to 8)
high positive (9 to 12)

Progesterone receptor IHC

Figure 6.7: The cluster tree obtained from the Bielefeld data set is painted and
evaluated with respect to the clinical parameters estrogen receptor IHC and pro-
gesterone receptor IHC. These are the two parameters with the highest NTI in the
Bielefeld data set. The p-value indicates that there is a correlation at the 0.1%
significance level for both parameters.
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p = 0.0052
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Figure 6.8: The cluster tree obtained from the Bielefeld data set is painted and
evaluated with respect to the clinical parameters T (tumor dimension) and grading.
For both parameters, a correlation at the 1% significance level is reported. The
NTI of ≈ 0.1 indicates that there is a slight correlation between these clinical
parameters and the microarray data.
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Figure 6.9: The cluster tree obtained from the Bielefeld data set is painted and
evaluated with respect to the clinical parameters native country and BMI. Both
parameters are correlated with the microarray data at the 1% significance level.



Chapter 7

Fusing biomedical multi-modal
data for exploratory data analysis

In modern biomedical research data from different sources, multi-modal data or
complex data, is often linked together for an holistic analysis. Especially in clin-
ical studies concerning cancer research, clinical and categorical data is completed
by gene expression data from microarray experiments in the last decade (Quack-
enbush, 2001; Ochs, 2003). The clinical data contains age, weight and sex of the
patient, the size or the grade of the tumor, information about the lymph nodes, or
results from a histological analysis (van’t Veer et al., 2002) and many other pa-
rameters. Categorical data denotes the most important parameter for the respective
study. Depending on the type of study, this parameter can be the tumor malignancy,
the patients survival time or the success of a chemotherapy.
In the last years, the number of experiments and studies using microarray tech-
nology has increased considerably. Especially for breast cancer research there are
at least 39 studies, and for about two third of them data is available on the inter-
net (Brennan, 2005). Up to 25,000 genes can be analyzed simultaneously, even
though often only a fraction of these genes is selected and used for further analysis
(Dettling and Buehlmann, 2004). The major challenge is how all this clinical, cat-
egorical and genomic data can be analyzed in an integrative manner. This problem
is further increased by the high dimensionality of the data. Usually the number
of available experiments (number of samples) is approximately of the same mag-
nitude or even smaller than the number of genes (dimensionality of data space)
analyzed, which makes the application of statistical test methods impracticable.
Many machine learning methods can handle such difficulties, but most of them are
based on pairwise similarities, which cannot be defined appropriately for multi-
modal data. Considering all these aspects makes a more interactive, exploratory
data analysis seem more reasonable. To allow an exploratory study, the multi-
modal data, which is usually distributed in several media (tables, flat files) must be
integrated into one representation, combining visualizations of all kinds of avail-
able data. A simultaneous visual inspection of all modalities enables the detection
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of patterns and structure in the data when browsing through and zooming into the
image.
In this chapter, an integrative multi-modal visualization approach based on the
Self-Organizing Map (SOM) (Kohonen, 1990) is proposed. The basic idea is to
render a multi-modal visualization to display multi-modal data. A visualization
is designed that consists of dimension reduction and multivariate object display,
i.e. data glyphs. The SOM algorithm comprises the aspects dimension reduction,
clustering and visualization and is well suited for the analysis and visualization of
the microarray data (Tamayo et al., 1999; Wang and et al., 2002).
Thus the first data modality, the microarray data is fed into the SOM. Displaying
the trained SOM with the U-matrix approach (Ultsch, 1993a) visualizes structural
features of the high dimensional microarray data space. The visualized U-matrix
is expanded by introducing multivariate data glyphs in order to display clinical and
categorical data.
Using a metaphoric display approach (Nattkemper, 2005) the SOMs U-matrix is
rendered as an underwater sea bed with color and texture. In contrast to the REEF-
SOM presented in Nattkemper (2005) the underwater landscape can then be com-
pleted with glyphs generated from data from different sources, which was not used
for training of the SOM. In this chapter, a kind of metaphoric glyph is used, a so
called fish glyph. The fish glyphs have two groups of parameters that describe
shape or colors in order to display clinical data by shape and categorical features
with color. The resulting images are both informative and entertaining and can eas-
ily be interpreted by the biomedical collaborator, since specific knowledge about
the SOM algorithm is not required. Its visual inspection might reveal interesting
structural patterns in microarray, clinical and categorical data.

7.1 SOM-based sea bed rendering

The Self-Organizing Map (Kohonen, 1989) provides an unsupervised learning al-
gorithm for dimension reduction, clustering and visualization which is easy to
implement (Kohonen, 2001). To visualize the trained SOM, several approaches
have been proposed: The feature density of the trained SOM prototype vectors is
displayed based on smoothed histograms (Vesanto, 1999), the U-matrix (Ultsch,
1993a), or by clustering the prototype vectors (Vesanto and Alhoneimi, 2000; Wu
and Chow, 2004). For the special case of very large SOMs, fish eye view or fractal
view have been proposed (Yang et al., 1999). In addition, the SOM visualization
can be augmented by text labels, as for instance the WEBSOM (Honkela et al.,
1997) or a single feature analysis with a component plane view (Kaski et al., 1998).
Also automatic feature selection has been proposed to render icons for displaying
the SOM prototype vectors on a grid (Rauber and Merkl, 2001).
The U-matrix as proposed by Ultsch (1993a) is probably the most applied visual-
ization framework for SOM, especially for SOM with a large number of neurons.
The U-matrix visualizes the data structure by a display of approximated data densi-
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menu for associating features to parameters start rendering

REEFSOM

Figure 7.1: The fish glyph GUI: In the left half a fish cartoon shows the geometrical
parameters pk of the fish glyph. This is used for associating the clinical variables
and categories to the parameters x(i)

j . Parameters p0, . . . , p11, p15 and p16 encode
the geometrical properties of the fish and can be used to display different clinical
variables. Parameters p12 to p14 encode the RGB color of the fish and can be
used to display a category. The right side is used to map clinical variables and
categories to the 17 fish glyph parameters. A value of −1 encodes, that no variable
is associated to this parameter. In this case a default value is taken. In the lower
part of the GUI, fine tuning can be applied, parameter settings can be stored and
loaded and the rendering process of the REEFSOM can be triggered.

ties at the SOM grid nodes. For each node, the average distance to all its neighbor-
ing nodes is computed. These average distances are displayed by a height profile
or by a colored plane. In this chapter, both techniques are combined to visualize
the U-matrix as a colored height profile. For visualization of the underwater sce-
nario, the U-matrix is visualized the other way round, i.e. the depths of the sea bed
are drawn proportional to the average distances. So in the display clusters of very
different data are separated by valleys. However, it should be noticed that in the
case of overlapped and interconnected clusters as they often occur when analyzing
microarray data, the U-matrix approach might show some limitations.
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Figure 7.2: A flight into the REEFSOM of the microarray data set is shown. The
sea bed is barely divided by one abyss (a) into two plateaus (b and c). An inspec-
tion of the fish glyphs reveals, that the top left plateau is dominated by green fish
corresponding to patients who survived the next five years (d). The front is domi-
nated by red fish (patients who died within the next five years) which are placed in
the abyss as well as on the plateau (e).

7.2 The fish glyph

Glyphs (or icons) are parameterized geometrical models that are used for an inte-
grated display of multivariate data items. The idea is to map the variables of one
data item to the parameters of one glyph so that the visual appearance of the glyph
encodes the data variables.
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Glyph approaches can be classified as being abstract or metaphoric. Abstract
glyphs are basic geometric models without direct symbolic or semantic interpreta-
tion like profiles (du Toit et al., 1986), stars (Siegel et al., 1972), boxes (Hartigan,
1975a). To display more variables or also data relations, abstract glyphs can get
quite complex like the customized glyphs (Ribarsky et al., 1994; Kraus and Ertl,
2001), shapes (Shaw et al., 1999) or infochrystals (Spoerri, 1993). Such glyphs
can be powerful tools for a compact display of a large number of variables and
relations. However, the user must spend considerable time for training to be able
to use these tools effectively.
Since the idea of using metaphoric display is quite natural, metaphoric glyphs
have been proposed in the earliest years of information visualization already. In
1970, the well known Chernoff faces (Chernoff, 1971) were introduced for mul-
tivariate data display. The idea of rendering data faces may get new stimuli from
advances in computer graphics and animation (Noh and Neumann, 1998) since a
large range of algorithms exist to render faces in different emotional states. How-
ever, the successful application of Chernoff faces seems to be restricted to data with
a one-dimensional substructure, like social and economic parameters as in Dorling
(1994), Alexa and Müller (1998) and Smith et al. (2002). Similar approaches use
stick figures (Pickett and Grinstein, 1988), a parameterized tree (Kleiner and Harti-
gan, 1981) or wheels (Chua and Eick, 1998). To visualize the SOM in a metaphoric
manner, the designs of the U-matrix landscape and the data glyphs need to be syn-
chronized. To this end a fish shaped glyph is developed. The fish glyph is used
to display (i) the prototypes of the SOM or (ii) all the items of the data set or (iii)
both. In mode (ii) and (iii) the data set items are to be visualized on top of the sea
bed, i.e. the SOM. But, the computation of an appropriate two dimensional grid
position for each data item on the SOM (relative to the SOM node coordinates) is
a nontrivial problem. The most naive approach is to take the grid coordinates of
the winner node This approach must fail, if the number of data items per winner
node exceeds one, since in this case two fish must be rendered at the same posi-
tion. A more advanced solution is to interpolate the two dimensional position from
the grid node positions of several nodes. In the literature, some approaches have
been proposed, most of them applying advanced interpolation algorithms. In our
first version of the software, an exact positioning of the data items on the SOM is
disclaimed. Each data item is rendered at a random position in the close vicinity of
its winner node. On first sight, this strategy looks a bit crude, but it is motivated by
several arguments. First, several solutions to the interpolation problem have been
proposed and there is not one solution which is accepted by the entire community.
Second, one important feature of each data item is its cluster prototype, i.e. its
nearest neighbor. If the interpolation leads to suboptimal results, the data item, or
its glyph, is rendered at a position closer to another node , which makes it visually
infeasible to identify the winner node correctly. Third, the random strategy is the
computationally least expensive one.
The fish model consists of two kinds of parameters, 14 geometric parameters (six
angles and eight arc lengths) and three color values (RGB). The mapping of the
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Table 7.1: The mapping of the clinical and categorical features to the parameters of the
fish glyph

type feature visual. parameter fish glyph parameter
clinical grade shape x0 . . . x3 top
clinical diameter shape x4 . . . x7 bottom
clinical age shape x8 . . . x11 tail (caudal) fin
clinical lymphocytic infiltrate shape x15 top (dorsal) fin
clinical angioinvasion shape x16 lower (pectoral) fin
category survival ≤ 5 years color x12 red
category survival > 5 years color x13 green

clinical values to the fish parameters can either be done automatically or can be
defined by the user using the fish glyph GUI (Figure 7.1). Prior knowledge can be
used to map similar clinical values to related fish parameters.
In Figure (7.2) a flight into the REEFSOM illustrates, how the color and shape of
fish, rendered on top of a U-matrix sea bed, varies.

7.3 Application

To illustrate the application and usefulness of the REEFSOM for the exploratory
analysis of biomedical multi-modal data, results are shown for the van’t Veer breast
cancer data set (van’t Veer et al., 2002). It consists of microarray, clinical and
categorical data and is available via internet. The microarray data comprises the
analysis of 25000 genes for 78 primary breast samples. For each gene and sample
the logarithm of basis 10 of the intensity and the ratio ([−2, 2]) are provided. The
original gene pool was reduced (mainly by using statistical methods) in three steps
to 5000, 230 and finally 70 genes forming sets of marker genes that are somehow
related with breast cancer outcome (van’t Veer et al., 2002). Since gene selection
usually helps to improve the results in the domain of microarray data, it is focused
on the gene set with 70 genes to compute the REEFSOM in this chapter. More so-
phisticated gene selection techniques might further improve the REEFSOM results
but are not considered here. The clinical data contain the age of the subject (28
to 62 years), the grade (I to III) and diameter (2 to 55 mm) of the tumor, the oe-
strogen (0 to 100) and progesterone receptor status (0 to 100), angioinvasion (yes
or no), metastasis (yes or no) and lymphocytic infiltrate (yes or no). A subset of
these variables is used to render the shape of the fish glyphs. The categorical data
consists in the subjects survival during the following five years (yes or no). This
information is used to define the color of the fish.
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a) b) c) d)

Figure 7.3: Fish (a) represents a subject with a high age (large tail fin), who sur-
vived the following five years (green color). There is no lymphocytic infiltrate (no
top fin) and no angioinvasion (no lower fin). The tumor has grade III (huge top) and
has a medium diameter (medium bottom). Fish (b) represents a subject with a high
age (large tail fin), who survived the following five years (green color). There is no
lymphocytic infiltrate (no top fin) and no angioinvasion (no lower fin). The tumor
has grade I (small top) and has a tiny diameter (tiny bottom). Fish (c) represents
a subject with a low age (small tail fin), who died within the following five years
(red color). There is no lymphocytic infiltrate (no top fin) and no angioinvasion (no
lower fin). The tumor has grade II (medium sized top) and has a small diameter
(small bottom). Fish (d) represents a subject with a low age (small tail fin), who
died within the following five years (red color). There is a lymphocytic infiltrate
(top fin) and angioinvasion (lower fin). The tumor has grade III (large top) and has
a large diameter (large bottom).

7.3.1 Mapping

In Table (7.1) the mapping of the clinical and categorical features to the parameters
of the fish glyph is summarized. In order to enhance the contrast between different
fish glyphs the software allows to map a feature to more than one parameter of the
fish glyph. Here this is done for the clinical features grade, diameter and age which
are mapped to four parameters (two lengths and two arcs) each. Figure (7.3) shows
four visualizations of fish glyphs and illustrates the significance of their shape and
color.

7.3.2 Results

The SOM is trained with one million training steps whereas a linear decreasing
neighborhood and learning rate are used. Preliminary experiments with SOMs of
sizes between 5×5 and 100×100 trained on the microarray data set with 70 genes
revealed the best results for a SOM of size 15 × 15 using visual inspection. The
SOM result could probably be further improved by fine-tuning of the parameters
and by using objective measures for the map organization and topology preserva-
tion Venna and Kaski (2005). Fish glyphs are integrated to represent the clinical
and categorical data. The clinical data is used to render the shape of the fish and the
categorical data specifies the color of the fish. A flight into the computed REEF-
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SOM is shown in Figure (7.2). In Figure (7.4) results from an exploratory data
analysis are described.

7.4 Summary and Discussion

The REEFSOM (Nattkemper, 2005), a metaphoric display, is applied and further
improved such that it allows the simultaneous display of biomedical multi-modal
data for an exploratory analysis. Visualizations of microarray, clinical, and cate-
gory data are combined in one informative and entertaining image. The U-matrix
of the SOM trained on microarray data is visualized as an underwater sea bed using
color and texture. The clinical data and category data are integrated in the form of
fish shaped glyphs. The color represents a category (the main information one is
interested in) and the shape is modified according to selected clinical features.
In order to compare the REEFSOM with other data analysis approaches a test sce-
nario is imaginable where test persons are asked to detect structures and patterns
in either artificial or real-life data sets.
The REEFSOM has the fundamental advantage that it is multi-modal itself, and
thus expecially well suited for the display of multi-modal data. The geology modus
(U-matrix displayed as sea bed) is combined with a fauna modus (fish glyphs) or
fauna modi (fish shape representing the clinical data and fish color representing
the category). The user can direct his attention to the modus of his choice or to
both. Additional modi allow the integration of further data sources, e.g a flora
modus might be introduced for displaying features of biomedical images (X-ray,
CT, MRI).
Advances in this chapter reveal that the REEFSOM is well suited for the ex-
ploratory data analysis of multi-modal data since its ability to combine visualiza-
tions of microarray, clinical and category data. The resulting images are intuitive,
entertaining and can easily be interpreted by the biomedical collaborator, since
specific knowledge about the SOM algorithm is not required. Visual inspection en-
ables the detection of interesting structural patterns in the multi-modal data when
browsing through and zooming into the image.
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Figure 7.4: Subjects who survived the following five years (green fish) are sepa-
rated from those who died within the following five years (red fish), except a few
outliers (a and b). The single red outlier (a) is placed in a region dominated by
green fish indicating that its gene expression profile is similar to those subjects
who survived the following five years. Also its clinical features do not indicate
any deviation from the surrounding green fish. The group of outliers (b) consists
of five fish. All of them have tumor grade III (huge top) and three of them have
lymphocytic infiltrate (top fin). Interestingly subjects with lymphocytic infiltrate
(top fin) cluster together (c) except two outliers (d). This indicates that the gene
expression profile of subjects with lymphocytic infiltrate are similar. The upper left
half is dominated by subjects who survived the following five years. Many of them
have a tumor of grade I or II (small or middle size top with a small tumor diameter
(small bottom) (e). In contrast to that most of the subjects in the front have tumor
grade III (huge top). Many subjects who died within the following five 5 years (red
fish) are still young (small tail fin) (f).



Chapter 8

Taxonomic classification of short
DNA fragments

The emerging field of metagenomics allows, for the very first time, to study the
collective genomes (metagenomes) of microbes in free-living microbial communi-
ties (Handelsmann et al., 2007). The simultaneous study of the large number of
species on a genomic level demands for new algorithmic approaches to process the
high amount of sequenced DNA fragments.
One major task is to assign a DNA fragment to its originating species. Such a
classification would be a crucial step in the analysis of an environment on an or-
ganismal level, leading to a more complex way of describing and comparing en-
vironmental states. Another metagenomic challenge results from the observation
that many species have not yet been sequenced, leaving us with a narrow sample
as reference. To obtain contigs from metagenomic data, a binning of the sequence
reads is helpful for assembly. This binning task is addressed by classifying se-
quence reads to predefined categories at a specific phylogenetic rank. The most
challenging task is to classify them at species rank, but a classification at higher
phylogenetic ranks is also helpful. Genus, Order, Class, Phylum, and Superking-
dom represent the most commonly used taxonomic ranks (Figure 8.1 and 3.5).
In order to estimate phylogenetic differences between certain species of interest,
two approaches have been developed:
The traditional approach is based on sequence similarity (homology) taking into
account only part of the genome (i.e. a single gene or a marker gene). The major
drawback for the detection of marker genes is the need for sequence alignment,
a technique for which many pitfalls can be encountered (Li, 1997), sampling of
representative sequences, lateral gene transfer, or recombination are among the
most common. Other attempts to estimate phylogenetic distance involve the use of
ribosomal RNA molecules, gene content, gene order, protein domain content, etc.
Moreover, multiple sequence alignments are computationally very expensive.
The second approach is alignment-free and is based on nucleotide composition
(Teeling et al., 2004; Abe et al., 2006; McHardy et al., 2007). The information
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Figure 8.1: One major task in metagenomics is to classify DNA fragments of vary-
ing lengths at different phylogenetic ranks. The most challenging task is to classify
them at species rank, but a classification at higher phylogenetic rank is also helpful.
Genus, Order, Class, Phylum, and Superkingdom represent the most commonly
used taxonomic ranks.

is directly computed from the nucleotide sequence of genomes or non-assembled
fragments disregarding prior identification of functional regions are taken into ac-
count (Gupta, 1998; Stuart et al., 2002; Qi et al., 2004; Chapus et al., 2005). Such
methods have the potential to classify even short genomic sequences and help in the
evaluation of trends in microbial diversity, novel genes, and genome evolution. A
powerful characteristic that enables to capture evolutionary relationships between
species and permits a classification of DNA fragments is the genomic signature
which is defined as a set of short oligonucleotide patterns in a sequence (Karlin
and Burge, 1995). Genomic signatures are species-specific and can be computed
from complete genomes, but also from variable-length DNA fragments in any part
of the genome (Deschavanne et al., 1999). A genomic signature can be regarded
as a feature vector that can be processed by any data mining or machine learning
algorithm. McHardy et al. (2007) applies the concept of genomic signature to train
a Support Vector Machine (SVM) on fragments of 100 Kb in order to classify frag-
ments of ≥ 1 Kb of 340 species at the taxonomic ranks Domain, Phylum, Class,
Order, and Genus) with high accuracy.

The classifier that performs the task of classifying sequence reads to support bin-
ning at a specific phylogenetic rank should cover the following three aspects: First,
it should be accurate in classification. Second, it should be scalable to process the
large data sets that are present in metagenomics. Third, it should enable a data
visualization to provide means for inspection and for feature space exploration,
a feature that is usually not provided by sophisticated classifiers in the machine
learning or data mining domain. Most black box classifiers such as SVMs do only
address the first and sometimes the second of these requirements.

To cover all aspects of accurate classification, scalability, and data visualization,
feature vectors representing genomic fragments are processed by a special variant
of Kohonen’s Self-Organizing Map (SOM) (Kohonen, 1990), the H2SOM (sec-
tion 2.3.1). In genomic studies, the standard SOM has already been applied very
successfully to classify environmental DNA fragments with length of 10 Kbp or
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more (Abe et al., 2002, 2005, 2006, 2007). The standard SOM projects the data
to a two-dimensional flat Euclidean space, a space that might not correspond to
the intrinsic structure of genomic data. It is more likely that genomic sequences
are structured hierarchically in the same way as their corresponding species are
grouped into kinships relations as represented in the tree of life. Hierarchically
organized data grows exponentially and thus requires a mapping into a geometric
space with corresponding behavior. To this end, the hyperbolic SOM (HSOM) ap-
plies a tree-like grid in hyperbolic space. It has already been successfully applied in
text mining (Ontrup and Ritter, 2006) and first successes have also been reported
for the embedding of high-dimensional feature vectors representing genomic se-
quences (Martin et al., 2007). A special ultra-fast hierarchical training scheme is
applied in the hierarchical-growing hyperbolic SOM (H2SOM), which enables to
deal with the exponentially growing amount of data in metagenomic studies.
In order to further decrease the required minimum length of DNA fragments for
a proper classification, three different representations (feature vectors) of genomic
sequences and DNA fragments based on the genomic signature are evaluated: In a
first experiment, frequencies of oligonucleotide patterns are directly taken as fea-
tures, and are combined to a feature vector for each complete genome or DNA
fragment. In a second approach, features are developed that take the general im-
portance of each oligonucleotide pattern into account. These features are similar
to the term frequency - inverse document frequency (tf-idf) features, successfully
applied in text mining (Salton et al., 1975). In a third approach, features containing
the enhanced contrast between over- and underrepresented patterns are evaluated.
In this chapter, genomic sequences of 350 prokaryotic organisms (section 3.2.5)
are used. This represents a vast majority of sequenced organisms from the two
domains archaea and bacteria. DNA fragments of 0.2 - 50 Kbp are classified to the
most commonly used taxonomic categories at the ranks Superkingdom, Phylum,
Class, Order, Genus, and Species. Thereby, the classification of DNA fragments
sequenced by the Sanger technology or 454 pyrosequencing as well as assembled
contigs is addressed. Feature vectors obtained from complete genomic sequences
or DNA fragments are used to train a H2SOM. Subsequently the trained model
is used as classifier (section 2.3.2) to classify DNA fragments of shorter lengths.
It is shown that a phylogenetic classification of DNA fragments of 0.2 - 50 Kbp
is possible with a high accuracy in a H2SOM framework for all taxonomic ranks
considered. At the same time, a visualization of the projected data permits further
insights into the data and provides an intuitive browsing through DNA fragment
clusters to support the binning process prior to assembly.

8.1 Feature vector computation

In order to allow a comparison between genomic sequences and subsequences
(DNA fragments) of different lengths, a representation for each (sub-)sequence has
to be found. To this end, feature vectors of a fixed length are computed for each
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Figure 8.2: In order to find an appropriate representation for the genomic sequences
and subsequences, different types of feature vectors are computed: The term fre-
quency (tf) feature vector directly consists of the frequencies of oligonucleotide
patterns of a specified length (here: k = 2) in a sequence. The term frequency -
term importance (tf-ti) feature vector is based on the tf feature vector, but considers
the general importance of oligonucleotide patterns – an approach that is similar to
the term frequency - inverse document frequency (tf-idf) features successfully ap-
plied in textmining. Therefore the feature values of those patterns is increased that
are rare among all species and that occur more frequently than other patterns in the
considered species.

(sub-)sequence that are uniquely based on the nucleotides in the (sub-)sequence.
Thus additional information about the (sub-)sequence, which is often difficult or
even impossible to obtain for small subsequences, is not required. The entries of
the feature vector are computed from the numbers of oligonucleotide patterns of
length k in a sliding window of step size one in the forward and reverse DNA
strand.

Let Σ be the alphabet of nucleotides Σ = {A,C,G, T}, and let o be an oligonu-
cleotide pattern of length k = |o|, with oi ∈ Σ. This results in |Σ||o| = 4k

possible oligonucleotide patterns of length k, e.g. an oligonucleotide pattern of
length k = 4, as used in our experiments, can be one of the following sequences:
o(1) = AAAA, o(2) = AAAC, . . . , o(4k) = TTTT . Let s(l) be the genomic
sequence of species l (with 1 ≤ l ≤ 350) of length |s(l)| each and s(l)i ∈ Σ.

To find an appropriate representation for the genomic sequences and subsequences,
three different types of feature vectors are computed: The term frequency (tf) fea-
ture vector directly consists of the frequencies of oligonucleotide patterns of a spec-
ified length in a sequence. Let t(l)j be the number of the j−th oligonucleotide (with
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j = 1, . . . , 4k) in sequence s(l). The tf feature vector of the genomic sequence of
species l is defined as

f (l)
tf (s(l)) =

(
t
(l)
1 , t

(l)
2 , . . . , t

(l)

4k

)T
(8.1)

For illustration see Figure (8.2). The term frequency - term importance (tf-ti) fea-
ture vector is based on the tf feature vector, but considers the general importance of
oligonucleotide patterns. This approach is similar to the term frequency - inverse
document frequency (tf-idf) features successfully applied in the textmining domain
(Salton et al., 1975). The traditional idf measuring the fraction of documents in
which a certain term is contained is not adequate to analyze genomic fragments,
because oligonucleotide patterns up to length k = 6 are contained in almost every
sequence at least once, resulting in an equal importance for each pattern. The im-
portance of an oligonucleotide pattern can be measured by increasing the feature
values of those patterns that

1. are rare among all species and that

2. occur more frequently than other patterns in the considered species.

Let tj =
∑350

l=1 t
(l)
j be the number of the j-th oligonucleotide among all species.

Let t(l) =
∑4k

j=1 t
(l)
j be the number of all oligonucleotides in genomic fragment l

(Figure 8.2). The tf-ti feature vector of the genomic sequence of species l is defined
as

f (l)
tf-ti(s

(l)) =

(
t
(l)
1

t1t(l)
,
t
(l)
2

t2t(l)
, . . . ,

t
(l)

4k

t4kt
(l)

)T
(8.2)

The oligo feature vector contains the enhanced contrast between over- and un-
derrepresented oligonucleotide patterns in a sequence. The divergency between
expectation and observation of oligonucleotide patterns of length k is given by the
ratio of observed vs. expected (Martin et al., 2007). For notation simplicity let
us consider only one sequence s ≡ s(l) in the following. For a sequence s, the
probability to observe a certain nucleotide η ∈ Σ can be computed by

p(η) =
1
|s|

|s|∑
i=1

q(si, η) (8.3)

with the indicator function

q(si, η) =
{

1 if si = η
0 else

(8.4)

The expectation value for a certain oligonucleotide o in the sequence s can be
estimated by

E[o] ≈ |s|
|o|∏
i=1

p(oi) (8.5)
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Let O[o] be the number of observed oligonucleotides o in the same sequence s.
The contrast is performed by computation of the score

g(o) =


0 if O[o] = 0

O[o]
E[o] if O[o] > E[o]

−E[o]
O[o] if O[o] ≤ E[o]

(8.6)

The oligo feature vector of the sequence s contains the scores of all possible
oligonucleotides:

f (l)
oligo(s) =

(
g(o(1)), g(o(2)), . . . , g(o(4k))

)T
(8.7)

8.1.1 Normalization

For further processing in learning algorithms, a normalization of the feature vectors
is of decisive importance. The following 12 different normalization strategies have
been tested:

Normalization 0: no normalization

Normalization 1: scale all features to unit interval [0, 1)

Normalization 2: shift all features to obtain zero mean (µ = 0)

Normalization 3: scale all features to obtain variance (σ2 = 1)

Normalization 4: combine normalizations 2 and 3

Normalization 5: scale the data in each feature vector to unit interval

Normalization 6: shift the data in each feature vector to obtain zero mean

Normalization 7: scale the data in each feature vector to obtain unit variance

Normalization 8: combine normalizations 6 and 7

Normalization 9: scale each feature among all feature vectors to unit interval

Normalization 10: shift each feature among all feature vectors to zero mean

Normalization 11: scale each feature among all feature vectors to unit variance

Normalization 12: combine normalizations 10 and 11
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Figure 8.3: A normalization of the feature vectors is of decisive importance for fur-
ther processing in learning algorithms. 12 different normalization strategies have
been tested. The corresponding classification error when classifying DNA frag-
ments of 10 Kb at different ranks is displayed. It can be seen that each type of
feature vector works best with its specific normalization strategy. The tf features
work best with normalization 7, and the tfti features work best with normalization
11. For the oligo features, no normalization could be found that led to a consider-
able decrease of the classification error.

The classification error obtained when classifying DNA fragments of 10 Kb (Ta-
ble 8.1, scenario 6) at different ranks is displayed in Figure (8.3). It can be seen
that each type of feature vector works best with its specific normalization strategy.
The tf features work best when the elements of each feature vector are scaled to
unit variance (normalization 7), the tf-ti features when each component among all
vectors is scaled to unit variance (normalization 11). For the oligo features, no nor-
malization could be found that led to a considerable decrease of the classification
error. The specific best normalization strategies are applied throughout this thesis.
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scenario training → classification
1. complete → 200
2. complete → 500
3. complete → 1000
4. complete → 3000
5. complete → 5000
6. complete → 10000
7. complete → 50000
8. 50000 → 200
9. 50000 → 500

10. 50000 → 1000
11. 50000 → 3000
12. 50000 → 5000
13. 50000 → 10000
14. 10000 → 200
15. 10000 → 500
16. 10000 → 1000
17. 10000 → 3000
18. 10000 → 5000
19. 1000 → 200
20. 1000 → 500

Table 8.1: The H2SOM classifier is trained on feature vectors either representing
complete genomic sequences (scenario 1-7) or subsequences of 1-50 Kbp (scenario
8-20) for the classification of shorter genomic subsequences (0.2-50 Kbp).

8.2 Results

Hierarchical-growing hyperbolic SOMs (H2SOMs) are trained for classification of
normalized feature vectors generated from oligonucleotide patterns of length k = 4
of DNA fragments of 350 prokaryotic organisms.1 The feature vectors, containing
either tf, tf-ti, or oligo features, either represent a complete genomic sequence or a
genomic subsequence (DNA fragment) of 0.2, 0.5, 1, 3, 5, 10, 15, or 50 Kbp long.
In our experimental setting, the genomic subsequences are obtained by cutting
them out of the 350 complete sequences (Figure 8.4). A data set primary either
consists of 350 feature vectors, each encoding one complete genomic sequence (by
adding noise, the data set is enlarged to 2800 feature vectors), or of 2800 feature

1no improvement was reported for k > 4 - results not shown.



102 CHAPTER 8. TAXONOMIC CLASSIFICATION OF DNA FRAGMENTS

A T A

A T C

10000 bp

500 bp

50
00

0 
bp

50000 bp

10000 bp1000 bp

50000 bp

10000 bp

1000 bp

10
00

 b
p

50
0 

bp

500 bp

1
0
0
2
2
0

2

2
1
0
2
1
0

0

2−mers

AA
AC
AG
AT
CA
CC

TT

1
0
0
3
1
0

0

1
0
0
2
0
0

0

1
0
0
2
1
0

0

1
0
0
1
2
0

2

1
0
0
1
2
0

2

1
0
0
2
0
0

0

1
0
0
2
0
0

0

1
0
0
2
1
0

0

1
0
0
1
2
0

2

1
0
0
2
1
0

0

1
0
0
1
2
0

2

1
0
0
2
0
0

0

2
1
0
2
0
0

0

classifier

A T C T C T C A A T C T A T CG G

C A A T T CT A

species 350:

species 2:

species 1:

T T C C A A TC GG A A

feature vector computation

2−mers

AA
AC
AG
AT
CA
CC

TT

training

tr
ai

ni
ng

classification
350 feature vectors 2800 feature vectors

(s
ce

na
rio

s 
8−

20
)

training
(scenarios 1−7)

add noise

2800 feature vectors)

data set

(enlarge data set to

training / classification data set

Figure 8.4: Feature vectors, containing either tf, tf-ti, or oligo features, are ob-
tained from either complete genomic sequences or from genomic subsequences of
0.2, 0.5, 1, 3, 5, 10, 15, or 50 Kbp long. In our experimental setting, the genomic
subsequences are obtained by cutting them out of the 350 complete sequences. A
data set primary either consists of 350 feature vectors, each encoding one com-
plete genomic sequence (by adding noise, the data set is enlarged to 2800 feature
vectors), or of 2800 feature vectors, computed from eight disjunct genomic subse-
quences of either 0.2, 0.5, 1, 3, 5, 10, 15 or 50 Kbp of each of the 350 genomic
sequences. Even though all 350 genomic sequences are used to generate feature
vectors for the training and the testing data set in each scenario, each computed
feature vector is either contained in the training or the testing data set, but never in
both.

vectors, computed from eight2 disjunct genomic subsequences of either 0.2, 0.5,
1, 3, 5, 10, 15 or 50 Kbp of each of the 350 genomic sequences. Even though
all 350 genomic sequences are used to generate feature vectors for the training
and the testing data set in each scenario, each computed feature vector is either
contained in the training or the testing data set, but never in both. A separation
of the 350 genomic sequences into training and testing sequences might be an
interesting approach at higher ranks, but it is infeasible at rank Species or Genus.
A correct classification of a species or genus (which often only consists of one
species) becomes impossible if the only existing species has been omitted during
training.

2maximal number of disjunct subsequences of 50 Kbp obtainable from any genomic sequence
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The classifier performance is analyzed when training the H2SOM on feature vec-
tors computed from complete genomic sequences and classifying feature vectors
representing subsequences. (Table 8.1, scenario 1-7). To analyze whether subse-
quences are also sufficient for training, the H2SOM classifier was also trained on
subsequences of 1 to 50 Kbs. (Table 8.1, scenario 8-20). The applied H2SOMs
consist of five rings with a branching factor nb = 8, resulting in 2281 nodes. They
were trained with 10000 training steps for each ring and a linear decreasing learn-
ing rate (η1 = 0.9 to η10000 = 0.1) and neighborhood size (σ1 = 10 to σ10000 = 1).
To address the issue of assigning DNA fragments to their originating species or to
bin them for assembly, the DNA fragments are classified at rank superkingdom to
species in the tree of life. The classification errors of the H2SOM classifier and the
k-nearest neighbor (knn) classifier3 (Hastie et al., 2001) at ranks Superkingdom,
Phylum, and Class are displayed in Figure (8.5) and those at ranks Order, Genus,
and Species are displayed in Figure (8.6) for each training-classification scenario
and each type of feature vector. Each scenario was repeated ten times to account
for variations in the stochastic learning process.
The figures illustrate that the H2SOM classifies DNA fragments of 0.2-50 kbp with
high accuracy to their correct category in the tree of life, but it is still outperformed
by the knn classifier. The H2SOM results prove to be relatively stable, only very
few outliers were detected. The best results are obtained for the complete→ 50 Kb
scenario. Three major observations can be made: First, feature vectors of longer
subsequences (50 Kb, 15 Kb, 10 Kb) can be easier classified than those of shorter
subsequences (0.2 Kb, 0.5 Kb, 1 Kb). Especially for subsequences≤ 1 Kb the clas-
sification error increases considerably. Second, it seems to be of minor importance
whether the H2SOM has been trained on feature vectors from complete sequences,
or on subsequences of smaller sizes. Finally, the introduced tf-ti feature proves to
be the most powerful feature in this context, closely followed by the tf feature.
In order to enlarge the training data set consisting of 350 feature vectors in scenar-
ios 1 to 7, each feature vector is perturbated with uniformly distributed noise and
added to the data set. This scheme is repeated eight times in order to obtain a data
set of 2800 items (similar to the data sets of the genomic fragments). Figure (8.7)
displays results for scenario 6 at rank genus using tf-ti features (ten repetitions).
Uniformly distributed noise η ∈ [10−5, 10] is added to each component of the
feature vectors. It can be seen that the classification error can be decreased by ap-
proximately 10% when noise η ≈ 0.2 is added to each component. Consequently,
this amount of noise is subsequently applied throughout the experiments.
Training the H2SOM with feature vectors from 350 species can be performed in
less than one minutes on a standard PC with 2 GHz and 256 MB RAM, whereas
the classification of the same number of species does not require more than a few
seconds. The knn classifier requires about half a minute for classification.
For visual inspection, a H2SOM trained on the complete genomic data using tf-ti
features is displayed using the Poincaré projection (Figure 8.8). The images in Fig-

3the knn classifier is often used as standard classifier in machine learning
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Figure 8.5: Classification errors of the H2SOM and the knn classifier at ranks Su-
perkingdom, Phylum, and Class for each training-classification scenario and each
type of feature vector, ten runs each (box-and-whisker plots). It can be seen that
the H2SOM classifies small DNA fragments with high accuracy to their correct
category in the tree of life, but it is still outperformed by the knn classifier. The
H2SOM results prove to be relatively stable, only very few outliers were detected.
The best results are obtained for the complete → 50 Kb scenario. Three major
observations can be made: First, feature vectors of longer subsequences (50 Kb,
15 Kb, 10 Kb) can be classified more easily than those of shorter subsequences
(0.2 Kb, 0.5 Kb, 1 Kb). Second, it seems to be of minor importance whether the
H2SOM has been trained on feature vectors from complete sequences, or on sub-
sequences of smaller sizes. Finally, the tf-ti feature proves to be the most powerful
feature in this context, closely followed by the tf feature.
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Figure 8.6: Classification errors of the H2SOM and the knn classifier at ranks
Order, Genus, and Species for each training-classification scenario and each type
of feature vector, ten runs each (box-and-whisker plots).
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Figure 8.7: Uniformly distributed noise η ∈ [10−5, 10] is added to each component
of the 350 feature vectors representing complete sequences and used for training
in scenario 1-7. It can be seen that the classification error can be decreased by
approximately 10% when noise η ≈ 0.2 is added to each component.

ure (8.8) are generated by the interactive visualization engine as described by On-
trup (2008). The background is painted applying to the U-matrix principle (Ultsch,
1993b): blue areas indicate high node distances in the feature space whereas red
ones indicate small node distances. This visualization feature permits to identify
regions with high (i) and low (ii) variation among species. In Figure (8.8a) the
origin (iii) of the HSOM is centered. At each node the most represented taxonomic
order is displayed by an order-specific object, colored from red and orange (Ar-
chaea) to yellow, green, cyan, and blue (Bacteria), with respect to color code 1
in Figure (3.5). It can be seen, that the species are not randomly mapped to the
HSOM nodes, but that taxonomy related species are often mapped close to each
other. Additional labels summarize the major content of each node. In the first
ring (iv), the node content is summarized at rank superkingdom, i.e. it is counted
how many Archaea and Bacteria are mapped to each node. In the second ring
(v), the node content is summarized at rank phylum, i.e. it is counted how many
Actinobacteria, Aquificae, and so forth, are mapped to each node. This labeling
scheme is continued for the ranks class, order, and genus in the third to fifth ring.
The Moebius transformation permits to move any point of the hyperbolic plane to
the center in the display while all other points are transformed accordingly (Fig-
ure 8.8b and 8.8c). Such an interactive browsing and zooming into various regions
of the trained HSOM allows to focus on regions of interest. In Figure (8.8b) a
region containing Archaea (red objects in vi) has been dragged towards the center,
and in Figure (8.8c) a region with Proteobacteria (cyan objects in vii) is focused.
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Figure 8.8: The Poincaré projection is used to visualize a trained H2SOM. The back-
ground is painted applying to the U-matrix principle: blue areas indicate high node dis-
tances in the feature space whereas red ones indicate small node distances. This visualiza-
tion feature permits to identify regions with high (i) and low (ii) variation among species. In
(a) the origin (iii) of the HSOM is centered. At each node the most represented taxonomic
order is displayed by an order-specific object, colored from red and orange (Archaea) to
yellow, green, cyan, and blue (Bacteria), with respect to color code 1 in Figure (3.5). It
can be seen, that the species are not randomly mapped to the HSOM nodes, but that taxon-
omy related species are often mapped close to each other. Additional labels summarize the
major content of each node. In the first ring (iv), the node content is summarized at rank
superkingdom, i.e. it is counted how many Archaea and Bacteria are mapped to each node.
In the second ring (v), the node content is summarized at rank phylum, i.e. it is counted
how many Actinobacteria, Aquificae, and so forth, are mapped to each node. This labeling
scheme is continued for the ranks class, order, and genus in the third to fifth ring. The
Moebius transformation permits to move any point of the hyperbolic plane to the center in
the display while all other points are transformed accordingly (b and c). Such an interac-
tive browsing and zooming into various regions of the trained HSOM allows to focus on
regions of interest. In (b) a region containing Archaea (red objects in vi) has been dragged
towards the center, and in (c) a region with Proteobacteria (cyan objects in vii) is focused.
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Figure 8.9: A feature selection algorithm is applied for scenario 6 (complete →
10000) and the tf-ti features to sort oligonucleotide patterns according to their po-
tential for classification. The solid blue line marks the classification error when
features of oligonucleotide patterns of length 4, the dashed blue line when patterns
of lengths 1 to 4 are taken into account. Interestingly, the first k-mers selected are
cg, at, ta, and gc, indicating their high discriminable power. 20% instead of 100%
of all oligonucleotide patterns are already sufficient to produce similar classifica-
tion rates at rank genus. A slight improvement of the classification rates can even
be obtained when half of the oligonucleotide patterns is used. The green, black
and red lines mark classification errors for oligonucleotide patterns up to length 3,
2, and 1. It can be seen that a classification rate of less than 50% can already be
obtained if only patterns up to length 2 are used.

8.3 Feature selection

In order to check if all features (derived from oligonucleotide patterns) in a feature
vector are necessary for an accurate classification, a feature selection algorithm is
applied to sort the oligonucleotide patterns according to their potential for clas-
sification. Experiments for scenario 6 (complete → 10000) and the tf-ti features
reveal that 20% of all oligonucleotide patterns are already sufficient to produce
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Figure 8.10: A feature selection algorithm is applied ten times for scenario 6 and
the tf-ti features. Thereby oligonucleotide pattern up to length 3 are used. The
classification results at rank genus indicate that the classification errors remain
relatively stable when repetitively applying the feature selection algorithm.

similar classification rates at rank genus (Figure 8.9). A slight improvement of the
classification rates can even be obtained when half of the oligonucleotide patterns
is used. It can also be seen that a classification rate of less than 50% can already
be obtained if only patterns up to length 2 are used.

In order to check for stability of the feature selection algorithm, the experiment as
shown in Figure (8.9) is repeated ten times for the use of oligonucleotide patterns
up to length 3 (84 features). Figure (8.10) reveals that the classification errors re-
main relatively stable when running the feature selection algorithm multiple times.

A repetitive run of the feature selection algorithm further allows to rank the oligonu-
cleotide pattern according to their discriminable power for classification. Fig-
ure (8.11) shows the results of such an analysis. It can be seen, that the pattern
cg has rank 1, which means that it has always been taken as first pattern in each
of the ten feature selection experiments. The patterns at and gc both have rank 3,
closely followed by ta. The pattern tct seems to have least discriminable power
for classification. The fact that the oligonucleotide patterns cg and gc as well as
their complementary parts at and ta are assigned the lowest ranks and thus con-
tain the highes discriminable power for classification confirms the discriminable
power of the gc-content in a sequence.

It should be noted that feature selection is computationally expensive. Neverthe-
less, it offers the opportunity to identify discriminable patterns and therefore helps
to improve and to accelerate further classifications when focusing on the identified
subset of patterns.
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Figure 8.11: A repetitive run of a feature selection algorithm allows to rank the
oligonucleotide pattern according to their discriminable power for classification.
The pattern cg has rank 1, which means that it has always been taken as first
pattern in each of the ten feature selection experiments. The patterns at and gc
both have rank 3, closely followed by ta. The pattern tct seems to have least
discriminable power for classification. The fact that the oligonucleotide patterns
cg and gc as well as their complementary parts at and ta are assigned the lowest
ranks and thus contain the highes discriminable power for classification confirms
the discriminable power of the gc-content in a sequence.

8.4 Discussion

Hierarchical growing hyperbolic SOMs (H2SOMs) were trained for the phyloge-
netic classification of DNA fragments of 0.2 - 50 Kbp at ranks superkingdom,
phylum, class, order, genus, and species. Three different types of feature vectors
were applied to represent complete genomic sequences and DNA fragments of 350
prokaryotic organisms. The high classification accuracy at all ranks makes the
H2SOM classifier a powerful tool to assign DNA fragments to their originating
species or to bin fragments of unknown species for assembly.
Longer DNA fragments are easier to classify, as indicated by their smaller classi-
fication errors. The best results are obtained for classification of DNA fragments
of 50 Kbp using the tf-ti features. Interestingly, the size of the DNA fragments is
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of minor importance for training, e.g. the classification result for subsequences of
500 bp is almost independent of the (sub-)sequences used for training (complete,
50 Kbp, 10 Kbp, 3 Kbp, or 1 Kbp).
SOMs have the advantage, that they can perform visualization, classification and
clustering at the same time. The hierarchical class structure of the considered ge-
nomic data motivated the application of a hyperbolic SOM. The HSOM is orga-
nized on a tree grid, but also incorporates links between neighboring branches,
which theoretically permit to account for horizontal gene transfer observed in bac-
teria. For visual inspection, the hyperbolic SOM can be visualized in Euclidean
space using the Poincaré projection. Such a visualization allows an easy detection
of homogeneous areas and permits to focus on areas of frequent misclassifications
for further analysis. A hierarchical training scheme is applied in the hierarchical-
growing hyperbolic SOM (H2SOM) as used throughout our study, allowing con-
siderable speed-ups of several orders of magnitudes compared to the SOM and
HSOM. Regarding the classification accuracy, the H2SOM is still slightly outper-
formed by the knn classifier. However, the H2SOM classifier evolves its power with
increasing number of sequenced species. The knn classifier requires O(n) time to
classify a novel genomic fragment, whereas the H2SOM classifier needs O(logm)
for the same task when using the ultra-fast tree search, with n being the number
of training samples and m being the number of nodes. In addition, the HSOM
provides a visualization framework that allows interactive zooming into selected
genomic feature space regions on the level of interaction or similar to the hyper-
bolic tree browser proposed by Lamping et al. (1995). This makes the H2SOM
well suited to deal with the increasing number of sequence reads and sequenced
organisms in metagenomic studies and for the testing of different feature spaces or
combinations of feature spaces.
To find an appropriate representation of both complete genomes and variable-
length DNA fragments, three different feature spaces were analyzed in this study.
Even though the tf-ti features produces encouraging results, more sophisticated
weighting schemes, combinations of feature spaces, and more complex features
based on additional knowledge about oligonucleotide patterns are imaginable. Sim-
ilar to the research performed in the domain of textmining in the last decade, a new
field opens for the development of proper representations of genomic sequences
for their automated processing with machine learning applications.



Chapter 9

Reassessing the tree of life using
genomic sequences

All existing organisms have evolved from one common ancestor according to the
theory of evolution proposed by Darwin (1859). Studying the finches that inhabit
the Galapagos archipelago, Darwin envisaged the fact that evolutionary forces can
drive the bearing of new species from existing ones. Since then, the ultimate goal
of many biologists is to obtain a hierarchical classification or taxonomy able to
map the evolutionary relationships between species. Traditionally, evolutionary
relationships were established using morphological characteristics (e.g. number
of legs), still valid in the analysis of fossil record. However, with the advent of
sequencing technologies yielding a vast amount of molecular data, it has become
possible to reassess the relationship between species (Zuckerkandl and Pauling,
1965). The evolutionary relationship between all existing species can be modeled
and visualized by the “tree like structure” which is known as the tree of life (Fig-
ure 3.4).
Using sequence alignment molecular biologists can estimate the differences be-
tween DNA sequences of certain species of interest, in order to estimate the degree
of their relationship, namely sequence similarity (the closer their relationship the
more similar they should be). Conventionally, only part of the genome (often a sin-
gle gene) is used for this purpose such as ribosomal RNA molecules, gene content,
gene order, protein domain content, etc. However, many pitfalls in sequence align-
ment can be encountered such as saturation of the underlying model of evolution
(when far related species are compared), sampling of representative sequences,
lateral gene transfer, or recombination. All these lead to very disparate results
(Brocchieri, 2001). Moreover, multiple sequence alignments are computationally
very expensive.
Nowadays, with the gargantuan amount of molecular information it is very valu-
able to count on methods that can make use of the information contained in the
whole genome and do not depend on sequence alignment, but nevertheless can
readily reconstruct the relationship between species and help in the evaluation of
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trends in genome evolution. New alignment-free approaches that take into account
general characteristics of the genomes disregarding prior identification of func-
tional regions have been developed (Gupta, 1998; Stuart et al., 2002; Qi et al.,
2004; Chapus et al., 2005). But this is still a challenge in computational biology.
An intriguing characteristic that enables to capture evolutionary relationships be-
tween species is the genomic signature which is defined as the whole set of short
sequences of oligonucleotide of certain length (Karlin and Burge, 1995). Genomic
signatures are species-specific and can be measured in any part of the genome (De-
schavanne et al., 1999; Abe et al., 2002, 2005) allowing direct comparisons along
the entire genome.
In this chapter, the suitability of several SOMs for reconstructing the hierarchical
relation of whole genomic sequences is explored. Hereby, compositional sequence
properties (genomic signature) are exploited. One way to find an answer is to ap-
ply dimension reduction techniques based on unsupervised learning like the SOM,
to learn and project the structure of a large set of genomic signatures. Our data
set of 350 organisms represents a vast majority of organisms sequenced up-to-date
from the two domains of life. Genomic signatures are uniquely obtained from each
complete sequenced genome without using any additional knowledge about the or-
ganisms. For each organism, the features are combined in a vector that is used
to train a SOM in Euclidean and hyperbolic space. It is evaluated if the structure
recovered from the different SOMs reflects the gold standard of current taxonomy.
Results are presented for the SOM, HSOM and H2SOM. By comparing ranks of
distances in the feature space, on the grid and in the tree of life, it is shown that
the structure of the trained SOMs using only whole genome sequence data is bio-
logically sound to the widely accepted tree of life based on RNA molecules. When
the distances are directly compared, both the HSOM and H2SOM perform bet-
ter than the standard SOM, which makes them better suited for embedding of the
high dimensional genomic signatures. Additionally, the H2SOM allows consider-
able speed-ups of several orders of magnitudes which makes it well suited to deal
with the increasing number of sequenced organisms and for the testing of different
feature spaces.

9.1 Material and methods

In this chapter, the 350 prokaryotic organisms as described in section 3.2.5 are
considered. This represents a vast majority of sequenced organisms from the two
domains archaea and bacteria. For each complete genomic sequence representing
a genome, the oligo features (section 8.1) are computed for oligonucleotide lengths
2 to 6.
In order to evaluate if the structure recovered from different SOMs reflect the gold
standard of current taxonomy, point-to-point distances in the feature space, on the
SOM grid and in the tree of life are analyzed. The correlation between distances, or
Spearman’s ρ when applied to distances can measure to which extent the distances
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of point pairs in two different spaces S1 and S2 are correlated (section 2.4.4). In
this work, distances between organisms are computed in three different ways. First,
the feature space distance dfij ∈ [0, 1] can be obtained by computing the Euclidean
distance d

(
f
(
s(i)
)
, f
(
s(j)
))

between two organisms i and j in the feature space
and normalizing it to [0,1]. Second, a grid distance dgij ∈ [0, 1] can be obtained by
computing the minimal distance on the SOM grid between the two nodes to which
the organisms i and j have been mapped. The grid distances are normalized such
that the maximal possible distance on the grid is one. Third, the taxonomy distance
dtij ∈ [0, 1] of two organisms i and j is defined as follows:

dtij =



0 if they have the genus in common
0.2 if they have the class in common
0.4 if they have the order in common
0.6 if they have the phylum in common
0.8 if they have the superkingdom in common
1 if they have nothing in common

9.2 Results

A standard SOM, a HSOM, and a H2SOM are trained on the data described in
section 3.2.5. The features are defined by oligonucleotides of length k ranging be-
tween 2 and 6 in five different data sets. All SOMs are trained with 10000 training
steps and a linear decreasing learning rate (η1 = 0.9 to η10000 = 0.1) and neighbor-
hood size (σ1 = 10 to σ10000 = 1). All hyperbolic SOMs consist of five rings with
a branching factor nb = 8, resulting in 2281 nodes. The standard SOM is initial-
ized using the eigenvectors of the first and second largest eigenvalue. Its dimension
is determined by the relation between the first and second largest eigenvalue such
that the number of nodes is approximately the same as in the hyperbolic SOMs.
For each data set and for each training algorithm, the SOMs are trained 10 times.
The following two issues are analyzed: To which extent does the structure of the
grid correspond to i) the structure in the feature space, and ii) the taxonomy? To this
end, the correlations between distances (section 2.4.4) and correlations between
ranks of distances using Spearman’s ρ (section 2.4.4) are analyzed.
In Figure (9.1) Spearman’s ρ between feature space distances and grid distances is
displayed. A ρ ≈ 0.6 indicates that the ranks of distances are very well preserved.
This observation is rather independent of the oligonucleotide length and the SOM
used. When considering the direct correlation of feature space distances and grid
distances Figure (9.2), the SOMs in hyperbolic space better preserve the distances
than the SOM in Euclidean space. The performance of the SOMs increases with
the oligonucleotide length.
The difference between Spearman’s ρ and the direct correlation can be explained
by the different distributions of distances on the SOM grid. In Euclidean space
the distribution of node distances favors smaller distances whereas in the hyper-
bolic case the exponential scaling behavior of IH2 allows a larger proportion of the



9.2. RESULTS 115

c) H SOM2

2 3 4 5 6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

ρ S
p

oligonucleotide length
2 3 4 5 6

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

ρ S
p

oligonucleotide length
2 3 4 5 6

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

ρ S
p

oligonucleotide length

b) HSOMa) SOM

Figure 9.1: Spearman’s ρ between feature space distances and grid distances is
displayed. A ρ ≈ 0.6 indicates that the ranks of distances are very well preserved.
This observation is rather independent of the oligonucleotide length and the SOM
used.
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Figure 9.2: The correlation between feature space distances and grid distances is
shown. It can be seen that SOMs in hyperbolic space better preserve the distances
than the SOM in Euclidean space. The performance of the SOMs increases with
the oligonucleotide length.

nodes to have a rather large distance to each other. This feature allows the hyper-
bolic SOM to better reflect the true distribution of distances in the original high
dimensional oligonucleotide space.
In Figure (9.3) Spearman’s ρ between grid distances and taxonomy distances is
shown. The slight positive ρSp indicates that there is a link between the structure
found by the SOMs and the taxonomy.
When considering the direct correlation between grid distances and taxonomy dis-
tances (Figure 9.4), the SOMs in hyperbolic space preserve the distances better
than the SOM in Euclidean space. This observation is independent of the oligonu-
cleotide length. For visual inspection, a randomly chosen HSOM trained with
oligonucleotides of length 4 and organisms colored according to their position in
the taxonomy tree is displayed using the Poincaré projection (Figure 9.5). In Fig-
ure (9.5a) the origin of the IH2 is centered. In Figures (9.5b) to (9.5e) different
nodes of the HSOM (21, 39, 19, 1) are moved to the center of the display. All other
points of the IH2 are moved accordingly allowing us to inspect various regions in
the hyperbolic space. The organisms are visualized as colored circles at the node
to which they are mapped. Each color represents a genus given by color code 2
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Figure 9.3: Spearman’s ρ between grid distances and taxonomy distances is shown.
The slight positive ρSp indicates that there is a link between the structure found by
the SOMs and the taxonomy.
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Figure 9.4: The correlation between grid distances and taxonomy distances is dis-
played. The SOMs in hyperbolic space preserve the distances better than the SOM
in Euclidean space. This observation is independent of the oligonucleotide length.

in Figure (3.5). The circle area is proportional to the number of species that are
mapped to the node, but also decreases with the distance to the center node. It
can be seen that organisms are not randomly mapped to the HSOM nodes, but that
taxonomy related organisms are often mapped close to each other.

9.3 Summary and discussion

A standard SOM in Euclidean space, a hyperbolic SOM (HSOM) and a hierarchi-
cal hyperbolic SOM (H2SOM) is applied on genomic signatures of 350 different
organisms of the two superkingdoms Bacteria and Archaea. The three different
types of SOMs are evaluated by comparing Spearman’s ρ and correlations of fea-
ture space distances, grid distances and taxonomy distances. The oligo features,
which are relatively simple simple features obtained from genomic signatures, are
sufficient to allow a reasonable SOM projection. By comparing Spearman’s ρ and
correlations of distances in the feature space, on the grid and in the tree of life, if is
shown that the structure of the trained SOMs using complete genome sequence data
is biologically sound to the widely accepted tree of life based on RNA molecules.
When the distances are directly compared, both the HSOM and H2SOM perform
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Figure 9.5: For visual inspection, a randomly chosen HSOM trained with oligonu-
cleotides of length 4 and organisms colored according to their position in the taxon-
omy tree is displayed using the Poincaré projection. In (a) the origin of the IH2 is
centered. In (b) to (e) different nodes of the HSOM (21, 39, 19, 1) are moved to the
center of the display. All other points of the IH2 are moved accordingly allowing
us to inspect various regions in the hyperbolic space. The organisms are visualized
as colored circles at the node to which they are mapped. Each color represents a
genus given by color code 2 in Figure (3.5). The circle area is proportional to the
number of species that are mapped to the node, but also decreases with the dis-
tance to the center node. It can be seen that organisms are not randomly mapped to
the HSOM nodes, but taxonomy related organisms are often mapped close to each
other.
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better than the standard SOM, which makes the hyperbolic SOMs better suited for
visualization issues. Additionally, the H2SOM allows considerable speed-ups of
several orders of magnitudes. This makes it well suited to deal with the increasing
number of sequenced organisms and for the testing of different feature spaces or
combinations of feature spaces.



Chapter 10

Conclusion

In this thesis, visual data mining techniques for the analysis of intrinsic hierar-
chical complex biodata are developed. Application of these methods is presented
for gene expression data in biomedicine as well as for sequence data in metage-
nomics. Complex biological data is characterized by a high dimensionality, multi-
modality, missing values and noisiness. This confronts the researcher with the
difficult question of how to analyze the data in an integrative manner to extract a
maximal amount of useful information. A manual evaluation of the complete data
is usually infeasible, and an automated analysis is only applicable to a limited ex-
tend. In this thesis, tools for an interactive data analysis are developed that permit
an integration of the researcher’s intuition and background knowledge. Biologi-
cal data often has an intrinsic hierarchical structure (e.g. tumor types, or species
in the Tree of Life), a feature that should be considered when developing novel
approaches for complex data analysis. Methods for both cluster validation and
the enhancement of visualized clustering results have been developed which led to
several advances in the fields of gene expression analysis, sequence analysis and
metagenomics.
A Tree Index has been developed that externally validates hierarchical clustering
results obtained by hierarchical agglomerate clustering (chapter 5). The Tree In-
dex is the first cluster index for hierarchical clustering results. Its high performance
has been demonstrated on artificial and real-world microarray data. An extension
to the Tree Index, the Normalized Tree Index has been developed to identify cor-
relations between clustered data and external labels (chapter 6). In contrast to
traditional correlation coefficients, it allows to quantify the correlations between
nominal clinical parameters and the complete microarray data. A visual display,
the REEFSOM, has been adapted to integrate clustered gene expression data with
clinical and categorical data (chapter 7). The resulting images are both informative
and entertaining and can be interpreted easily. Their visual inspection enables to
uncover interesting structural patterns in microarray, clinical and categorical data.
In the field of sequence analysis and metagenomics, the following advances have
been made: A SOM classifier in hyperbolic space has been developed to classify
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small variable-length DNA fragments of 350 prokaryotic organisms at six taxo-
nomic levels in the Tree of Life (chapter 8). Thereby, highly discriminable features
for genomic sequences have been developed. Finally, studies about the capacities
of SOMs to reassess the structural organization of the prokaryotic organisms in the
Tree of Life were performed in both Euclidean and hyperbolic space (chapter 9).

10.1 Future prospects

Novel technologies, low-priced storage capacities and computer networking lead to
complex data in various domains. The amount of data that is available for one sub-
ject of interest will probably continuously increase as time and research progress.
The potential to obtain fundamental insights into different aspects of life will in-
crease with the amount and diversity of available data. A central question is and
will be to analyze the multi-modal high-dimensional data in an integrative manner
to extract a maximal amount of information from it. To achieve such an integra-
tive analysis, novel data-driven approaches for understanding complex data have
been developed in this thesis. Even though tested in the context of human gene ex-
pression data analysis and sequence analysis, the novel approaches are not limited
to these fields of research. They can be extended to address further challenges in
biomedicine as well as in other fields of research. The (Normalized) Tree Index
is a help tool for the validation of clustering results when dealing with microarray
data from any human tissue, other eukaryotes or prokaryotes. Also, with the ex-
pansion of databases for gene annotation and gene ontology (Mewes et al., 2002;
GO-Consortium, 2000), a validation of clustered genes according to their functions
in various pathways will become possible. To this end, the (Normalized) Tree In-
dex has to be extended for a validation of multi-variate external labels as they arise
when genes are considered to be involved in more than one function of a pathway.
The application of hierarchical cluster algorithms is not limited to the analysis of
gene expression data. In proteomics, metabolomics and other omics-domains the
validation of clustered data is just as important.
In this thesis, metagenomic studies have only been performed on prokaryotic se-
quences. An application on human or other eukaryotic sequence data has the
potential to obtain revolutionary insights into life, categorizations of species and
variations between them. The number of sequenced eukaryotic organisms is still
limited, but it will increase considerably within the next decade.
Further investigations on horizontal gene transfer should by performed by the
H2SOM. Its structure and its training algorithm allows us to group species on dif-
ferent level in a hierarchy while - at the same time - relations between species on
equal levels but of different branches can be represented.
Some basic features have been developed for a proper representation of genomic
sequences (chapter 8). The development of novel sophisticated features that take
background knowledge of researchers into account is a fundamental step to further
improve the results of machine learning algorithms in biomedicine.
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Montréal.
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