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Chapter 1

Introduction

This thesis deals with the theory of Gibbs measures, which is a traditional
branch of classical statistical physics and also a part of modern probability
theory. The mathematical notion of a Gibbs measure dates back to the pi-
oneering papers of R. L. Dobrushin [Do 1968, Do 1970] and O. E. Lanford
and D. Ruelle [LaRu 1969, Ru 1969]. Gibbs measures are used to describe
equilibrium states of a physical system which consists of a very large (i.e.,
tending to infinity) number of interacting particles. Physically, we attempt
to explain the macroscopic behavior of matter on the basis of its microscopic
structure. The underlying structure in the whole manuscript is a general
infinite graph G(V,E). For this case we obtain a series of results concerning
existence, uniqueness and non-uniqueness of the corresponding Gibbs mea-
sures. A well-studied subclass of the graph G(V,E) is the lattice Zd, d ≥ 2.
For this case we refer to the Habilitation [Pa 2008] by T. Pasurek. Our aim
is, however, to develop new methods of studying Gibbs measures, which do
not involve any information about translation invariance or symmetries of
the underlying graphs.

Along with physics, there are numerous research fields where we face in-
teracting particle systems on graphs, especially in biology and economy. In
these areas the number of applications on graphs including, e.g., complex
systems and irregular structures, is increasing enormously, see [AlBa 2002]
by R. Albert and A.-L. Barabasi, [Bo 1998] by B. Bollobás, [BuCa 2005] by
R. Burioni and D. Cassi and [Ly 2000] by R. Lyons. The World Wide Web,
ecological networks, disease networks, neural networks and, of course, society
are just some examples. Originally, applications on such systems appeared at
the beginning of the last century in statistical physics, e.g. for mathematical
descriptions of gases or the magnetization of ferromagnets in the case of the
famous Ising model. In all these systems a huge number of members and

7



8 CHAPTER 1. INTRODUCTION

the interaction between them is fundamental. So, they are large interaction
networks. But, in common, one only has the opportunity to gain partial infor-
mation inside a small part of the entire system. Comparing the whole system
with these small parts we can regard the whole system as an infinite system.
A basic mathematical task is then to give well-defined (infinite dimensional)
probability measures depending on the microscopic characteristics of all con-
stituents and allowing to compute equilibrium expectations of the system
and hence to explain its macroscopical behavior. Here Gibbs measures are a
mathematically exact framework to describe such infinite systems.

The construction of the graph model is the following: We look at an
interacting system with a large number of particles. We start with a set of
vertices V which labels the particles of the system (e.g. their equilibrium
positions). The possible states of each particle are described by the set
Rν , which will give rise to some difficulties since we are in the non-compact
spin space situation. Having specified these two sets, we can describe a
particular state (e.g. configuration) of the total system by a suitable element
σ := (σ(x))x∈V of the product space

Ω := [Rν ]V := {σ = (σ(x))x∈V | σ : V→ Rν}.

Respectively, Ω is called the configuration space. In mathematical language,
we consider an interacting system of spins (or particles) living on a graph
G(V,E). To each x ∈ V there corresponds the variable σ(x) called spin which
takes values in Rν . The presence of interaction between the two particles
marked by x, y ∈ V means that the corresponding vertices are joint by the
edge (x, y) ∈ E. To develop a theory of such systems, we have to restrict
ourselves to a physically reasonable class of the graphs G(V,E) which satisfy
a basic geometrical condition. This is the so-called uniformly bounded degree
condition. Let us explain this crucial restriction. Defining the degree m(x)
as the number of nearest neighbors of the vertex x, we impose the condition
supx∈Vm(x) <∞. Note that until now there is no adequate theory of Gibbs
measures with unbounded degree. However, for the existence of tempered
Gibbs measures in some explicit ferromagnetic models we will be able to
skip this restriction, see Section 3.6. Next, we specify a formal Hamiltonian
E(σ) which assigns to each configuration σ ∈ Ω its potential energy

E(σ) :=
∑
x,y∈V
x∼y

Wxy(σ(x), σ(y)) +
∑
x∈V

Ux(σ(x)),

where Wxy(σ(x), σ(y)) is the pair interaction potential, Ux(σ(x)) the self-
interaction potential and the infinite sum

∑
x,y∈V
x∼y

is taken over all unordered
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pairs x, y ∈ V of nearest neighbors. The equilibrium state of such systems
with Hamiltonian E(σ) is described by the probability measure

µ(dσ) =
1

Z
e−βE(σ)

∏
x∈V

dσ(x)

on the configuration space Ω. The notation dσ(x) refers to the Lebesgue
measure on Rν , β := 1

kBT
> 0 is the inverse (absolute) temperature with

kB denoting the Boltzmann constant, and Z > 0 is a normalizing constant
(or partition function). The measures µ are called Gibbs measures (or Gibbs
states). One of the main question we deal with in this manuscript is: how we
can ensure that such a measure really exists on an infinite graph G(V,E)?
The main tool is the DLR (Dobrushin-Lanford-Ruelle) equation µπΛ = µ,
Λ b V, whereby the Gibbs measures µ ∈ G can be rigorously defined in terms
of its local specification Π = {πΛ}ΛbV. So, these are probability measures
on the space Ω, which have prescribed conditional probabilities µΛ(dσ|ξ)
with respect to the boundary conditions ξ fixed outside finite regions Λ.
In turn, each µΛ(dσ|ξ) is constructed by means of the corresponding local
Hamiltonian EΛ(dσ|ξ).

After establishing the existence result (see Chapter 3) we will discuss
uniqueness and non-uniqueness of Gibbs measures (see respectively Chapters
4 and 5). Then there arises the important physical notion of phase transition
(or magnetization in ferromagnetic systems). A basic ambition is to classify
a given specification as admitting either a unique Gibbs measure or multiple
ones. Generally, a description of a spin system includes several parameters
(such as temperature) and the aim is to classify the interval of parameter
values into two regimes, one where the Gibbs measure is unique, and the
other where there are multiple Gibbs measures. A common example is the
Ising model of ferromagnetism. Considering the lattice Zd for d ≥ 2, we
attach on each vertex a particle with spin either up (+1) or down (-1). Each
particle interacts with its nearest neighbors favoring alignment of the spins.
This effect decreases with the temperature T of the system, so that at high
temperature the spins behave almost independently, while at low temperature
there are large connected regions. So, the Ising model on the lattice with no
external magnetic field admits a unique Gibbs measure when the temperature
is above a known critical value Tc = 1

βc
, and multiple Gibbs measures when

the temperature is below Tc. One of our aims will be to obtain similar results
for general ferromagnetic models with unbounded spins living on irregular
graphs.



10 CHAPTER 1. INTRODUCTION

1.1 Overview of the thesis

We give a brief summary of the Chapters 2-6. The main results of each
chapter are pointed out.

Main definitions and constructions

This chapter is devoted to general aspects of the theory of Gibbs measures.
In contrast to the lattice case the theory of Gibbs measures on graphs re-
quires new concepts and techniques. The main issues are that on graphs the
translation invariance and the definition of dimension is absent. Therefore,
even to state well-known classical results is quite difficult. Hence, we intro-
duce here notions, concepts and some graph properties which will be crucial
in the whole work. As mentioned above, the main property assumed for a
graph is the uniformly bounded degree condition, that is

sup
x∈V

m(x) <∞, (1.1)

where m(x) is the number of nearest neighbors. Until now there is no ad-
equate theory of Gibbs measures on unbounded degree graphs besides some
special results for ferromagnetic harmonic interactions by comparison meth-
ods, see Section 5.2 below, or for underlying graphs with certain repulsive
properties for heavy vertices, see [KoKoPa 2009] by Y. G. Kondratiev, Y.
Kozitsky and T. Pasurek. Furthermore, we introduce the family of local
Hamiltonians EΛ(σΛ|ξΛc) corresponding to potentials satisfying the basic
Assumptions (W) and (U). The Assumption (W) is the so-called polyno-
mial growth condition and Assumption (U) the so-called stability condition.
Since we consider unbounded spin systems, e.g. with σ(x) ∈ Rν , we re-
strict ourselves to certain subsets Ωt of exponentially tempered configura-
tions and to corresponding tempered Gibbs measures µ ∈ P(Ω) supported
by Ωt. In Section 2.6 we construct Gibbs measures µ by using the stan-
dard Dobrushin-Lanford-Ruelle (DLR) approach, see [Do 1968]. This gives
us a rigorous definition of µ, cf. (2.8), as Markov random fields on V de-
termined by means of their local specification Π := {πΛ(dσ|ξ)}ΛbV. The
common literature on the general theory of Gibbs measures are the mono-
graphs [Pr 1976] and [Ge 1988]. In the end of this chapter we present the
so-called Wasserstein distance for probability distributions, with some im-
portant measurability properties for the so-called optimal couplings. The
justification of the notion Wasserstein distance is a very delicate issue, since
it was introduced several times by different authors, first of all by L. Kan-
torovich in [Ka 1940, Ka 1942, Ka 1948], L. Kantorovich and G. Rubinstein
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in [KaRu 1958] and by Vasershtein in [Va 1969]. A detailed exposition of
these developments is given in the monographs [RaRü 1998a, RaRü 1998b]
by S. Rachev and L. Rüschendorf. We also refer to [Ra 1991] by S. Rachev
(see Chapter 5) and to [Vi 2005] by C. Villani.

Existence problem

The existence problem goes back to R. L. Dobrushin’s papers [Do 1968,
Do 1970], where the general existence criterion for Gibbs measures was first
given.

In Chapter 3 we, firstly, give an overview about the fundamental methods
concerning the existence of Gibbs measures and, in particular, present the
fundamental Dobrushin’s existence criterion, cf. Theorem 3.1. As it is typical
for classical lattice or graph systems with non-compact spin spaces, e.g. Rν ,
even the initial question of whether the set Gt of tempered Gibbs measures
is non-void is far from evident. The most known results are related to the
simplest case of ferromagnetic translation invariant systems on a lattice, see
[CaOlPePr 1978, BH-K 1982, Si 1982, PrFo 1991, Ze 1996, Yo 2001]. There-
fore, we introduce a new approach to the existence problem which is based on
particular exponential estimates for the one-point stochastic kernels πx(dσ|ξ)
of the local specification, see Lemma 3.3. Initial steps in this direction were
done for the lattice case in [KoPa 2007] by Y. Kozitsky and T. Pasurek,
[Pa 2008] by T. Pasurek and in the author’s Diploma thesis [Tek 2006]. In
Section 3.3 we prove the main technical Lemmas 3.3 and 3.5 from which the
existence of at least one measure µ in the set Gt of tempered Gibbs measures
on an infinite graph G(V,E) then follows, see Theorem 3.7 in Section 3.4.
The idea is the following: As soon as a certain exponentially bound in Lemma
3.3 for the one-point probability kernels πx(dσ|ξ) has been established, using
the so-called consistency property, we get for all πΛ(dσ|ξ), Λ ⊂ V, uniform
bounds as in Lemma 3.5. This yields immediately, relying on the so-called
relatively compact property of πΛ(dσ|ξ) in the topology Wt, that Gt is not
empty. On this way, we also get a priori bounds on all points of the set Gt, see
Theorem 3.8, which can be proven without knowing anything about the exis-
tence of such measures. It should be mentioned that the exponential bound
we prove for πx(dσ|ξ) is stronger than the one in Dobrushin’s criteria, but
our bound gives additional information about the Gibbs measures. In Section
4.7 we also study a non-trivial example for the existence of tempered Gibbs
measures which was not previously covered in the literature. The crucial new
issue is that we consider Hamiltonians with possibly unbounded interaction
strength. In the last section of this chapter we extend this method to infinite



12 CHAPTER 1. INTRODUCTION

range potentials and multi-particle interactions.

Uniqueness problem

In Chapter 4 we develop an analytical approach to the uniqueness of tem-
pered Gibbs measures and give the main result for this problem in Theorem
4.2. In general, to show that the set Gt is a singleton one needs more detailed
information about the structure of the interactions as compared with the as-
sumptions which guarantee the existence of such measures. We apply the
Dobrushin uniqueness criterion which was first given in the famous paper
[Do 1970] by R. L. Dobrushin. The necessary estimates for the Wasserstein
distance between the corresponding one-point conditional distributions dif-
fering only at one site, are reduced to estimates of variances for Lipschitz
continuous functions. The case of a lattice Zd was studied in [Kü 1982] by
H. Künsch, [Gr 1979] by L. Gross, [Roy 1977] by G. Royer, [AlKoRö 2003] by
S. Albeverio, Y. G. Kondratiev and M. Röckner and [Pa 2008] by T. Pasurek.
Concerning the quantum lattice systems we also refer to [AlKoRöTs 1997a],
[AlKoRöTs 1997b] and [AlKoRöTs 2000] by Albeverio, Y. G. Kondratiev,
M. Röckner and T. V. Tsikalenko (Pasurek). In Section 4.3 we apply the re-
sult of Theorem 4.2 to ferromagnetic pair interaction potentials of the form
Wxy(σ(x), σ(y)) := wxy(σ(x) − σ(y)) with convex functions wxy : R → R+.
After discussing possible extensions in Section 4.4 we present some concrete
examples in Section 4.5, which are basic for the whole manuscript.

In Section 4.6 we present a generalized version of the Dobrushin unique-
ness criterion which involves the original criterion as a part. Originally, this
criterion only considers one-point probability kernels πx(dσ|ξ) of the local
specification Π, which describe the influence of a site on another site, see
[Do 1970] and Section 3.2 and 4.1. The general criterion considers the in-
fluence of larger volumes on other volumes. Such extensions of Dobrushin’s
uniqueness criterion first appeared in [W 2005] by D. Weitz, in [WiTa 2006]
by S. Winkler and S. Tatikonda and in [ZhZh 2008] by H. Zhou and Z. Zheng.
The same principal conditions in all these papers are that they only regard
finite graphs with compact spin spaces. Our main aim in this section is to
extend this construction to any Polish spaces Xi, i ∈ I, and any underlying
index set I. The main application of this technique will be given in Section
4.7, where we consider interactions of possibly unbounded strength and only
for convenience a lattice case. So, a new issue is that this lattice model
provides points which may have very strong interaction strength with their
neighbors. In Theorem 4.18 we give an uniqueness result with a sufficient
condition for the lattice case. The main and unexpected point here is that
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the sufficient condition is independent of the unbounded interaction strength
as soon as heavy points are not too close to each other. An extension of this
theorem to the graph systems is given in Theorem 4.66.

Ferromagnetic models

Chapter 5 is entirely devoted to ferromagnetic models with scalar spins. The
first section is a preliminary section which is organized as following. In Sub-
section 5.1.1 we present the ferromagnetic model under consideration and
necessary assumptions for the existence of tempered Gibbs measures in the
set Gt. In Subsection 5.1.2 we present the so-called correlation inequali-
ties, e.g. Brascamp-Lieb, Fortuin-Kasteleyn-Ginibre (FKG), Griffiths-Kelly-
Sherman (GKS), Griffiths first and second inequality, which are a powerful
tool for showing existence and uniqueness results and also for phase transi-
tions. They describe moments of Gibbs measures in ferromagnetic system,
for a detailed introduction we refer to [GlJa 1981, Si 1982, BrLi 1976]. In
Subsection 5.1.3 we will define a partial order on Gt.

In Section 5.2 we give an existence result for ferromagnetic systems on
general graphs. A new and very important issue of this section is that we con-
sider any graph G(V,E) with possibly unbounded degree, i.e. supx∈Vm(x) ≤
+∞. For this result we use the notion of right- and left-dominators of the self
interaction potential Ux, which was introduced in a quite different context
by H. Osada and H. Spohn in [OsSp 1999]. In Section 5.3 we give a general
uniqueness criterion for ferromagnetic scalar models, see Lemma 5.24 and
Proposition 5.25. In contrast to the standard moment problems, such crite-
rion uses information about the first moments of the Gibbs measures only.
Originally this criterion came from the paper by J. Lebowitz and E. Presutti
[LP 1976], but we suggest an alternative short proof applying the Wasserstein
distance. In Subsection 5.3.2 we establish a new comparison criterion for two
ferromagnetic systems with different one-particle potentials, cf. Proposition
5.25. The main issue is to compare the initial model (5.1) with the so-called
(lower- and upper-)reference models. In such reference (typically, polyno-
mial) models one can establish uniqueness or phase transitions in a much
simpler way. By the comparison criterion, we then immediately conclude the
same qualitative behavior in the initial model.

In Section 5.4 we will present a new method showing phase transition
in unbounded spin systems by using the so-called Wells inequality. Since
this result is based on the classical Ising model we open this section with
a short introduction on the well-known Ising model. This model was first
introduced by W. Lenz in [Lz 1920] and his student E. Ising in [Is 1925] in
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order to describe spontaneous magnetization (i.e. phase transitions) of a
ferromagnetic attractive substance on Zd with spin space {+1,−1}. In this
context we have the classical Theorem 5.26, which claims the existence of
a threshold for phase transition of Gibbs measures on a lattice Zd, d ≥ 2.
This result was then extended to general trees by R. Lyons in [Ly 1989],
see Theorem 5.28. Since these results are only for the spin space {+1,−1},
our aim is to develop a method of proving phase transitions for systems of
unbounded continuous spins on infinite graphs. In this area we have the
important new Theorem 5.29. It gives the critical inverse temperature of
the model (5.1) with the spin space R and double-well potentials on general
trees. It should be stressed that the classical techniques of proving phase
transitions, like the reflection positivity method and the Peierls argument,
do not apply on general graphs.

In Subsection 5.4.3 we will introduce concepts leading step by step to
the justification of Theorem 5.29. There we introduce the so-called Wells’
moment inequality. It is a relation between expectation values of an even
probability measure and a certain Dirac measure. The Wells’ inequality
claims that the polynomial moments of the Dirac measure is always smaller
then those of the even probability measure. The first published proof of
this inequality can be found in the paper [BrLePf 1981] by J. Bricmont, J.
L. Lebowitz and C. E. Pfister. However, we draw attention to a misprint
in the calculation of the published proof. We will formulate and prove this
inequality in Theorem 5.32 for the case of unbounded spins with multi-particle
interactions, which is the most possible generalization. Although papers on
this inequality are very rare, it seems to be a fundamental tool in the theory of
phase transitions. Wells’ inequality gives an elementary new method to prove
the existence of phase transitions. In Subsection 5.4.4 we establish Wells’
inequality for some polynomial models with the even double-well potentials
like V (s) := s4 − κs2 and V (s) := s2n − κs2 with n > 2. Now we are on
the stage to prove the main Theorem 5.29 for phase transitions via Wells’
inequality.

Appendix

In Chapter 6, which is the appendix of this thesis, we introduce the Romberg
Integration. It is a numerical method in calculating (via Computer software)
the exact threshold for Wells’ inequality corresponding to general anharmonic
potentials.



Chapter 2

Main definitions and
constructions

The construction of spin systems on graphs are highly natural since they
emerge in numerous research fields. As we described in the introduction of
this thesis graphs can be very useful since we are frequently confronted with
ecological networks, disease networks, neural networks and society. Math-
ematically, graphs describe a set of interacting particles in a best possible
generalization. So, such systems can be constructed in a very complex way,
which will be studied in detail in the following subsections. As a matter of
fact, the knowledge about the geometry of the system is crucial. Since the
interplay between probabilistic models, on the one hand, and geometry of the
graph on the other hand, is very strong, small changes in the geometry lead
to new physical properties of the system. Therefore, the study of statistical
models on graphs requires the introduction of new techniques and concepts
with respect to the well-known case of lattices. For detailed explanations on
interacting particle systems we also refer to [Lig 1985], [Ge 1988], [Bo 1998],
[Wo 2000], [AlBa 2002], [BuCa 2005].

In this preliminary chapter for given interaction potentials, we define the
local specifications and the corresponding Gibbs measures. We recall a stan-
dard setting generally known by the monographs [Ge 1988] and [Pr 1976].
In Section 2.1 we give a background of the main notions of the graph theory.
In Section 2.2 we introduce a set of infinite graphs which can be reasonably
used in statistical mechanics. A crucial assumption on the graph is the so-
called uniformly bounded degree restriction. In Section 2.3 we construct a
configuration space, which describes all possible realizations of the system.
We give the heuristic infinite-volume energy functional which is called the
Hamiltonian. In Section 2.4 the assumptions on the interaction potentials
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are given. In Section 2.5 we define a reasonable class of tempered configura-
tions with exponentially growth. In the last Section 2.6 we construct a family
of local specifications and define the corresponding tempered Gibbs measures.

2.1 Background on graphs

We start this section with the introduction of the main elements of the graph
theory which is used in the whole manuscript.

Definition 2.1. A graph G(V,E) consists of a countable set of vertices V
and of a set E of unordered pairs of vertices. Such vertices are said to be
nearest neighbors or adjacent, we write x ∼ y if (x, y) ∈ E. The elements of
E are called edges. If V is finite, G(V,E) is called a finite graph. The graph
is called simple if there do not exist elementary loops and multiple edges,
this means that each existing edge connects two different vertices and there
is at most one edge between two vertices.

Definition 2.2. A path from x0 to xk in G(V,E) is a sequence of edges
connecting the vertices x0 and xk in the form (x0, x1), (x1, x2), ..., (xk−1, xk),
where xi 6= xj for i 6= j and xi, xj ∈ V. The length of a path from x0 to xk
is defined as the number of edges between them, here it is k.

Definition 2.3. A graph G(V,E) is said to be connected if for any two
vertices x, y ∈ V there is a path between them.

The graph G(V,E) is naturally provided with an intrinsic metric.

Definition 2.4. For each vertex x, y ∈ V we introduce the combinatorial (or
chemical) distance d(x, y), defined as the length of the shortest path connect-
ing the vertices x and y. The vertices x, y ∈ V are then nearest neighbors if
the combinatorial distance d(x, y) is equal to one.

Definition 2.5. For each vertex x ∈ V we define its degree m(x) as the
number of edges coming to the vertex x (the number of connected neighbors,
or we call it also the number of nearest neighbors.), i.e., for x, y ∈ V and
e = (x, y) ∈ E we define

m(x) = #{e ∈ E | x ∈ e}.

Corresponding to this we define ϕ(x) the set of the nearest neighbors of x ∈ V
as

ϕ(x) := {y ∈ V | e = (x, y) ∈ E}. (2.1)
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With the combinatorial distance d(x, y) we introduce the balls:

Definition 2.6. The ball Br(x) with radius r ∈ N and the center x 6= y is
the subset of V defined as

Br(x) := {y ∈ V | 0 < d(x, y) ≤ r}.

We define mr(x) as the number of vertices in Br(x). In particular, B1(x) =
ϕ(x) and m1(x) = m(x).

2.2 Geometrical conditions on graphs

The graph G(V,E) under consideration has a countable set of vertices x ∈ V
and a set of unordered edges e = (x, y) ∈ E. It is always simple, connected
and endowed with the combinatorial distance d(x, y). Almost in the whole
manuscript, except in Section 5.2, the main restriction on the graph is the
uniformly bounded degree condition, that is

m := sup
x∈V

m(x) <∞. (2.2)

This condition is very essential in the next chapters in order to apply the
so-called Dobrushin’s existence and uniqueness criteria, see Remark 3.2.

According to Remark 2.8 below for every graph with the uniformly boun-
ded degree condition (2.2) there exists a nonnegative number γ0 ≤ logm so
that, for all γ > γ0 and each initial point x0 ∈ V, it holds∑

x∈V

e−γd(x,x0) <∞. (2.3)

In addition, we require a special subclass of the graph G(V,E) which fulfills
a uniform extension of the assumption (2.3). It is in a certain sense close to a
regular lattice. We call the graph G(V,E) regular, if it satisfies the following
assumption:

Assumption (G). There exists a γ0 ≥ 0 such that for every γ > γ0

sup
x0∈V

∑
x∈V

e−γd(x,x0) <∞.

This condition is needed to get a priori estimates on Gibbs measures
uniformly with respect to the points of the graph G(V,E). In particular, it
is true if V = Zd. In the latter case Assumption (G) holds just with γ0 = 0.
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Remark 2.7. By the uniformly bounded degree condition (2.2) it holds

mr := sup
x∈V

mr(x) <∞, (2.4)

cf. Definition 2.6. In particular, one has

mr ≤ mr. (2.5)

Remark 2.8. The constant γ0 appearing in the condition (2.3) depends on
the geometry of the graph. If no more information on the graph is available,
one can roughly estimate γ0 with the help of the number m. We will manifest
this in the following lines. Indeed, for every graph with the uniformly bounded
degree condition (2.2) there exists a positive number γ0 ≤ logm so that, for
all γ > γ0 and each initial point x0 ∈ V, it holds (2.3). So, for x0 ∈ V one
can calculate using (2.5)∑

x∈V

e−γd(x,x0) < m1(x0)e−γ +m2(x0)e−2γ +m3(x0)e−3γ + · · ·

≤ m1e−γ +m2e−2γ +m3e−3γ + · · ·

=
∞∑
N=0

e−NγmN

=
∞∑
N=0

(e−γm)N <∞,

if logm < γ. The number γ0 is surely finite since we only deal with connected
graphs, which is, of course, very natural and given by definition in interacting
particle systems. In the case of V = Zd we can take γ0 = 0.

2.3 Configuration spaces and Hamiltonians

We consider an interacting system of spins living on a graph G(V,E) always
equipped with the stated properties of the last sections. To each x ∈ V
correspond variables σ(x) called spins which take values in Rν , ν ∈ N. In
statistical physics we have the following general interpretation: The system of
particles we consider performs a ν-dimensional oscillation, typically in time,
around their non-stable point of equilibrium with vector displacements σ(x).
As the configuration space we define the space of all sequences over V

Ω := (Rν)V := {σ = (σ(x))x∈V | σ : V→ Rν}. (2.6)
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Its elements σ ∈ Ω will be called configurations, and the values of a configura-
tion σ ∈ Ω at each vertex x ∈ V are the single spins σ(x) ∈ Rν . We equip Ω
with the product topology and with the corresponding Borel σ-algebra B(Ω).
Recall that the product topology is the weakest topology such that all finite
volume projections

Ω 3 σ → PΛσ := σΛ := (σ(x))x∈Λ ∈ (Rν)|Λ| =: ΩΛ, Λ b V,

are continuous, and the Borel σ-algebra B(Ω) coincides with the σ-algebra
generated by all cylinder sets

{σ ∈ Ω | σΛ ∈ BΛ}, BΛ ∈ B(ΩΛ), Λ b V.

Let P(Ω) and P(ΩΛ) denote the set of all probability measures respectively
on (Ω,B(Ω)) and (ΩΛ,B(ΩΛ)).

In this chapter we restrict ourselves to systems with pair interactions.
However, possible generalizations with multi-particle interactions will be dis-
cussed in Subsection 3.6.3. We will use multi-particle interactions for instance
in Section 5.4.3.

Systems with pair interactions are described by means of the following
heuristic infinite-volume energy functional (also called Hamiltonian)

E(σ) :=
∑
x,y∈V
x∼y

Wxy(σ(x), σ(y)) +
∑
x∈V

Ux(σ(x)), (2.7)

where Wxy are the pair interaction potentials and Ux the self interaction
potentials. In the whole chapter, the infinite sum

∑
x,y∈V
x∼y

is taken over all

unordered pairs e = (x, y) ∈ E of nearest neighbors. For possible generaliza-
tions, e.g. infinite range interactions, we refer to the Section 3.6.

As a matter of fact, the infinite-volume energy functional (2.7) cannot be
defined directly as a mathematical object. But it can be represented by the
family of local Hamiltonians EΛ(σΛ|ξΛc) indexed by finite volumes Λ b V
and for given boundary conditions ξ ∈ Ω, see sections below.

Heuristically, the Gibbs measures µ we are interested in have the following
representation. They are probability measures on (Ω,B(Ω)) in the form of

µ(dσ) =
1

Z
e−βE(σ)

∏
x∈V

dσ(x), (2.8)

where

Z :=

∫
Ω

e−βE(σ)
∏
x∈V

dσ(x),
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is a normalizing constant and dσ(x) is the Lebesgue measure on the spin
space Rν and β := 1

kBT
> 0 the fixed inverse temperature with kB denoting

the Boltzmann constant. We will define µ rigorously in Section 2.6 using the
so-called Dobrushin-Lanford-Ruelle (DLR) framework.

In order to describe our constructions properly we introduce the following
notations. We denote by | · | and (·, ·) respectively the norm and the inner
product in the Euclidean space Rν . For a finite set Λ b V we denote its
cardinality, which is the number of elements in Λ, by |Λ| and by Λc := V\Λ
its complement. We write Λ b V whenever Λ is not empty and |Λ| < ∞.
A sequence of finite volumes L := (ΛN)N∈N is called cofinal if it is ordered
by inclusion and exhausts the entire graph G(V,E). Furthermore, Λ ↗ V
means the limit along any cofinal sequence L := (ΛN)N∈N.

2.4 Conditions on interaction potentials

Throughout the manuscript, the interaction potentials are given by continu-
ous functions

Ux : Rν → R, Ux(0) = 0, x ∈ V, (2.9)

Wxy = Wyx : Rν × Rν → R, x ∼ y ∈ V. (2.10)

Without loss of generality, we suppose that the pair interaction potentials
Wxy are invariant with respect to all interchanges of the coordinates x, y ∈ V
and variables σ(x), σ(y) ∈ Rν .

We impose the following assumptions on the interaction potentials Wxy

and Ux:

Assumption (W). There exist constants R ≥ 2 and C, J ≥ 0, such that for
all x, y ∈ V with x ∼ y and s, t ∈ Rν, we have

|Wxy(s, t)| ≤ J(C + |s|R + |t|R).

The number J is the strength of the pair interaction.

Assumption (U). There exists a continuous function U : Rν → R and
constants P > R and A,B > 0, such that for all x ∈ V and s ∈ Rν, we have

A|s|P +B ≤ Ux(s) ≤ U(s).

Remark 2.9. The Assumptions (W), the so-called polynomial growth con-
dition, and (U), the so-called stability condition, stated above are fundamen-
tal. Only for simplicity in Assumption (W) it is supposed that J is restricted



2.5. EXPONENTIALLY TEMPERED CONFIGURATIONS 21

to be the same number for each pair (x, y) ∈ E. A generalization on all
x, y ∈ V (not only nearest neighbors) can be given with further conditions,
see Section 3.6. The main new issue in Section 3.5 is that we give an ex-
istence result for pair interactions with unbounded interaction strength Jxy,
such that supx,y |Jxy| = +∞. On some stages we will modify the Assumptions
(W) and (U), particularly in the next section we will weaken the Assump-
tion (U) in order to give an existence result for the case where P = R, cf.
Remark 2.11.

Remark 2.10. The above assumptions on the interaction potentials are ful-
filled for a considerably large family of interactions with relations to physical
models. Here, the polynomials given by

Ux(s) :=

p∑
q=1

a(q)
x |s|2q, (2.11)

Wxy(s, t) :=
r∑
q=1

b(q)
xy |s− t|2q, (2.12)

with r, p ∈ N, r < p, and with coefficients a
(q)
x and b

(q)
xy in R, so that apx > 0.

Remark 2.11. The existence result can also be demonstrated for the case
where P = R if we change Assumption (U). For more accurate analysis see
Section 3.3.

2.5 Exponentially tempered configurations

It is typical that unbounded spin systems give rise to a restriction to certain
subsets Ωt ⊂ Ω of admissible configurations σ ∈ Ωt, or rather to probability
measures µ ∈ P(Ω) supported by such Ωt. The most suitable choice of Ωt

depends on the conditions imposed on the interaction. Remind that we only
consider pair interactions, extensions will be given in Section 3.6. In order to
introduce reasonable configurations we establish a family of weighted Banach
spaces.

Definition 2.12. Let us fix any initial point x0 ∈ V and define the family
of Banach spaces

Ωγ :=

{
σ ∈ Ω

∣∣∣∣‖σ‖γ :=

(∑
x∈V

|σ(x)|Re−γd(x,x0)

)1/R

<∞
}
, (2.13)
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indexed by all γ > γ0 with γ0 ≤ logm, from Assumption (G).

Recall that R ≥ 2 is the largest order of the polynomial growth of Wxy allowed
by Assumption (W). Then the set of (exponentially) tempered configura-
tions is defined as

Ωt :=
⋂
γ>γ0

Ωγ.

Note that for γ1 > γ2 one has Ωγ1 ⊃ Ωγ2 . If σ ∈ Ωt then σ ∈ Ωγ for all
γ > γ0. For later use we define for finite Λ b V, x0 ∈ V and γ > γ0

‖σΛ‖γ :=

(∑
x∈Λ

|σ(x)|Re−γd(x,x0)

)1/R

. (2.14)

Remark 2.13. Ωt will always be considered as a Polish space (i.e., a sep-
arable complete metrizable space) equipped, for example, with the (Fréchet-)
metric

%(σ1, σ2) =
∞∑
N=1

1

2N
‖σ1 − σ2‖γN

1 + ‖σ1 − σ2‖γN
with any (γN)N∈N, such that γN → γ0 for N →∞.

Remark 2.14. Actually the sets Ωγ and Ωt do not depend on the choice of the
initial point x0. Choosing any two initial points x0 and y0, the corresponding
norms ‖σ‖γ,x0 := ‖σ‖γ and ‖σ‖γ,y0 := (

∑
x∈V e

−γd(x,y0)|σ(x)|R)1/R on Ωγ are
equivalent, i.e., there exists a constant C > 0 such that for all σ ∈ Ωt

1

C
‖σ‖γ,y0 ≤ ‖σ‖γ,x0 ≤ C‖σ‖γ,y0 . (2.15)

Proof . The proof is just an application of the triangle inequality. Fixing
x0, y0 ∈ V, it is enough to show for all x ∈ V that

1

C
e−γd(x,y0) ≤ e−γd(x,x0) ≤ Ce−γd(x,y0).

However, we have the following inequality immediately

d(x, y0)− d(x0, y0) ≤ d(x, x0) ≤ d(x, y0) + d(y0, x0),

from which follows

eγd(x,y0)e−γd(x0,y0) ≤ eγd(x,x0) ≤ eγd(x,y0)eγd(y0,x0).

This implies the assertion with C := eγd(x0,y0).
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Remark 2.15. In the subsequent we shall crucially use the fact that the
embedding Ωγ ⊂ Ωγ′ is compact if γ < γ′. This means that for all r ∈ (0,∞)
the balls

Bγ(r) := {σ ∈ Ωγ | ‖σ‖γ ≤ r} (2.16)

are (closed) compact sets in Ωγ′.

2.6 Tempered Gibbs measures

Constructing the Gibbs measure µ we use the standard Dobrushin-Lanford-
Ruelle (DLR) approach, see [Do 1968]. The common literature on the general
theory of Gibbs measures are the monographs [Pr 1976] and [Ge 1988]. This
gives us a rigorous definition of µ, cf. (2.8), as a Gibbs field on V determined
by means of their local specification Π := {πΛ(dσ|ξ)}ΛbV. Namely, for any
finite subset Λ b V we define the family of stochastic (probability) kernels
πΛ : B(Ω) × Ω → [0, 1] by the following formula: For all ξ ∈ Ω and for
B ∈ B(Ω) we define

πΛ(B|ξ) :=
1

ZΛ(ξ)

∫
ΩΛ

exp {−βEΛ(σΛ|ξΛc)} 1B(σΛ, ξΛc)
∏
x∈Λ

dσ(x), (2.17)

where 1B is the indicator function on B. Defining

EΛ(σΛ) :=
∑
x,y∈Λ
x∼y

Wxy(σ(x), σ(y)) +
∑
x∈Λ

Ux(σ(x)), (2.18)

we have

EΛ(σΛ|ξΛc) := EΛ(σΛ) +
∑

x∈Λ,y∈Λc
x∼y

Wxy(σ(x), ξ(y)) (2.19)

which is the local energy or local Hamiltonian in the finite volume Λ b V
corresponding to the boundary condition ξ ∈ Ω in the complement Λc, i.e.,
ξΛc := (ξ(y))y∈Λc . The normalizing constant, which is also called partition
function, is defined by

ZΛ(ξ) :=

∫
ΩΛ

exp {−βEΛ(σΛ|ξΛc)}
∏
x∈Λ

dσ(x). (2.20)
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The second term on the right hand side of (2.19) makes sense for all ξ ∈ Ω
because we only consider the interaction of the nearest neighbors. Otherwise,
we should restrict ξ to the subset Ωt of Ω, see Section 3.6. Recall that the
sums

∑
x,y∈Λ
x∼y

and
∑

x∈Λ,y∈Λc
x∼y

are taken over all unordered pairs of nearest

neighbors. It is also convenient to consider the finite volume projections of
the kernels πΛ on ΩΛ given by

µΛ,ξ(dσΛ) := πΛ(dσ|ξ) ◦ P−1
Λ ∈ P(ΩΛ), (2.21)

which is called the local Gibbs distribution under the boundary condition ξ.

By the above construction, the stochastic kernels (2.17) satisfy the con-
sistency property, see [Pr 1976] and [Ge 1988], i.e., for all Λ ⊂ Λ′ b V

πΛ′πΛ = πΛ′ .

More precisely, this means that for all B ∈ B(Ω) and ξ ∈ Ω∫
Ω

πΛ(B|σ)πΛ′(dσ|ξ) = πΛ′(B|ξ). (2.22)

Next we define G and Gt the sets of Gibbs measures respectively tempered
Gibbs measures.

Definition 2.16. A probability measure µ on (Ω,B(Ω)) is called a Gibbs
measure, or Gibbs state, for the local specification Π := {πΛ(dσ|ξ)}ΛbV, if
and only if it satisfies the DLR equilibrium equations, i.e., for all Λ b V,
B ∈ B(Ω), we have that µπΛ(B) = µ(B), namely,∫

Ω

πΛ(B|ξ)µ(dξ) = µ(B). (2.23)

For fixed β > 0, we denote by G the set of all Gibbs measures corresponding
to the Hamiltonian (2.7).

Definition 2.17. By P(Ωt) we denote the subset of tempered measures
supported by Ωt, i.e.,

P(Ωt) := {µ ∈ P(Ω)|µ(Ωt) = 1}. (2.24)

Respectively, the subset of tempered Gibbs measures Gt consists of all µ ∈ G
which are supported by Ωt, i.e.,

Gt := G ∩ P(Ωt). (2.25)
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In the subsequent discussion we shall crucially use that for all λ > 0,∫
Ω

exp (λ
∑
x∈Λ

| σ(x) |R)πΛ(dσ|ξ) <∞, (2.26)

which immediately follows from Assumptions (W) and (U).

Remark 2.18. As we get from Theorem 1.33 in [Ge 1988] and Theorem
8.1 in [Pr 2005], µ ∈ P(Ω) is a Gibbs measure for the corresponding local
specification {πΛ(dσ|ξ)}ΛbV if it satisfies the DLR equation (2.23) just for all
one-point sets Λ := {x}. Therefore, all needed information about the mea-
sures µ ∈ Gt could be gained from the family of their one-point probability
kernels

π{x}(dσ|ξ) :=
1

Z{x}(ξ)

∫
Rν

exp {−βE{x}(σ(x)|ξ)}1B(σ(x), ξΛ\{x})dσ(x),

(2.27)
where,

E{x}(σ(x)|ξ) :=
∑
y∈ϕ(x)

Wxy(σ(x), ξ(y)) + Ux(σ(x)), (2.28)

and

Z{x}(ξ) :=

∫
Rν

exp {−βE{x}(σ(x)|ξ)}1B(σ(x), ξΛ\{x})dσ(x).

The finite volume projection of the one-point probability kernels π{x} is then
defined by

µ{x},ξ(dσ(x)) := π{x}(dσ|ξ) ◦ P−1
{x} ∈ P(Ω{x}). (2.29)

For the sake of simplicity we write πx(dσ|ξ) and Ex(σ(x)|ξ) instead of
π{x}(dσ|ξ) respectively E{x}(σ(x)|ξ). We do the same for the corresponding
objects indexed by {x}.

Let (Cb(Ω), ‖ · ‖sup) be the Banach space of all bounded continuous func-
tions f : Ω→ R equipped with the supremum norm ‖f‖sup := supξ∈Ω|f(ξ)|.
By W we denote the weak topology on the set P(Ω). It is defined as the
roughest topology on P(Ω) such that the mappings

µ 7→
∫

Ω

fdµ
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are continuous for all f ∈ Cb(Ω). For each µ ∈ P(Ω) its local base is given
by

Vf1,...,fn;ε(µ) :=

{
ν ∈ P(Ω) :

∣∣∣∣ ∫
Ω

fidµ−
∫

Ω

fidν

∣∣∣∣ < ε, 1 ≤ i ≤ n

}
, (2.30)

where f1, ..., fn are functions from Cb(Ω), n ∈ N and ε > 0. Similarly, replac-
ing Cb(Ω) by Cb(Ωγ) in (2.30), we obtain the weak topology Wγ on P(Ωγ).
With these topologies the sets P(Ω) and P(Ωγ) become Polish spaces, cf.
[P 1967] Theorem 6.5. Note that the weak topology Wγ is stronger than the
weak topology W restricted to Ωγ.

In our case we immediately have the Feller property:

Lemma 2.19 (Feller property). For every Λ b V and any f ∈ Cb(Ω) the
mapping

Ω 3 ξ 7→ πΛ(f |ξ)

:=
1

ZΛ(ξ)

∫
ΩΛ

f(σΛ|ξΛc) exp {−βEΛ(σΛ|ξΛc)}
∏
x∈Λ

dσ(x) (2.31)

belongs to Cb(Ω), thus continuous and bounded in Ω. Moreover, f 7→ πΛf is
a contraction on Cb(Ω).

A direct consequence of the Feller property is the following lemma which
suggests an obvious way of constructing µ ∈ G. Later on, we will show the
relatively compactness of the family {πΛ(dσ|ξ)}ΛbV, which will then give us
the existence of at least one element in G.

Lemma 2.20. For each fixed ξ ∈ Ω, any accumulation point µ ∈ P(Ω) in
W of the family {πΛ(dσ|ξ)}ΛbV, as Λ↗ V , is the desired Gibbs measure.

Proof . A measure µ ∈ P(Ω) solves (2.23) if and only if for any f ∈ Cb(Ω)
and all Λ b V , ∫

Ω

f(σ)µ(dσ) =

∫
Ω

πΛ(f |σ)µ(dσ). (2.32)

Let {πΛk(dσ|ξk)}k∈N converge in W to some µ ∈ P(Ω). For every Λ b V ,
one finds a kΛ ∈ N such that Λ ⊂ Λk for all k > kΛ. Then by the consistency
property (2.22), one has∫

Ω

f(σ)πΛk(dσ|ξk) =

∫
Ω

πΛ(f |σ)πΛk(dσ|ξk).

Now by Remark 3.17, one can pass to the limit k →∞ and obtain (2.32).

�
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2.7 Wasserstein distance

The Wasserstein distance is used to measure the distance between probability
distributions. Historically, it has its origin in the so-called optimal transport
problem, which was introduced several times by different authors. It was first
formulated by the French geometer G. Monge in his famous work [Mon 1781].
The problem considered by Monge describes the smallest cost at which the
total production can be transported to the consumers.

Many years later Monge’s problem had a revival through the Russian
mathematician L. Kantorovich, without the knowledge that Monge’s prob-
lem already existed. He considered this problem in a more extended way
and introduced the duality theorem in [Ka 1940] and the problem of optimal
transport in [Ka 1942]. He finally connected his problem to Monge’s prob-
lem in [Ka 1948]. Later in [KaRu 1958] L. Kantorovich and G. Rubinstein
achieved a more explicit duality theory. In 1975 he was then awarded the
Nobel Prize for economics.

Since that time these techniques are broadly used in other mathemati-
cal disciplines, for example in statistics, probability theory and especially in
mathematical physics. In the mathematical physics this distance is tradi-
tionally named after Vasershtein (or Wasserstein), who rediscovered it in his
paper [Va 1969]. So, in the seminal paper [Do 1970], Dobrushin used the
Wasserstein distance to study Gibbs random fields. Only a particular case,
see Remark (2.22), is called Kantorovich-Rubinstein distance, even though
Kantorovich was the first who introduced this distance. A detailed expo-
sition with applications of these developments is given in the monographs
[RaRü 1998a, RaRü 1998b] by S. Rachev and L. Rüschendorf. We also refer
to [Ra 1991] by S. Rachev (see Chapter 5) and [Vi 2005] by C. Villani.

In [Do 1970] Dobrushin used the Wasserstein distance and the so-called
Kantorovich-Rubinstein duality relation (2.36) to show the famous Dobrushin
uniqueness criterion (4.1). However, a problem concerning the measurability
of the so-called optimal couplings occurs on unbounded spin spaces. In some
works, such as [La 1971], [Fö 1982], [Kü 1982], [Ge 1988], [BaKuMePr 2007]
and [FoGuMé 2007], this problem is partially overcome by using the Kantoro-
vich-Rubinstein duality relation (2.36) for Wasserstein distances.

Let us now collect facts about the Wasserstein distance, which can be
found in detail in [Ra 1991] and [Vi 2005]. We also refer to [Du 1999]. In
particular, Items (iv) and (v) about the measurability of optimal couplings
were recently proved in [Pa 2008]. Let us define the Wasserstein distance on
a general Polish space, which, of course, is applicable to the former sections.



28 CHAPTER 2. MAIN DEFINITIONS AND CONSTRUCTIONS

Definition 2.21 (Wasserstein distance). Let (X, ρ) be a Polish space. Let
P1(X) denote the subset of all probability measures µ on (X,B(X)) having
finite moments ∫

X

ρ(x, x0)µ(dx) <∞, (2.33)

for some x, x0 ∈ X and therefore for all. For a pair µ, µ̃ ∈ P1(X), we define
the Wasserstein distance

Wρ(µ, µ̃) := inf
P∈C(µ,µ̃)

∫
X2

ρ(x, x̃)P (dx, dx̃), (2.34)

where the infimum is taken over all couplings P ∈ C(µ, µ̃), that is, probability
measures P ∈ P(X ×X) with the marginal distributions µ and µ̃. Note that
this is called the L1-Wasserstein distance. In the literature one also finds the
Lp-Wasserstein distance, which is then defined, for p ≥ 1, by

Wρ(µ, µ̃) := inf
P∈C(µ,µ̃)

(∫
X2

ρ(x, x̃)pP (dx, dx̃)

)1/p

. (2.35)

Remark 2.22. The L1-Wasserstein distance is also commonly called the
Kantorovich-Rubinstein distance, since Kantorovich is one of the founding
fathers, see the introduction of this section.

Let us now discuss some topics concerning the Wassertein distance.

(i) Convergence: From Theorem 6.1 in [Vi 2005] we know that (P1(X),
Wρ) becomes itself a Polish space, whereby the convergence Wρ(µ, µn)→ 0,
as n → 0, is equivalent to the weak convergence of the measures µn → µ
combined with the convergence of their moments (2.33), see Theorem 6.8 in
[Vi 2005]. Since P1(X) is closed as a subset in (P(X),W), it can also be
considered as the Polish space equipped by the weak topology W .

(ii) Optimal couplings: The infimum in the Definition 2.21 can always
be attained at some P ∈ C(µ, µ̃), which is either unique or infinitely many,
see Theorem 4.1 in [Vi 2005]. Such minimizing coupling will be called optimal
and the set of optimal couplings will be denoted by C∗(µ, µ̃). This set is a
convex compact set in P(X ×X) equipped with the corresponding topology
of weak convergence, see Corollary 5.20 in [Vi 2005].

(iii) Duality relation for the Kantorovich-Rubinstein distance
(L1-Wasserstein distance): This relation says that the following two def-
initions of the Wasserstein distance are equivalent for any pair of µ, µ̃ ∈
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P1(X). We have the equivalence

Wρ(µ, µ̃) := inf
P∈C(µ,µ̃)

∫
X2

ρ(x, x̃)P (dx, dx̃)

= sup
f∈Lip1(X,ρ)

∣∣∣∣ ∫
X

f(x)µ(dx)−
∫
X

f(x)µ̃(dx̃)

∣∣∣∣, (2.36)

where

Lip1(X, ρ) :=

{
f : X → R

∣∣∣∣[f ] := sup
x 6=x̃

|f(x)− f(x̃)|
ρ(x, x̃)

≤ 1

}
is the unit ball in the space of Lipschitz continuous functions on X. For more
detail we refer to Theorem 2.5.6 in [Ra 1991] and Theorem 5.9 in [Vi 2005].

(iv) Measurable selection: Consider the product space X × X with
the metric

ρ̃[(x1, x2), (x̃1, x̃2)] := ρ(x1, x̃1) + ρ(x2, x̃2)

for (x1, x2), (x̃1, x̃2) ∈ X × X. In a similar way one may equip P1(X × X)
with the Wasserstein metric Wρ̃. Then

P1(X)× P1(X) 3 (µ, µ̃)→ C∗(µ, µ̃) ⊂ P1(X ×X)

can be regarded as a multifunction taking values in nonempty closed subsets
C∗(µ, µ̃) of the Polish space (P1(X×X),Wρ̃) so that there exists a measurable
selection P of the random set C∗(µ, µ̃) which is a function

P1(X)× P1(X) 3 (µ, µ̃)→ P (µ, µ̃) ∈ C∗(µ, µ̃).

See Subsection 4.4.1 (v) in [Pa 2008] for the simple proof, which mainly uses
the fundamental selection theorem for multifunctions, see also Theorems III.6
and III.8 in [CaVa 1977] or Theorem 2.13 in [Mo 2005].

(v) Measurable dependence on a parameter: Let the marginals
µλ, µ̃λ ∈ P(X) vary in a measurable way with respect to some abstract
parameter λ. Then by (iv) there exists a measurable realization of the optimal
coupling

λ→ Pλ ∈ C∗(µλ, µ̃λ) ⊂ P1(X ×X).

Therefore, the Wasserstein distance W(µλ, µ̃λ) is also measurable in λ.

In the DLR setting all this applies to the mappings ξ → πΛ(dσ|ξ) ∈
(P(Ω),W) which, by construction, are known to be measurable.
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Corollary 2.23. For any local specification Π = {πΛ(dσ|ξ)}ΛbI obeying for
all ξ ∈ Ω and x ∈ Λ b V ∫

Ω

|σ(x)|πΛ(dσ|ξ) <∞,

the Wasserstein distance W(µΛ(dσ|ξ), µΛ(dσ|η)) is a measurable function of
(ξ, η) ∈ Ω× Ω.

Remark 2.24. Note that the Items (iv) and (v) will be crucial for prov-
ing uniqueness criteria for Gibbs measures via the so-called reconstruction
procedure first developed by Dobrushin, see Section 4.6.



Chapter 3

Existence problem

Dealing with the set of tempered Gibbs measures Gt on systems with un-
bounded spins gives rise to the question whether Gt is not empty. Therefore,
the existence problem is the first step in any study of Gibbs measures. In
fact, in contrast to the case of compact spin spaces, it is not obvious to con-
firm that Gt is not empty. We will present a new approach for the existence
problem. The main issue is to establish certain exponential estimates for the
one-point stochastic kernels πx(dσ|ξ) with weak dependence on the bound-
ary conditions ξ ∈ Ω, see Lemma 3.3. Note that these estimates are stronger
than those required in the fundamental Dobrushin’s existence criterion, see
Section 3.2. First steps in this field was done for the lattice case in [Pa 2008]
by T. Pasurek and in the author’s Diploma thesis [Tek 2006]. Other meth-
ods, especially applicable to the ferromagnetic systems, will be presented in
Section 3.1. In this chapter we adopt this essentially new approach to the
situation of a graph G(V,E).

In Section 3.3 we prove the main technical Lemmas 3.3 and 3.5 from
which the existence of at least one µ ∈ Gt follows, see Theorem 3.7 in Section
3.4. We even get a priori bounds on all points of the set Gt, see Theorem 3.8.
It is self-evident that we can extend this method to finite range potentials, to
infinite range potentials and to general multi-particle interactions, see Section
3.6. In Subsection 3.5 the main new issue is that we give an existence result
for pair interactions with unbounded interaction strength.

3.1 Overview of fundamental methods

In this section we give a review on literature. As it is typical for systems
with non-compact spin spaces, e.g., Rν in the case of the classical lattice or
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graph systems, even the initial question of whether the set Gt of tempered
Gibbs measures is non-void is far from evident. In order to give the reader
an insight into the subject, we would like to present a systematic account of
the fundamental methods within the DLR-approach and their applications
to unbounded spin systems.

(i) General Dobrushin’s criterion for existence of Gibbs distribu-
tions [Do 1970]. The validity of the sufficient conditions of the Dobruhsin
existence theorem for some ferromagnetic classical lattice systems with scalar
spins in R has been verified with different methods, e.g., in [BH-K 1982] by
J. Bellissard and R. Høegh-Krohn, [CaOlPePr 1978] by M. Cassandro, E.
Olivieri, A. Pellegrinotti and E. Presutti, [Si 1982] by Ya. G. Sinai and
[PrFo 1991] by B. Prum and J.C. Fort. Thereafter, for lattice systems of
vector spins it has been verified by S. Albeverio, Y. G. Kondratiev, T. Pa-
surek, and M. Röckner in [AlKoPaRö 2005] using the so-called Intergration
by Parts(IbP)-formulas for µ ∈ Gt and even under less restrictive assump-
tions on the interaction potentials than in the previous literature. With some
new techniques it has been verified for quantum systems by T. Pasurek in
[Pa] and Y. Kozitsky and T. Pasurek in [KoPa 2007].

(ii) Ruelle’s technique of superstability estimates. This well-
known technique has been introduced by D. Ruelle in [Ru 1969] for con-
tinuous systems and by J. L. Lebowitz and E. Presutti in [LP 1976] for
lattice systems. This technique in particular requires that the interaction is
translation invariant and the many-particle potentials have at most quadratic
growth. So, the method cannot be directly extended to general graphs.

(iii) Cluster expansions. This method is one of the most powerful for
the study of Gibbs measures, but it works only in a perturbative regime, i.e.,
when an effective parameter of the interaction is small. For this we refer to
the monographs [GlJa 1981] by J. Glimm and A. Jaffe and [MaMi 1991] by
V. Malyshev and R. Minlos.

(iv) Method of correlation inequalities. For some specific classes of
interactions for classical lattice systems one can use the so-called correlation
inequalities (such as FKG, GKS, Lebowitz, Brascamp-Lieb etc.) to study
existence and uniqueness problems, see e.g. Subsections 5.1.2 and 5.4.3.
This method involves more detailed information on the interactions, e.g.,
whether they are ferromagnetic or convex. For review on different correlation
inequalities see the monographs [Ge 1988] by H.-O. Georgii, [Pr 1976] by C.
Preston and [GlJa 1981] by J. Glimm and A. Jaffe.

(v) Method of reflection positivity. As a part of (iv), this technique
can be applied to translation invariant systems with pair interactions and
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gives the existence of so-called periodic Gibbs states. Moreover, this method
can also be used to study phase transitions in ferromagnetic spin models. We
refer to the monographs [Ge 1988] by H.-O. Georgii, [GlJa 1981] by J. Glimm
and A. Jaffe, and to the works, e.g., [BaKo 1992] by V. S. Barbulyak and
Y. G. Kondratiev, [PaKh 1987] by L. A. Pastur and B. A. Khoruzhenko and
[DrLaPe 1979] by W. Driesler, L. Landau and J. F. Perez. Because of absence
of proper symmetries, the reflection positivity method is not applicable to
graph systems.

3.2 Dobrushin’s existence criterion

R. L. Dobrushin plays a pioneering role in establishing the theory of Gibbs
measures. In his papers [Do 1968] and [Do 1970] he gave a general existence
criterion for the first time, see Theorem 1 in [Do 1970]. We also refer to
Theorem 1.3 in [Si 1982]. In this section we present an elementary new
approach to check the sufficient conditions of Dobrushin’s existence criterion
(3.2). In our context, the main condition of this criterion supposes that for
a given specification Π = {πΛ(dσ|ξ)}ΛbV, for all x ∈ V and ξ ∈ Ω, the
one-point probability kernels πx(dσ|ξ) should satisfy the following condition:

Theorem 3.1 (Existence Criterion). There exists a certain compact func-
tion h : Rν → R+ ∪ {+∞} and nonnegative constants A and Ixy, x 6= y, so
that I = (Ixy)V2 is a strictly contractive matrix with the entries Ixy ≥ 0, that
is,

‖ I ‖:= sup
x∈V

∑
y∈V

Ixy < 1, (3.1)

and for all x ∈ V and ξ ∈ Ω we have∫
Ω

h(σ(x))πx(dσ|ξ) ≤ A+
∑
y∈V

Ixyh(ξ(y)). (3.2)

Note that the continuous function h is called compact if for any t ∈ R, the
level set {s ∈ Rν |h(s) ≤ t} is compact in Rν.

Then there exists at least one Gibbs measure such that

sup
x∈V

∫
Ω

h(σ(x))πx(dσ|ξ) <∞

.
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The existence criterion yields that, for any boundary condition ξ ∈ Ω
so that supx∈V h(ξ(x)) <∞, the family {πΛ(dσ|ξ)}ΛbV is relatively compact
in the weak topology W on P(Ω). Recall that the family of probability
measures {πΛ(dσ|ξ)}ΛbV is called relatively compact if from any sequence
{πΛn(dσ|ξ)}ΛnbV ⊂ {πΛ(dσ|ξ)}ΛbV it is possible to select a weakly convergent
subsequence. In the case of infinite range interactions we need a stronger
topology, see Section 3.6. Furthermore, any measure µ ∈ Gt constructed
in such a way obeys the a priori bound supx∈V

∫
Ω
h(σ(x))µ(dσ|ξ) < ∞. If,

additionally, h(s) ≥ |s|R, s ∈ Rν , this yields that, for all γ > γ0, µ ∈ P(Ωγ)
and hence µ ∈ Gt is not empty. It is difficult to check (3.2) directly, which was
mainly done for translation invariant, ferromagnetic systems by asymptotic
methods, cf. [Si 1982, LP 1976, PrFo 1991]. Therefore, we adopt elementary
new technics in proving Dobrushin’s existence criterion for the graph system.
An advantage of our approach is that it can be easily extended to multi
(or infinite) dimensional spin spaces and to multi-particle interactions. In
this new approach, instead of proving (3.2) directly, we prove the stronger
exponential bound,∫

Ω

exp {h(σ(x))}πx(dσ|ξ) ≤ exp {Γ +
∑
y∈V

Ixyh(ξ(y))}. (3.3)

Then by Jensen’s inequality (3.3) immediately implies the Dobruhsin bound
(3.2). Let us recall Jensen’s inequality: For any µ ∈ P(Ω) and 0 ≤ f ∈ L1(µ),
it holds

exp

(∫
Ω

fdµ

)
≤
∫

Ω

exp (f)dµ. (3.4)

One more principal difference from the previous papers is that the choice of
the function h(σ(x)) will now crucially depend on the growth of the Hamil-
tonian E(σ), see Corollary 3.4.

Remark 3.2. Note that for the case of unbounded degree, i.e., supx∈Vm(x) =
+∞, the properties of the graph G(V,E) changes drastically. In particular,
both Dobrushin’s existence, see Theorem 3.1, and uniqueness, see Theorem
4.1, conditions do not apply directly. That is because the Dobrushin inter-
dependence matrices I and D are no longer strictly contractive in l∞(V).
Until now there is no adequate theory of Gibbs measures with unbounded de-
gree besides some special results for ferromagnetic harmonic interactions by
comparison methods, see Section 5.2 below, or for underlying graphs with
certain repulsive properties for heavy vertices, see [KoKoPa 2009] by Y. G.
Kondratiev, Y. Kozitsky and T. Pasurek.
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3.3 Moment estimates for the local specifica-

tion

First we prove certain moment estimates, more precisely exponentially bounds,
on the one-point kernels πx(dσ|ξ) subject to the fixed boundary condition
ξ ∈ Ω. Then we extend this bound to arbitrary volumes Λ by the consis-
tency property. The latter allows to prove the relatively compactness of the
family {πΛ(dσ|ξ)}ΛbV in the weak topology W , which by Lemma 2.20 guar-
anties that Gt is not empty. We consider here a slightly more general setup
as in Section 2.4. The assumption which we will introduce is weaker than
Assumption (U). It enables us to regard the potentials Wxy and Ux with the
same order of polynomial growth, which means that we take P = R:

Assumption (Ū). There exists a continuous function U : Rν → R and
constants A1 > 0, B1 ∈ R, such that for all x ∈ V and s ∈ Rν

A1|s|R +B1 ≤ Ux(s) ≤ U(s). (3.5)

Furthermore, the constant A1 is chosen large enough, so that the following
relation holds:

A1 > 2mJ. (3.6)

Let us comment on the differences between Assumptions (U) and (Ū).
If P > R, (U) is stronger and immediately implies the validity of (Ū) with
arbitrary large A1. For the case P = R, i.e., Assumption (Ū) holds, we
introduce a strictly positive stability parameter

δ := A1 −mJ, (3.7)

which by (3.6) fulfills δ > mJ . In fact, the strictly positiveness of A1 guaran-
tees that the specification {πΛ(dσ|ξ)}ΛbV is well-defined and the integrability
condition (2.26) holds with any positive κ < δ.

In our case, we can choose constant entries I in the matrix I, that is

Ixy =

{
I, x ∼ y;
0, otherwise.

(3.8)

Then the one-point probability kernels πx(dσ|ξ) should satisfy, for all x ∈ V,
the estimate ∫

Ω

h(σ(x))πx(dσ|ξ) ≤ A+ I
∑
y∈ϕ(x)

h(ξ(y)), (3.9)
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such that

‖ I ‖= mI < 1 (3.10)

holds. Recall that ϕ(x) = B1(x) is the set of all nearest neighbors of x ∈ V,
see (2.1).

The key technical result is the following:

Lemma 3.3. Suppose that Assumption (W) and (Ū) hold. Then for every
κ < δ there exists a corresponding Γ = Γ(β, κ) > 0 such that, for all x ∈ V
and ξ ∈ Ω, we have that∫

Ω

exp{βκ|σ(x)|R}πx(dσ|ξ) ≤ exp{Γ + 2Jβ
∑
y∈ϕ(x)

|ξ(y)|R}. (3.11)

Proof . By Assumption (W), one has for all σ(x), ξ(y) ∈ Rν∑
y∈ϕ(x)

|Wxy(σ(x), ξ(y))| ≤
∑
y∈ϕ(x)

J(C + |σ(x)|R + |ξ(y)|R)

≤ m(x)J |σ(x)|R +
∑
y∈ϕ(x)

J(C + |ξ(y)|R)

≤ mJ |σ(x)|R +
∑
y∈ϕ(x)

J(C + |ξ(y)|R).

By this estimate and the definition (2.27) of πx(dσ|ξ), one has∫
Ω

exp {βκ|σ(x)|R}πx(dσ(x)|ξ)

=

∫
Ω

exp {βκ|σ(x)|R} 1

Zx(ξ)
exp {−βEx(σ(x)|ξ)}dσ(x)

=
1

Zx(ξ)

∫
Ω

exp {βκ|σ(x)|R − βUx(σ(x))− β
∑
y∈ϕ(x)

Wxy(σ(x), ξ(y))}dσ(x)

=

∫
Ω

exp {βκ|σ(x)|R − βUx(σ(x))− β
∑

y∈ϕ(x) Wxy(σ(x), ξ(y))}dσ(x)∫
Ω

exp {−βUx(σ(x))− β
∑

y∈ϕ(x)Wxy(σ(x), ξ(y))}dσ(x)

≤
∫

Ω
exp {βκ|σ(x)|R − βUx(σ(x)) + β

∑
y∈ϕ(x) |Wxy(σ(x), ξ(y))|}dσ(x)∫

Ω
exp {−βUx(σ(x))− β

∑
y∈ϕ(x) |Wxy(σ(x), ξ(y))|}dσ(x)

≤ Xx(κ)

Yx
exp {2β

∑
y∈ϕ(x)

J(C + |ξ(y)|R)}

≤ Xx(κ)

Yx
exp {2mJβC + 2Jβ

∑
y∈ϕ(x)

|ξ(y)|R},
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where

Xx(κ) :=

∫
Ω

exp {−β(Ux(σ(x))− (κ+mJ)|σ(x)|R)}dσ(x)

and

Yx :=

∫
Ω

exp {−β(Ux(σ(x)) +mJ |σ(x)|R)}dσ(x).

In short, we get the inequality∫
Ω

exp {βκ|σ(x)|R}πx(dσ|ξ) ≤
Xx(κ)

Yx
exp {2mJβC + 2Jβ

∑
y∈ϕ(x)

|ξ(y)|R}.

Using the upper bound in (Ū) to estimate infx Yx, and the lower bound in
(Ū) to estimate supxXx(κ), one easily observes that

X(κ) := sup
x
Xx(κ)

≤ exp (−βB1)

∫
Rν

exp (−β(A1 −mJ − κ)|σ(x)|R)dσ(x) <∞,

and

Y := inf
x
Yx ≥

∫
Rν

exp (−β(U(σ(x)) +mJ |σ(x)|R))dσ(x) > 0.

Then it follows

0 < Y := inf
x
Yx < sup

x
Xx(κ) =: X(κ) <∞.

This proves the required estimate (3.11) with

Γ := Γ(β, κ) := 2mJβC + log

(
X(κ)

Y

)
. (3.12)

�

The application of Jensen’s inequality gives us the following important
corollary. Note that we can choose any κ > 2mJ if we assume (U) instead
of (Ū).
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Corollary 3.4. Let us choose in (3.11) any κ ∈ (2mJ, δ). Then the kernels
πx(dσ|ξ) obey the Dobrushin bound (3.9), with

A :=
Γ

βκ
, I :=

2J

κ
, mI < 1,

and with the compact function

Rν 3 σ(x) 7→ h(σ(x)) := |σ(x)|R.

Proof . We have by Jensen’s inequality

exp

{
βκ

∫
Ω

|σ(x)|Rπx(dσ|ξ)
}

≤
∫

Ω

exp {βκ|σ(x)|R}πx(dσ|ξ)

≤ exp

{
Γ + 2Jβ

∑
y∈ϕ(x)

|ξ(y)|R
}
.

This is equivalent to∫
Ω

|σ(x)|Rπx(dσ|ξ) ≤
Γ

βκ
+
∑
y∈ϕ(x)

2J

κ
|ξ(y)|R,

which gives us the Dobrushin bound (3.2).

�

Taking a step forward we gain similar moment estimates for πΛ(dσ|ξ)
uniformly in volumes Λ b V . We define for all κ < δ

nx(Λ|ξ) := log

(∫
Ω

exp {βκ|σ(x)|R}πΛ(dσ|ξ)
)
. (3.13)

Note that by Lemma (3.3) nx(Λ|ξ) is nonnegative and finite.

Lemma 3.5. Given any κ < δ, γ > γ0 and x0 ∈ V, there exists a finite
Γγ,x0 := Γγ,x0(β, κ) > 0 such that uniformly for all ξ ∈ Ωt

lim sup
Λ↗V

(∑
x∈Λ

nx(Λ|ξ) · e−γd(x,x0)

)
≤ Γγ,x0 , (3.14)

where the constant Γγ,x0 is given below by (3.40). In particular, under As-
sumption (G), uniformly for all x0 ∈ V and all ξ ∈ Ωt

lim sup
Λ↗V

(∫
Ω

exp {βκ|σ(x)|R}πΛ(dσ|ξ)
)
≤ exp (Γγ) (3.15)

with finite Γγ := supx0∈V Γγ,x0, for each γ > γ0.
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Proof . Without loss of generality, one may choose κ ∈ (2J, δ), so that

∑
y∈ϕ(x)

2Jκ−1 ≤ 2Jm

κ
< 1. (3.16)

Integrating both sides of the exponential bound (3.11) with respect to the
measure πΛ(dσ|ξ) and taking into account the consistency property (2.22),
we come to the following estimate with Γ given by (3.36)

nx(Λ|ξ)

:= log

(∫
Ω

exp {βκ|σ(x)|R}πΛ(dσ|ξ)
)

= log

(∫
Ω

∫
Ω

exp {βκ|σ(x)|R}πx(dσ|η)πΛ(dη|ξ)
)

≤ log

(∫
Ω

exp

{
Γ +

∑
y∈ϕ(x)

2Jβ|η(y)|R
}
πΛ(dη|ξ)

)

= log

(∫
Ω

exp

{
Γ +

∑
y∈ϕ(x)∩Λc

2Jβ|η(y)|R
}

· exp

{ ∑
y∈ϕ(x)∩Λ

2Jβ|η(y)|R
}
πΛ(dη|ξ)

)
= Γ +

∑
y∈ϕ(x)∩Λc

2Jβ|ξ(y)|R

+ log

(∫
Ω

exp

{ ∑
y∈ϕ(x)∩Λ

2Jβκ−1κ|η(y)|R
}
πΛ(dη|ξ)

)
≤ Γ +

∑
y∈ϕ(x)∩Λc

2Jβ|ξ(y)|R +
∑

y∈ϕ(x)∩Λ

2Jκ−1ny(Λ|ξ). (3.17)

We have used here the assumption (3.16) and the multiple Hölder inequality

∫ ( n∏
i=1

φαii

)
dµ ≤

n∏
i=1

(∫
φidµ

)αi
,

where µ is a probability measure, φi ≥ 0 are functions, and αi ≥ 0 are
numbers such that

∑n
i=1 αi ≤ 1. In our case, this condition is fulfilled by

the assumption (3.16). We convince ourself of the last inequality in (3.17)



40 CHAPTER 3. EXISTENCE PROBLEM

by calculating the following:

log

(∫
Ω

exp

{ ∑
y∈ϕ(x)∩Λ

2Jβκ−1κ|η(y)|R
}
πΛ(dη|ξ)

)

= log

(∫
Ω

∏
y∈ϕ(x)∩Λ

(
exp {βκ|η(y)|R}

)2Jκ−1

πΛ(dη|ξ)
)

≤ log

( ∏
y∈ϕ(x)∩Λ

(∫
Ω

exp {βκ|η(y)|R}πΛ(dη|ξ)
)2Jκ−1 )

=
∑

y∈ϕ(x)∩Λ

2Jκ−1 log

(∫
Ω

exp {βκ|η(y)|R}πΛ(dη|ξ)
)

=
∑

y∈ϕ(x)∩Λ

2Jκ−1ny(Λ|ξ).

Now, fixing arbitrary x0 ∈ V, we shall take the sum in (3.17) over x ∈ Λ
with the weights e−γd(x,x0). We set

‖ 1Λ ‖γ,x0 :=
∑
x∈Λ

e−γd(x,x0),

which is finite by Assumption (G), see Section 2.2. Denoting

n(Λ|ξ) :=
∑
x∈Λ

e−γd(x,x0)nx(Λ|ξ),

we obtain that

nx0(Λ|ξ)
≤ n(Λ|ξ)
≤ Γ

∑
x∈Λ

e−γd(x,x0)

+2Jβ
∑
x∈Λ

e−γd(x,x0)
∑

y∈ϕ(x)∩Λc

|ξ(y)|Re−γd(y,x0)eγd(y,x0)

+2Jκ−1
∑
x∈Λ

e−γd(x,x0)
∑

y∈ϕ(x)∩Λ

ny(Λ|ξ)e−γd(y,x0)eγd(y,x0)

≤ Γ
∑
x∈Λ

e−γd(x,x0) + 2Jβ
∑
x∈Λ

∑
y∈ϕ(x)∩Λc

e−γd(y,x0)|ξ(y)|Reγd(x,y)

+2Jκ−1
∑
x∈Λ

∑
y∈ϕ(x)∩Λ

e−γd(y,x0)ny(Λ|ξ)eγd(x,y)
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≤ Γ
∑
x∈Λ

e−γd(x,x0)

+ 2Jβ
∑
y∈Λc

e−γd(y,x0)|ξ(y)|R
∑

x∈Λ∩ϕ(y)

eγd(x,y)

+ 2Jκ−1
∑
y∈Λ

e−γd(y,x0)ny(Λ|ξ)
∑

x∈Λ∩ϕ(y)

eγd(x,y).

Since
sup
x,y

∑
x∈ϕ(y)

eγd(x,y) ≤ C(γ) <∞

this yields

n(Λ|ξ) ≤ Γ‖1Λ‖γ,x0 + 2JβC(γ)‖ξΛc‖Rγ,x0

+ 2Jκ−1C(γ)n(Λ|ξ),

or equivalently,

n(Λ|ξ) ≤ 1

1− 2Jκ−1C(γ)

(
‖1Λ‖γ,x0Γ + 2JβC(γ)‖ξΛc‖Rγ,x0

)
.

Since nx0(Λ|ξ) ≤ n(Λ|ξ) we have

nx0(Λ|ξ) ≤ 1

1− 2Jκ−1C(γ)

(
‖1Λ‖γ,x0Γ + 2JβC(γ)‖ξΛc‖Rγ,x0

)
Since ‖ξΛc‖Rγ,x0

→ 0 with Λ↗ V the latter implies

lim sup
Λ↗V

nx0(Λ|ξ) ≤ lim sup
Λ↗V

n(Λ|ξ)

≤ Γ

1− 2Jκ−1C(γ)
‖1‖γ,x0

=: Γγ,x0 <∞. (3.18)

Finally, by Assumption (G) ‖1Λ‖γ,x0 is uniformly bounded by

‖1‖γ := sup
x0∈V

∑
x∈V

e−γd(x,x0) <∞,

and we have
sup
x0∈V

Γγ,x0 =: Γγ <∞,

which completes the proof of the Lemma.
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�

Remark 3.6. In place of the Assumptions (Ū), where we take the same
polynomially growth order for the potentials Wxy and Ux (P = R), we can
use the stronger initial Assumption (U) where we have P > R. In this
situation, all the former statements, especially Lemmas 3.3 and 3.5, hold for
all β > 0 and κ > 2mJ .

3.4 Existence and a priori bounds for Gibbs

measures

Now we are on the stage to prove existence and a priori bounds for Gibbs
measures. Below the main Theorems 3.7 and 3.8 characterize the set of tem-
pered Gibbs measures Gt. The methods of proving the following statements
are strongly encouraged by the work [Pa 2008]. However, the original concept
relies on the paper [BH-K 1982] by J. Bellissard and R. Høegh-Krohn.

The idea is the following: As soon as the exponentially bound in Lemma
3.3 for the one-point probability kernels πx(dσ|ξ) has been established, using
the consistency property, we get for πΛ(dσ|ξ) uniform bounds as in Lemma
3.5. This yields immediately, connected with the relatively compact property
of πΛ(dσ|ξ) in the topology Wt, that Gt is not empty. As the last principle
result in this section in Theorem 3.8 we obtain a priori moment bounds
for all measures µ ∈ Gt. Since in Lemma 3.5 the bounds on πΛ(dσ|ξ) are
asymptotically independent, as Λ↗ V on the initial data ξ, using the DLR
equation we get the same uniform bounds on all µ ∈ Gt. Note that we
show the relatively compactness of πΛ(dσ|ξ) in the stronger topology Wγ in
Theorem 3.7 below. This gives us immediately the relatively compactness
of πΛ(dσ|ξ) in the weaker topology W , which is only needed for the pair
interaction case. In turn, the relatively compactness in the topology Wγ

enables us to treat the interactions of infinite range, see Section 3.6. Now we
formulate and prove the main theorem of the whole chapter:

Theorem 3.7. Let Assumptions (G), (W) and (Ū) are fulfilled. Then
for any boundary condition ξ ∈ Ωt, the family {πΛ(dσ|ξ)}ΛbV is relatively
compact in the weak topology Wt. All its limit points are tempered Gibbs
measures supported by Ωt, which means that Gt is not empty.

Proof . For any fixed ξ ∈ Ωt and κ < δ, by the estimate (3.14), Assump-
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tion (G) and Jensen’s inequality one calculates

lim sup
Λ↗V

βκ
∑
x∈Λ

∫
Ω

|σ(x)|Re−γd(x,x0)πΛ(dσ|ξ)

≤ lim sup
Λ↗V

∑
x∈Λ

log

(∫
Ω

exp {βκ|σ(x)|R}πΛ(dσ(x)|ξ)
)
e−γd(x,x0)

≤ Γγ,x0 .

Taking into account that ‖σΛ‖Rγ :=
∑

x∈Λ |σ(x)|Re−γd(x,x0) and by Jensen’s
inequality we conclude that

lim sup
Λ↗V

∫
Ω

‖σΛ‖Rγ πΛ(dσ|ξ) ≤ Γγ,x0

βκ
. (3.19)

Therefore, for each ξ ∈ Ωt one finds a corresponding finite Γγ(ξ) > 0 such
that

sup
ΛbV

∫
Ω

‖σ‖Rγ πΛ(dσ|ξ) ≤ Γγ(ξ). (3.20)

Since the embedding Ωγ ⊂ Ωγ′ is compact if γ < γ′ (cf. Remark 2.15), by
Prohorov’s theorem, this implies the relatively compactness of {πΛ(dσ|ξ)}ΛbV
in the weak topology Wγ′ . So, there exists at least one limit point, say
µ ∈ P(Ωγ′), for this family. By Fatou’s lemma, this µ satisfies∫

Ω

‖σ‖Rγ µ(dσ) ≤ lim sup
ΛbV

∫
Ω

‖σ‖Rγ πΛ(dσ|ξ)

≤ Γγ(ξ), (3.21)

since Ω 3 σ 7→ ‖σ‖γ ∈ R∪{+∞} is a lower semi-continuous function. Hence,
µ is supported by Ωt. Finally, by Lemma 2.20 every such µ is Gibbsian.

�

An important consequence of Lemma 3.5 is the following theorem giving
an uniform integral bound for all tempered Gibbs measures. Basically, we can
prove such an uniform integral bound without knowing anything about the
existence of such measures, which is the reason why we are speaking about a
priori estimates. We will see that the bound (3.22) below is uniform for all
µ ∈ Gt and explicitly depends on the inverse temperature β and parameters of
the interaction. Note that this result cannot be obtained from Dobrushins’s
criterion alone.
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Theorem 3.8. Let the same assumptions as in Theorem (3.7) hold. For
every κ < δ, there exists a positive constant C = C(β, κ), such that uniformly
for all µ ∈ Gt

sup
x∈V

∫
Ω

exp {βκ|σ(x)|R}µ(dσ) ≤ C. (3.22)

Proof . Let us choose any Banach space Ωγ with γ > γ0. By the DLR
equation (2.23), B. Levi’s monotone convergence theorem and Lemma 3.5,
one has for all N > 0∫

Ω

exp {(βκ|σ(x)|R ∧N)}µ(dσ(x))

= lim
Λ↗V

∫
Ωγ

∫
Ω

exp {(βκ|σ(x)|R ∧N)}πΛ(dσ|ξ)µ(dξ)

=

∫
Ωγ

(
lim sup

Λ↗V

∫
Ω

exp {βκ|σ(x)|R ∧N}πΛ(dσ|ξ)
)
µ(dξ)

= lim sup
Λ↗V

∫
Ω

exp {βκ|σ(x)|R ∧N}πΛ(dσ|ξ)

≤ exp (Γγ), (3.23)

where we define (κ|σ(x)|R ∧N) := min (κ|σ(x)|R, N). Hence, again with B.
Levi’s theorem, we obtain for all µ ∈ Gt∫

Ω

exp {βκ|σ(x)|R}µ(dσ)

= lim sup
N→∞

∫
Ω

exp {(βκ|σ(x)|R ∧N)}µ(dσ(x))

≤ exp (Γγ). (3.24)

Then, by Jensen’s inequality, we conclude that

sup
x∈V

∫
Ω

|σ(x)|Rµ(dσ) <
Γγ
βκ
. (3.25)

The latter implies, by Chebyshev’s inequality and Assumption (G), that any
µ ∈ Gt is actually supported by every Ωγ whenever γ > γ0. Hence (3.24)
yields the desired estimate (3.22) with constant C := exp (Γγ), which is the
same for all µ ∈ Gt.

�
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The above a priori bound (3.22) allows to describe the support properties
of µ ∈ Gt more precisely.

Corollary 3.9. Suppose that the graph G(V,E) satisfies for some x0 ∈ V
and λ > 0 that

(Gλ)
∑
x∈V

(1 + d(xo, x))−λ <∞. (3.26)

Then, the Gibbs measures µ ∈ Gt are indeed supported by the smaller set

Ω(b) :=

{
σ ∈ Ω|∃Λσ b V, ∀x ∈ (Λσ)c

∣∣∣∣
|σ(x)|2 ≤ b log (1 + d(xo, x))

}
, (3.27)

where b > λ
κβ

.

Proof . We follow the scheme of the proof of Lemma 3.1 in [LP 1976],
see also [Pa 2008]. We write the complement of the set (3.27) as follows:

[Ω(b)]c =
⋂

ΛbV

⋃
x∈Λc

Ωx(b), (3.28)

where

Ωx(b) :=

{
σ ∈ Ω

∣∣∣∣|σ(x)|2 ≤ b log (1 + d(xo, x))

}
.

By Chebyshev’s inequality and the estimate (3.22),

µ([Ωx(b)]
c) ≤ C(β, κ) · (1 + d(xo, x))−bβκ. (3.29)

Therefore, by (3.28) and (3.29), for any cofinal sequence L ↗ V

µ([Ω(b)]c) ≤ C(β, κ) lim
Λ∈L

∑
x∈Λc

(1 + d(xo, x))−bβκ. (3.30)

By Assumption (Gλ) the series in (3.30) is convergent for b > λ
κβ

, which

yields the desired result µ([Ω(b)]c) = 0.

�

Remark 3.10. For V = Zd, the property (3.26) holds with any d > κβ.
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3.5 Interactions with unbounded intensity

In this subsection we study a non-trivial example for the existence of tem-
pered Gibbs measures for the following model. The crucial difference is
that we consider Hamiltonians with possibly unbounded interaction strength.
Namely, harmonic pair interactions with intensity Jxy ≥ 0 such that

sup
x,y∈V

Jxy = +∞.

The system is described by the following heuristic infinite-volume energy
functional

E(σ) :=
∑
x,y∈V
x∼y

Jxy(σ(x), σ(y))Rd +
∑
x∈V

Ux(σ(x)), (3.31)

where (·, ·)Rd is the scalar product in Rd, Ux the self interaction potentials
and the infinite sum

∑
x,y∈V
x∼y

is taken over all unordered pairs e = (x, y) ∈ E
of nearest neighbors. We suppose that the Assumption (U) holds for the self
interaction potentials Ux(σ(x)) with some P > 2. We define the spaces of
tempered configurations as usual by

Ωt :=
⋂
γ>γ0

Ωγ,

where we define for R > 2

Ωγ :=

{
σ ∈ Ω

∣∣∣∣‖σ‖γ :=

(∑
x∈V

|σ(x)|Re−γd(x,x0)

)1/R

<∞
}
. (3.32)

Respectively, the subset of tempered Gibbs measures Gt consists of all µ ∈ G
which are supported by Ωt.

Immediately, by Young’s inequality

ab ≤ aR

R
+ b

R
R−1

(
1− 1

R

)
a, b > 0,

we have for any ε > 0 the following bound∣∣∣∣Jxy · (σ(x), σ(y))Rd

∣∣∣∣ ≤ ε
R−2
R |Jxy|

R
R−2 + ε

[
|σ(x)|R + |σ(y)|R

]
, (3.33)

which is essential for the existence result. However, for the existence of
tempered Gibbs measures µ there emerges a principle condition. Let us
define J̃x := supy∈∂x |Jxy|, then we have the following assumption:
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Assumption (WJ). There exists a nonnegative number γ0 such that, for all
γ > γ0 and each initial point x0 ∈ V, it holds

C(γ, J̃) :=
∑
x∈V

|J̃x|
R
R−2 eγd(x,x0) <∞. (3.34)

With Assumption (WJ) we can follow the same scheme of showing ex-
istence of tempered Gibbs measures as in Sections 3.3 and 3.4. The cor-
responding changes in the proofs are the dependence of Γ(x) on x ∈ V.
However, we cannot obtain an uniform in x integral bound for all tempered
Gibbs measures as was obtained by Theorem 3.8 for bounded interaction
strength. Let us state the main new statements pointing out the difference
to the previous scheme.

Lemma 3.11. Suppose that the assumption of this subsection hold. Then
for every P > R > 2 and κ > 0 there exists a corresponding Γ(x) > 0 such
that, for all x ∈ V and ξ ∈ Ω, we have that∫

Ω

exp{βκ|σ(x)|R}πx(dσ|ξ) ≤ exp{Γ(x) + 2β
∑
y∈ϕ(x)

|Jxy|
R
R−2 |ξ(y)|R}, (3.35)

Proof . By (3.33), one has for all σ(x), ξ(y) ∈ Rν

∑
y∈ϕ(x)

∣∣∣∣Jxy · (σ(x), ξ(y))Rd

∣∣∣∣ ≤ ∑
y∈ϕ(x)

(
ε
R−2
R |Jxy|

R
R−2 + ε

[
|σ(x)|R + |ξ(y)|R

])
.

This leads to ∫
Ω

exp {βκ|σ(x)|R}πx(dσ(x)|ξ)

≤ Xx(κ)

Yx
exp {2β

∑
y∈ϕ(x)

ε
R−2
R |Jxy|

R
R−2 + 2βε

∑
y∈ϕ(x)

|ξ(y)|R},

where

Xx(κ) :=

∫
Ω

exp {−β(Ux(σ(x))− κε|σ(x)|R)}dσ(x)

and

Yx :=

∫
Ω

exp {−βUx(σ(x))}dσ(x).
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Using the upper bound in (U) to estimate infx Yx, and the lower bound in
(U) to estimate supxXx(κ), one easily observes that

X(κ) := sup
x
Xx(κ)

≤ exp (−βB)

∫
Rν

exp (−β(A− κε)|σ(x)|R)dσ(x) <∞,

and

Y := inf
x
Yx ≥

∫
Rν

exp (−βU(σ(x)))dσ(x) > 0.

This proves the required estimate (3.35) with

Γ(x) := 2β
∑
y∈ϕ(x)

ε
R−2
R |Jxy|

R
R−2 + log

(
X(κ)

Y

)
. (3.36)

�

Now, defining for all κ > 0

nx(Λ|ξ) := log

(∫
Ω

exp {βκ|σ(x)|R}πΛ(dσ|ξ)
)
, (3.37)

we have the following.

Lemma 3.12. Given any κ > 0, γ > γ0 and x0 ∈ V, there exists a finite
Γγ,x0(x) :=> 0 such that uniformly for all ξ ∈ Ωt

lim sup
Λ↗V

(∑
x∈Λ

nx(Λ|ξ) · e−γd(x,x0)

)
≤ Γγ,x0(x), (3.38)

where the constant Γγ,x0(x) is given below by (3.40). In particular

lim sup
Λ↗V

(∫
Ω

exp {βκ|σ(x)|R}πΛ(dσ|ξ)
)
≤ exp (Γγ,x0(x)). (3.39)

Proof . Fixing an arbitrary x0 ∈ V, we shall take the sum in (3.17) over
x ∈ Λ with the weights e−γd(x,x0). We set

‖ Γ(x) ‖γ,x0 :=
∑
x∈Λ

Γ(x)e−γd(x,x0),
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which is finite by Assumption (WJ). Denoting

n(Λ|ξ) :=
∑
x∈Λ

e−γd(x,x0)nx(Λ|ξ),

we obtain that

nx0(Λ|ξ)
≤ n(Λ|ξ)
≤

∑
x∈Λ

Γ(x)e−γd(x,x0)

+ 2βε
R−2
R

∑
y∈Λc

e−γd(y,x0)|ξ(y)|R
∑

x∈Λ∩ϕ(y)

|J̃x|
R
R−2 eγd(x,y)

+ 2κ−1ε
R−2
R

∑
y∈Λ

e−γd(y,x0)ny(Λ|ξ)
∑

x∈Λ∩ϕ(y)

|J̃x|
R
R−2 eγd(x,y).

This yields

n(Λ|ξ) ≤ ‖Γ(x)‖γ,x0 + 2βε
R−2
R C(γ, J̃)‖ξΛc‖Rγ,x0

+ 2κ−1ε
R−2
R C(γ, J̃)n(Λ|ξ) < +∞.

Since nx0(Λ|ξ) ≤ n(Λ|ξ) we have

nx0(Λ|ξ) ≤ 1

1− 2κ−1ε
R−2
R C(γ, J̃)

(
‖Γ(x)‖γ,x0 + 2βε

R−2
R C(γ, J̃)‖ξΛc‖Rγ,x0

)
Since ‖ξΛc‖Rγ,x0

→ 0 with Λ↗ V the latter implies

lim sup
Λ↗V

nx0(Λ|ξ) ≤ ‖Γ(x)‖γ,x0

1− 2κ−1ε
R−2
R C(γ, J̃)

=: Γγ,x0(x) <∞, (3.40)

which completes the proof of the Lemma.

�

Then we have the following theorem.

Theorem 3.13. Let the assumptions of this subsection hold. Then for any
boundary condition ξ ∈ Ωt, the family {πΛ(dσ|ξ)}ΛbV is relatively compact
in the weak topology Wt. All its limit points are tempered Gibbs measures
supported by Ωt, which means that Gt is not empty.
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Remark 3.14. Up to our knowledge, the above model is the first example
of unbounded spin systems with pair interactions of unbounded strength ever
studied in the literature. Furthermore, the same method can be used to treat
the pair interactions with unbounded intensities Jxy(ω) with a random pa-
rameter ω.

3.6 Further Extensions

3.6.1 Finite range potentials

Considering the graph G(V,E) as a particular case of discrete metric spaces,
we can generalize the situation by introducing variable pair interaction po-
tentials Wxy(σ(x), σ(y)) for pairs x, y ∈ V (not only for nearest neighbors).
Let us first suppose that the pair interaction potentials Wxy are of finite
range. This means that there exists a constant r > 0 such that for every
x, y ∈ V with d(x, y) > r, we have

Wxy ≡ 0.

Hereby we change the sum in the Hamiltonian (2.7) taken over Wxy. Re-
spectively, in the definition of the Hamiltonian (2.7) we take the sum over
all x, y ∈ V with d(x, y) ≤ r. Now we can replace the Assumption (W) by
the following condition.

Assumption (W1). For all x, y ∈ V with d(x, y) ≤ r, σ(x), σ(y) ∈ Rν and
for some J > 0, we have

|Wxy(σ(x), σ(y))| ≤ J(C + |σ(x)|R + |σ(y)|R).

In this generalized situation the proofs we have presented go through with
only small technical changes. We list here the main issues we have to change.

We define the local Hamiltonian as follows: Defining

EΛ(σΛ) :=
∑
x,y∈Λ
d(x,y)≤r

Wxy(σ(x), σ(y)) +
∑
x∈Λ

Ux(σ(x)), (3.41)

we have

EΛ(σΛ|ξΛc) := EΛ(σΛ) +
∑

x∈Λ,y∈Λc

d(x,y)≤r

Wxy(σ(x), ξ(y)). (3.42)
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Then, in all the theorems we make the following changes: The summations
for y ∈ ϕ(x) will be changed into y ∈ Br(x), where we define Br(x) := {y ∈
V | 0 < d(x, y) ≤ r} as in Definition 2.6. And m into mr, where we define
m as the maximum of mr(x), which is the number of vertices in Br(x), see
Section 2.6. For the case of P=R we assume

A1 > 2Jmr.

3.6.2 Infinite range potentials

Here we remove the finite range condition, which means that we have no
restrictions onto x, y ∈ V. Hereby the sum in the Hamiltonian (2.7) is taken
over all x, y ∈ V. However, the local Hamiltonians (2.19) make only sense
with the following supplementary condition. We assume that the variable
interaction strength Jxy ≥ 0 decreases while growing distance between ver-
tices.

Assumption (J). The matrix J is exponentially decreasing, that is, for every
γ ≥ 0,

‖J‖γ := sup
x∈V

∑
y∈V

Jxye
γd(x,y) <∞.

Now we change Assumption (W1) by skipping any restriction on x, y ∈ V:

Assumption (WJ). For all x, y ∈ V, σ(x), σ(y) ∈ Rν, we have

|Wxy(σ(x), σ(y))| ≤ Jxy(C + |σ(x)|R + |σ(y)|R).

If we suppose that Assumption (J) holds and we are in the case of P = R
then we also have to change Assumption (Ū) taking into account that we
have variable interaction strength Jxy. We then choose the A1 large enough
so that

A1 > 2‖J‖0. (3.43)

And we impose a strictly positive stability parameter δ := A1 − ‖J‖0, which
by (3.43) fulfills δ > ‖J‖0. In this generalized situation we introduce the
following change. We modify the definition of a local Gibbs specification,
cf. Section 2.6, including the possibility for πΛ(dσ|ξ) to vanish if ξ do not
belong to the subset Ωt. For any finite subset Λ b V we define the family of
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stochastic kernels πΛ : B(Ω) × Ω → [0, 1] by the following formula: For all
ξ ∈ Ω and for B ∈ B(Ω) we define

πΛ(B|ξ)

:=

{ 1
ZΛ(ξ)

∫
ΩΛ

exp {−βEΛ(σΛ|ξΛc)} 1B(σΛ, ξΛc)
∏

x∈Λ dσ(x), ξ ∈ Ωt;

0, ξ /∈ Ωt.

where 1B is the indicator function on B. Otherwise, the local Hamiltonians
EΛ(σΛ|ξΛc) may be divergent for some ξ ∈ Ω. This modification holds the
DLR theory consistent. Especially, we have the following claims, describing
the regularity properties of the kernels πΛ(dσ|ξ).

Lemma 3.15. Let the Assumptions (WJ) and (Ū) hold. Then for Λ b
V and γ > γ0, the map Ωγ × Ωγ 3 (σ, ξ) 7−→ EΛ(σΛ|ξΛc) is continuous.
Furthermore, for every finite radius ball Bγ(r) := {σ ∈ Ωγ | ‖σ‖γ ≤ r},
r > 0, it holds

−∞ < inf
σ∈Ω

ξ∈Bγ(r)

EΛ(σΛ|ξΛc), (3.44)

and

sup
σ,ξ∈Bγ(r)

|EΛ(σΛ|ξΛc)| < +∞. (3.45)

Proof . Since the functions Wxy : Rν × Rν → R and Ux : Rν → R are
continuous, the map (σ, ξ) 7−→ EΛ(σΛ) is continuous and locally bounded.
Moreover,

|
∑
y∈Λc

Wxy(σ(x), ξ(y))| ≤
∑
y∈Λc

|Wxy(σ(x), ξ(y))|

≤
∑
y∈Λc

Jxy(C + |σ(x)|R) +
∑
y∈Λc

Jxy|ξ(y)|R

≤ ‖J‖0(C + |σ(x)|R) + ‖J‖γ‖ξΛc‖Rγ eγd(x,y), (3.46)

where we used Assumption (WJ). This yields the continuity of the map
(σ, ξ) 7−→ EΛ(σΛ|ξΛc) and the upper bound (3.45). To prove the lower bound
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we apply the Assumption (Ū). Then we have

EΛ(σΛ|ξΛc)

≥ A1

∑
x∈Λ

|σ(x)|R +B1|Λ|+
∑
x,y∈Λ

Wxy(σ(x), ξ(y))

+
∑

x∈Λ,y∈Λc

Wxy(σ(x), ξ(y))

≥ (B1 − 2C‖J‖0)|Λ|+ (A1 − 2‖J‖0)
∑
x∈Λ

|σ(x)|R

− ‖J‖γ‖ξΛc‖Rγ
∑
x∈Λ

eγd(x,y), (3.47)

which gives us the lower bound (3.44).

�

Using Lebesgue’s dominated convergence theorem, a direct corollary of
Lemma 3.15 is the following.

Corollary 3.16. For all Λ b V, the partition function Ωγ 3 ξ 7→ ZΛ(ξ) with
values in the interval (0,∞) is continuous. Moreover, for any r > 0 and
γ > γ0,

0 < inf
ξ∈Bγ(r)

ZΛ(ξ) ≤ sup
ξ∈Bγ(r)

ZΛ(ξ) <∞. (3.48)

Lemma 3.17 (Feller property). For every Λ b V and any f ∈ Cb(Ωγ) the
mapping

Ωγ 3 ξ 7→ πΛ(f |ξ)

:=
1

ZΛ(ξ)

∫
ΩΛ

f(σΛ|ξΛc) exp {−βEΛ(σΛ|ξΛc)}
∏
x∈Λ

dσ(x) (3.49)

belongs to Cb(Ωγ), thus continuous and bounded in Ωγ. Moreover, f 7→ πΛf
is a contraction on Cb(Ωγ).

Proof . For f ∈ Cb(Ωγ) and ξ ∈ Ωγ we define

πΛ(f |ξ) :=

∫
ΩΛ

FΛ(σΛ|ξΛc)dσΛ, (3.50)

where we set

FΛ(σΛ|ξΛc) :=
1

ZΛ(ξ)
f(σΛ|ξΛc) exp {−βEΛ(σΛ|ξΛc)}
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. By Lemma 3.15 and Corollary 3.16 the integrand FΛ(σΛ|ξΛc) is continuous
in both variables and the map

Ωγ 3 ξ 7→ sup
σΛ∈ΩΛ

|FΛ(σΛ|ξΛc)| (3.51)

is locally bounded. This allows us to use Lebesgue’s dominated convergence
theorem, which yields the continuity of ξ 7→ πΛ(f | ξ). Apparently, we have

‖πΛf‖sup ≤ ‖f‖sup, (3.52)

which completes the proof.

�

Now, in order to give an existence result for tempered Gibbs measures we
can go through the same scheme as in Sections 3.3 and 3.4 with only small
changes in the formulation of the Lemmas 3.3 and 3.5.

3.6.3 Multi-particle interactions

In this subsection we discuss in a few words a multi-particle interaction model
with infinite range which is a further generalization of the model (2.7). The
method described in the previous sections can be applied without any prin-
cipal changes to the multi-particle interaction system. On a large scale, we
define the interaction as a family of potentials (W∆)∆bV indexed by all finite
sets ∆ b V, where each W∆ : (Rν)|∆| → R is a continuous function. They are
invariant under permutations of its coordinates. For σ ∈ Ωt the local Hamil-
tonian in the finite volume Λ b V corresponding to the boundary condition
ξ ∈ Ωt on the complement Λc is then given by

EΛ(σΛ|ξΛc) :=
∑
∆bV
∆⊂Λ

W∆(σ∆) +
∑
∆bV

∆∩Λ 6=∅
∆∩Λc 6=∅

W∆(σ∆∩Λ|ξ∆∩Λc). (3.53)

Similarly to (2.17) – (2.20), we define the local Hamiltonians EΛ(σΛ|ξΛc) and
the stochastic kernels πΛ(dσ|ξ) corresponding to the boundary conditions
ξ ∈ Ωt. For this more general model all previous statements for the Gibbs
measures µ ∈ Gt apply with the following assumptions. We suppose the
Assumption (U) holds for the self interaction potential Ux := W{x} and
introduce a new assumption on the multi-particle interaction potential W∆

with |∆| ≥ 2. In order to describe a more realistic model we directly use
variable interaction strength J∆ of the multi-particle interaction which forces
us to give an additional assumption.
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Assumption (W∆). There exist constants R ≥ 2 and C, J∆ ≥ 0, such that
for each ∆ b V with |∆| ≥ 2 and for all σ∆ = (σ(x1), · · · , σ(x|∆|)) ∈ (Rν)|∆|,
we have

∣∣W∆(σ(x1), · · · , σ(x|∆|))
∣∣ ≤ J∆

(
C +

|∆|∑
n=1

|σ(xn)|R
)
. (3.54)

Assumption (J∆). The interaction strength J∆ is exponentially decreasing
as the diameter of the sets ∆ grow, that is, for every γ ≥ 0

‖|J|‖γ := sup
x1∈V

∑
∆:x1∈∆
|∆|≥2

J∆e
γmax2≤n≤|∆| d(x1,xn) <∞. (3.55)

As a main difference to the model (2.7) in the associated results there
emerges a new matrix J̃=(J̃x1x2)V2 with the entries

J̃x1x2 :=
∑

∆:{x1,x2}⊂∆
|∆|≥2

J∆ (3.56)

and norms ‖J̃‖γ ≤ ‖|J|‖γ. This new matrix emerges in the following in-
equality which is necessary in the proof of Lemma 3.3: For all σ, ξ ∈ Ωt we
have ∑

∆:x∈∆
|∆|≥2

∣∣W∆(σ(x)|ξ∆\{x})
∣∣

≤ ‖J‖0 (C + |σ(x)|R) +
∑
y 6=x

J̃xy |ξ(y)|R . (3.57)

The existence results for tempered Gibbs measures differ only in the formu-
lation of the exponential bound (3.11).

3.6.4 Interactions with heavy tails

In the recent paper of C. Roberto [Ro 2008] the so-called potentials of sub-
exponential growth are considered. They introduce the self interaction po-
tential U : R→ R defined by U(σ(x)) := |σ(x)|P , for P ∈ (0, 1], which they
call sub-exponential like laws. For the pair interaction potential Wxy they
assume ‖ W ‖∞< ∞, ‖ W ′ ‖∞< ∞ and ‖ W ′′ ‖∞< ∞, which is obviously
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too strong to ensure the existence result. As could be seen from the proof of
Lemmas 3.3 and 3.5, it is enough to have for 0 < R < P ∈ (0, 1] that

|Wxy(σ(x), σ(y))| ≤ J(1 + |σ(x)|R + |σ(x)|R).

The corresponding one-point reference measure µ(dσ(x)) on R is given for
P ∈ (0, 1] by the so-called sub-exponential laws

µ(dσ(x)) =
1

Z
e−|σ(x)|P dσ(x),

where

Z := 2Γ(1 +
1

P
).

Considering the model

µ(dσ) =
1

Z
e
−
∑

x,y∈Zd
x∼y

Wxy(σ(x),σ(y)) ∏
x∈Zd

µ(dσ(x))

with the corresponding one-point reference measure µ(dσ(x)) we can ensure
the existence of Gibbs measures without principle difficulties.



Chapter 4

Uniqueness problem

To describe the characteristics of a spin system, when it is in thermody-
namical equilibrium, is one of the most important problems in statistical
mechanics. One of the main issues is determining whether a spin system
admits one or more states in thermodynamical equilibrium, that is, whether
the system admits a unique or multiple Gibbs measures. In [Do 1970] R. L.
Dobrushin was the first who gave a general sufficient condition for this is-
sue, which has become widely known as the Dobrushin uniqueness criterion.
Since we are dealing with unbounded spin systems this gives rise to regard
the set of tempered Gibbs measures Gt. In general, to show that the set Gt
is a singleton one needs more detailed information about the structure of the
interactions as compared with the assumptions which guarantee the existence
of such measures. The case of classical systems on lattice Zd was studied in
[Kü 1982] by H. Künsch, [Gr 1979] by L. Gross and [Roy 1977] by G. Royer.
Concerning the quantum lattice systems we also refer to [AlKoRö 2003] by
S. Albeverio, Y. G. Kondratiev and M. Röckner, and [AlKoRöTs 1997a],
[AlKoRöTs 1997b] and [AlKoRöTs 2000] by Albeverio, Y. G. Kondratiev,
M. Röckner and T. V. Tsikalenko (Pasurek) and [Pa 2008] by T. Pasurek.

First of all we give the Dobrushin uniqueness criterion in Section 4.1 from
which the desired uniqueness result follows. In Section 4.2 we give the main
statement, see Theorem 4.2, for the uniqueness of tempered Gibbs measures.
In Section 4.3 we apply this result to a ferromagnetic interaction potential
given by the pair interaction potential Wxy(σ(x), σ(y)) := wxy(σ(x)− σ(y)).
After discussing possible extensions in Section 4.4 we present some concrete
examples, which are basic for the whole manuscript. In the last section of
this chapter we discuss a generalized version of the Dobrushin uniqueness
criterion for unbounded spin spaces which involves the original criterion, see
Section 4.6.

57
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4.1 Dobrushin uniqueness criterion

In order to apply the Dobrushin uniqueness criterion we impose the following
assumption on the self interaction potentials Ux.

Assumption (U2). Additionally, to the Assumption (U) we suppose that
the self interaction potentials can be splitted into two terms of the form
Ux := Ux,1 + Ux,2. Here Ux,1 ∈ C2(Rν) is a strictly convex function which is
twice continuously differentiable and Ux,2 ∈ Cb(Rν) is continuous and globally
bounded. Furthermore, this decomposition satisfies the following: We define
the Hessian of Ux,1, which is a ν×ν-symmetric matrix of second derivatives,
as follows

U ′′x,1(s) := ∂2
sUx,1(s) =


∂2Ux,1(s)

∂s1∂s1
· · · ∂2Ux,1(s)

∂s1∂sν
...

. . .
...

∂2Ux,1(s)

∂sν∂s1
. . . ∂2Ux,1(s)

∂sν∂sν

 ,

where we denote s := (si)
ν
i=1 ∈ Rν. We assume that U ′′x,1(s) is a uniformly

positive definite matrix, i.e., there exists a constant a > 0 so that for all
x ∈ V and ϕ, s ∈ Rν

(U ′′x,1(s)ϕ, ϕ) ≥ a2|ϕ|2 (4.1)

and that
δ := sup

x∈V
δ(Ux,2) <∞,

where we define the total oscillation by

δ(Ux,2) := sup
s∈Rν

Ux,2(s)− inf
s∈Rν

Ux,2(s).

In the subsequent we will give the original Dobrushin uniqueness crite-
rion (cf. Theorem 4 in [Do 1970]) adjusted to our setting. The Dobrushin
criterion is based on a comparison of the measures πx(dσ|ξ), for different
boundary conditions ξ, in the Wasserstein distance, which we already intro-
duced in Section 2.7. We recall this distance related to the Euclidean metric
| · | on Rν :

W (πx(dσ|ξ), πx(dσ|η)) := sup
f∈Lip1(Rν)

∣∣∣∣ ∫
Rν
fπx(dσ|ξ)−

∫
Rν
fπx(dσ|η)

∣∣∣∣,
where

Lip1(Rν) :=

{
f : Rν → R

∣∣∣∣[f ] := sup
σ(x)6=σ′(x)

|f(σ(x))− f(σ′(x))|
|σ(x)− σ′(x)|

≤ 1

}
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is the unit ball in the space of Lipschitz continuous functions on Rν .
The Dobrushin interdependence matrix D = (Dxy)x,y∈V is then defined by

Dxy := sup
ξ,η∈Ω,z∈V

ξ(z)=η(z)∀z 6=y

{
W (πx(dσ|ξ), πx(dσ|η))

|ξ(y)− η(y)|

}
,

for all x 6= y and by Dxy = 0 for x = y. Then the Dobrushin uniqueness
criterion states the following:

Theorem 4.1 (Dobrushin uniqueness criterion). Suppose that the Do-
brushin matrix D = (Dxy)x,y∈V is l∞(V)-contractive, i.e.,

‖D‖ := sup
x∈V

∑
y∈V

Dxy < 1. (4.2)

Then the set of all Gibbs measures G such that

sup
x∈V

∫
Rν
|σ(x)|µ(dσ(x)) <∞

is a singleton.

4.2 Uniqueness for tempered Gibbs measures

In this section we consider the same interaction potential as in Section 2.4.
We only remind the reader that we are in the situation of the general pair
interaction potential

Wxy(σ(x), σ(y)), (4.3)

for nearest neighbors. We assume the following conditions on this potential,
which will give us the positive definiteness of the matrix of its second partial
derivatives.

Assumption (W2). Additionally to the Assumption (W), we suppose that
all Wxy ∈ C2(Rν × Rν) and assume the following: First of all, we fix t ∈ Rν

and look at the function Rν 3 s 7→ Wxy(s, t), and define the ν×ν - symmetric
matrix (Hessian)

∂2
sWxy(s, t), x, y ∈ V.

For our considerations this matrix should be uniformly positive definite, that
is, there exists a finite b2

− > 0 such that for all s, t ∈ Rν and for all ϕ ∈ Rν,
we have

(∂2
sWxy(s, t)ϕ, ϕ) ≥ Jb2

−|ϕ|2, x, y ∈ V.
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Now for arbitrary s, t ∈ Rν, we also introduce the corresponding second
derivative of the function Wxy : Rν × Rν → R,

∂2
stWxy(s, t), x, y ∈ V.

We impose the following assumption on ∂2
stWxy(s, t): There exists a finite

b+ > 0 such that for all s, t ∈ Rν and for all ϕ ∈ Rν,

sup
s,t∈Rν

∣∣∣∣(∂2
stWxy(s, t), ϕ)

∣∣∣∣ ≤ Jb2
+|ϕ|2, x, y ∈ V.

Together with these assumptions the next theorem gives us a condition on
the parameters of the system from which the validity of Dobrushin uniqueness
criterion follows. The main theorem of this chapter is:

Theorem 4.2. Suppose that the parameters of the considered system satisfy
the inequality

b2
+e

2βδ

b2
− + a2

Jm

< 1. (4.4)

Then

|Gt| = 1.

Proof . By Theorems 3.7 and 3.8, the set Gt is nonempty and all its
elements obey the moment estimates (3.22). We use the Dobrushin unique-
ness criterion and consider the one-point probability kernels πx(dσ|ξ). Using
(2.27) we have

πx(dσ|ξ)

=
1

Zx(ξ)
exp {−βEx(σ(x)|ξ)}dσ(x)

=
1

Zx(ξ)
exp

{
− βUx(σ(x))− β

∑
y∈ϕ(x)

Wxy(σ(x), ξ(y))

}
dσ(x),

(4.5)

where Zx(ξ) is the normalizing constant. Our aim is to check that the Do-
brushin matrix D := (Dxy)x,y∈V fulfills the following condition

‖D‖ = sup
x∈V

∑
y∈V

Dxy < 1. (4.6)
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To this end, we show that under conditions imposed on the potentials we
have the following estimate for all x, y ∈ V

Dxy <
Jb2

+e
2βδ(Ux,2)

a2 + Jm(x)b2
−
, (4.7)

which together with (4.4) gives us (4.2). The idea of proving (4.7) is strongly
motivated by [AlKoRöTs 2000].

Given some f ∈ Lip1(Rν), we define a mapping

Rν 3 ξ(y) 7→ F (ξ(y)) := 〈f〉πx(dσ|ξ) :=

∫
Rν
f(σ(x))πx(dσ|ξ)

for x, y ∈ V, x 6= y. As usual Covπx(dσ|ξ)(f, g) and Varπx(dσ|ξ)(f) denote the
covariance and variance with respect to the measure πx(dσ|ξ), i.e.,

Covπx(dσ|ξ)(f, g) := 〈fg〉πx(dσ|ξ) − 〈f〉πx(dσ|ξ)〈g〉πx(dσ|ξ)

Varπx(dσ|ξ)(f) :=

∫
Rν

(f − 〈f〉πx(dσ|ξ))
2dπx(dσ|ξ). (4.8)

Under our assumptions, the function F : Rν → R is Fréchet differentiable.
We calculate its partial derivative in direction ϕ ∈ Rν

(∇F (ξ(y)), ϕ) =
1

Z2
x(ξ)

[
− β

∫
Rν
f(σ(x))

(
∂Wxy(σ(x), ξ(y))

∂ξ(y)
, ϕ

)
× e−βEx(σ(x)|ξ)dσ(x)Zx(ξ)

+ β

∫
Rν

(
∂Wxy(σ(x), ξ(y))

∂ξ(y)
, ϕ

)
e−βEx(σ(x)|ξ)dσ(x)

×
∫

Rν
f(σ(x))e−βEx(σ(x)|ξ)dσ(x)

]
= −β · Covπx(dσ(x)|ξ)

(
f(σ(x)),

(
∂Wxy(σ(x), ξ(y))

∂ξ(y)
, ϕ

))
,

which can be estimated by the Cauchy-Schwarz inequality by

|(∇F (ξ(y)), ϕ)| ≤ β
(
Varπx(dσ|ξ) f(σ(x))

)1/2

×
(

Varπx(dσ|ξ)

(
∂Wxy(σ(x), ξ(y))

∂ξ(y)
, ϕ

))1/2

.

(4.9)
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Let us first assume that Ux,2 = 0, which implies by Assumption (U2) and
(W2) that

(∂2
σ(x)Ex(σ(x) | ξ)ϕ, ϕ) = (U ′′x (σ(x))ϕ, ϕ) +

∑
y∈ϕ(x)

(∂2
σ(x)Wxy(σ(x), ξ(y))ϕ, ϕ)

≥ a2|ϕ|2 +
∑
y∈ϕ(x)

Jb2
−|ϕ|2

= [a2 + Jm(x)b2
−] · |ϕ|2 > 0. (4.10)

In other words, the measure πx(dσ|ξ) is log-concave. This enables us to
estimate the variances in (4.9) by the Poincaré inequality and the Corollary
1.4 in [Le 2001]. The Poincaré inequality is given for all f ∈ C1

b (Rν) by

Varπx(dσ|ξ)(f) ≤ 1

CSG

∫
Rν
|f ′(σ(x))|2πx(dσ|ξ). (4.11)

This inequality is valid uniformly for all πx(dσ|ξ) with the spectral gap con-
stant CSG, which by (4.10) and Corollary 1.4 in [Le 2001] fulfills the estimate

CSG ≥ β[a2 + Jm(x)b2
−]. (4.12)

Then the Poincaré inequality standardly leads, for all f ∈ Lip1(Rν), to the
estimate

Varπx(dσ|ξ)(f) ≤ [f ]2

CSG

≤ 1

β(a2 + Jm(x)b2
−)

[f ]2

≤ 1

β(a2 + Jm(x)b2
−)
. (4.13)

Especially, by Assumption (W2) we have

Varπx(dσ|ξ)

(
∂Wxy(σ(x), ξ(y))

∂ξ(y)
, ϕ

)
≤ 1

CSG

∫
Rν
|(∂2

σ(x)ξ(y)Wxy(σ(x), ξ(y)), ϕ)|2πx(dσ|ξ)

≤ 1

β(a2 + Jm(x)b2
−)

sup
σ(x),ξ(y)∈Rν

(∂2
σ(x)ξ(y)Wxy(σ(x), ξ(y)), ϕ)2

≤
J2b4

+

β(a2 + Jm(x)b2
−)
. (4.14)
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Adding a bounded potential Ux,2 with the total oscillation δ(Ux,2) < ∞ we
obtain by the well-known perturbation argument of Lemma 1.2 in [Le 2001]
the extra factor e2βδ(Ux,2) in the constant CSG. Hence, (4.9) implies that

|(∇F (ξ(y)), ϕ)| ≤
βJb2

+e
2βδ(Ux,2)

CSG

≤
Jb2

+e
2βδ(Ux,2)

a2 + Jm(x)b2
−

and then the mean-value theorem gives for any f ∈ Lip1(Rν) and for all
ξ, η ∈ Ω such that ξ = η off z ∈ V,∣∣∣∣ ∫ f πx(dσ|ξ)−

∫
f πx(dσ|η)

∣∣∣∣ ≤ βJb2
+e

2βδ(Ux,2)

CSG
|ξ(y)− η(y)|

≤
Jb2

+e
2βδ(Ux,2)

a2 + Jm(x)b2
−
|ξ(y)− η(y)|,

or in terms of the Wasserstein distance

W (πx(dσ|ξ), πx(dσ|η)) ≤
βJb2

+e
2βδ(Ux,2)

CSG
|ξ(y)− η(y)|,

≤
Jb2

+e
2βδ(Ux,2)

a2 + Jm(x)b2
−
|ξ(y)− η(y)|.

After having checked (4.7), we are in the position to check the sufficient
condition (4.2) of the Dobrushin uniqueness criterion. Using the estimate
(4.7) we obtain that, for y ∼ x,

Dxy ≤
βJb2

+e
2βδ(Ux,2)

CSG

≤
Jb2

+e
2βδ(Ux,2)

a2 + Jm(x)b2
−
.

Therefore we get ∑
y∈V

Dxy ≤
∑
y∈V

Jb2
+e

2βδ(Ux,2)

a2 + Jm(x)b2
−

=
Jm(x)b2

+e
2βδ(Ux,2)

a2 + Jm(x)b2
−

=
b2

+e
2βδ(Ux,2)

a2

Jm(x)
+ b2
−
.
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Since m := supx∈Vm(x) <∞, the latter implies

sup
x∈V

∑
y∈V

Dxy <
b2

+e
2βδ

a2

Jm
+ b2
−
.

Now, using the assumption (4.4) of the theorem, we see that

sup
x∈V

∑
y∈V

Dxy < 1

and conclude then that |Gt| = 1.

�

We would like to give a comment on the condition (4.4) of the latter
theorem. This assumption holds for the next four situations: If the oscillation
δ is equal to zero; if β is small enough, which means that we have a high
temperature; if J is small enough, which means that we have a small intensity
of the interaction; or if a2 is large enough, which means that we have a convex
self interaction potential Ux,1. In order to fix these ideas we give a corollary.

Corollary 4.3. Consider the spin system (2.7) for nearest neighbor pair
interaction potentials satisfying the Assumptions (U2) and (W2). Then, for
every β0 > 0 there exists a number J := J (β0) such that |Gt| = 1 for all
β ≤ β0 and J < J .

4.3 General ferromagnetic interaction poten-

tials

Let us consider the following pair interaction potentials

Wxy(σ(x), σ(y)) := wxy(σ(x)− σ(y)),

so that wxy : Rν → R are smooth convex functions with a condition on their
second derivatives as follows: There exist finite b2

−, b2
+ > 0 and J > 0 such

that for every q ∈ Rν

Jb2
− · Idν ≤ w′′xy(q) ≤ Jb2

+ · Idν ,

where Idν is the identity matrix of the order ν × ν. The following statement
is a corollary of Theorem 4.2.
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Corollary 4.4. Suppose that the parameters of the considered system satisfy
the inequality

b2
+e

2βδ

a2

Jm
+ b2
−
< 1.

Then
|Gt| = 1.

Proof . The statement is just a particular case of Theorem 4.2.

Example 4.5. The simplest example of a pair interaction potential where
the uniqueness criterion holds is the following harmonic one: We define, for
x ∼ y, that

Wxy(σ(x), σ(y)) :=
J

2
|σ(x)− σ(y)|2 (4.15)

with intensity J > 0. In this case we have b2
− = b2

+ = 1 so that

Dxy <
Je2βδ(Ux,2)

a2 + Jm(x)

with the sufficient condition

‖D‖ ≤ Jme2βδ

a2 + Jm
< 1. (4.16)

The uniqueness of µ ∈ Gt comes true by choosing sufficiently small one
of the following parameters, of course, with dependence on the other fixed
parameters in condition (4.16): the inverse temperature β, the intensity of
the pair interaction J or the total oscillation δ.

Corollary 4.6. Suppose that the parameters of the considered system (4.15)
satisfy the inequality

e2βδ

a2

mJ
+ 1

< 1.

Then
|Gt| = 1.

4.4 Extensions

A possible extension can be achieved if we consider the finite range potentials,
see Section 3.6, Wxy(σ(x), σ(y)) such that for d(x, y) > r it follows that
Wxy ≡ 0. Then we have the following theorem with a slightly different
sufficient condition for the Dobrushin uniqueness criterion.
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Theorem 4.7. Suppose that the parameters of the considered system satisfy
the inequality

b2
+e

2βδ

b2
− + a2

‖J‖0

< 1,

where we have
‖J‖0 := sup

x∈V

∑
y∈V

Jxy <∞.

Then
|Gt| = 1.

The proof is only a similar repetition of the proof of Theorem 4.2. Here
we have the very useful corollary:

Corollary 4.8. Consider the spin system (2.7) with the finite range pair
interaction potentials satisfying the Assumptions (U2) and (W2). Then, for
every β0 > 0 there exists a number J := J (β0) such that |Gt| = 1 for all
β ≤ β0 and ‖J‖0 < J .

Further extensions can be achieved for infinite range potentials and multi-
particle interaction potentials.

4.5 Basic Examples

Now we present our basic examples for the self interaction potentials satis-
fying the Assumption (U2). These examples will be also the main objects
for the application of the so-called Wells’ inequality to prove possible phase
transitions, see Section 5.4.3.

4.5.1 ϕ4-potential

Let us consider the scalar case, i.e. ν = 1. We fix parameters J , β > 0
and suppose that the self interaction potential Ux : R → R is given by the
following double-well potential

Ux(σ) = σ4 − t2σ2, σ ∈ R.

We show that for all |t| < t0 the self interaction potential satisfies the condi-
tions of the Dobrushin’s uniqueness theorem. With this aim we now decom-
pose Ux as follows:

Ux(σ) = Ux,1(σ) + Ux,2(σ)
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with

Ux,1(σ) =

{
Ux(σ), |σ| ≥ |t|;

2
3t2

(σ6 − t6)− σ2(σ2 − t2), |σ| < |t|,
and

Ux,2(σ) =

{
0, |σ| ≥ |t|;
− 2

3t2
(σ6 − t6) + 2σ2(σ2 − t2), |σ| < |t|.

Now we would like to check that

inf
σ∈R

U
′′

x,1(σ) =
t2

5
.

For |σ| ≤ |t| we have

U
′

x,1(σ) =
4

t2
σ5 − 4σ3 + 2t2σ.

U
′′

x,1(σ) =
20

t2
σ4 − 12σ2 + 2t2.

U
′′′

x,1(σ) =
80

t2
σ3 − 24σ.

We now solve U
′′′
x,1(σ) = 0 and obtain σ =

√
3
10
t, which we put into U

′′
x,1 and

calculate

inf
σ∈R

U
′′

x,1(σ) = U
′′

x,1

(√
3

10
t

)
=

20

t2
9

100
t4 − 12

3

10
t2 + 2t2

=
20

100
t2

=
t2

5
.

It is also easy to observe that

δ(Ux,2) ≤ 2 sup
σ∈R
|Ux,2(σ)| ≤ 7

3
t4.

One can write the uniqueness condition (4.17) as

eβδ(Ux,2) < 1 +
a2

mrJ

≤ 1 +
infσ∈R U

′′
x,1(σ)

mrJ

= 1 +
t2

5mrJ
. (4.17)
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On the other hand, for |t| > 0 so small such that βδ(Ux,2) ≤ 7
3
βt4 < 1, we

have the estimate

eβδ(Ux,2) ≤ 1 +
7

3
βt4 +

(
7

3
βt4
)2

.

This means that (4.17) holds as soon as

7

3
βt4 +

(
7

3
βt4
)2

<
t2

5mrJ
,

which is true for all |t| < t0(J, β).

4.5.2 General ϕ4-potential

We again fix parameters J , β > 0 and suppose that Ux : R → R is a ϕ4-
potential of the form

Ux(σ) = sσ4 − tσ2, σ ∈ R, s, t > 0. (4.18)

This potential has a double-well shape with the minima σ = ±
√

t
2s

. The

depth of the wells is equal to

| inf
σ∈R

Ux(σ)| = t2

4s
.

With a simple transformation of the decomposition of Example 1 for the
potential (4.18) we obtain a sufficient condition for the uniqueness of the
corresponding Gibbs measures of the form

7t2

3s
β +

(
7t2

3s
β

)2

<
t

5mrJ
. (4.19)

Here we observe that the uniqueness can be obtained in case of a sufficiently
small depth of the wells, which is proportional to t2

s
.

Space-scaling of the general ϕ4-potential

At this point we can also consider the space-scaling of the above potential
(4.18), that is

U ε
x(σ) := Ux(ε

−1σ) =
s

ε4
σ4 − t

ε2
σ2, σ ∈ R, s, t, ε > 0.
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The uniqueness condition (4.19) refers now to the form

7t2

3s
β +

(
7t2

3s
β

)2

<
t

5mrJε2
.

This condition is always valid for small enough ε > 0. Fixing the depth of the
wells, by making ε small, we get the wells of the potential (4.18) coming close
together. As a result we have a rigorous proof of the well-known physical
phenomenon that pressure can remove the critical behavior of the system.

4.5.3 General ϕ2n-potential

We fix parameters n ≥ 2, t > 0 and suppose that the self interaction potential
Ux : R→ R is given by the formula

Ux(σ) = σ2n − t2n−2σ2, σ ∈ R.

We can decompose the latter potential as follows:

Ux,1(σ) =

{
Ux(σ), |σ| ≥ t;
2(n−1)
t2(n+1)

(σ2n+2 − t2n+2)− σ2n + σ2t2n−2, |σ| < t,

and

Ux,2(σ) =

{
0, |σ| ≥ t;

− 2(n−1)
t2(n+1)

(σ2n+2 − t2n+2) + 2σ2n − 2σ2t2n−2, |σ| < t.

From these formulas it is easy to see that we have for all n ≥ 2 and σ ∈ R
estimates for the convexity of Ux,1 and the oscillation of Ux,2 of the form

inf
σ∈R

U ′′1,x(σ) ≥ C1t
2n−2,

δ(Ux,2) ≤ C2t
2n

with some constants C1, C2 > 0. Then the uniqueness condition (4.17) can
be written as

eC2βt2n < 1 +
C1t

2n−2

mrJ
.

For t < 1 we satisfy the uniqueness condition by choosing n big enough. In
this case, we make the depth of the wells (which is proportional to t2n) small
for big n.
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4.6 Generalized Dobrushin uniqueness crite-

rion

In this section we discuss some results in the literature concerning the famous
Dobrushin uniqueness criterion. Along with Dobrushin’s formulation, we will
state a more generalized version. Originally, this criterion only concerns one-
point probability kernels πx(dσ|ξ) of the local specification Π, which describes
the influence of a site on another site, see [Do 1970] by R. L. Dobrushin and
Sections 3.2 and 4.1. In a later work, by R. L. Dobrushin and S. B. Shlosman
[DoSh 1985] they gave a more general condition which describe the influence
of larger volumes, also known as blocks, on other volumes. However, other
than the original Dobrushin condition, their condition is not applicable to
the case when the underlying structure is a general graph G(V,E). It is
only applicable to the lattice Zd, where they use crucially the translation
invariance property. Other versions of the Dobrushin-Shlosman condition
were given by D. W. Stroock and B. Zegarlinski in [StZe 1992], but still in
the context of Zd. Recently, further extensions appear in [W 2005] by D.
Weitz, in [WiTa 2006] by S. Winkler and S. Tatikonda and in [ZhZh 2008]
by H. Zhou and Z. Zheng. In [W 2005] the author introduced the influence
of sites on each other via blocks which was extended in [WiTa 2006], where
they introduce the influence on blocks affected by the change of sites. A
further extension was done in [ZhZh 2008] where they show the influence
of blocks to blocks. The same principal conditions in these papers are that
they only regard compact spin spaces. Our main aim in this section will be
to extend this to any Polish spaces Xi, i ∈ I, and any underlying index set I.
In this subsection we extend Dobrushin’s uniqueness criterion and give new
insights into the underlying theory. In order to do that we strongly use the
Wasserstein probability distance corresponding to the metrics ρi(σi, σ̃i).

4.6.1 The abstract model

The abstract formulation on the problem is as follows: Let I be a countably
infinite, metrizable discrete index set with a metric d. To each i ∈ I, let
us attach a Polish space (Xi, ρi) with the metric ρi. Then the configuration
space is defined as an infinite product

X :=
∏
i∈I

Xi.

Let us denote the finite subsets of I, as usual, by Λ. We write Λ b I whenever
Λ is not empty and the cardinality |Λ| < ∞. Then we define for Λ b I the



4.6. GENERALIZED DOBRUSHIN UNIQUENESS CRITERION 71

corresponding local configuration space

XΛ :=
∏
i∈Λ

Xi.

The elements σi ∈ Xi are called (single) spin variables and the sequences
σ := (σi)i∈I ∈ X respectively σΛ := (σi)i∈Λ ∈ XΛ are called configurations.
We consider for all γ > γ0 (with γ0 > 0 to be specified below) the following
weighted Polish spaces

Xγ :=

{
σ ∈ X

∣∣∣∣∑
i∈I

ρi(σi, oi)e
−γd(i0,i) <∞

}
with the metrics

ργ(σ, σ̃) :=
∑
i∈I

ρi(σi, σ̃i)e
−γd(i0,i),

constructed for some fixed initial points oi ∈ Xi and i0 ∈ I. Additionally, for
all γ > γ0 and for this (and hence for each) initial point i0 ∈ I, we assume
the summability condition

Iγ :=
∑
i∈I

e−γd(i0,i) <∞. (4.20)

Then the set of (exponentially) tempered configurations is defined as

X t :=
⋂
γ>γ0

Xγ.

We endow X with the product topology and with the corresponding Borel
σ-algebra B(X). Recall that the product topology is the weakest topology
such that all finite volume projections

X 3 σ → PΛσ := σΛ := (σi)i∈Λ ∈ XΛ, Λ b I,

are continuous, and the Borel σ-algebra B(X) coincides with the σ-algebra
generated by all cylinder sets

{σ ∈ X | σΛ ∈ BΛ}, BΛ ∈ B(XΛ), Λ b I.

Let P(X), P(XΛ) and P(X t) denote the set of all probability measures re-
spectively on (X,B(X)), (XΛ,B(XΛ)) and (X t,B(X t)). By P(X t) we denote
the subset of tempered probability measures supported by X t, which means

P(X t) := {µ ∈ P(X)|µ(X t) = 1}. (4.21)
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Remark 4.9. Each space Xγ strongly depends on the choice of the initial
sequence (oi)i∈I, but the choice of the initial point i0 ∈ I is not relevant.

Definition 4.10. Let Π := {πΛ}ΛbI be a family of measure kernels with the
following properties:

• For all fixed ξ ∈ X t, πΛ(dσ|ξ) is a probability measure supported by
X t and for all fixed ξ /∈ X t, πΛ(dσ|ξ) ≡ 0.

• X 3 ξ 7→ πΛ(B|ξ) measurable function for each fixed B ∈ B(X) and
Λ b I.

• It satisfies the consistency property (see [Gi 1969, Pr 1976]): For all
Λ ⊂ Λ′ b I we have

πΛ′πΛ = πΛ′ , (4.22)

which means that for all B ∈ B(X) and ξ ∈ X∫
X

πΛ(B|σ(x))πΛ′(dσ|ξ) = πΛ′(B|ξ). (4.23)

Then we call Π = {πΛ}ΛbI a local specification.

Remark 4.11. In the previous sections we dealt with concrete specifications
constructed via local Hamiltonians, see Section 2.6. Our definition of speci-
fication generalizes the corresponding definitions in [Gi 1969] and [Pr 1976].
In contrast to the previous literature the main new situation here is that the
interaction may have infinite range. In particular, the local Hamiltonians
EΛ(σ|ξ) may not be defined for some ξ ∈ X, see Subsection 3.6.2. To ensure
furthermore the DLR framework, in Definition 4.10 we defined πΛ(dσ|ξ) ≡ 0
for ξ /∈ X t. Hence we only consider tempered Gibbs measures µ ∈ Gt, which
are supported by the tempered configurations σ ∈ X t.

Definition 4.12. A probability measure µ on (X,B(X)) is called a Gibbs
measure for the local specification Π = {πΛ}ΛbI, if it satisfies the DLR
equilibrium equations: For all Λ b I, we have that

µπΛ = µ.

More precisely, this means the following for all B ∈ B(X)∫
X

πΛ(B|ξ)µ(dξ) = µ(B). (4.24)
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For fixed β > 0, we denote by G the set of all Gibbs measures corresponding to
the specification Π. Then the subset of tempered Gibbs measures Gt consists
of all µ ∈ G which are supported by X t, that means

Gt := G ∩ P(X t). (4.25)

Remark 4.13. As already discussed, in many reasonable cases all infor-
mation about the measures µ ∈ Gt could be gained from the family of their
one-point probability kernels π{i}(dσ|ξ), which is enough to prove the unique-
ness of such Gibbs measures. For the sake of simplicity we write πi(dσ|ξ).
Let us define, for i ∈ I and ξ ∈ X t, the one-point projections as

µi(dσi|ξ) := πi(dσ|ξ) ◦ P−1
i ∈ P(Xi),

where P(Xi) is the set of probability measures on Xi.

In the following we generalize the Dobrushin uniqueness criterion from
Section 4.1 to this new setting. The Dobrushin criterion is based on a com-
parison of the measures µi(dσi|ξ), for i ∈ I and different boundary conditions
ξ, in the Wasserstein probability distance, see Section 2.7. We introduce this
distance related to the metrics ρi(σi, σ̃i) on Xi by

Wρi(µi(dσi|ξ), µi(dσi|η) :=

inf
P∈C(µi(dσi|ξ),µi(dσi|η))

∫
X2
i

ρi(σ, σ̃)P (dσ, dσ̃). (4.26)

So, the Dobrushin interdependence matrix D := (Dij)i,j∈I is then defined, for
all i 6= j, by

Dij := sup
ξ,η∈Xt,

ξk=ηk∀k 6=j

{
Wρi(µi(dσi|ξ), µi(dσi|η))

ρj(ξj, ηj)

}
, (4.27)

where the supremum is taken only over the tempered ξ, η ∈ X t and for all
i = j by

Dij := 0.

Naturally, we should assume for ξ ∈ X and i ∈ I that∫
X2
i

ρi(σi, oi)µi(dσi|ξ) <∞.
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4.6.2 Main theorem

Theorem 4.14 (Generalized Dobrushin uniqueness criterion). Let us assume
the contraction condition

‖D‖γ := sup
i∈I

∑
j∈I
j 6=i

Dijeγd(i,j) < 1. (4.28)

Then there is at most one tempered Gibbs measure µ ∈ Gt, such that∑
i∈I

(∫
X

ρi(σi, oi)µ(dσ)

)
e−γd(i,io) <∞. (4.29)

Remark 4.15. The condition (4.28) guarantees, for γ > γ0, that the matrix
D := (Dij)i,j∈I generates a linear bounded operator in each of the Banach
spaces

l1γ(I) :=

{
σ = (σi)i∈I ∈ X

∣∣∣∣‖σ‖l1γ :=
∑
i∈I

|σi|e−γd(i0,i) <∞
}
,

l∞γ (I) :=

{
σ = (σi)i∈I ∈ X

∣∣∣∣‖σ‖l∞γ := sup
i∈I

(|σi|e−γd(i0,i)) <∞
}
.

Note that ‖D‖γ is just the operator norm of the matrix D in l∞γ (I).

Proof of Theorem 4.14. Let us assume that there exist two different
Gibbs measures µ, µ̃ ∈ Gt obeying (4.29). We will estimate the Wasserstein
distance in (Xγ, ργ) between the measures µ and µ̃ (see Section 2.7)

Wργ (µ, µ̃) := inf
P∈C(µ,µ̃)

∫
X2
γ

ργ(σ, σ̃)P (dσ, dσ̃), (4.30)

where the infimum is taken over all couplings P ∈ C(µ, µ̃). Our aim is to
show that Wργ (µ, µ̃) = 0 which then implies µ = µ̃. Let P ∈ C∗(µ, µ̃) be an
optimal coupling, which exists by Section 2.7 (ii). This implies

Wργ (Pµ,Pµ̃) =
∑
i∈I

Mie
−γd(i0,i), (4.31)

where we define for all i ∈ I

Mi :=

∫
X2
γ

ρi(σi, σ̃i)P (dσ, dσ̃).
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The central issue is to verify that the Dobrushin condition (4.27) implies that
for all i ∈ I

Mi ≤
∑
j∈I
i6=j

DijMj. (4.32)

Let us suppose for a moment that (4.32) holds. Note that by our construction
the vector M := (Mi)i∈I belongs to the Banach space l∞γ (I) defined in Remark
4.15. The matrix D = (Dij)i,j∈I generates a bounded operator in l∞γ (I) whose
norm does not exceed ‖D‖γ. Then we get by iteration of (4.32) that for all

N ∈ N and (DNM)i :=
∑

j∈ID
(N)
ij Mj it holds

Mi ≤ (DM)i ≤ (DNM)i, (4.33)

where D
(N)
ij are the entries of the N-th power of the matrix D. Using this

result we get

‖M‖l∞γ = sup
i∈I

(Mie
−γd(io,i))

≤ sup
i∈I

(
∑
j∈I

D
(N)
ij Mje

−γd(io,i))

= sup
i∈I

((DNM)ie
−γd(io,i))

= ‖DNM‖l∞γ . (4.34)

This immediately implies for all N ∈ N that

‖M‖l∞γ ≤ ‖DN‖γ‖M‖l∞γ
≤ ‖D‖Nγ ‖M‖l∞γ (4.35)

Since, by assumption ‖D‖γ < 1, we have that limN→∞‖D‖Nγ = 0, which
proves that Mi = 0 for all i ∈ I. So, µ = µ̃.

It remains to verify (4.32). Fixing some i ∈ I, we apply to P (dσ, dσ̃) the
Dobrushin’s reconstruction procedure, which first appeared in [Do 1968] and
[Do 1970] for discrete spin spaces. The possibility of such reconstruction in
our case comes from Section 2.7, see also Remark 4.17. As a result of this
reconstruction we get a new measure P̃ ∈ P(µ, µ̃) with the same marginals
Pµ and Pµ̃, which we define as follows. Let

X2
γ 3 (ξ, η)→ π∗i (dσidσ̃i|ξ, η) ∈ C∗(µi(dσi|ξ), µi(dσi|η)) (4.36)

be a measurable mapping in (ξ, η) so that∫
X2
i

ρi(σi, σ̃i)π
∗
i (dσidσ̃i|ξ, η) = Wρi(µi(dσi|ξ), µi(dσi|η). (4.37)
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Since Xγ 3 ξ → µi(dσi|ξ) ∈ P(Xi) is a measurable mapping by Definition
4.10, (4.36) of the optimal coupling between µi(dσi|ξ) and µi(dσi|η) does
exist by Section 2.7 (iv),(v). Then P̃ is uniquely determined by the duality∫

X2
γ

f(σ, σ̃)P̃ (dσ, dσ̃) :=∫
X2
γ

(∫
X2
i

f(σi × ξ{i}c , σ̃i × η{i}c)π∗i (dσidσ̃i|ξ, η)

)
P (dξ, dη), (4.38)

which holds on all bounded continuous cylinder functions f ∈ Cb(XΛ ×XΛ)
with Λ b I. Combining (4.37) and (4.38) we obtain for all j 6= i that

Mj = M̃j. (4.39)

Using (4.27) we obtain

M̃i ≤
∑
j∈I
j 6=i

Dij

∫
X2

ρj(ξj, ηj)P̃ (dσ, dσ̃)

=
∑
j∈I
j 6=i

DijM̃j. (4.40)

On the other hand,∑
j∈I

M̃je
−γd(i0,i) ≥Wργ (Pµ,Pµ̃) =

∑
j∈I

Mje
−γd(i0,i), (4.41)

together with (4.39) and (4.40) this yields the required estimate

Mi ≤ M̃i ≤
∑
j∈I
j 6=i

DijMj. (4.42)

�

Remark 4.16. Indeed, with (4.35), the following weaker assumption is suf-
ficient for the uniqueness

rsp(D) = lim
N→∞

‖DN‖
1
N
γ ≤ ‖D‖γ < 1, (4.43)

where rsp(D) is the spectral radius of the operator D in l∞γ (I). Nevertheless,
(4.28) is more convenient for applications, since it can be easily verified in
terms of the Dobrushin coefficients Dij.
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Remark 4.17. Let us comment on Dobrushin’s reconstruction procedure. On
the easier setting of discrete spin spaces, which was the case in [Do 1970], we
do not need any measurability properties for the optimal couplings. However,
in a further work of Dobrushin and Shlosman in [DoSh 1985], they assumed
in a more general situation the existence of the optimal measurable coupling
but without any evidence. In general, particularly for unbounded spins, the
existence of the optimal coupling, which should be measurable in ξ, η, is not
clear. For clarification we refer to Section 2.7.

4.7 Interactions with unbounded intensity

In this section we give a non-trivial example of applying the generalized
version of Dobrushin’s criteria. We consider an interacting system of scalar
spins on a lattice Zd ⊂ Rd, d ≥ 2, equipped with the Euclidean distance | · |.
As the configuration space we define the space of all sequences over Zd

RZd := {σ = (σ(x))x∈Zd |σ : Zd → R}. (4.44)

A new issue is that this lattice model provides points which have very strong
interaction strength with their neighbors. We will call such points heavy
points. Besides the usual attractive pair interaction with strength J > 0
between all neighbors in Zd there appear an additional interaction between
the heavy points and their neighbors. Let us collect the heavy points in a
sequence of the following form {oi}i∈N ⊂ Zd. The main technical assumption
on this sequence is that for all i, j ∈ N we have

d(oi, oj) > 3. (4.45)

This assumption means that the heavy points are not directly connected with
each other. To each oi ∈ Zd there corresponds an additional interaction with
the strength Ii ∈ (0,∞), where in general supi∈N Ii = +∞. Let us enumer-
ate the neighbors of each oi by the sequence {γi,n}2d

n=1 := (γi,1, · · · , γi,2d). For
convenience we set γi,0 := oi. The model we are dealing with is a ferromag-
netic system with quadratic pair interaction. But a principle difference from
the previous considerations is that Ii are not uniformly bounded. The sys-
tem is described by the following heuristic infinite-volume energy functional
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(Hamiltonian)

E(σ) :=
∑
x∈Zd

Ux(σ(x)) +
J

2

∑
x,y∈Zd
x∼y

(σ(x)− σ(y))2

+
1

2

∑
i∈N

Ii

2d∑
n=1

(σ(oi)− σ(γi,n))2. (4.46)

We define the spaces of tempered configurations as usual by

Ωt :=
⋂
γ>0

Ωγ,

where

Ωγ :=

{
σ ∈ RZd

∣∣∣∣ ∑
x∈Zd
|σ(x)|e−γ|x| <∞

}
.

By P(Ωt) we denote the subset of tempered measures supported by Ωt, i.e.,

P(Ωt) := {µ ∈ P(Ω)|µ(Ωt) = 1}. (4.47)

Respectively, the subset of tempered Gibbs measures Gt consists of all µ ∈ G
which are supported by Ωt, i.e.,

Gt := G ∩ P(Ωt). (4.48)

Since, we cannot define directly the infinite-volume Gibbs measure we
define as usually the local Gibbs measures in finite volumes corresponding to
the boundary condition ξ. The Gibbs measure is defined by the DLR equi-
librium equations, see Definition 4.12. The existence problem for this system
will be discussed below in Section 5.2. We note that the standard Dobrushin
technique we used in Section 3 is not applicable because of unboundedness
of the sequence Ii, i ∈ N.

In this section we discuss the uniqueness problem of such Gibbs measures.
In this case we impose as usually some additional assumptions for the self
interaction potentials U which are similar to those in Section 4.1. By analogy
with the previous Assumption (U2), we suppose that the self interaction
potentials can be splitted into two terms of the form

U := U1 + U2,

where U1 ∈ C2(R) is a twice continuously differentiable, strictly convex func-
tion and U2 ∈ Cb(R) is continuous and globally bounded. More precisely, for
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the second derivative of U1, we assume that there exists a constant a > 0
such that

U ′′1 (s) ≥ a2,

for all s ∈ R. Furthermore we define the total oscillation of U2 by

δ := δ(U2) := sup
s∈R

U2(s)− inf
s∈R

U2(s) <∞.

The standard Dobrushin uniqueness criterion from Section 4.1 is however
not applicable to this new model. The reason can be briefly explained as
follows.

Considering the local Gibbs measure for isolated points x, i.e. those which
are not direct neighbors of any heavy point oi, provides no difficulties. In
this case we have for some i ∈ N such that d(x, oi) = 2 the following one
point probability measure

µ(dσ(x)|ξ) =
1

Z
exp

{
− βU(σ(x))− β

∑
y∈∂x

yisolated

J

2
(σ(x)− ξ(y))2

− β
∑

y∈∂x∩∂oi

J

2
(σ(x)− ξ(y))2

}
dσ(x), (4.49)

which gives us the standard Dobrushin matrix coefficient (see the proof of
Theorem 4.2) obeying the following bound

Dxy ≤
Je2βδ

a2 + 2dJ
. (4.50)

Then the Dobrushin uniqueness criterion can be achieved by the sufficient
condition

sup
xisolated

∑
y∈∂x

Dxy ≤
e2βδ

a2

2dJ
+ 1

< 1. (4.51)

This condition surely holds for appropriate parameters of the system (e.g.
for small β or J as well as large a2). But if we consider all points x ∈ Zd,
including the heavy points oi, this sufficient condition cannot be fulfilled by
any choice of the parameters β, J or a2. This is because in (4.51) instead
of J we have J + Ii with the additional interaction strength Ii, which is
unbounded. Precisely, if x is a heavy point, i.e., x = oi such that d(x, y) = 1,
then

Dxy ≤
(J + Ii)e

2βδ

a2 + 2d(J + Ii)
. (4.52)
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And we get

sup
xheavy

∑
y∈∂x

Dxy ≤ sup
i∈N

e2βδ

a2

2d(J+Ii)
+ 1

= e2βδ > 1, (4.53)

where the supremum is taken over all heavy points x = oi. Since Ii ↗∞ for
any positive δ > 0 this term is even bigger than one. The sufficient condition
of Dobrushin is not fulfilled. To overcome this problem we will try to apply
the modification of Dobrushin’s criteria stated in Section 4.6, see Theorem
4.14.

Now we will give the main theorem of this chapter. The proof uses the
same concepts as in the proof of Theorem 4.2 to get the Dobrushin coefficient
matrix, but at the first step we should construct a special partition of the
lattice Zd and the configuration space RZd . The main and unexpected point
here is that the sufficient condition is independent of Ii. Let us now give the
theorem:

Theorem 4.18. Suppose that the parameters of the considered system satisfy
the inequality

2d2Je2(2d+1)βδ

a2
< 1. (4.54)

Then independently of the additional interaction intensities Ii the set Gt is a
singleton, i.e.,

|Gt| = 1.

Proof . The main idea is to arrange a decomposition of Zd on isolated
points and proper blocks including heavy points and their neighbors. First
we construct the corresponding blocks Vi. Each block Vi is composed of a
center oi ∈ Vi and their neighbors, that means Vi has 2d + 1-points. Let
us collect these points as γi := {γi,n}2d

n=0, where we define γi,0 := oi. All
other points from Zd \

⋃
i∈N Vi are called isolated. The corresponding block

spin variables we denote by σ(γi) := (σ(γi,0), · · · , σ(γi,2d)) ∈ R2d+1. We can
represent the configurations in the following way:

(σ(x))x∈Zd
∼= (σ(x)) x∈Zd

xisolated

∪
{⋃
i∈N

σ(γi)

}
.

Then the set of (exponentially) tempered configurations is defined as

X t :=
⋂
γ>0

Xγ, (4.55)
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where we define

Xγ :=

{
σ ∈ RZd

∣∣∣∣ ∑
x∈Zd

xisolated

|σ(x)|e−γ|x|

+
∑
i∈N

[ 2d∑
n=0

|σ(γi,n)|
]
e−γ|oi| <∞

}
. (4.56)

By this definition we see that the sets Xγ and Ωγ coincide. Then obviously
we can generalize the notion of the Gibbs specification π̃Λ(dσ|ξ), where the
finite volumes Λ will be constructed of isolated points and blocks. It is clear
that the uniqueness of Gibbs measures for such specification will imply the
uniqueness of the Gibbs measures for the initial lattice system.

Our aim is to check the Dobrushin criteria from Theorem 4.14 and to give
the Dobrushin matrix coefficient for the blocks Vi and one-points. Given a
boundary condition ξ ∈ Ω, the corresponding local Gibbs measure for the
block Vi is

µ(dσ(γi)|ξ) :=
1

Zi(ξ)
exp {−βE(σ(γi))}

2d∏
n=0

dσ(γi,n), (4.57)

where

E(σ(γi)) :=
2d∑
n=0

U(σ(γi,n))

+
β

2
(J + Ii)

2d∑
n=0

(σ(γi,0)− σ(γi,n))2

+ β
J

2

2d∑
n=1

∑
lm∈∂γi,n
lm 6=oi

(σ(γi,n)− ξ(lm))2, (4.58)

is the corresponding local Hamiltonian which describes interactions between
each single block and the boundary configuration ξ. Here lm are the neighbors
of γi,n outside of the block Vi. If x is an isolated point, the corresponding
one-point Gibbs measures are given by (4.49). The main issue is to estimate
the Dobrushin’s coefficients D := (DVi,lm), for each i and m which are defined
by

DVi,lm := sup
ξ,η∈Ωt,ln∈Zd

ξ(ln)=η(ln)∀ln 6=lm

{
W (µ(dσ(γi)|ξ), µ(dσ(γi)|η))

|ξ(lm)− η(lm)|

}
. (4.59)
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To this end, we claim that under conditions imposed on the potentials we
have the following estimate for all i,m ∈ N

DVi,lm <
2dJe2(2d+1)βδ

a2
, (4.60)

which gives us (for appropriate parameters J , a2 and β of the system) the
sufficient condition

sup
i∈N

∑
m∈N

DVi,lm < 1. (4.61)

Let us first assume that U2 = 0, which implies by the convexity assumptions
imposed on U and the Hessian matrix for E(σ(γi)) that

∂2
σ(γi)

E(σ(γi)|ξ) ≥ a2 > 0. (4.62)

This is the case because the Hessian matrix for the second and third sums of
E(σ(γi)) in (4.58) is positive semi definite and therefore negligible in getting
the estimate (4.60), see the proof of Theorem 4.2. This is the main issue of
our proof since here we drop any dependence on the interaction strength Ii.
Then by [Le 2001], the spectral gap constant for the measure (4.57) is given
by

CSG ≥ βa2, (4.63)

uniformly for all boundary condition ξ. Adding bounded potentials U2 =
U2(σ(γi)), 0 ≤ i ≤ 2d, with the total oscillation δ < ∞ leads by the well-
known perturbation argument (see Lemma 1.2 in [Le 2001]) to the extra factor
e2(2d+1)βδ. Then we get for the spectral gap constant

CSG ≥ e−2(2d+1)βδβa2.

Now we follow the scheme of the proof of Theorem 4.2. With the Poincaré
inequality and the mean-value theorem we have then the following bound for
the Wasserstein distance whenever ξ = η off lm

W (µ(dσ(γi)|ξ), µ(dσ(γi)|η)) ≤ β2dJ

CSG
|ξ(lm)− η(lm)|

≤ 2dJe2(2d+1)βδ

a2
|ξ(lm)− η(lm)|,

which readily implies (4.60). After having checked (4.60), we are in the po-
sition to check the sufficient condition of the Dobrushin uniqueness criterion
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(4.61). Using the estimate (4.60) we obtain, for lm ∈ ∂γi,n, that

∑
m

DVi,lm <
∑
m

2dJe2(2d+1)βδ

a2

=
2d2Je2(2d+1)βδ

a2
.

In this estimate we take into account that every point γi,n, 0 ≤ n ≤ 2d, could
have at most d neighbors lm outside the block. The last estimation implies

sup
i∈N

∑
m

DVi,lm <
2d2Je2(2d+1)βδ

a2
< 1. (4.64)

Now, using the assumption (4.54) of the theorem, we see that the right hand
side of the last inequality is smaller than one.

As we already mentioned before, for isolated points x we have the stan-
dard Dobrushin matrix coefficient (4.50). For the isolated points x the Do-
brushin uniqueness criterion can be achieved by the sufficient condition

sup
xisolated

∑
y∈∂x

Dxy ≤
e2βδ

a2

2dJ
+ 1

< 1, (4.65)

which is obviously weaker than (4.64). Hence, having (4.64) we immediately
conclude that |Gt| = 1.

�

The last Theorem can surely be extended to the case of graphs G(V,E)
with m := supx∈Vm(x), where m(x) is the number of edges coming to the
vertex x (number of its nearest neighbors). Then the Theorem generalizes in
the following way:

Theorem 4.19. Suppose that the parameters of the considered system satisfy
the inequality

m2Je2(m+1)βδ

a2
< 1. (4.66)

Then independently of the additional interaction intensities Ii the set Gt is a
singleton, i.e.,

|Gt| = 1.
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Remark 4.20. (i) The conditions (4.54) and (4.66) can be surely obtained
by choosing β or J small enough, or a2 big enough. One should also mention
that these conditions are depending on the geometry of the system, that means
(4.54) and (4.66) depends on the number of nearest neighbors 2d respectively
m.
(ii) In principle, we can consider the sequence of heavy points oi, obeying
d(oi, oj) > 2. Sufficient condition for the uniqueness are still given by Theo-
rems 4.18 and 4.19.



Chapter 5

Ferromagnetic models

In Section 5.1 we introduce the model under consideration and some impor-
tant tools, which are specific for attractive interactions. Then in Section 5.2
we give an existence result for ferromagnetic systems on general graphs. A
new important issue of this section is that we consider any graph G(V,E)
with possibly unbounded degree. The proof uses the so-called right- and left-
dominators, which can be also found in [OsSp 1999] by H. Osada and H.
Spohn, in a rather different context. Section 5.3 is devoted to the uniqueness
problem, where we consider ferromagnetic models for the case of one dimen-
sional continuous spins. With some important tools of Section 5.1 we give a
so-called comparison criterion, in Subsection 5.3.2, for uniqueness and phase
transitions of Gibbs measures. There we compare the initial model with
certain reference models. In Section 5.4 we present a new method showing
phase transition in unbounded spin systems. Since this result is based on
the classical Ising model we open this Section with an introduction on the
famous Ising model, see Subsection 5.4.1. In Subsection 5.4.3 we introduce
a special correlation inequality which seems to be very useful for studying
phase transitions. It was first discovered in D. Wells PhD thesis [We 1977]
and is called Wells’ inequality. This inequality provides us an elementary
new way showing phase transitions. In Subsection 5.4.4 we consider the ba-
sic examples of Section 4.5 and give concrete thresholds so that the Wells’
inequality holds. Our main Theorem 5.29 gives sufficient conditions for phase
transitions in ϕ4 models on a general tree.

85



86 CHAPTER 5. FERROMAGNETIC MODELS

5.1 Preliminary constructions

In this preliminary section we introduce all the necessary tools for the sub-
sequent sections. In Section 5.1.1 we present the ferromagnetic model we are
considering and necessary assumptions for the existence of tempered Gibbs
measures in the set Gt. Then, in Section 5.1.2, we present the so-called cor-
relation inequalities, e.g. FKG, GKS, Griffiths, Brascamp-Lieb, which are
needed for both existence and uniqueness results. In Section 5.1.3 we will
define a partial order on Gt.

5.1.1 The model and assumptions

Let us introduce a standard ferromagnetic system with scalar spins σ(x) ∈ R
described by the following formal Hamiltonian

E(σ) = −
∑
x,y∈V
x∼y

Jxyσ(x)σ(y) +
∑
x∈V

Ux(σ(x)), (5.1)

where Ux are the self interaction potentials and, for x 6= y, Jxy ≥ 0 is
the interaction strength between each x and y. In our context we set for
the harmonic pair interaction Wxy(σ(x), σ(y)) := −Jxyσ(x)σ(y). The pair
interaction Wxy(σ(x), σ(y)) satisfies Assumptions (W) and (J), i.e.,

|Wxy(σ(x), σ(y))| ≤ Jxy
2

(σ(x)2 + σ(y)2)

. To guarantee the existence of tempered Gibbs measures µ ∈ Gt we assume:

Assumption (U). There exist a continuous function U : Rν → R and
constants P > 2 and A,B > 0, such that for all x ∈ V and σ(x) ∈ Rν

A|σ(x)|P +B ≤ Ux(σ(x)) ≤ U(σ(x)).

We define the set of tempered Gibbs measures Gt in a usual way, see
Chapter 2. Under the above assumptions the existence of µ ∈ Gt follows
from the results of that chapter.

5.1.2 Correlation inequalities

Correlation inequalities for moments of Gibbs measures are a powerful tool
to study uniqueness and phase transitions in ferromagnetic system. In this
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section we will briefly introduce them, for detailed presentation we refer e.g.
to [GlJa 1981] by J. Glimm and A. Jaffe.

Let us begin this subsection with definitions, which are crucial for this
and the subsequent sections.

Definition 5.1. For two different configurations Ω 3 σ = (σ(x))x∈V and
Ω 3 σ̃ = (σ̃(x))x∈V defined on a graph V we write σ ≤ σ̃ if for all x ∈ V it
holds σ(x) ≤ σ̃(x).

Definition 5.2. A function f : Ω→ R is in the set FCb(Ω), defined as the
set of all bounded continuous cylinder function, if it can be represented for
some φ ∈ Cb(Rn), xi ∈ V, 1 ≤ i ≤ n, and n ∈ N as

f(σ) = φ(σ(x1), · · · , σ(xn)). (5.2)

A function f ∈ FCb(Ω) is called increasing, if σ ≤ σ̃ implies f(σ) ≤
f(σ̃). We then denote the set of all increasing bounded cylinder functions by
FC+

b (Ω).

We consider the ferromagnetic model (5.1). For this model we give the
Fortuin-Kasteleyn-Ginibre (FKG) inequality, cf. [GlJa 1981].

Proposition 5.3 (FKG inequality). For all Λ b V, ξ ∈ Ωt and any f, g ∈
FC+

b (Ω), it follows that

πΛ(f · g|ξ) ≥ πΛ(f |ξ) · πΛ(g|ξ). (5.3)

This yields, in particular, that for all such functions f it holds

ξ ≤ ξ̃ ⇒ πΛ(f |ξ) ≺ πΛ(f |ξ̃). (5.4)

Indeed, the above inequalities hold also for any continuous increasing func-
tions f, g, for which the corresponding integrals exist.

The polynomial moments and covariances of general ferromagnets are
nonnegative due to the Griffiths inequalities, cf. [GlJa 1981], p. 74-76. We
recall it here.

Proposition 5.4 (Griffiths inequalities). For all nonnegativ boundary con-
ditions ξ ∈ Ωt, all x1, · · · , xn+m ∈ Λ b V, and all n,m ∈ N, it holds∫

Ωt

(
n∏
i=1

σ(xi)

)
πΛ(dσ|ξ) ≥ 0, (5.5)
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and ∫
Ωt

(
n∏
i=1

σ(xi)

)(
n+m∏
i=n+1

σ(xi)

)
πΛ(dσ|ξ)

≥
∫

Ωt

(
n∏
i=1

σ(xi)

)
πΛ(dσ|ξ) ·

∫
Ωt

(
n+m∏
i=n+1

σ(xi)

)
πΛ(dσ|ξ). (5.6)

For even ferromagnets, the above proposition is extended by the Griffiths-
Kelly-Sherman (GKS) inequalities, cf. [Si 1979] by B. Simon, p. 119-124.

Proposition 5.5 (GKS inequalities). Let for all x ∈ V the self interaction
potential have the form

Ux(s) = ux(s), (5.7)

where ux is continuous. Let also the continuous functions f1, · · · , fn+m : R→
R be polynomially bounded and such that every fi is increasing nonnegative
on R+ and either even or odd on the whole R. Then the following inequalities
hold for all x1, · · · , xn+m ∈ Λ b V, and N,M ∈ N,∫

Ωt

(
n∏
i=1

fi(σ(xi))

)
πΛ(dσ|0) ≥ 0, (5.8)

and ∫
Ωt

(
n∏
i=1

fi(σ(xi))

)(
n+m∏
i=n+1

fi(σ(xi))

)
πΛ(dσ|0)

≥
∫

Ωt

(
n∏
i=1

fi(σ(xi))

)
πΛ(dσ|0)

·
∫

Ωt

(
n+m∏
i=n+1

fi(σ(xi))

)
πΛ(dσ|0). (5.9)

We also introduce a general inequality, which is the so-called Brascamp-
Lieb inequality proved in [BrLi 1976] by H. J. Brascamp and E. H. Lieb, see
also [Gia 2003] by G. Giacomin.

Proposition 5.6 (Brascamp-Lieb inequality). Let U(s) be a convex func-
tion on Rn, and let A be a real, positive definite, n × n matrix. Assume
exp {−(As, s)− U(s)} ∈ L1(ds) and define the probability measure

µU(ds) =
1

Z
exp {−(As, s)− U(s)}ds.
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If U ≡ 0 we write µA(ds), which is the Gaussian measure. Let ϕ ∈ Rn and
α ≥ 1. Then∫

Rn

∣∣∣∣(ϕ, s)Rn −
∫

Rn
(ϕ, s)RnµU(ds)

∣∣∣∣αµU(ds) ≤
∫

Rn

∣∣∣∣(ϕ, s)Rn

∣∣∣∣αµA(ds), (5.10)

where (·, ·)Rn is the scalar product on Rn.

5.1.3 Partial order on the set Gt

In this section we establish a partial order on the set of tempered Gibbs
measures Gt. The Definition (5.2) of the set FC+

b (Ω) brings us to the notion
of a partial order or, to be precisely, stochastic domination on the set of
probability measures P(Ω).

Definition 5.7. For µ, µ̃ ∈ P(Ω) we say µ is stochastically dominated by
µ̃, i.e. µ ≺ µ̃, if for all f ∈ FC+

b (Ω) it holds

µ(f) ≤ µ̃(f). (5.11)

For the lattice Zd it is well known by [LP 1976, BH-K 1982] that there ex-
ist the unique maximal and minimal elements in the set of tempered Gibbs
measures Gt, which we will denote by µ+ respectively µ−. Furthermore,
µ+ and µ− are extreme elements in Gt, also well known from [LP 1976,
BH-K 1982, KoPa 2007].

Definition 5.8. Let us define the set P1(Ω) of all µ ∈ P(Ω) for which all
their first moments are finite, i.e., for all x ∈ V∫

Ω

|σ(x)|µ(dσ) <∞.

Lemma 5.9. Consider a pair of probability measures µ, µ̃ ∈ P1(Ω). If for
all f ∈ FC+

b (Ω), we have that

µ(f) = µ̃(f), (5.12)

then µ = µ̃. In other words this means that the set FC+
b (Ω) is a measure

defining class for P1(Ω).

Proof . For all x ∈ V the assumption (5.12) and (3.22) implies the identity∫
Ω

σ(x)µ(dσ) =

∫
Ω

σ(x)µ̃(dσ). (5.13)
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Then, we fix some x1, · · · , xn ∈ V for n ∈ N and construct for the measures
µ and µ̃ the corresponding projections Pn and P̃n on Rn. This means that
for a cylinder function f ∈ FC+

b (Ω) with a corresponding φ (see Definition
5.2), each Pn obeys∫

Ω

f(σ)µ(dσ) =

∫
Rn
φ(σ(x1), · · · , σ(xn))Pn(dσ). (5.14)

For P̃n a similar equality holds. Then by assumption (5.12), it especially
follows, for all increasing φ ∈ Cb(Rn) that∫

Rn
φ(σ(x1), · · · , σ(xn))Pn(dσ) ≤

∫
Rn
φ(σ(x1), · · · , σ(xn))P̃n(dσ). (5.15)

An elegant idea is to use here Strassen’s theorem, see e.g. [Li 1992] by T.
Lindvall. Consider

M :=
{

(σ, σ̃) ∈ R2n | σ(xi) ≤ σ̃(xi), 1 ≤ i ≤ n
}
, (5.16)

which is the closed set in R2n. Taking into account the stochastical order
Pn ≺ P̃n, by Strassen’s theorem a coupling P̂ ∈ C(Pn, P̃n) exists such that
P̂ (M) = 1. Therefore, the Wasserstein distance, see Section 2.7, between Pn
and P̃n can be estimated as

W(Pn, P̃n) ≤
∫
M

|σ − σ̃| P̂ (dσ, dσ̃) ≤
n∑
i=1

∫
R2n

(σ̃(xi)− σ(xi))P̂ (dσ, dσ̃)

=
n∑
i=1

∫
Rn
σ(xi)

[
P̃n(dσ)− Pn(dσ)

]
= 0, (5.17)

where the latter equality is implied by (5.13). So, we prove that Pn = P̃n
for all n ∈ N. Since by Kolmogorov’s theorem each measure is uniquely
determined by its finite volume projections, we have that µ = µ̃.

�

We have the following basic corollary coming from the above proof, see
the estimate (5.17).

Corollary 5.10. Consider a pair of probability measures µ, µ̃ on P1(Ω),
such that µ is stochastically dominated by µ̃, i.e., µ ≺ µ̃. If all their first
moments coincide, i.e. (5.13) holds, then µ = µ̃.

Let us discuss how to construct µ+ and µ− ∈ Gt directly.
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Remark 5.11. (i) Let us assume that the graph G(V,E) obeys Assumption
(Gλ). Choose b ≥ λ

κβ
the same as in Corollary 3.9. Let us define the constant

boundary condition ξ̂ = (ξ̂(x))x∈V as

ξ̂(x) := (b log (1 + d(xo, x))1/2, ∀x ∈ V. (5.18)

Then ξ̂ belongs to Ωt and also to the subset Ω(b) of Ωt defined in (3.27).
By Corollary 3.9 and for every ξ ∈ Ω(b) one can find a set Λ̄ b V so that
ξ(x) ≤ ξ̂(x) for all x ∈ Λ̄c. Therefore, for any cofinal sequence L one can
find Λ̄ ∈ L such that for large enough Λ ∈ L containing Λ̄

πΛ(· | ξ) ≺ πΛ(· | ξ̂). (5.19)

As we know from Theorem 3.7, the local specification {πΛ(dσ|ξ)}Λ∈L is rel-
atively compact in the weak topology Wt. Let µ̂ be any of the accumulation
points of {πΛ(dσ|ξ̂)}Λ∈L. Then, by Lemma 2.20 this µ̂ belongs to Gt and it
dominates every element of the set of extreme Gibbs measures ex(Gt), which
actually means µ̂ = µ+, see [BH-K 1982, KoPa 2007]. Therefore, the max-
imal element is unique. Similar arguments are true for the accumulation
points of {πΛ(dσ| − ξ̂)}Λ∈L. Thus, for every cofinal sequence L we have for
plus/minus boundary conditions

lim
L
πΛ(· | ±ξ̂) =: µ±. (5.20)

(ii) If the Assumption (Gλ) is not valid to construct the Gibbs measures µ±
we are forced to define the boundary condition ξ̂ in a different way. For some
γ1 > γ0 we define

ξ̂(x) := b exp {γ1d(xo, x)}, ∀x ∈ V.

Under the Assumption (Ū) in (3.3) we can repeat all the scheme of con-
structing the limiting points µ± := limL πΛ(· | ±ξ̂). They are Gibbs measures
supported by the larger set Ωγ2, where γ2 > γ0 +2γ1. Nevertheless, µ± satisfy
the a priori bounds ∫

exp {δ|σ(x)|2}µ±(dσ) <∞,

for all δ > 0, and hence they are supported by any Ωγ, γ > γ0. So, we have
that µ± ∈ Gt.
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5.2 Existence results for ferromagnetic sys-

tems on general graphs

A new important issue of this section is that we consider any graph G(V,E)
with possibly unbounded degree, that means we study graphs with

sup
x∈V

m(x) ≤ +∞.

The configuration space is defined by the space of all sequences over V

Ω := (Rν)V := {σ = (σ(x))x∈V | σ : V→ Rν}. (5.21)

Let us consider the following formal Hamiltonian, corresponding to the fer-
romagnetic pair interaction of strength J > 0:

E(σ) :=
J

2

∑
x,y∈V
x∼y

(σ(x)− σ(y))2 +
∑
x∈V

Ux(σ(x)), (5.22)

where the sum
∑

x,y∈V
x∼y

runs over all unordered pairs of the nearest neighbors.

The corresponding Gibbs measure is heuristically given by

µ(dσ) =
1

Z
e−βE(σ)

∏
x∈V

dσ(x). (5.23)

As usual we define the Gibbs measure µ rigorously by using the DLR frame-
work, see Definition (2.16). In order to do that we consider the correspond-
ing local specification: For any finite volume Λ b V and boundary condition
ξ ∈ Ω, we set

πΛ(dσΛ|ξ) :=
1

Z
exp

{
− J

2

∑
x,y∈Λ
x∼y

(σ(x)− σ(y))2

− J

2

∑
x∈Λ,y∈Λc

x∼y

(σ(x)− ξ(y))2

−
∑
x∈Λ

Ux(σ(x))

}∏
x∈Λ

dσ(x)

=
1

Z
exp

{
− J

2

∑
x,y∈Λ
x∼y

(σ(x)− σ(y))2
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− J

2

∑
x∈Λ

mΛc(x)(σ(x)− ξ̄Λc(x))2

−
∑
x∈Λ

Ux(σ(x))

}∏
x∈Λ

dσ(x), (5.24)

where

ξ̄Λc(x) :=

∑
y∈∂x∩Λc ξ(y)

mΛc(x)

with

mΛc(x) := #{y ∈ Λc|y ∼ x}.

In particular, we have

πx(dσ(x)|ξ) :=
1

Z
exp

{
− J

2

∑
y∈∂x

(σ(x)− σ(y))2

− Ux(σ(x))

}
dσ(x)

=
1

Z
exp

{
− J

2
m(x)(σ(x)− ξ̄(x))2

− Ux(σ(x))

}
dσ(x),

where ξ̄(x) =
∑
y∈∂x ξ(y)

m(x)
is the average boundary condition around the point

x.

Remark 5.12. As is seen from (5.24) the model (5.22) is equivalent to the
ferromagnetic model with the following heuristic Hamiltonian

E(σ) := −J
∑
x,y∈V
x∼y

σ(x)σ(y)

+
J

2

∑
x∈V

m(x)σ(x)2 +
∑
x∈V

Ux(σ(x)),

since they have the same local Gibbs specification πΛ(dσΛ|ξ). As compared
with the ferromagnetic model (5.69), see Section 5.4.1, we have an addi-
tional stabilizing term m(x)σ(x)2, which enables us to study the existence
and uniqueness of the corresponding Gibbs measures for the model (5.22).
Whereas the model (5.69) is more convenient to study phase transitions, see
Section 5.4.1 below.
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In order to give an existence result for arbitrary graph G(V,E) and in-
tensity J > 0 we need some preliminary constructions. Firstly we introduce
the notion of right- and left-dominators, see [OsSp 1999] by H. Osada and H.
Spohn.

Definition 5.13. Let f : R→ R ∪ {∞} and g : R→ R ∪ {∞} be functions.
We call g a right-dominator (respectively left-dominator) of f if it satisfies
the following conditions:
(i) g is convex and finite on at least two different points.
(ii) f − g is nondecreasing (respectively nonincreasing) in s ∈ R. For the
case that f(s) =∞ and g(s) =∞ we set f(s)− g(s) = 0.
(iii) There exists a constant a > 0 such that the second derivative fulfills
g′′(s) ≥ a2 for all s such that g(s) <∞.

Remark 5.14. If f and g are differentiable, then a right-dominator satisfies
f ′(s) ≥ g′(s) and a left-dominator f ′(s) ≤ g′(s) with g′ strictly increasing.
We say a dominator g is symmetric around m ∈ R if g(s−m) = g(|s−m|)
for all s. Note that if g is a right-dominator (respectively left-dominator)
of f which is symmetric around m (respectively −m), then there exist right-
dominators (respectively left-dominator) of f symmetric around n (respec-
tively −n) for all n ≥ m. Indeed, we easily see that

R+
n (g(s)) =

{
g(s), for s ≥ n;
g(2n− s), for s ≤ n.

(5.25)

R−n (g(s)) =

{
g(−2n− s), for s ≥ −n;
g(s), for s ≤ −n,

(5.26)

are such dominators.

For simplicity we suppose that the self interaction potentials can be split-
ted into two functions of the form

Ux := Ux,1 + Ux,2,

where Ux,1 ∈ C2(R) is twice continuously differentiable, strictly convex func-
tion and Ux,2 ∈ C1

b (R) is a continuously differentiable function with bounded
derivative. Furthermore, Ux,1(s) is symmetric, i.e., Ux,1(s) = Ux,1(−s).

Additionally, we assume that there exist constants a, b > 0 such that for
all x ∈ V and s ∈ R

U ′′x,1(s) ≥ a2, |U ′x,2(s)| < b
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Theorem 5.15. For the system (5.22) and for the given conditions on the
self interaction potential Ux the set G of Gibbs measures is not empty, i.e.,

G 6= 0.

Moreover, for any boundary condition ξ ∈ Ω with supy |ξ(y)| <∞, there exist
a limit point µ = limΛ↗V πΛ(dσΛ|ξ) ∈ G, which satisfies

sup
x∈V

∫
Ω

|σ(x)|µ(dσ) <∞.

Remark 5.16. Let Ux be symmetric, i.e., Ux(s) = Ux(−s), s ∈ R, and
consider the zero boundary condition ξ ≡ 0. Then we have∫

RΛ

σ(x)πΛ(dσΛ|0) = 0, (5.27)

which comes from the symmetry of the interaction.

Remark 5.17. Below we shall crucially use the generalized FKG inequality,
see [Pr2 1974] by C. J. Preston. We write σ ≤ σ̃ if for all x ∈ V it holds
σ(x) ≤ σ̃(x) and σΛ ≤ σ̃Λ if for all x ∈ Λ it holds σ(x) ≤ σ̃(x). Let
F : RΛ → R be an increasing nonnegative function on RΛ, which means it
satisfies F (σΛ) ≤ F (σ̃Λ) for all σΛ ≤ σ̃Λ, see Section 5.1.3. Let a potential
V be such that U − V is nondecreasing in s. Then, for all ξ ≤ ξ̃,∫

RΛ

F (σΛ)πUΛ (dσΛ|ξ) ≤
∫

RΛ

F (σΛ)πVΛ (dσΛ|ξ̃), (5.28)

where we write πUΛ and πVΛ in order to indicate the dependence of the corre-
sponding Gibbs specification on the one particle potential U respectively V .
Of course, one or both integrals in (5.28) could be plus infinity. The inequality
(5.28) allows us to compare the moment of the initial specification πUΛ (dσΛ|ξ)
with the corresponding moments of the specification πVΛ (dσΛ|ξ̃).

In particular, we have for any right-dominator Uright and for any left-
dominator Uleft of U the following inequalities∫

RΛ

F (σΛ)πUΛ (dσΛ|ξ) ≤
∫

RΛ

F (σΛ)π
Uright
Λ (dσΛ|ξ̃). (5.29)

∫
RΛ

F (σΛ)πUΛ (dσΛ|ξ) ≥
∫

RΛ

F (σΛ)π
Uleft
Λ (dσΛ|ξ̃). (5.30)
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Proof of Theorem 5.15. The main step is to construct a right-dominator
of U under the imposed conditions. We introduce the shifted potential
Ux,A := Ux,1(· − A), for some A > 0. Then obviously for all x ∈ R

U ′x(s)− U ′x,A(s) = U ′x,1(s)− U ′x,1(s− A) + U ′x,2(s)

≥ a2A− b ≥ 0, (5.31)

if

A ≥ b

a2
.

Therefore under this condition we can choose Ux,A as the right-dominator
of U , which is symmetric with respect to s = A. Analogously, Ux,−A :=
Ux,1(·+A) is the left-dominator, which is symmetric with respect to s = −A.

Let us denote [s]+ := s ∨ 0 and [s]− := −s ∨ 0, which are monotone
functions of s. Fix the boundary condition ξ ≤ ξ̃ such that ξ(x) = 0 and
ξ̃(x) = A for all x ∈ V. And consider the corresponding local Gibbs distri-

butions πUAΛ (dσΛ|A) and π
U−A
Λ (dσΛ| −A). By the FKG inequality in Remark

5.17 we have for any x ∈ Λ b V∫
RΛ

|σ(x)|πΛ(dσΛ|0) =

∫
RΛ

[σ(x)]+ + [σ(x)]−πΛ(dσΛ|0)

≤
∫

RΛ

[σ(x)]+π
UA
Λ (dσΛ|A) +

∫
RΛ

[σ(x)]−π
U−A
Λ (dσΛ| − A)

≤ 2A+

∫
RΛ

[σ(x)− A]+π
UA
Λ (dσΛ|A)

+

∫
RΛ

[σ(x) + A]−π
U−A
Λ (dσΛ| − A), (5.32)

where πUAΛ (dσΛ|A) and π
U−A
Λ (dσΛ| − A) are defined as the following

π
U±A
Λ (dσΛ| ± A) :=

1

Z
exp

{
− J

2

∑
x,y∈Λ
x∼y

(σ(x)− σ(y))2

− J

2

∑
x∈Λ

mΛc(x)(σ(x)∓ A)2

−
∑
x∈Λ

Ux,±A(σ(x))

}∏
x∈Λ

dσ(x). (5.33)

In the second line of the inequality (5.32) we use that [s]+ is growing and [s]−
is decaying, which leads to the FKG inequality with the boundary conditions



5.2. EXISTENCE RESULTS ON GENERAL GRAPHS 97

A and −A respectively. Since∫
RΛ

[σ(x)− A]+π
UA
Λ (dσΛ|A) =

1

2

∫
RΛ

|σ(x)− A|πUAΛ (dσΛ|A)

and ∫
RΛ

[σ(x) + A]−π
U−A
Λ (dσΛ| − A) =

1

2

∫
RΛ

|σ(x) + A|πU−AΛ (dσΛ| − A)

we finally get∫
RΛ

|σ(x)|πΛ(dσΛ|0) ≤ 2A +
1

2

∫
RΛ

|σ(x)− A|πUAΛ (dσΛ|A)

+
1

2

∫
RΛ

|σ(x) + A|πU−AΛ (dσΛ| − A).(5.34)

Note that due to symmetry of Ux,A with respect to s = A and Ux,−A with
respect to s = −A we have∫

RΛ

σ(x)πUAΛ (dσΛ|A) = A (5.35)

and ∫
RΛ

σ(x)π
U−A
Λ (dσΛ| − A) = −A. (5.36)

Now we apply the classical Brascamp-Lieb inequality (5.6) (see also
[BrLi 1976]), using the presentation Ux,A(s) = a2

2
(s−A)2 +Ũx,A(s) with some

convex and symmetric function Ũx,A(s) with respect to s = A such that
Ũ
′′
x,A(s) ≥ 0. Then dropping the convex terms (σ(x)− σ(y))2 and Ũx,A(σ(x))

we have for all n ≥ 1 that∫
RΛ

|σ(x)− A|2nπUAΛ (dσΛ|A) ≤
∫

RΛ

|σ(x)− A|2ngAΛ (dσΛ)

=

∫
RΛ

|σ(x)− A|2n
∏
x∈Λ

gA(dσ(x))

= C(n, a) <∞, (5.37)

where gAΛ is the Gaussian measure on RΛ of the following form

gAΛ (dσΛ) :=
1

Z
exp {−a

2

2

∑
x∈Λ

(σ(x)− A)2}
∏
x∈Λ

dσ(x), (5.38)
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with the normalizing constant

Z =

∫
RΛ

exp {−a
2

2

∑
x∈Λ

(σ(x)− A)2}
∏
x∈Λ

dσ(x).

In particular, by gA(dσ(x)) we denote the corresponding one-dimensional
measure on R. Take note that the last line in (5.37) is independent of A and
Λ. In a similar way, one considers the integral∫

RΛ

|σ(x) + A|πU−AΛ (dσΛ| − A).

Combining the inequalities (5.34) and (5.37) for n = 2 we get that for all
Λ b V ∫

RΛ

|σ(x)|πΛ(dσΛ|0) ≤ 2A+ C, (5.39)

where the constant C comes from (5.37) and

A ≥ b

a2
.

So,

sup
x∈Λ

∫
RΛ

|σ(x)|πΛ(dσΛ|0) <∞,

which implies tightness for {πΛ(dσΛ|0)}ΛbV in the locally weak topology and,
hence, existence of a limit point µ ∈ G.

Analogously one can deal with boundary conditions ξ 6= 0, supx |ξ(y)| <
∞, by taking Ã = A∨maxy∈V |ξ(y)|, where A is the minimal shift for which
Ux,A is the right-dominator, cf. (5.31).

�

Remark 5.18. In fact, instead of the Brascamp-Lieb inequality, see
[BrLi 1976], in (5.37) we can also use the result of Giacomin in [Gia 2003],
which says that for any monotone F : R+ → R+ we have∫

RΛ

F (|σ(x)−MA|)πUAΛ (dσΛ|A) ≤
∫

RΛ

F (|σ(x)|)gA=0
Λ (dσ(x)), (5.40)

where MA is the meridian of the random variable σ(x) under πUAΛ (dσΛ|A),
that means πUAΛ (·|A){σ(x) ≤MA} = 1

2
. In our case obviously we have MA =

A.
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Example 5.19. Additionally to the class of potentials Ux as described above,
let us list some important classes of one-particle potentials for which one can
construct dominators. This examples are due to H. Osada and H. Spohn, see
[OsSp 1999].

(i) U(s) = |s|q + P (s) + L(s), s ∈ R where q ≥ 2, P is a polynomial of
degree deg(P ) ≤ q − 1, and L is a Lipschitz continuous function.
(ii) U(s) = e|s| +Q(s), where Q′(s) has at most polynomial growth.

Remark 5.20. By Theorem 5.15 we construct Gibbs measure µ ∈ G sat-
isfying supx∈V

∫
RΛ |σ(x)|µ(dσ) < ∞. Such measures are supported by the

tempered configurations

Ωα := {σ ∈ Ω|
∑
x∈V

α(x)|σ(x)| <∞},

where {α(x)}x∈V is any nonnegative sequence over V such that∑
x∈V

α(x) <∞.

For a general graph of unbounded degree, we cannot guarantee that α(x) can
be chosen as exp {−γd(o, x)} with some γ > 0, which was the case in the
previous chapters.

Remark 5.21. In the full analogy to the proof of Theorem 5.15 the method
applies to the case of ferromagnetic systems on the lattice Zd with unbounded
interacting intensities (J + Ii), see our example for the uniqueness problem
in Section 4.7. In this case we construct a tempered Gibbs measure µ ∈ G
such that supx∈V

∫
RΛ |σ(x)|µ(dσ) <∞ and hence µ(Ωt) = 1, where Ωt is the

set of exponentially tempered configurations defined for all γ > 0 as

Ωt := {σ ∈ Ω|
∑
x∈Zd
|σ(x)|e−γ|x| <∞}.

5.3 Uniqueness and a comparison criterion

for ferromagnetic systems

In Section 5.3.1 we give a general uniqueness criterion for ferromagnetic
scalar models which will be fundamental in the subsequent sections. The
remarkable correlation inequalities will crucially help us to give a so-called
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comparison criterion, in Section 5.3.2, for uniqueness and phase transitions of
Gibbs measures. There we compare the initial model with certain reference
(and as rule simpler) models. In particular, this opens a possibility to study
non-polynomial one particle potentials Ux(s) on the basis of the knowledge
about their asymptotic behavior at the infinity.

5.3.1 Uniqueness criterion

Now, we would like to present a simple criterion for the uniqueness of µ ∈ Gt
in ferromagnetic models. Originally, this criterion came from the paper by
J. Lebowitz and E. Presutti [LP 1976], but we give a short alternative proof
which employs the Wasserstein distance via Corollary 5.10. For the quantum
case similar criterion can be found in [KoPa 2007].

Theorem 5.22 (Uniqueness criterion). For the scalar ferromagnetic model
(5.1) the following properties are equivalent
(i) Gt is a singleton.
(ii) For all x ∈ V it holds∫

Ω

σ(x)µ+(dσ) =

∫
Ω

σ(x0)µ−(dσ), (5.41)

where µ+ and µ− are the maximal respectively minimal Gibbs states in Gt.
(iii) For all x ∈ V and for any pair of boundary conditions ξ, ξ̃ ∈ Ωt it holds
for every cofinal sequence L that

lim
L

(∫
Ω

σ(x)πΛ(dσ|ξ)−
∫

Ω

σ(x)πΛ(dσ|ξ̃)
)

= 0. (5.42)

Proof . i)⇔ ii):

For the extreme unique maximal and minimal elements of Gt we have the
following inequality. For all µ ∈ Gt and for all f ∈ FC+

b (Ω) we have

µ−(f) ≤ µ(f) ≤ µ+(f). (5.43)

Therefore, |Gt| = 1 is equivalent to µ+ = µ−. By Corollary 5.10 this is
equivalent to the identity valid for all x ∈ V.∫

Ω

σ(x)µ+(dσ) =

∫
Ω

σ(x)µ−(dσ). (5.44)
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ii)⇔ iii): Let ξ, ξ̃ be given as well as a cofinal sequence L. By Remark
5.11, one can find some Λ̄ b V such that for all Λ ∈ L with Λ̄ ⊂ Λ it holds

πΛ(dσ | −ξ̂) ≺ πΛ(dσ | ξ) (5.45)

and

πΛ(dσ | ξ̃) ≺ πΛ(dσ | ξ̂), (5.46)

where ξ̂ is defined in the Remark 5.11(ii). Then, by the triangular inequality,
the definition of stochastic domination and using (5.45) and (5.46), we receive∣∣∣∣∫

Ωt
σ(x)

[
πΛ(dσ | ξ)− πΛ(dσ | ξ̃)

]∣∣∣∣
≤

∣∣∣∣∫
Ωt
σ(x)πΛ(dσ | ξ)−

∫
Ωt
σ(x)πΛ(dσ | ξ̂)

∣∣∣∣
+

∣∣∣∣∫
Ωt
σ(x)πΛ(dσ | ξ̂)−

∫
Ωt
σ(x)πΛ(dσ | ξ̃)

∣∣∣∣
≤

∫
Ωt
σ(x)

[
πΛ(dσ | ξ̂)− πΛ(dσ | ξ̂)

]
, (5.47)

which by (5.20) and (ii) implies (iii). Conversely, choosing the boundary
conditions ξ̂ respectively −ξ̂ instead of ξ respectively ξ̃, (iii) immediately
implies (ii).

�

Corollary 5.23. Suppose that U is symmetric, i.e., U(s) = U(−s). Then the
zero spontaneous magnetization µ±(σ(x)) = 0 for the minimal and maximal
Gibbs measures implies uniqueness of the tempered Gibbs measures Gt.

5.3.2 Comparison criterion

Let us impose further conditions on Jxy and Ux. We assume that the inter-
action strength between the nearest neighbors is uniformly nonzero, i.e.,

J := inf
x,y∈V
x∼y

Jxy > 0. (5.48)

For the self interaction potentials Ux ∈ C(R+) we suppose that they are even
continuous functions and can therefore be written, for all s ∈ R, in the form

Ux(s) = Ux(−s) := ux(s
2). (5.49)
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Our main assumption is that the lower bound of Ux can be chosen, uniformly
for all s ∈ R, as

U(s) = u(s2), (5.50)

where u : R+ → R is a convex function. Furthermore, we suppose that the
function Ux(s)− U(s) is increasing on R+, that means, for all s ≤ s̃

ux(s)− u(s) ≤ ux(s̃)− u(s̃). (5.51)

In particular, the upper bound in Assumption U can be chosen for all s ≥ 2
as the polynomials given by

U(s) =

p∑
q=1

b(q)s2q, (5.52)

with the nonnegative coefficient b(q) ≥ 0, for q ≥ 2. In particular, b(1) could
be negative which corresponds to the double-well potential U(s).

Additionally, to our initial model (5.1) we introduce the so-called reference
models. The first model, which we will introduce, is the lower reference model.
For Λ b V and σ ∈ Ωt we set the local Hamiltonians

Elow
Λ (σ) := −

∑
x,y∈V

J̃xyσ(x)σ(y) +
∑
x∈V

U(σ(x)), (5.53)

where J̃xy = J for x ∼ y and zero otherwise. The second model is the upper
reference model. For Λ b V, we set

Eup
Λ (σ) := −

∑
x,y∈V

Jxyσ(x)σ(y) +
∑
x∈V

u(σ(x)2), (5.54)

where Jxy satisfies Assumption (J). Together with the assumptions of Sec-
tion 5.1.1 we surely have achieved all the results in Chapter 3 concerning the
existence for the low/up reference model. The extreme elements are corre-
spondingly denoted by µlow± and µup± . Since the potentials of both reference
models have the same form as in (5.7), all the statements of Section 5.1.2
hold true.

Lemma 5.24. For every x ∈ V, it holds that

µlow+ (σ(x)) ≤ µ+(σ(x)) ≤ µup+ (σ(x)). (5.55)



5.3. UNIQUENESS AND A COMPARISON CRITERION 103

Proof . By (5.20) we have for any cofinal sequence L that∫
Ωt
σ(x)µ± = lim

L

∫
Ωt
σ(x)πΛ(dσ | ±ξ̂), (5.56)

with ξ̂ defined by Remark 5.11. Therefore, it is sufficient to prove for all
x ∈ Λ b V that

πlowΛ (σ(x) | ξ̂) ≤ πΛ(σ(x) | ξ̂) ≤ πupΛ (σ(x) | ξ̂). (5.57)

First we prove

πlowΛ (σ(x) | ξ̂) ≤ πΛ(σ(x) | ξ̂). (5.58)

Let us introduce the following family of measures parameterized by s, t ∈
[0, 1]

µ
(s,t)
Λ (dσΛ) : =

1

Y (s, t)
exp

( ∑
x,y∈Λ

J̃xyσ(x)σ(y) +
∑
x∈Λ

σ(x)ηsx

−
∑
x∈Λ

U(σ(x)) + s
∑
x,y∈Λ

[Jxy − J̃xy]σ(x)σ(y)

− t
∑
x∈Λ

[Ux(σ(x))− U(σ(x))]

)
χΛ(dσΛ), (5.59)

where we define

ηs(x) : =
∑
y∈Λc

J̃xy ξ̃(y) + s
∑
y∈Λc

[Jxy − J̃xy]ξ̃(y)

≥
∑
y∈Λc

J̃xy ξ̃(y) > 0. (5.60)

The partition function is given by

Y (s, t) =

∫
Ωt

exp

( ∑
x,y∈Λ

J̃xyσ(x)σ(y) +
∑
x∈Λ

σ(x)ηs(x)

−
∑
x∈Λ

U(σ(x)) + s
∑
x,y∈Λ

[Jxy − J̃xy]σ(x)σ(y)

− t
∑
x∈Λ

[Ux(σ(x))− U(σ(x))]

)
χΛ(dσΛ). (5.61)

Since the ηsx is positive, the first moments of the measure (5.59), i.e.,

µ
(s,t)
Λ (σ(x)) :=

∫
Ωt
σ(x)µ

(s,t)
Λ (dσΛ), (5.62)
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satisfies the GKS inequalities in Proposition 5.5. Therefore, for any x ∈ Λ
and s, t ∈ [0, 1], the function

φ(s, t) = µ
(s,t)
Λ (σ(x)), (5.63)

is continuous and increasing in both variables. Indeed, taking into account
(5.48), we have

∂

∂s
φ(s, t) =

∂

∂s

∫
Ωt
σ(x)µ

(s,t)
Λ (dσΛ)

=

∫
Ωt
σ(x)

[
1

Y (s, t)2

(
Y (s, t)

∂

∂s
exp(. . . )

− exp(. . . )
∂

∂s
Y (s, t)

)]
χΛ(dσΛ)

=

∫
Ωt
σ(x)

[
1

Y (s, t)

(∑
x∈Λ

∑
y∈Λc

[Jxy − J̃xy]ξ̃(y)σ(x)

+
∑
x,y∈Λ

[Jxy − J̃xy]σ(x)σ(y)

)
exp(. . . )

]
χΛ(dσΛ)

−
∫

Ωt
σ(x)

[
1

Y (s, t)2
exp(. . . )

∫
Ωt

(∑
x∈Λ

∑
y∈Λc

[Jxy − J̃x,y]ξ̃(y)σ(x)

+
∑
x,y∈Λ

[Jxy − J̃xy]σ(x)σ(y)

)
exp(. . . )χΛ(dσΛ)

]
χΛ(dσΛ)

=

∫
Ωt
σ(x)

(∑
x∈Λ

∑
y∈Λc

[Jxy − J̃xy]ξ̃(y)σ(x)

+
∑
x,y∈Λ

[Jxy − J̃xy]σ(x)σ(y)

)
µ

(s,t)
Λ (dσΛ)

−
∫

Ωt
σ(x)µ

(s,t)
Λ (dσΛ) ·

∫
Ωt

(∑
x∈Λ

∑
y∈Λc

[Jxy − J̃xy]ξ̃(y)σ(x)

+
∑
x,y∈Λ

[Jxy − J̃xy]σ(x)σ(y)

)
µ

(s,t)
Λ (dσΛ)

=

(∑
x∈Λ

∑
y∈Λc

[Jxy − J̃xy]ξ̃(y)

)
·
(∫

Ωt
σ(x)σ(x)µ

(s,t)
Λ (dσΛ)

−
∫

Ωt
σ(x)µ

(s,t)
Λ (dσΛ) ·

∫
Ωt
σ(x)µ

(s,t)
Λ (dσΛ)

)
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+

(∑
x,y∈Λ

[Jxy − J̃xy]

)
·
(∫

Ωt
σ(x)σ(x)σ(y)µ

(s,t)
Λ (dσΛ)

−
∫

Ωt
σ(x)µ

(s,t)
Λ (dσΛ) ·

∫
Ωt
σ(x)σ(y)µ

(s,t)
Λ (dσΛ)

)
≥ 0, (5.64)

where exp(. . . ) is a short hand for the exponential function under the integral
5.61. Following the same scheme of the last calculation we also get

∂

∂t
φ(s, t) =

∑
x∈Λ

(∫
Ωt
σ(x)(U(σ(x))− Ux(σ(x)))µ

(s,t)
Λ (dσΛ)

−
∫

Ωt
σ(x)µ

(s,t)
Λ (dσΛ) ·

∫
Ωt
U(σ(x))− Ux(σ(x))µ

(s,t)
Λ (dσΛ)

)
=

∑
x∈Λ

(
µ

(s,t)
Λ

[
σ(x)(U(σ(x))− Ux(σ(x)))]

− µ
(s,t)
Λ [σ(x)] · µ(s,t)

Λ [(U(σ(x))− Ux(σ(x)))]

)
≥ 0. (5.65)

At the same time by (5.59) and (5.63) we also have

φ(0, 0) =

∫
Ωt
σ(x)

1

Y (0, 0)
exp

( ∑
x,y∈Λ

J̃xyσ(x)σ(y)

+
∑
x∈Λ

∑
y∈Λc

J̃xyσ(x)ξ̂(y)−
∑
x∈Λ

U(σ(x))

)
χΛ(dσΛ)

= πlowΛ (σ(x)|ξ̂), (5.66)

and

φ(1, 1) =

∫
Ωt
σ(x)

1

Y (1, 1)
exp

( ∑
x,y∈Λ

Jxyσ(x)σ(y)

+
∑
x∈Λ

∑
y∈Λc

Jxyσ(x)ξ̂(y)−
∑
x∈Λ

Ux(σ(x))

)
χΛ(dσΛ)

= πΛ(σ(x)|ξ̂). (5.67)

Therefore we get (5.58). To prove

πΛ(σ(x)|ξ̂) ≤ πupΛ (σ(x)|ξ̂), (5.68)

we have to change the variables in (5.59) as follows. Set s = 1, t ∈ [0, 1] and
u(σ(x)2) instead of U(σ(x)). Afterwards we recapitulate the above steps.
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The following statements, whose confirmation follows from Theorem 5.22
and Lemma 5.24, gives us a proper uniqueness criterion for the reference
models.

Proposition 5.25 (Comparison Criterion for the reference models). The ini-
tial model (5.1) undergoes a phase transition if the low-reference model does
so. The uniqueness of tempered Gibbs measures of the up-reference model
implies that |Gt| = 1.

We would like to point out that the above criterion first occurred both
for the classical and for the quantum spin systems on the lattice Zd in
[KoPa 2007]. Here, we give a generalization onto graphs for classical spin
systems.

5.4 Phase transitions

In this section we will present a new method showing phase transition in un-
bounded spin systems. Since this result is based on the classical Ising model
we open this Section with an introduction on the famous Ising model. After
describing the spontaneous magnetization phenomenon (i.e. phase transi-
tion) we give the crucial new Theorem 5.29 of this Section. In the Section
5.4.3 we will introduce concepts leading step by step to the justification of
Theorem 5.29.

5.4.1 The Ising model

The most popular model in the statistical equilibrium mechanics is the clas-
sical ferromagnetic Ising model. It has played a crucial role in the history of
statistical physics. This model was first introduced by W. Lenz in [Lz 1920]
and his student E. Ising in [Is 1925] in order to describe spontaneous magne-
tization (i.e. phase transitions) of a ferromagnetic (attractive) substance on
Zd. This setup means the following: The lattice Zd represents the positions
of atoms in a regular substance and each atom is endowed with a magnetic
moment (with only the two values +1 and −1). As we already mentioned in
the introduction the classical Ising model fails to produce the spontaneous
magnetization phenomenon in one dimension, which was Ising’s main claim
in [Is 1925]; for an updated proof we also refer to the monograph [Bov 2006]
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by A. Bovier. However, Ising’s heuristic, but incorrect, argumentation for ex-
tending this result to higher dimensions is the reason why the model has been
forgotten for several years. Later the model had its revival through Peierls in
[Pe 1936]. For a detailed discussion and historical comments we refer to the
manuscripts [Bov 2001, Bov 2006], [GeHäMa 2000] and [EvKePeSc 2000].

Today, it is a standard model for magnetism on a lattice Zd, d ≥ 2,
and the most studied model in statistical mechanics. The main issue was to
discover critical temperatures in order to verify the exact threshold between
uniqueness and non-uniqueness of Gibbs measures. Especially in [On 1944]
by L. Onsager a critical value on Z2 was obtained. A substantial progress
in the higher dimensions (d ≥ 3) was achieved e.g. in [Pr 1974] by C. J.
Preston and [Ge 1988] by H.-O. Georgii. The next natural and important
step is to consider the Ising model on general graphs, in particular on trees,
see [Ly 1989] by R. Lyons. In the next subsections we will reflect these
results.

Gibbs states in Ising model

The ferromagnetic Ising model describes a system of atoms in a piece of iron
which is naturally regarded as a regular lattice. Each atom has some inherent
random magnetization and they interact with each other. The mathematical
setup can be given as follows. As the spin space we chose {+1,−1} with the
spins denoted by σ(x) = ±1 for all x ∈ V. The formal Hamiltonian has the
form

E(σ) = −
∑
x,y∈V
x∼y

σ(x)σ(y).

To proceed rigorously, we consider, for each Λ b V, the following local Hamil-
tonian with boundary conditions ξ(y) = ±1, y ∈ Λc, by

EΛ(σΛ|ξ) = −
∑
x,y∈Λ
x∼y

σ(x)σ(y)−
∑
x∈Λ
y∈Λc
x∼y

σ(x)(ξ(y)). (5.69)

The local Gibbs measure on ΩΛ := {−1,+1}Λ corresponding to the local
Hamiltonian (5.69) at inverse temperature β > 0 is given by

µβΛ(dσΛ|ξ) :=
1

Zβ
Λ(ξ)

exp (−βEΛ(σΛ|ξ))νΛ(dσΛ), (5.70)

where

Zβ
Λ(ξ) :=

∫
exp (−βEΛ(σΛ|ξ))νΛ(dσΛ), (5.71)
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is the normalizing constant and νΛ(dσΛ) :=
∏

x∈Λ νx(dσ(x)) is the prod-
uct measure on the product space RΛ :=

∏
x∈Λ R. The reference measure

νx(dσ(x)) is the Dirac measure concentrated on {+1,−1} such that νx({±1}) =
1
2
. For a detailed construction we refer to Section 5.4.3.

The Gibbs measures in the infinite volume are defined through their lo-
cal specification µβΛ(dσΛ|ξ) via the DLR equilibrium equations (2.23). By
a general compactness argument, the set G of Gibbs measures (at a given
temperature β) is not empty, see e.g. [Si 1982]. In the case of ξ(y) = 1
for all y ∈ V we will denote the corresponding local Gibbs measures by
µβΛ(dσΛ|+). Analogously, for the boundary condition ξ(y) = −1 we will de-
fine µβΛ(dσΛ|−). Then we define the infinite volume limit of the local Gibbs
measures by µ± = limΛ↗V µ

β
Λ(dσΛ|±). Note that µ+ and µ− are respectively

the unique maximum and minimum elements in the set G, see Subsection
5.1.3.

5.4.2 Spontaneous magnetization

As we described above the phenomenon of spontaneous magnetization corre-
sponds to a phase transition, and therefore to the non-uniqueness of Gibbs
measures. In fact, the occurrence of a phase transition on the lattice Zd,
d ≥ 2, depends on the inverse temperature β > 0 of the system. To be
precisely, there will be a sharp critical inverse temperature βc > 0 for which
a phase transition occurs if β > βc, which is the so-called low temperature
regime. In this case the interaction of the particles becomes so strong that
a long range order appears, i.e., the Gibbs measures prefer configurations
with either spins with +1 or spins with -1, and this preference even survives
in the infinite volume limit. Thus, there exist two different Gibbs measures
µ+ and µ− corresponding to the boundary condition ξ(y) = +1 respectively
ξ(y) = −1, for all y ∈ Zd, d ≥ 2. In contrast, when β < βc, which is the
so-called high temperature regime, the interaction is not strong enough to
produce any long range order, so that the boundary condition is negligible
in the infinite volume limit and the Gibbs measure is hence unique.

The critical behavior of the system is monotonically depending on β,
which means if β1 < β2 and a phase transition occurs for β = β1, then
it also occurs for β = β2. This monotonicity was originally proved by using
the Griffiths inequalities in [Gr 1967]. Together with Dobrushin’s uniqueness
condition in [Do 1968] the following classical theorem arises.

Theorem 5.26. For the ferromagnetic Ising model on Zd, d ≥ 2, there exists
a critical inverse temperature βc = βc(d) ∈ (0,∞) such that for β < βc the
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model has a unique Gibbs measure while for β > βc there are multiple Gibbs
measures.

The classical proof of this theorem can be found in [Pe 1936], see also
[Do 1965] and [Do2 1968]. Allowing for βc the value ∞ we get for Z1 the
critical value βc = ∞. This means that there is a unique Gibbs measure
for all β > 0. For Z2 the critical value has been found by L. Onsager in
[On 1944] to be βc = 1

2
log (1 +

√
2), which was a very notable result. In

the paper [AbMa-Lö 1973] by D. B. Abraham and A. Martin-Löf it was also
shown that the Ising model has the unique Gibbs measure exactly at this
critical value β = βc. For higher dimensions a rigorous calculation of the
critical value is beyond our knowledge. It is supposed that uniqueness holds
at a certain critical value in all dimensions d ≥ 2, but until now this is
only known for d = 2 and d ≥ 4, see [AiFe 1986] by M. Aizenman and R.
Fernandez.

The next step in studying phase transitions is to consider trees instead
of the lattice Zd. With the notion of a tree we mean a countable connected
graph which has no loops or cycles and which is locally finite, i.e., each
vertex belongs only to a finite number of edges. The study of the Ising
model on trees was initiated in [KuKiWa 1953] by M. Kurata, R. Kikuchi
and T. Watari. They discussed the case for regular trees of degree b+ 1 and
found that the critical value is βc = coth−1b. We define coth−1b as the inverse
of the cotangens hyperbolicus, which can be also represented as 1

2
log( b+1

b−1
).

This means that there is a unique Gibbs measure for β < coth−1b and phase
transition for β > coth−1b. We also refer to the basic books [Pr 1974] by C.
J. Preston and [Ge 1988] by H.-O. Georgii. An extension to general trees
was given by R. Lyons in [Ly 1989]. In order to recall that result, we have
to introduce the notion of branching number, see [Ly 1989] and [Ly 1990].

Definition 5.27. Let T be tree with a root vertex o. If x ∈ T is a vertex, we
write d(x, o), which is the combinatorial distance of x to o. A cutset, ∆, is
a finite set of vertices such that every infinite path from o intersects ∆. The
branching number of T, denoted by br(T ), is defined by

br(T ) := inf

{
λ > 0

∣∣∣∣ inf
∆

∑
x∈∆

1

λ|x|
= 0

}
. (5.72)

Obviously, for a regular tree of degree b+ 1 we have just br(T ) = b.

Theorem 5.28. Let T be a general tree, then its critical βc equals coth−1br(T ),
where br(T ) is the branching number. This means for β < βc we have unique-
ness and β > βc we have phase transition.
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For big br(T ) we would have coth−1br(T ) ↘ 0. This means that adding
edges and vertices to a tree can only increase its critical temperature, see
[Lig 1985], Theorem IV. 1.21. Take note, that the situation for β = βc is not
clear.

Standard methods for proving phase transitions on a lattice Zd are the
Peierls argument [Pe 1936] and the reflection positivity method [GlJa 1981]
and [FrSiSp 1976]. The Peierls argument crucially uses the translation-
invariance of the interaction, see the classical references [Si 1982] and [Za 2000].
The reflection positivity method exploits special symmetries of the underly-
ing lattice and involves, as a part, the so-called infrared (Gaussian) bounds
on two-point correlation function. Some (mathematically non-rigorous) at-
tempts to generalize the infrared bounds to general graphs were done by
the physicists R. Burioni and D. Cassi in [BuCa 1998] and [BuCa 2005]. To
summarize, both methods do not apply to our graph systems because of the
absence of translation invariance and proper symmetries.

So, our aim is to develop an alternative method of proving phase transi-
tions for systems of unbounded continuous spins on infinite graphs. In this
area we have the following important new theorem. In the next section we
will introduce concepts that justify this theorem.

Theorem 5.29 (Main Theorem). Let T be a general tree with the branching
number br(T ) < ∞. Let us consider the scalar ferromagnetic model (5.1)
with the even self interaction potential (double-well potential)

V (s) := s4 − κs2, s ∈ R,

for a given κ > 0. Then the critical inverse temperature of this system equals

βc =
8coth−1br(T )

κJ
.

This means that we have phase transition for β > βc, which is the case for
big κ or big J .

Remark 5.30. (i) We also can consider double-well potentials V (s) :=
s2n − κs2, with integer n > 2 and k > 0, with a different βc for each n ∈ N.
(ii) Combining this with the comparison criterion we can treat non-polynomial
U(s).

5.4.3 Wells’ inequality and applications

In this section we study a correlation inequality which seems to be very
useful for Gibbs measures. It was first discovered in D. Wells PhD thesis
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[We 1977]. This so-called Wells’ inequality is a relation between certain mo-
ments, i.e., expectation values of an even probability measure and a proper
Dirac measure. The Wells’ inequality claims that the polynomial moments
of the Dirac measure is always smaller then those of the even probability
measure. The first published proof of this inequality can be found in the
paper [BrLePf 1981] by J. Bricmont, J. L. Lebowitz and C. E. Pfister. How-
ever, we would like to draw attention to a misprint in the calculation of the
published proof which is important since subsequent papers are based on this
proof. For example in the paper [OsSp 1999] by H. Osada and H. Spohn we
find a wrong condition for Wells’ inequality which is weaker then the cor-
rect condition. It is mentionable that the calculations in the original paper
[We 1977] are correct. However, precisely because [We 1977] is inaccessible
for the wide audience, we are obliged to give an accurate proof of Wells’
inequality. Although papers on this inequality are very rare, it seems to be
a fundamental tool in the theory of phase transitions. As will be shown be-
low, Wells’ inequality gives an elementary new method to prove the existence
of phase transitions. In Subsection 5.4.4 we consider the basic examples of
Section 4.5 and give concrete thresholds so that the Wells’ inequality holds.

The model

Let us introduce the model. On the configuration space Ω = RV, which
is defined in (5.21), we consider an infinite spin system with multi-particle
ferromagnetic interaction. For each x ∈ V we define an even probability
measure νx(ds) = ν(ds) on R, which will be called the reference measure. We
associate with each site x ∈ V a spin variable σ(x) ∈ R. For all Λ b V we
have the configuration σΛ := (σ(x))x∈Λ ∈ RΛ. By νΛ(dσΛ) =

∏
x∈Λ νx(dσ(x))

we define the product measure on RΛ. For each x ∈ V, the reference measure
is defined as

νx(ds) =
1

Z
exp {−U(s)}ds, (5.73)

where U(s) is the self interaction potential satisfying

U(s) = U(−s)

and

U(s) ≥ C|s|P −B,

for s ∈ R and P > 2.
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Let A be a multi-index with compact support, i.e., A := (αx)x∈V, αx ∈ Z+,
so that αx 6= 0 for finitely many x ∈ V. We define the set of all such
multi-indices by

A := (Z+)V
0 := {A := (αx)x∈V | αx ∈ Z+, αx = 0if∀x ∈ Λc,Λ b V}.

Let us denote the support of A ∈ A by ΛA := suppA b V. We define the
cardinality of A ∈ A as

|A| :=
∑
x∈V

αx. (5.74)

By AR we define the subset of all A ∈ A with |A| ≤ R <∞. For A ∈ A we
define the product of the corresponding spin variables as

σA :=
∏
x∈V

σ(x)αx =
∏
x∈ΛA

σ(x)αx . (5.75)

For any A ∈ A and Λ b V we have the decomposition A = AΛ∪AΛc , so that
suppAΛ b Λ and suppAΛc b Λc. Then, for each Λ b V, we define the local
Hamiltonian as a function on RΛ by

EΛ(σΛ|ξ) := −
∑

A:ΛA⊂Λ

JAσ
A −

∑
A:ΛA∩Λ6=∅
ΛA∩Λc 6=∅

JA(σAΛξAΛc ), (5.76)

where ξΛc = (ξ(y))x∈Λc is a fixed boundary condition. The Hamiltonian (5.76)
is called to be general spin Ising ferromagnet with multi-particle interactions.
We assume that the interaction strength JA is equal zero if |A| > R or
diam(suppA) > R0 for some 0 < R < P and R0 > 0. Take note that σAΛ :=∏

x∈suppAΛ
σ(x)αx and ξAΛc :=

∏
x∈suppAΛc

ξ(x)αx , so that σA = σAΛξAΛc =∏
x∈ΛA

σ(x)αxξ(x)αx . So, the Hamiltonian (5.76) is well-defined. We assume
the above Hamiltonian to be ferromagnetic, i.e., JA ≥ 0 for all A ∈ A. The
corresponding local Gibbs measures (at the inverse temperature β) are given
by

µΛ(dσΛ|ξ) := Z−1
Λ (ξ) exp (−βEΛ(σΛ|ξ))νΛ(dσΛ), (5.77)

where

ZΛ(ξ) :=

∫
RΛ

exp (−βEΛ(σΛ|ξ))νΛ(dσΛ).

We denote the expectation value of σA with respect to µΛ(σΛ|ξ) as

〈σA〉ξµΛ
:= Z−1

Λ (ξ)

∫
RΛ

σA exp (−βEΛ(σΛ|ξ))νΛ(dσΛ)

=

∫
RΛ

σAµΛ(dσΛ|ξ).
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For the local Gibbs measures (5.77) we assume, for all A ∈ A,∫
RΛ

σ|A|µΛ(dσΛ|ξ) <∞. (5.78)

The finiteness of all polynomial moments can be achieved through growth
conditions on the Hamiltonian EΛ(σΛ|ξ). For more details we refer to the
first chapter of this manuscript. With the Assumptions (W∆) and (J∆) from
Subsection 3.6.3 we guarantee the existence of Gibbs measures µ ∈ G as well
as the finiteness of all moments in (5.78).

In order to state Wells’ inequality we need some more definitions. For
a > 0 and s ∈ R the Dirac measures δa(ds) and δ−a(ds) on R we define

δ±a(ds) :=
1

2
[δa(ds) + δ−a(ds)].

For all Λ b V we define δ±a(dσΛ) :=
∏

x∈Λ δ±a(dσ(x)) as the product measure
on RΛ. For A ∈ A we introduce the corresponding local Gibbs measure by

µISΛ,±a(dσΛ|ξ) := Z−1
Λ,δ±a

(ξ) exp (−βEΛ(σΛ|ξ))δ±a(dσΛ), (5.79)

where

ZΛ,δ±a(ξ) :=

∫
RΛ

exp (−βEΛ(σΛ|ξ))δ±a(dσΛ), (5.80)

is the corresponding partition function and EΛ(σΛ|ξ) is the same Hamilto-
nian as in (5.76). We denote the expectation value of σA with respect to
µISΛ,±a(dσΛ|ξ) as

〈σA〉ξ
µISΛ,±a

:= Z−1
Λ,δ±a

(ξ)

∫
RΛ

σA exp (−βEΛ(σΛ|ξ))δ±a(dσΛ)

=

∫
RΛ

σAµISΛ (dσΛ|ξ). (5.81)

Remark 5.31. In the case of a = 1 and pair interactions with nearest neigh-
bors we have the standard Ising model (5.1).

Well’s moment inequality

We now present and prove Wells’ inequality. Originally, in the PhD thesis
of D. Wells [We 1977], this inequality was proved for unbounded spins with
pair interactions. Whereas the published proof in [BrLePf 1981] was only



114 CHAPTER 5. FERROMAGNETIC MODELS

in the case of compact spins but with multi-particle interactions. We prove
it for the case of unbounded spins with multi-particle interactions, which is
the most possible generalization. We now present the main theorem of this
section.

Theorem 5.32 (Wells’ inequality). Let, for all x ∈ V, νx = ν be an even
probability measure on R with ν({0}) < 1 and let the Hamiltonian (5.76) be
ferromagnetic as described above. Then there exists a constant a > 0 such
that for all A ∈ A and Λ b V and for every nonnegative boundary condition
ξ = (ξ(y))y∈Λc ∈ ΩΛc, it holds

〈σA〉ξµΛ
≥ 〈σA〉ξ

µISΛ,±a
. (5.82)

Proof . To prove this inequality we introduce a duplicate graph sys-
tem with the same Hamiltonian (5.76) labeled by the duplicate variables
σΛ = (σ(x))x∈Λ and σ̃Λ = (σ̃(x))x∈Λ. The claim (5.82) is equivalent to the
following. For a proper a > 0 we have to show

1

ZΛ,µΛ
(ξ)ZΛ,δ±a(ξ)

(
ZΛ,δ±a(ξ)

∫
RΛ

σA exp (−βEΛ(σΛ|ξ))
∏
x∈Λ

νx(dσ(x))

−ZΛ,µΛ
(ξ)

∫
RΛ

σ̃A exp (−βEΛ(σ̃Λ | y))
∏
x∈Λ

δ±a(dσ̃(x)2)

)
≥ 0. (5.83)

Since ZΛ,µΛ
(ξ)ZΛ,δ±a(ξ) is positive it is enough to show that the term in the

bracket is positive. So,

ZΛ,δ±a(ξ)

∫
RΛ

σA exp (−βEΛ(σΛ|ξ))
∏
x∈Λ

νx(dσ(x))

−ZΛ,µΛ
(ξ)

∫
RΛ

σ̃A exp (−βEΛ(σ̃Λ | y))
∏
x∈Λ

δ±a(dσ̃(x))

=

∫
RΛ

σA exp (−βEΛ(σΛ|ξ)) exp (−βEΛ(σ̃Λ | y))
∏
x∈Λ

νx(dσ(x))δ±a(dσ̃(x))

−
∫

RΛ

σ̃A exp (−βEΛ(σΛ|ξ)) exp (−βEΛ(σ̃Λ | y))
∏
x∈Λ

νx(dσ(x))δ±a(dσ̃(x))

=

∫
RΛ

(σA − σ̃A) exp

[
(−βEΛ(σΛ|ξ)− βEΛ(σ̃Λ | y))

]∏
x∈Λ

νx(dσ(x))δ±a(dσ̃(x))

=

∫
RΛ

(σA − σ̃A) exp

[
β
∑

A:ΛA⊂Λ

JA(σA + σ̃A)
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+β
∑

A:ΛA∩Λ 6=∅
ΛA∩Λc 6=∅

JAξ
AΛc (σAΛ + σ̃AΛ)

]∏
x∈Λ

νx(dσ(x))δ±a(dσ̃(x)). (5.84)

So, (5.83) will surely hold if (5.84) is nonnegative. The right-hand side
of (5.84) adopts the following form, where we stress that all constants are
included in the interaction constant JA ≥ 0.∫

RΛ

(σA − σ̃A) exp

(
β
∑

A:ΛA⊂Λ

JA(σA + σ̃A)

)∏
x∈Λ

νx(dσ(x))δ±a(dσ̃(x)).

Now, by expansion of the exponential function in terms of power series and
interchanging the summation and integral signs, we obtain

∞∑
m=0

1

m!

∫
RΛ

(σA − σ̃A)

(
β
∑

A:ΛA⊂Λ

JA(σA + σ̃A)

)m∏
x∈Λ

νx(dσ(x))δ±a(dσ̃(x)).

(5.85)

Hence, it is sufficient to show that each term in (5.85) is positive. Since we
are in the ferromagnetic case JA ≥ 0 and β > 0, through expanding the sum
over A : ΛA ⊂ Λ, it is enough to show for all m ∈ N that∫

RΛ

(σA − σ̃A)(σA + σ̃A)m
∏
x∈Λ

νx(dσ(x))δ±a(dσ̃(x)) ≥ 0. (5.86)

Let |Λ| = k be the cardinality of Λ and, for A ∈ A so that ΛA ⊂ Λ,
σA = σ

αx1
x1 · ... · σ

αxk
xk . Then we have

σA − σ̃A =
k∏
q=1

σ
αxq
xq −

k∏
q=1

σ̃
αxq
xq

=
1

2
(σ

αx1
x1 + σ̃

αx1
x1 )(

k∏
q=2

σ
αxq
xq −

k∏
q=2

σ̃
αxq
xq ) +

1

2
(σ

αx1
x1 − σ̃

αx1
x1 )(

k∏
q=2

σ
αxq
xq +

k∏
q=2

σ̃
αxq
xq )

and

σA + σ̃A =
k∏
q=1

σ
αxq
xq +

k∏
q=1

σ̃
αxq
xq

=
1

2
(σ

αx1
x1 + σ̃

αx1
x1 )(

k∏
q=2

σ
αxq
xq +

k∏
q=2

σ̃
αxq
xq ) +

1

2
(σ

αx1
x1 − σ̃

αx1
x1 )(

k∏
q=2

σ
αxq
xq −

k∏
q=2

σ̃
αxq
xq ).
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By iteration, we obtain a factorized form of the polynomials σA − σ̃A and
σA+σ̃A with nonnegative coefficients, see Lemma 4.1.2. in [GlJa 1981]. Then
the integral (5.86) becomes by its linearity a sum of integrals of the form

c

∫
RΛ

∏
x∈Λ

(σ(x)− σ̃(x))nx(σ(x) + σ̃(x))mx
∏
x∈Λ

νx(dσ(x))δ±a(dσ̃(x)), (5.87)

where c > 0 coming from the positive coefficients of the polynomial and
mx, nx ∈ N. Hence, the integral (5.87) decomposes into a product of one-
dimensional parts

c
∏
x∈Λ

∫
R2

(σ(x)− σ̃(x))nx(σ(x) + σ̃(x))mxνx(dσ(x))δ±a(dσ̃(x)). (5.88)

Now we are reduced to show for all x ∈ V, all mx, nx ∈ N, mx ≥ nx and any
even probability measure νx = ν that∫

R2

(σ(x)− σ̃(x))nx(σ(x) + σ̃(x))mxν(dσ(x))δ±a(dσ̃(x)) ≥ 0. (5.89)

Obviously, for mx, nx both even, the integral (5.89) is nonnegative. For the
case where exactly one of mx or nx is odd, by using the symmetry of the
measures ν(dσ(x)) and δ±a(dσ̃(x)), i.e., they are symmetric under σ(x) →
−σ(x), the integral (5.89) is again nonnegative. Indeed, problems occur when
mx, nx are both odd. In this case we integrate over the Dirac measure which
gives us, for mx ≥ nx,∫

R2

(σ(x)− σ̃(x))nx(σ(x) + σ̃(x))mxν(dσ(x))δ±a(dσ̃(x))

=
1

2

∫
R
(σ(x)− a)mx(σ(x) + a)nx + (σ(x) + a)mx(σ(x)− a)nxν(dσ(x))

=
1

2

∫
R
(σ(x)− a)mx

(
σ(x)2 − a2

σ(x)− a

)nx
+(σ(x) + a)mx

(
σ(x)2 − a2

σ(x) + a

)nx
ν(dσ(x))

=
1

2

∫
R
(σ(x)2 − a2)nx

[
(σ(x)− a)mx−nx

+(σ(x) + a)mx−nx
]
ν(dσ(x)). (5.90)

Since mx − nx is even, the term (σ(x) − a)mx−nx + (σ(x) + a)mx−nx is an
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increasing function of |σ(x)|. Hence, on the interval |σ(x)| ≤ a

(σ(x)2 − a2)nx
[
(σ(x)− a)mx−nx + (σ(x) + a)mx−nx

]
≥ (σ(x)2 − a2)nx(2a)mx−nx , (5.91)

since (σ(x)2−a2)nx ≤ 0 and (σ(x)−a)mx−nx + (σ(x) +a)mx−nx ≤ (2a)mx−nx .
On the interval |σ(x)| ≥ a we have the same as (5.91), since (σ(x)2−a2)nx ≥ 0
and (σ(x) − a)mx−nx + (σ(x) + a)mx−nx ≥ (2a)mx−nx . Therefore, we can
estimate for all a > 0 the integral (5.90) from below by

(2a)mx−nx

2

∫
R

(
σ(x)2 − a2

)nx
ν(dσ(x)). (5.92)

Now we search for the constant a satisfying the claim of the theorem. We
finally calculate the integral in (5.92).∫

R

(
σ(x)2 − a2

)nx
ν(dσ(x))

=

∫
|σ(x)|<a

(
σ(x)2 − a2

)nx
ν(dσ(x))

+

∫
a≤|σ(x)|≤

√
2a

(
σ(x)2 − a2

)nx
ν(dσ(x))

+

∫
|σ(x)|>

√
2a

(
σ(x)2 − a2

)nx
ν(dσ(x))

≥ −2a2nxν([0, a]) + 2

(
2a2 − a2

)nx
ν([
√

2a,+∞)), (5.93)

where we drop the nonnegative integral over [a,
√

2a]. Note that the addi-
tional 2 appears because of the symmetry in the domain of the integration.
The right-hand side of the inequality (5.93) should be nonnegative which is
equivalent to

2a2nx

(
− ν([0, a]) + ν([

√
2a,+∞))

)
≥ 0.

Clearly, we can choose a > 0 such that

ν([
√

2a,+∞)) ≥ ν([0, a]) (5.94)

holds. Indeed, we have that

ν([
√

2a,+∞))→ ν((0,+∞)),



118 CHAPTER 5. FERROMAGNETIC MODELS

and

ν([0, a])→ ν({0}),

if a → 0. So, the inequality (5.94) always holds for small enough a, which
proves the theorem.

The more delicate and interesting situation appears for big a. Precisely,
we are searching for the largest possible a? so that the inequality (5.94) holds.

�

The above arguments lead to the following corollary.

Corollary 5.33. Let everything be as in Theorem 5.32. Choose the largest
possible constant a? > 0 so that we have

ν([
√

2a?,+∞)) ≥ ν([0, a?]). (5.95)

Then for a fixed boundary condition ξ such that ξ(y) ≥ 0 for all y ∈ Λc, the
Wells’ inequality (5.82) holds.

Remark 5.34. We can also consider different reference measures νx provided
the condition νx([

√
2a,+∞)) ≥ νx([0, a]) holds for some a > 0 uniformly for

all x ∈ V.

Remark 5.35. The method of duplication of variables is standard in proving
correlation inequalities (see the books [Si 1974] and [Si 1979] of B. Simon
and the papers [Gi 1969] and [Gi 1970] of J. Ginibre and [Le 1974] of J. L.
Lebowitz). Indeed, the proof of Well’s inequality is quite similar to the proof
of Griffiths’ second inequality in the book [GlJa 1981] of J. Glimm and A.
Jaffe, see also (5.6) in Section 5.1.2.

Remark 5.36. As mentioned in the introduction, the published proof of
Wells’ inequality in [BrLePf 1981] includes an essential misprint, which leads
to false conclusions. It provided a weaker condition than actually needed for
the validity of the inequality (5.94). The misprint is on page 276 in the paper
[BrLePf 1981], where the downwards estimation of the integral (5.93) is in-
correct. Being accurate, there is a constant 2 missing. Hence, in that paper
we have the weaker condition

2ν([
√

2a,+∞)) ≥ ν([0, a]), (5.96)

which causes a bigger constant a > 0 than we should have for the validity of
Wells’ inequality (5.82). We would like to mention that this mistake contin-
ues in the paper [OsSp 1999] of H. Osada and H. Spohn, see also [RoZa 1998]
by S. Romano and V. A. Zagrebnov.
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Remark 5.37. By scaling we can compare the given anharmonic model with
the classical ferromagnetic Ising model with spins ±1 and many-body inter-
actions. For this purpose we essentially use the identity

〈σA〉aξ
µISΛ,±a

= a|A|〈σA〉ξ
µ̃ISΛ,±1

, A ∈ A, (5.97)

where we should mention that the corresponding Hamiltonians differ in the
temperature constant or equivalently in the interaction strength. For the con-
crete definition of µ̃ISΛ,±1 see the calculation below. The equality (5.97) follows
immediately by the following calculation

〈σA〉aξ
µISΛ,±a

= Z−1
Λ,δ±a

(aξ)

∫
RΛ

σA exp (−βEΛ(σΛ|aξ))δ±a(dσΛ)

= Z−1
Λ,δ±a

(aξ)

∫
RΛ

σA exp

(
β
∑

B:ΛB⊂Λ

JBσ
B

+ β
∑

B:ΛB∩Λ 6=∅
ΛB∩Λc 6=∅

JBσ
BΛ(aξ)BΛc

)
δ±a(dσΛ)

= Z̃−1
Λ,δ±1

(ξ)a|A|
∫

RΛ

σA exp

(
β
∑

B:ΛB⊂Λ

JBa
|B|σB

+ β
∑

B:ΛB∩Λ 6=∅
ΛB∩Λc 6=∅

JBa
|BΛ|σBΛa|BΛc |ξBΛc

)
δ±1(dσΛ)

= Z̃−1
Λ,δ±1

(ξ)a|A|
∫

RΛ

σA exp (−βẼΛ(σΛ|ξ))δ±1(dσΛ)

= a|A|〈σA〉ξ
µ̃ISΛ,±1

, (5.98)

where ẼΛ corresponds to the interactions J̃B := JBa
|B|, B ∈ A. By analogous

estimations we get for the normalizing constant the equality

Z−1
Λ,δ±a

(aξ) = Z̃−1
Λ,δ±1

(ξ).

This means, for growing a we gather stronger interaction. If we fix the inter-
action then we would get lower temperature T = 1

β
with growing a. So, µ̃ISΛ,±1

describes the classical Ising model with spins ±1. Together with Well’s in-
equality, this relation yields to a new method which shows phase transitions.
We will discuss this issue in detail in the next subsection.
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5.4.4 Phase transition via Wells’ inequality

A beautiful application of Wells’ inequality (5.82) is a new method showing
phase transition in general ferromagnetic systems by only knowing the phase
transition in the Ising model. This method was first realized by D. Wells for
some spin systems on a lattice. Below we extend this method to the more
general situation of unbounded spin systems on graphs. From Remark (5.97)
it follows for pair interaction potentials with |A| = 2 that

〈σA〉aξ
µISΛ,±a

= a2〈σA〉ξ
µ̃ISΛ,±1

, (5.99)

where J̃xy = Jxya
2. Now, for this model, we assume that Wells’ inequality

〈σA〉aξµΛ
≥ 〈σA〉aξ

µISΛ,±a
, (5.100)

holds for all A ∈ A, ξ ∈ Ω and for a fixed a, β > 0. With (5.99) the right
side of (5.100) is equal to a2〈σA〉ξ

µ̃ISΛ,±1
. We define the average magnetization

of 〈σA〉ξ
µ̃ISΛ,±1

by mξ

µ̃ISΛ,±1
. Let us consider the plus-boundary condition, which

is ξ(y) = +a (resp. ξ(y) = +1) for all y ∈ V, abbreviated by ξ = +a
(resp. ξ(y) = +). Since we have 〈σA〉+aµΛ

≥ a2〈σA〉+
µ̃ISΛ,±1

it follows for the

plus-boundary condition that

m+a
µΛ
≥ m+

µ̃ISΛ,±1
. (5.101)

This shows us the following important fact. If there is a magnetization in
the classical Ising model for a finite subset Λ b V, i.e., m+

µ̃ISΛ,±1
> 0, then we

have magnetization in the general ferromagnetic model, i.e., m+a
µΛ
> 0. Since

most of the results on phase transition in literature are for the case of spin
space {+1,−1} it would be of particular interest to have inequalities in the
form (5.101). Moreover, if the Ising model undergoes a phase transition, i.e.,
limLm

+
µ̃ISΛ,±1

> 0 for some cofinal sequence L, then we would have the same

in the general model. Since this is an essential observation we summarize it
in the next lemma.

Lemma 5.38. Assume the existence of the Gibbs measures for the model
(5.76). Assume that Wells’ inequality holds. Then for |A| = 2 and pair
interaction potentials Jxy = J we have for β̃(a, J) = βa2J that

lim
L
m+a
µΛ
≥ lim

L
m+
µ̃ISΛ,±1

. (5.102)

So, if for a given β, the infinite volume Gibbs measure is non-unique in
the classical Ising model, then it is non-unique in the general ferromagnetic
model, with the proper relation between the intensities.



5.4. PHASE TRANSITIONS 121

Application

In this subsection we would like to present some concrete examples where the
Wells’ condition (5.95) holds. We will take a look at the very popular double-
well potentials in physical science, which we already know from Section 4.5
as our basic examples.

ϕ4 potential V (s) := s4 − κs2

For κ ≥ 0 we define the double-well potential

V (s) := s4 − κs2, s ∈ R. (5.103)

The reference measure is an even probability measure on R

ν(ds) =
1

Z
exp

(
−s4 + κs2

)
ds, (5.104)

with the normalizing constant

Z =

∫
R

exp
(
−s4 + κs2

)
ds. (5.105)

The following proposition gives a dependence between κ and the number a
forthcoming from the Wells’ condition (5.95). It says that for growing κ ≥ 0
the constant a ≥ 0 also grows. The interesting point is that we can give a
concrete number, even though it is not the largest one, for all κ ≥ 0 and all
corresponding ϕ4 models (5.104) such that the condition (5.95) holds. In the
last part of this subsection we give for κ = 1, · · · , 10 some numerical values
of a such that the condition (5.95) holds.

Proposition 5.39. Let the probability measure ν be defined as in (5.104)

and let a :=
√
κ

2
√

2
. Then

ν([
√

2a,+∞)) ≥ ν([0, a]). (5.106)

Now we are on the level to prove the main Theorem 5.29, which gives a
sufficient condition for phase transitions for systems of unbounded continuous
spins on infinite graphs. We would like to recall this result.

Theorem 5.40 (Main Theorem). Let T be a general tree with the branching
number br(T ) < ∞. Let us consider the model (5.1) corresponding to the
spin space R with the even self interaction potential (double-well potential)

V (s) := s4 − κs2, s ∈ R
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for some κ ≥ 0. Then the critical inverse temperature of this system equals

βc =
8coth−1br(T )

κJ
. (5.107)

Proof Let us consider the scaling (5.99) correspondingly to the classical
Ising model at inverse temperature β̃ := Jβa2. By Proposition 5.39 we
have for a :=

√
κ

2
√

2
that the Wells’ condition (5.95) holds for the double-

well potential V . And by Theorem 5.28, see [Ly 1989], the critical inverse
temperature β̃c of the classical Ising model (5.69) equals to coth−1br(T ).
Then for the critical inverse temperature βc of the general ferromagnetic
Ising model (5.1) it yields (5.107).

�

Proof of Proposition 5.39. We calculate the lower bound for ν([
√
κ

2
,∞])

and the upper bound for ν([0,
√
κ

2
√

2
]). If the upper bound of ν([0,

√
κ

2
√

2
]) is still

smaller or equal to the lower bound of ν([
√
κ

2
,∞]) then (5.106) holds. We

now calculate the lower bound of the left-hand side of (5.106)

ν

([√
κ

2
,∞
])

≥ ν

([√
κ

2
,

√
κ√
2

])
+ ν

([√
κ√
2
,
√
κ

])
=

1

Z

∫ √
κ√
2

√
κ

2

exp
(
−s4 + κs2

)
ds+

1

Z

∫ √κ
√
κ√
2

exp
(
−s4 + κs2

)
ds

≥ 1

Z

(√
κ√
2
−
√
κ

2

)
exp

(
−
(√

κ

2

)4

+ κ

(√
κ

2

)2
)

+
1

Z

(√
κ−
√
κ√
2

)
exp

(
−(
√
κ)4 + κ(

√
κ)2
)

=
1

Z

[
(2−

√
2)
√
κ

2
√

2
exp

(
3κ2

16

)
+

(
√

2− 1)
√
κ√

2

]
=: (1), (5.108)

where we get the first estimate by cutting the integration limits and the
second estimate by using the fact that

√
κ√
2

is the maximum of the function

exp (−s4 + κs2). In the next step we compute the upper bound of the right-
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hand side of (5.106)

ν

([
0,

√
κ

2
√

2

])
=

1

Z

∫ √
κ

2
√

2

0

exp
(
−s4 + κs2

)
ds

≤ 1

Z

√
κ

2
√

2
exp

(
−
( √

κ

2
√

2

)4

+ κ

( √
κ

2
√

2

)2
)

=
1

Z

√
κ

2
√

2
exp

(
31κ2

256

)
=: (2). (5.109)

It remains to show (1) ≥ (2), which is equivalent to

(2−
√

2)
√
κ

2
√

2
exp

(
3κ2

16

)
+

(
√

2− 1)
√
κ√

2
≥
√
κ

2
√

2
exp

(
31κ2

256

)
(5.110)

or

2
√

2− 2 ≥ exp

(
31κ2

256

)
− (2−

√
2) exp

(
3κ2

16

)
. (5.111)

Now, defining the function f(κ) := exp
(

31κ2

256

)
− (2−

√
2) exp

(
3κ2

16

)
we have

to show, for all κ ≥ 0, that

2
√

2− 2 ≥ f(κ). (5.112)

To convince us that this inequality is accurate we have to calculate the max-
imum of f(κ). The derivative of f(κ) is given by

f ′(κ) = κ
31

128
exp

(
31κ2

256

)
− κ3

8
(2−

√
2) exp

(
3κ2

16

)
. (5.113)

So, we have an extremum in κ = 0 and κ = ±κ0 ≈ ±1.2132. Calculating the
second derivative of f(κ) we get

f ′′(κ) =

[(
31

128

)2

κ2 +
31

128

]
exp

(
31κ2

256

)
−

[(
3

8

)2

(2−
√

2)κ2 +
3

8
(2−

√
2)

]
exp

(
3κ2

16

)
. (5.114)

For κ = 0 we have d2

dk2f(0) > 0 and for κ = ±κ0 we have d2

dk2f(±κ0) < 0.
Therefore, we have a minimum in κ = 0 and a maximum in κ = ±κ0.
However, for κ = ±κ0 we compute

f(±κ0) ≈ 0.4233. (5.115)
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For the maximum of the function f(κ) we get the inequality (5.112), since it
holds

0.8284 ≈ 2
√

2− 2 ≥ f(±κ0). (5.116)

Hence, the inequality (5.112) holds for all κ ≥ 0.

�

Remark 5.41. For Wells’ inequality (5.82) we can also consider different
reference measures νx = 1

Z
exp (−s4 + κs2)ds, differing in κ for each x ∈ V.

Indeed, the condition ν([
√

2a,∞]) ≥ ν([0, a]) holds for a = 1
2
√

2
uniformly for

all x ∈ V if we choose κx ≥ 1, see Remark (5.34).

We would like to describe the behavior of the number a for fixed κ ≥ 0.
In order to do that we introduce the following function

φ(a) :=

∫ ∞
√

2a

exp
(
−s4 + κs2

)
ds−

∫ a

0

exp
(
−s4 + κs2

)
ds. (5.117)

Since by the definition, φ(a) is a monotonically decreasing function, exactly
one number a exists so that φ(a) = 0, which then is the largest possible
constant a? fulfilling the Wells’ condition (5.95).

Next, we would like to describe the change in κ for fixed number a. So,
we introduce similarly as in (5.117) the following function

Φ(κ) :=

∫ ∞
√

2a

exp
(
−s4 + κs2

)
ds−

∫ a

0

exp
(
−s4 + κs2

)
ds (5.118)

If Φ(κ) is a monotonically increasing function we then know for increasing
κ that the integral within the limits [

√
2a,+∞) increases while the integral

within the limits [0, a] decreases. Without loss of generality we optimize this

growing by correcting the integration limits for each κ by defining a =
√
κ

2
√

2
.

This statement gives us the following important fact: For growing κ we can
choose a bigger a.

Proposition 5.42. Let a =
√
κ

2
√

2
so that the inequality (5.106) holds, then

the function Φ(κ) is strictly monotonically increasing.

Proof . We have the following derivative

Φ′(κ) :=

∫ ∞
√
κ

2

s2 exp
(
−s4 + κs2

)
ds−

∫ √
κ

2
√

2

0

s2 exp
(
−s4 + κs2

)
ds, (5.119)
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which should be strictly positive. Using the same technique as in the proof
of Proposition (5.39) we calculate the lower sum of the integral in the limits

[
√
κ

2
,+∞) and the upper sum of the integral in the limits [0,

√
κ

2
√

2
]. If the

upper sum of
∫ √κ

2
√

2

0 s2 exp (−s4 + κs2)ds is still smaller than the lower sum
of
∫∞√

k
2

s2 exp (−s4 + κs2)ds then Φ′(κ) > 0. Similarly as in the proof of

Proposition (5.39) we estimate∫ ∞
√
κ

2

s2 exp
(
−s4 + κs2

)
ds

≥
∫ √

κ√
2

√
κ

2

s2 exp
(
−s4 + κs2

)
ds+

∫ √κ
√
κ√
2

s2 exp
(
−s4 + κs2

)
ds

≥
(√

κ√
2
−
√
κ

2

)(√
κ

2

)2

exp

(
−
(√

κ

2

)4

+ κ

(√
κ

2

)2
)

+

(√
κ−
√
κ√
2

)
(
√
κ)2 exp

(
−(
√
κ)4 + κ(

√
κ)2
)

=
(2−

√
2)κ
√
κ

8
√

2
exp

(
3κ2

16

)
+

(
√

2− 1)κ
√
κ√

2
=: (1), (5.120)

and ∫ √
κ

2
√

2

0

s2 exp
(
−s4 + κs2

)
ds

≤
√
κ

2
√

2

( √
κ

2
√

2

)2

exp

(
−
( √

κ

2
√

2

)4

+ κ

( √
κ

2
√

2

)2
)

=
κ
√
κ

16
√

2
exp

(
31κ2

256

)
=: (2). (5.121)

It remains to show (1) ≥ (2), which is equivalent to

(2−
√

2)κ
√
κ

8
√

2
exp

(
3κ2

16

)
+

(
√

2− 1)κ
√
κ√

2
≥ κ
√
κ

16
√

2
exp

(
31κ2

256

)
(5.122)

or

16(
√

2− 1) ≥ exp

(
31κ2

256

)
− (4− 2

√
2) exp

(
3κ2

16

)
. (5.123)

Now, defining the function f(κ) := exp
(

31κ2

256

)
−(4−2

√
2) exp

(
3κ2

16

)
we have

to show, for all κ ≥ 0, that

16(
√

2− 1) ≥ f(κ). (5.124)
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To make sure that this inequality is true we have to work out the maximum
of f(κ). So, the derivative of f(κ) is given by

f ′(κ) = κ
31

128
exp

(
31κ2

256

)
− κ3

8
(4− 2

√
2) exp

(
3κ2

16

)
, (5.125)

which gives us an extremum in κ = 0. Calculating the second derivative of
f(κ) as

f ′′(κ) =

[(
31

128

)2

κ2 +
31

128

]
exp

(
31κ2

256

)
−

[(
3

8

)2

(4− 2
√

2)κ2 +
3

8
(4− 2

√
2)

]
exp

(
3κ2

16

)
, (5.126)

we get for κ = 0 that f ′′(0) < 0. Hence, in κ = 0 there is a maximum.
However, we compute

f(0) = exp (0)− (4− 2
√

2) exp (0)

= 2
√

2− 3. (5.127)

This, of course, yields to the following true inequality

16(
√

2− 1) ≥ f(0) = 2
√

2− 3. (5.128)

Thus the inequality (5.124) holds for all κ ≥ 0.

�

We now use a computer algorithm for finding the critical values of a.
With this algorithm we can calculate the area under graphs of certain func-
tions without primitives. This numerical method we use is the so-called
Romberg integration, which we will introduce in the appendix. In Figure 5.1
we calculate for κ = 1, · · · , 10 the following function

φ(a) :=

∫ ∞
√

2a

exp
(
−s4 + κs2

)
ds−

∫ a

0

exp
(
−s4 + κs2

)
ds. (5.129)

From the picture we can conclude how big the number a can be chosen so
that φ(a) is still positive. The largest possible a so that φ(a) ≥ 0, is the
optimal a? solving the Wells’ condition (5.95). From Figure 5.2, which is an
enlargement of Figure 5.1, we can read the following a?: For k = 1, a? ≈ 0, 53,
for k = 2, a? ≈ 0, 72, for k = 3, a? ≈ 0, 93, for k = 4, a? ≈ 1, 11, for k = 5,
a? ≈ 1, 26, etc. .

Remark 5.43. Compared with the next example, defining a =
√
κ

2
√

2
works in

this case while defining a = κ
2
√

2
does not work anymore. Indeed, for already

κ = 3 we would get a = κ
2
√

2
= 3

2
√

2
= 1, 0605 which is of course bigger than

a? ≈ 0, 93.
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Figure 5.1: Function φ(a) for k=1,...,10

Figure 5.2: Enlargement of Figure 5.1
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ϕ2n potential V (s) := s2n − κs2

For n > 2 and κ ∈ N let ν be an even probability measure on R given by the
double-well potential

V (s) := s2n − κs2. (5.130)

Let us define ν similarly as in the first example. First of all we would like
to mention that this potential behaves strongly different than the potentials
in the first example. We easily see that f(s) := exp (−s2n + s2) tends for
growing n to the function exp (s2) in the interval (-1,1) and zero outside of
this interval. The Figure (5.3) gives an intuition for this. And for higher
order of a fixed κ we have bigger values of the corresponding functions while
growing n.

Figure 5.3: Function f(s) := exp (−s2n + s2) for n=2,...,8

In Figure 5.4 we calculate for n = 2, · · · , 10 the following function with
κ = 1

φ(a) :=

∫ ∞
√

2a

exp
(
−s2n + s2

)
ds−

∫ a

0

exp
(
−s2n + s2

)
ds (5.131)

From the picture we can infer how big the number a can be chosen so that
φ(a) is still positive. The interval, where we can choose such an a is relatively
short. We are searching for the optimal a ≤ a? solving the Wells’ condition
(5.95). From the enlarged Figure 5.5 we can read the following a?: For
n = 2, a? ≈ 0, 513, for n = 3, a? ≈ 0, 493, for n = 4, a? ≈ 0, 492, for n = 5,
a? ≈ 0, 494, etc. .
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Figure 5.4: Function φ(a) for n=2,...,10

Figure 5.5: Enlargement of Figure 5.4
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After some calculations with the computer we know that for big n the
number a changes very slowly and it seems to converge to a fixed number,
which is supposed to be 0,519. For instance, for n = 33 we have a? ≈ 0, 513
and for n = 400 a? ≈ 0, 518.



Chapter 6

Appendix

6.1 Romberg Integration: A method of nu-

merical extrapolation

The Norwegian mathematician Werner Romberg first described this system-
atic extrapolation procedure in connection with a related numerical integra-
tion formula called the trapezoidal rule in his paper [Ro 1955]. This proce-
dure of extrapolation to provide successively more accurate approximations
to an integral is known as Romberg integration. Romberg integration has
a very important advantage compared to trapezoidal rule integration that
a much smaller number of subdivisions are needed for a required accuracy.
For a summary about the Romberg integration we also refer to the paper
[BaRuSt 1963] by F.L. Bauer, H. Rutishauser and E. Stiefel. There is ex-
panded literature on the classical Romberg method. In any book of numerical
analysis one can find this method. For more details and variants the inter-
ested reader should consult to the review paper [Lyn 1986] by J. N. Lyness
and [Joy 1971] by D. C. Joyce.

In the last subsections we essentially used the famous Romberg method
in order to calculate some crucial integrals since the functions we used there
have no primitives. This forces us to use the numerical integration method of
Romberg. By using this method we apply a computer to derive approximate
solutions. Instead of spending a few hours with an exhausting pencil and
paper analysis (see Example (6.1)) we are more efficient using the computer
which only needs a few seconds for the calculation in order to present us
the result. In some parts of applied physics and mathematics it is widely
believed that for some tasks one cannot prevent applying computers to do
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some complicated work.

Now let us describe the Romberg method. Since it is based on the trape-
zoidal rule, we introduce at first this numerical integration formula. Let f
be a function on [a, b]. Let a = s0 < s1 < · · · < sn = b be a partition of [a, b]
with the same distance hn between si and si+1. We define t(i) := a + ihn.
The number n can be regarded as the total number of interpolation points.
Consider the composite trapezoidal rule for the function f over the above
partition which is based on the function values at the end points of each
subinterval, that is∫ b

a

f(s)ds ≈ hn
2

(f(a) + 2
n−1∑
i=1

f(t(i)) + f(b))

=
hn
2

(f(a) + f(b)) + hn

n−1∑
i=1

f(t(i)). (6.1)

Suppose that there are 2n subintervals and define hn := b−a
2n

, then the above
formula can be rewritten as

R(n, 0) =
hn
2

(f(a) + f(b)) + hn

2n−1∑
i=1

f(t(i)). (6.2)

For n = 0 we have h0 = b− a and

R(0, 0) =
h0

2
(f(a) + f(b)), (6.3)

which is the simple trapezoidal rule. Proceeding for n = 1 we have h1 = b−a
2

and

R(1, 0) =
h1

2
(f(a) + f(b)) + h1f(a+ h1)

=
1

2
R(0, 0) + h1f(a+ h1). (6.4)

For this equality we only need to calculate the function in the additional
point a+ h1. For n = 2 we have h2 = b−a

4
and

R(2, 0) =
h2

2
(f(a) + f(b)) + h2

∑
i=1

3f(t(i))

=
h2

2
(f(a) + f(b)) + h2f(a+ 2h2) + h2(f(a+ h2) + f(a+ 3h2))

=
1

2
R(1, 0) + h2(f(a+ h2) + f(a+ 3h2)). (6.5)
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Again, we see that for this equality we only have to know the function values
in two additional points. So, R(2, 0) is given in terms of R(1, 0) and R(1, 0)
is given in terms of R(0, 0). Generally, if R(n, 0) is available, then R(n+1, 0)
can be computed by the so-called recursive trapezoidal formula

R(n+ 1, 0) =
1

2
R(n, 0) + hn

∑
k=1

2n−1f(a+ (2k − 1)h), (6.6)

where we define hn := b−a
2n

.

The convergence of the sequence R(n, 0) to the integral
∫ b
a
f(s)ds when n

tends to infinity has been studied in [La 1963] by P. J. Laurent. Especially,
P. J. Laurent proved that the sequence hn cannot be chosen arbitrarily for
ensuring the convergence. So, the choice of hn we made here is also obligatory
for the Romberg method which we will describe next. It is an algorithm which
produces a triangular alignment of numbers, which are numerical estimates
of the definite integral of a function f(x) with integration limits [a, b]. This
algorithm, called Romberg’s extrapolation formula, is given by

R(n+ 1,m+ 1) = R(n+ 1,m) +
R(n+ 1,m)−R(n,m)

4m+1 − 1
, (6.7)

for n,m ≥ 0. These numbers can be arranged in a triangular alignment which
is presented in the Figure 6.1. The first column of the Figure 6.1 contains the

R(0,0)
R(1,0) R(1,1)
R(2,0) R(2,1) R(2,2)
R(3,0) R(3,1) R(3,2) R(3,3)

...
...

...
...

R(N,0) R(N,1) R(N,2) R(N,3) · · · R(N,N)

Figure 6.1: Triangular alignment of the Romberg method.

estimate of the definite integral using the recursive trapezoidal formula (6.6).
The other entries are generated using Romberg’s extrapolation formula (6.7).
Note that each element in (m+ 1)-th column depends on two elements from
the m-th column.

Example 6.1. Let us apply the Romberg algorithm for the following integral
on [0, 1]:

f(s) = exp (s2). (6.8)
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First we calculate with the recursive trapezoidal formula for the subintervals
1, 2, 4, 8.

R(0, 0) =
1

2
(f(0) + f(1))

=
1

2
(1 + e1) = 1, 859140614

R(1, 0) =
1

2
R(0, 0) +

1

2
f(0 +

1

2
)

= 0, 929570457 + 0, 642012708

= 1, 571583165

R(2, 0) =
1

2
R(1, 0) +

1

4
(f(0 +

1

4
) + f(0 + 3

1

4
))

= 0, 785791582 + 0, 704887279

= 1, 490678862

R(3, 0) =
1

2
R(2, 0) +

1

8
(f(0 +

1

8
) + f(0 +

3

8
) + f(0 +

5

8
) + f(0 +

7

8
))

= 0, 74533943 + 0, 724372845

= 1, 469712276. (6.9)

These estimates are entries of the first column. We complete the triangular
alignment by using the formula (6.7). For instance R(2, 2) is calculated as

R(1, 1) = R(1, 0) +
1

3
(R(1, 0)−R(0, 0))

= 1, 571583165 +
1

3
(1, 571583165− 1, 859140614)

= 1, 475730682 (6.10)

We list the triangular alignment

1,859140614
1,571583165 1,475730682
1,490678862 1,463710761 1,462909433
1,469712276 1,462723414 1,461736067 1,461717452.

Note that by computing R(5, 1), R(6, 1), etc. we can improve the accuracy
of the estimate 1,461717452. In order to have a comparison we estimate this
integral with a computer program which gives us the number 1,462652.
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[Kü 1982] H. Künsch, Decay of correlations under Dobrushin’s uniqueness
condition and its applications, Commun. Math. Phys. 84, 207-222, 1982.

[KuKiWa 1953] M. Kurata, R. Kikuchi and T. Watari, A theory of
cooperative phenomena. III. Detailed discussions of the cluster variation
method., J. Chem. Phys. 21, 434-448, 1953.

[La 1971] O. E. Lanford, Selected Topics in Functional Analysis, In: Sta-
tistical Mechanics and Quantum Field Theory, 109-214, Gordon and
Breach, New York, 1971.

[LaRu 1969] O. E. Lanford and D. Ruelle, Observables at infinity and
states with short range correlation in statistical mechanics, Commun.
Math. Phys., 194-215, 1969.



140 BIBLIOGRAPHY

[La 1963] P. J. Laurent, Un thorme de convergence pour le procd
d’extrapolation de Richardson, C. R. Acad. Sci. Paris 256, 1435-1437,
1963.

[Le 1974] J. L. Lebowitz, GHS and other Inequalities, Comm. Math. Phys.
35, 87-92, 1974.

[LP 1976] J. L. Lebowitz and E. Presutti, Statistical mechanics of sys-
tems of unbounded spins, Comm. Math. Phys. 50 , 195-218, 1976.

[Le 2001] M. Ledoux, Logarithmic sobolev inequalities for unbounded
spin systems revisited, Lecture Notes in Mathematics 1755, 1167-194.
Springer, 2001.

[Lz 1920] W. Lenz, Beitrag zum verständnis der magnetischen Erscheinun-
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