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1 Introduction

The aim of this work is to examine classical Dirichlet forms on L2(C(R,R), µ) where µ
is a Gibbs measure on C(R,R).

Gibbs measures are used to model equilibrium states in statistical mechanics. The
first models were on the d-dimensional lattice Zd. Later it was generalised to other state
spaces. In our case we consider Gibbs measures on the space C(R,R) of continuous
functions on the real line. This case was treated first by Osada and Spohn in 1999 (see
[OS99]). Since there are already several articles on existence and uniqueness we do not
cover this area and refer the reader to [Bet03], [Har06] and [BLS05].

The theory of Dirichlet forms was started by Beurling and Deny in the 1950s (cf.
[BD58] and [BD59]) with the introduction of the name Dirichlet Form. A connection
to stochastics was then developed in the 1970s in works by Fukushima and Silverstein.
Early papers in this area are [Fuk71b] and [Fuk71a]. The major books on this subjects
are then [Sil74], [Fuk80] and more recently [BH91] and [FOT94].

The theory was extended in two ways: The state space could also be infinite-dimensional,
and the forms could be non-symmetric. The first papers on infinite dimensional state
spaces appeared in the end of the 1970s, see eg. [AHK77]. Important results on clos-
ability can be found in [AR90b]. Results on quasi-regularity are in [RS92] and [RS95].
The development of the non-symmetric case occured during the same time. A book on
non-symmetric forms on also infinite-dimensional state spaces is then [MR92]. This was
later extended to so-called generalized Dirichlet forms by Stannat in [Sta99].

We are interested whether there exists a stochastic process that is associated to this
bilinear form. The process we are interested in, is the Markov-process associated in the
sense of [MR92] to the Dirichlet-form E(u, v) := 1

2

∫
〈∇u,∇v〉H dµ. In this case H is the

Sobolev-space H1,2(R) and µ a Gibbs-measure for the specification (πHr )r>0.
A result of this kind (but with a slightly different space H) can be found in [HO01].

Hariya and Osada took as H the vector space

H := {h ∈ C0(R,R); h is absolutely continuous and
∫
ḣ(x)2 dx <∞}

with the inner product 〈h1, h2〉H =
∫
ḣ1(x)ḣ2(x) dx. This space is not a Hilbert space.

They also consider the spaces Hr defined as

Hr := {h ∈ C(R,R); h is absolutely continuous, h(x) = 0 if |x| ≥ r,

∫
ḣ(x)2 dx <∞}

with the inner product 〈h1, h2〉Hr =
∫
ḣ1(x)ḣ2(x) dx. They then define forms Er(u, v) :=∫

1
2〈∇ru,∇rv〉Hr dµ which approximate E :=

∫
1
2〈∇u,∇v〉H in the sense that the resol-

vents Gα,r of Er converge strongly in L2(C(R,R), µ). They show then closability for the
forms Er and conclude that then E is also closable.
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1 Introduction

Our aim is to show closability directly for the form E(u, v) := 1
2

∫
〈∇u,∇v〉H dµ. We

examine the quasi-invariant case, i.e. when τsh(µ) � µ, where τh(w) := w + h is the
shift in direction h, for all s ∈ R and enough directions h.

The main result we use to show closability can be found in [AR89]. In comparison
with the result in [HO01] we have to use a different space H, namely the Sobolevspace
H1,2(R), and we need stronger assumptions on the potential ϕ.

Now we give an overview how this paper is organized and we give more details on our
results.

In chapter 2 we define the kernels of our specification and prove that they are a
specification in the sense of [Pre76] and [Geo88]. The specification (πHr )r>0, is defined
as follows:

Let mr be a Gaussian measure on C(R,R) that describes a Brownian bridge on the
interval [−r, r] and whose support are the functions that are equal to 0 outside the
interval [−r, r]. The existence of such a measure is shown in the beginning of chapter 2.

Define now

Hr(ξ)(t) :=

{
ξ(t), t /∈ [−r, r]
ξ(−r) + t−(−r)

r−(−r)(ξ(r)− ξ((−r))), t ∈ [−r, r]

and τr,ξ(ω) := ω +Hr(ξ) for ξ, ω ∈ C(R,R) and t, r ∈ R.
Now we can define the kernels πr und πHr as follows: πr(Λ, ξ) := mr ◦ τH−1

r
(Λ). Let

ϕ : R → R and ψ : R2 → R be measurable, then Hr and πHr are defined as:

Hr(w) :=
∫

[−r,r]
ϕ(w(x))dx+

1
2

∫∫
|x|,|y|≤r

ψ(x− y, w(x)− w(y))dxdy

+
∫∫

|x|≤r<|y|
ψ(x− y, w(x)− w(y))dxdy

πHr (Λ, ξ) :=
∫

Λ

1∫
C(R,R) exp(−Hr(v))πr(ξ,dv)

exp(−Hr(w))πr(ξ,dw).

The main result in this chapter is Proposition 2.3.1 which states that (πHr )r>0 is a
specification if ψ(x, y) = ψ(−x,−y) for all x, y ∈ R. In the end we recall the results on
existence and uniquenes from [OS99], [Har06] and [Bet03].

In chapter 3 we define the bilinear form we are interested in and find a criterion for
closability and apply it in two examples. More exactly we first define the form E on FC∞

b .
Then we show that the measures πr(ξ, ·) are k-quasiinvariant for all k ∈ and calculate the

densities dπr(ξ,·)◦τ−1
sk

dπr(ξ,·) . This we use then to calculate the densities dπHr (ξ,·)◦τ−1
sk

dπHr (ξ,·) , for the case
that πr(ξ, {Hr = ∞}) = 0 for all ξ ∈ C(R,R)). This assumption is reasonable, because
in the case that πHr (ξ, ·) is quasiinvariant, we already have that πr(ξ,Hr = ∞) ∈ {0, 1},
and in the case of πr(ξ, {Hr = ∞}) = 1 there is no reasonable way to define πHr (ξ, ·). As

a last step we the calculate the densities dµ◦τ−1
sk

dµ for a Gibbs measure belonging to this
specification and get:
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ask(w) :=
dµ ◦ τ−1

sk

dµ
(w) =

exp(−
∫
sw d(k)′ − 1

2

∫
s2(k′(t))2 dt) exp(−

∫
supp k

ϕ(w(t)− sk(t))− ϕ(w(t)) dt)

×exp(−
∫ ∫

0≤|r|<|t|≤r0

ψ(r−t, w(r)−w(t)−s(k(r)−k(t)))−ψ(r−t, w(r)−w(t))) dr dt

× exp(−
∫ ∫

|r|≤r0<|t|

ψ(r − t, w(r)− w(t)− sk(r))− ψ(r − t, w(r)− w(t))) dr dt.

(1.0.1)

Then we use that the form Ek := 1
2

∫
∂u
∂k

∂u
∂k dµ is closable, if the mapping s 7→ ask fulfills

the Hamza-condition, i.e.:
A B(R)-measurable function ρ : R → R+ fulfills the Hamza-condition if ρ = 0 on

R \R(ρ) where

R(ρ) :=
{
t ∈ R

∣∣∣∣ ∫ t+ε

t−ε

1
ρ

ds <∞ for some ε > 0
}

Finally we get the following statement: (see 3.5.1)
Suppose that there exists an ONB (hn)n∈N ⊂ C1

0 (R,R) of H such that t 7→ athn(w)
fulfills the Hamza-condition (see 3.1.3) for every n ∈ N, then (E ,FC∞

b (C(R,R))) is
closable.

As an application we treat two cases: The first is very similar to the one examined in
[HO01]. We have to use stronger assumptions on the potential ϕ, but then we can show
closability directly for the form (E ,FC∞

b (C(R,R))) without having to use approximation
techniques. As a second example we show the same under the same conditions (again
with the same stronger condition on ϕ) as in [Bet03].

In chapter 4 we first review some definitions which will be used in this chapter. In the
second section we show that the bilinear form (E , D(E)) which is the closure constructed
in chapter 3 is a Dirichletform, in this section we also get some estimates which we use in
the next section to show that this form is quasi-regular. In the third section of this chap-
ter we prove that (E , D(E)) is quasi-regular and in the last section we apply the methods
in [MR92] to construct the process associated to (E , D(E)). We show that (E , D(E)) is
local and conservative and we conclude that the process is a diffusion. As a final remark
we state that this process is a weak solution to a stochastic differential equation of the
type dXt = dWt + 1

2β(Xt) dt, if a β exists such that k(β) = 2 lims→0 s
−1(1−√ask) and

this limit exists for all k in a dense linear supspace of E′ of well-µ-admissible elements
in E.

If we compare our results with the results of [HO01] we had to take a smaller space
H, but then we could show closability and quasi-regularity directly for E . In [HO01]
they could show closability and quasi-regularity for forms Er approximating E and could
then show that E is closed and densely defined. They could also show that for all α > 0
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the resolvents Gr,α of Er converge strongly in L2(C(R,R), µ) to the resolvent Gα of E as
r →∞. They did not show quasi-regularity for (E ,D(E)).
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former members of the group stochastic analysis and my friends and family. Furthermore
I thank the “GK Strukturbildungsprozesse” for a scholarship, the SFB 701 and the
faculty of mathematics for financial support.
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2 Defining the Specification for the
Considered Gibbs-measures

In this chapter we want to construct families of kernels which are specifications. First
we have to construct measures on C(R,R), then describe the kernels in terms of these
measures, show that these are indeed kernels and finally check that they form a specifi-
cation.

We want to consider Gibbs-measures on C(R,R) with the specification (πHr )r>0 defined
as follows:

πHr (Λ, ξ) :=
∫

Λ

1∫
C(R,R) exp(−Hr(v))πr(ξ,dv)

exp(−Hr(w))πr(ξ,dw) (2.0.1)

where

πr(Λ, ξ) :=
∫
C(R,R)

1Λ(w)mr ◦ τ−1
Hr(ξ)(dw) (2.0.2)

and

Hr(w) :=
∫

[−r,r]
ϕ(w(x))dx

+
1
2

∫∫
|x|,|y|≤r

ψ(x− y, w(x)− w(y))dxdy

+
∫∫

|x|≤r<|y|
ψ(x− y, w(x)− w(y))dxdy (2.0.3)

where we tacitly assume that these integrals exist for all w ∈ C(R,R). To do this, we
have to define mr, r > 0 as probability measures on C(R,R) and the mappings Hr, r > 0
and τh, h ∈ C(R,R). Furthermore we have to check that (πHr )r∈R is a specification.
The function ϕ is usually called the external potential, and ψ is called the interaction
potential. Sometimes one denotes (ϕ,ψ) as the potential.

2.1 Definitions

We want to consider measures on C(R,R) and RR. The σ-algebras we consider are:
B(C(R,R)) the Borel-σ-algebra on C(R,R) where we consider the topology induced by
the following metric:

d(f, g) :=
∞∑
i=1

2−i(sup{|f(x)− g(x)|| − i ≤ x ≤ i} ∧ 1) (2.1.1)
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2 Defining the Specification for the Considered Gibbs-measures

and on RR we take σ({Xt|t ∈ R}), where Xt : RR → R, f 7→ f(t). For simplicity we
denote the restriction of Xt to C(R,R) also by Xt.

We define the notion of a specification for the concrete case of (C(R,R),B(C(R,R)))
with sub-σ-algebras σ({Xt|t ∈ (−r, r)c}).

Definition 2.1.1. [cf. [Pre76, Chapter 2] or [Geo88]]
A family of kernels on (C(R,R),B(C(R,R)) is called a specification if it fulfills the
following properties:

1. πrX is σ({Xt|t ∈ (−r, r)c})-measurable for every bounded B(C(R,R))-measurable
function X.

2. (Consistency condition) For each s > r and every bounded B(C(R,R))-measurable
function X and for every bounded σ({Xt|t ∈ (−r, r)c})-measurable function Z we
have that πr(ZπsX) = πr(ZX).

Definition 2.1.2. A measure µ is called a Gibbs-measure for the specification (πr)r>0

if the following equation holds for all r > 0:

µπr = µ i.e. ∀A ∈ B(C(R,R)) :
∫
C(R,R)

πr(ξ,A)µ(dξ) = µ(A) (2.1.2)

This equation is called the Dobrushin-Lanford-Ruelle-equation, or in short DLR-equation.

2.2 Preliminaries—the measures mr

We want to construct Gaussian measures mr on C(R,R) such that they describe a
Brownian Bridge on the interval (−r, r) and the paths are outside of (−r, r) equal to
zero.

Let us define

Kr(s, t) :=

{
(s ∧ t− (−r))(r − s ∨ t)/(2r), s, t ∈ [−r, r]
0, otherwise

Lemma 2.2.1. For all t1, . . . , tn ∈ R, n ∈ N we have that (Kr(ti, tj))i,j is positive
semidefinite, i.e. for all α1, . . . , αn ∈ R, t1, . . . , tn ∈ R, n ∈ N we have

n∑
i=1

n∑
j=1

αiαjKr(ti, tj) ≥ 0.

Proof. Denote by m the Lebesgue-measure on [−r, r] and consider the following prob-
ability space: ([−r, r],B([−r, r]), 1

2rm). Then we can consider the following random
variables: Zt : [−r, r] → R, x 7→ 1[−r,x], t ∈ [−r, r]. We then get:

cov(Zs, Zt) =
1
2r

∫ r

−r
1[−r,s](x)1[−r,t](x) dx− 1

2r

∫ r

−r
1[−r,s](x) dx

1
2r

∫ r

−r
1[−r,t](x) dx

10



2.2 Preliminaries—the measures mr

=
1
2r

(s ∧ t− (−r))− 1
2r

(s− (−r)) 1
2r

(t− (−r))

=
1

4r2

(
2r(s ∧ t+ r)− (s+ r)(t+ r)

)
=

1
4r2

(
2r(s ∧ t) + 2r2 − st− r2 − rs− rt

)
=

1
4r2

(
r2 − st+ r

(
(s ∧ t− s) + (s ∧ t− t)

))
=

1
4r2

(
r2 − (s ∧ t)(s ∨ t) + r(s ∧ t− ∨t)

)
=

1
4r2
(
(s ∧ t+ r)(r − s ∨ t)

)
=

1
2r
K(s, t)

Let now α1, . . . , αn ∈ R, t1, . . . , tn ∈ R, n ∈ N. We can assume that −r ≤ αi ≤ r for all
1 ≤ i ≤ n, because otherwise all terms with ti and αi are equal to 0. Then we have

n∑
i=1

n∑
j=1

αiαjKr(ti, tj) =
n∑
i=1

n∑
j=1

αiαj2r cov(Zti , Ztj ) = 2rVar(
n∑
i=1

αiZti) ≥ 0.

Now we can apply the following corollary from [Sim05, Corollary 2.4]

Corollary 2.2.2. Let c(t, s) be a jointly continuous real-valued function on K × K
where K is a separable topological space. Suppose that for any t1, . . . , tn ∈ K, c(ti, tj)
is a positive semidefinite matrix. Then, there exits an essentially unique measure space
(X,F , µ) and a random variable q(t) for each t ∈ K so that the q(t) are jointly Gaussian
with covariance c.

K(s, t) is obviously jointly continuous on R×R. We then consider the image measure
of µ under q on RR and get a Gaussian process (RR, σ({Xt|t ∈ R}, Xt) on RR with
cov(Xs, Xt) = Kr(s, t) and E[Xs] = 0. We want to show that there exists a continuous
version of this process.

Step 1: Restrict this process to R[−r−1,r+1] in the obvious way.
Step 2: Apply the following theorem by Fernique ([Fer64] and [Fer65, Théorème 1])

which can be found in [Dud67, Theorem 7.1] in English.

Theorem 2.2.3. Suppose (Xt)t∈T is a Gaussian process where T is a bounded subset
of Rk. Suppose ϕ is a nonnegative real-valued function such that

1. E|Xs −Xt|2 ≤ ϕ(|s− t|)2 for all s, t ∈ T .

2. ϕ(u) is monotone-increasing on some interval 0 < u < α.

11



2 Defining the Specification for the Considered Gibbs-measures

3.
∫∞
M ϕ(e−x

2
) dx <∞ for some M <∞.

Then Xt is sample continuous, i.e. Xt has a continuous version.

Let us check the conditions:

1. E[|Xs −Xt|2] = Kr(s, s)− 2Kr(s, t) +Kr(t, t) ≤ |s− t| =
√

(s− t)2, since:

s, t /∈ [−r, r] In this case we have E[|Xs −Xt|2] = 0 ≤ |s− t|.

s < −r ≤ t ≤ r In this case we have (s− (−r))(r − s)/(r − (−r)) = (t− (−r)) r−t
r−(−r)

≤ t− (−r) ≤ |t− s| since s < −r ≤ t.

−r ≤ s ≤ r < t Here we have (s − (−r))(r − s)/(r − (−r)) = (r − s) s−(−r)
r−(−r) ≤ r − s ≤ |t − s|

since s ≤ r < t.

s, t ∈ [−r, r] (s−(−r))(r−t)−2(s−(−r))(r−t)+(t−(−r))(r−t)
2r

= (s−(−r))((r−s)−(r−t))+(r−t)((t−(−r))−(s−(−r)))
2r = (s−(−r))(t−s)+(r−t)(t−s)

2r

= (t− s) (r−(−r))−(t−s)
2r ≤ t− s = |t− s|

2. x 7→
√
x is monotone increasing

3.
∫∞
0

√
exp(−x2) dx =

∫∞
0 exp(−x2

2 ) dx <∞.

Then there exists a continuous version of this process on R[−r−1,r+1] and since the
paths are almost surely constant outside the interval [−r, r], there exists a continuous
version of the original process on RR. Let us now take the restriction of this process to
C(R,R) and denote the measure by mr.

Let us define the following mappings:

Hr(ξ)(t) :=

{
ξ(t), t /∈ [−r, r]
ξ(−r) + t−(−r)

r−(−r)(ξ(r)− ξ((−r))), t ∈ [−r, r]
(2.2.1)

τr,ξ(ω) := ω +Hr(ξ) (2.2.2)

Now we can define the following families (πr)r∈R and (πHr )r∈R of kernels on C(R,R):

πr(ξ,A) := mr ◦ τ−1
r,ξ (A) (2.2.3)

πr(ξ, f) :=
∫
f(w)πr(ξ,dw) (2.2.4)

πHr (ξ, f) :=
1

πr(ξ, exp(−Hr))
πr(ξ, e−Hrf) (2.2.5)

πHr (ξ,A) := πr(ξ, 1A) (2.2.6)

We still have to show that these really are kernels, this will happen in the next section.

12



2.3 The family (πHr )r>0 is a specification

2.3 The family (πHr )r>0 is a specification

In this section we want to prove that the family (πHr )r>0 is a specification. We will show
the following proposition:

Proposition 2.3.1. Assume that ψ(x, y) = ψ(−x,−y) for all x, y ∈ R, then the family
(πHr )r>0 is a specification, i.e. it has the following properties (cf. 2.1.1)

1. (πHr )r>0 is a family of probability kernels on (C(R,R),B).

2. πHr f is σ({Xt||t| ≥ r})-measurable for all f ∈ Bb.

3. πHr fπ
H
s g = πHr fg for all g ∈ Bb and f ∈ σ({Xt||t| ≥ s})b.

2.3.1 The family πHr is a family of kernels

In this section we will show properties 1 and 2 from the proposition above. First we will
show it for the kernels πr and then for πHr .

Lemma 2.3.2. Let n ∈ N and t1 ≤ · · · ≤ tn. Define p : C(R,R) → Rn by p(ω) =
(ω(t1), . . . , ω(tn)). Denote by F the Fourier-transform. Then we have

F
(
πr(ξ, ·) ◦ p−1

)
(y) = ei〈y,p(Hr(ξ))〉F

(
mr ◦ p−1

)
(y). (2.3.1)

In particular the mapping ξ 7→ F
(
πr(ξ, ·) ◦ p−1

)
(y) is σ({Xt|t ∈ (−r, r)c})-measurable

for every y ∈ Rn.

Proof.

F(πr(ξ, ·) ◦ p−1)(y)

=
∫

Rn

ei〈y,x〉Rnπr(ξ, p−1)(dx))

=
∫

Rn

ei〈y,x〉Rn (mr ◦ τ−1
r,ξ ◦ p

−1)(dx)

=
∫
C(R,R)

exp(i〈y, p(ω)〉Rn)mr ◦ τ−1
r,ξ (dω)

=
∫
C(R,R)

exp(i〈y, p ◦ τr,ξ(ω)〉Rn mr(dω)

=
∫
C(R,R)

exp(i〈y, (ω(t1) +Hr(ξ)(t1), . . . , ω(tn) +Hr(ξ)(tn))〉Rnmr(dω)

=
∫

C(R,R)

exp(i〈y, (Hr(ξ)(t1), . . . ,Hr(ξ)(tn))〉Rn + i〈y, (ω(t1), . . . , ω(tn))〉Rnmr(dω)

= exp(i〈y, p(Hr(ξ))〉Rn

∫
C(R,R)

exp(i〈y, (ω(t1), . . . , ω(tn))〉Rnmr(dω)

13



2 Defining the Specification for the Considered Gibbs-measures

= exp(i〈y, p(Hr(ξ))〉Rn

∫
C(R,R)

exp(i〈y, p(ω)〉Rnmr(dω)

= exp(i〈y, p(Hr(ξ))〉RnF
(
mr ◦ p−1

)
(y).

Since ξ 7→ Hr(ξ) is σ({Xt|t ∈ (−r, r)c})-measurable and since the mapping η 7→
ei〈y,p(η)〉Rn F

(
m(−r,r) ◦ p−1

)
(y) is continuous in η, we have the desired measureability.

Proposition 2.3.3. For every σ({Xt|t ∈ R})-measurable function f we have that the
function ξ 7→

∫
fπr(ξ,dω) is σ({Xt||t| ≥ r})-measurable. In particular we have that for

every r ∈ R πr is a kernel.

Proof. By Lemma 2.3.2 we know this already for functions f of the type f(ω) =
exp(i〈y, (ω(t1), . . . , ω(tn))〉H) where y ∈ Rn, t1 ≤ · · · ≤ tn and n ∈ N. By linearity
we can extend this to functions of the sets Sn, Cn and A defined as follows:

Sn := {sin(〈x, (ω(t1), . . . , ω(tn))〉Rn |x ∈ Rn, t1 ≤ · · · ≤ tn}
Cn := {cos(〈x, (ω(t1), . . . , ω(tn))〉Rn |x ∈ Rn, t1 ≤ · · · ≤ tn}

A := span(
⋃
n∈N

(Sn ∪ Cn)).

The set A is an algebra of functions: That A is a vectorspace is obvious. For the
closedness under multiplication note that

sinx ∗ cos y =
1
2

sin(x− y) +
1
2

sin(x+ y)

sinx ∗ sin y =
1
2

cos(x− y)− 1
2

cos(x+ y)

cosx ∗ cos y =
1
2

cos(x− y) +
1
2

cos(x+ y)

Since we want to apply the monotone class theorem, we have to show that the set

H :=
{
f ∈ σ({Xt|t ∈ R})b

∣∣∣∣ξ 7→ ∫
fπr(ξ,dω) is σ({Xt||t| ≥ r})-measurable

}
is a monotone vectorspace.

Since
∫

1πr(ξ,dω) = 1 for every ξ we have that 1 ∈ H.
Since

∫
(αf+βg)πr(ξ,dω) = α

∫
fπr(ξ,dω)+

∫
gπr(ξ,dω), and since measurable func-

tions form a vector space, we have that H is a vector space.
Finally let 0 ≤ f1 ≤ · · · ≤ fn ≤ . . . be an increasing sequence of positive functions in

H such that f := supn fn is bounded. Then we have
∫
fπr(ξ,dω) =

∫
supn fnπr(ξ,dω) =

supn
∫
fnπr(ξ,dω) by Beppo Levi. And since supn gn is measurable for a sequence of

measurable functions gn, we have shown that H is a monotone vector space.
Now we can apply the monotone class theorem and conclude the proof, since σ(A) =

σ({Xt|t ∈ R}(= B(C(R,R)), because A separates the points of C(R,R).

14



2.3 The family (πHr )r>0 is a specification

Now we have to show the same results for the family (πHr ).

Lemma 2.3.4. For every r ∈ R we have that πHr is a probability kernel from C((R,R),B)
to C(R,R), σ({Xt||t| ≥ r}).

Proof. We have πHr (ξ,A) = 1R
exp(−Hr(ω))πr(ξ,dω)

∫
A exp(−Hr(ω))πr(ξ,dω) If we can show

that ω 7→ Hr(ω) is σ({Xt|t ∈ R})-measurable then we can apply 2.3.3 and are finished.
Since (ω, t) 7→ ω(t) and (ω, s, t) 7→ (s− t, ω(s)− ω(t)) are continuous, hence measurable
and since ϕ and ψ are measurable, we have finished our proof.

Using the results of this section we have shown properties 1 and 2 of proposition 2.3.1.

2.3.2 The kernels πHr form a specification

Lemma 2.3.5. Let r, r′ ∈ R+ such that r < r′, then Hr(mr′) ∗mr = mr′ .

Proof. Since Hr(mr′) is a linear transform of the Gaussian measure mr′ and since con-
volutions of Gaussian measures are again Gaussian, both sides of the equations are
Gaussian measures. Hence it is sufficient to show that the covariance and the mean
value of both sides coincide.

Let (Xt)t∈R be the canonical process on (C(R,R),mr′) and (Yt)t∈R be the canonical
process on (C(R,R),mr), then Zt := Hr(Xt) + Yt is distributed under Hr(mr′) ∗mr.

As usual we can assume without loss of generality that s ≤ t. Then we get:

cov(Zs, Zt) = E[ZsZt]
= E[(Hr(Xs) + Ys)(Hr(Xt) + Yt)]
= E[Hr(Xs)Hr(Xt)] + E[Hr(Xs)Yt] + E[YsHr(Xt)] + E[YsYt]
= E[Hr(Xs)Hr(Xt)] + E[Hr(Xs)]E[Yt] + E[Ys]E[Hr(Xt)] + E[YsYt]
= E[Hr(Xs)Hr(Xt)] + E[YsYt]

For further calculation we have to look at several different cases.

s /∈ [−r′, r′] or t /∈ [−r, r′] In this cases we have Ys = 0 and Hr(Xs) = Xs = 0 a.s.
or Yt = 0 and Hr(Xt) = Xt = 0 a.s., so we get in the end cov(Zs, Zt) = 0.

s, t ∈ [−r′, r′] \ [−r, r] In this case Ys = 0 and Yt = 0, so E[YsYt] = 0. For the other
summand we get

E[Hr(Xs)Hr(Xt)]
= E[XsXt]

=
(s+ r′)(t− r′)

2r′

15



2 Defining the Specification for the Considered Gibbs-measures

−r < s ≤ t < r In this case we have to calculate everything.

E[Hr(Xs)Hr(Xt)] + E[YsYt]

= E
[
(X−r +

s− (−r)
r − (−r)

(Xr −X−r))(X−r +
t− (−r)
r − (−r)

(Xr −X−r))
]

+
(s− (−r))(r − t)

r − (−r)

= E[(X−rX−r)] + E
[s+ r

r + r
(X−r(Xr −X−r))

]
+
t+ r

r + r
E[X−r(Xr −X−r)]

+
s+ r

r + r

t+ r

r + r
E[(Xr −X−r)(Xr −X−r)] +

(s+ r)(r − t)
r + r

=
(−r + r′)(r′ + r)

r′ + r′

+
s+ r

r + r
· (−r + r′)(r′ − r)

r′ + r′
− s+ r

r + r
· (−r + r′)(r′ + r)

r′ + r′

+
t+ r

r + r
· (−r + r′)(r′ − r)

r′ + r′
− t+ r

r + r
· (−r + r′)(r′ + r)

r′ + r′

+
s+ r

r + r
· t+ r

r + r

(
(r + r′)(r′ − r)

r′ + r′
− 2

(−r + r′)(r′ − r)
r′ + r′

+
(−r + r′)(r′ + r)

r′ + r′

)
+

(s+ r)(r − t)
r + r

=
(−r + r′)(r′ + r)

r′ + r′

− s+ r

r + r
· (−r + r′)(r + r)

r′ + r′
− t+ r

r + r
· (−r + r′)(r + r)

r′ + r′

+
s+ r

r + r
· t+ r

r + r

((r + r)(r′ − r)
r′ + r′

+
(−r + r′)(r + r)

r′ + r′
)

+
(s+ r)(r − t)

r + r

=
1

(r′ + r′)(r + r)
(
(−r + r′)(r + r)(r′ − s− t+ (−r))

+ ((s+ r)(t+ r)((r′ − r) + (−r + r′))
+ (s+ r)(r − t)(r′ + r′)

)
=

1
(r′ + r′)(r + r)

(
(−r + r′)(r + r)(r′ − s− t+ (−r))

+ ((s+ r)(r + r)(r′ + r′))
− ((s+ r)(t+ r)(r + r))

)
=

1
(r′ + r′)

(
(−r + r′)(r′ − s− t− r) + ((s+ r)(r′ + r′ − t− r))

)
=

1
(r′ + r′)

(
(s+ r)(r′ − t) + (−r + r′)(r′ − t)

)
=

(s+ r′)(r′ − t)
r′ + r′
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2.3 The family (πHr )r>0 is a specification

−r′ ≤ s ≤ −r < t < r In this case Ys = 0 mr-a.s., so E[YsYt] = 0. For the other
summand we get

E[Hr(Xs)Hr(Xt)]

= E
[
Xs(X−r +

t− (−r)
r − (−r)

(Xr −X−r))
]

= E[XsX−r] +
t+ r

r + r
E[XsXr]−

t+ r

r + r
E[XsX−r]

=
(s+ r′)(r′ + r)

r′ + r′
+
t+ r

r + r
· (s+ r′)(r′ − r)

r′ + r′
− t+ r

r + r
· (s+ r′)(r′ + r)

r′ + r′

=
(s+ r′)(r′ + r)(r + r) + (t+ r)(s+ r′)(r′ − r)− (t+ r)(s+ r′)(r′ + r)

(r + r)(r′ + r′)

=
(s+ r′)(r′ + r)(r + r)− (t+ r)(s+ r′)(r + r)

(r + r)(r′ + r′)

=
(s+ r′)(r′ − t)

(r′ + r′)

−r < s < r ≤ t < r′ In this case Yt = 0 mr-a.s., so E[YsYt] = 0. For the other
summand we get

E[Hr(Xs)Hr(Xt)]

= E
[
(X−r +

s− (−r)
r − (−r)

(Xr −X−r))Xt

]
= E[X−rXt] +

s+ r

r + r
E[XrXt]−

s+ r

r + r
E[X−rXt]

=
((−r) + r′)(r′ − t)

r′ + r′
+
s+ r

r + r
· (r + r′)(r′ − t)

r′ + r′
− s+ r

r + r
· ((−r) + r′)(r′ − t)

r′ + r′

=
((−r) + r′)(r′ − t)(r + r) + (s+ r)(r + r′)(r′ − t)

(r′ + r′)(r + r)

− (s+ r)((−r) + r′)(r′ − t)
(r′ + r′)(r + r)

=
((−r) + r′)(r′ − t)(r + r) + (s+ r)(r′ − t)(r + r)

(r′ + r′)(r + r)

=
(s+ r′)(r′ − t)

r′ + r′

In all cases we get

cov(ZsZt) =
(s+ r′)(r′ − t)

2r′
,

hence Zs has the desired distribution and the proof is complete.
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2 Defining the Specification for the Considered Gibbs-measures

Using the lemma above we can show property 3 of 2.3.1 for the family (πr)r>0:

Lemma 2.3.6. Let g ∈ Bb and f ∈ σ(Xt||t| ≥ s)b, then we have

πr(fπsg) = πr(fg) (2.3.2)

Proof. Let f, g ∈ FC∞
b with f = F (Xt1 , . . . , Xtn) and g = G(Xs1 , . . . , Xsm). Then we

have:

πr(fπsg)

=
∫
F (Xt1 , . . . , Xtn)(η)

∫
G(Xs1 , . . . , Xsm)(ω)πs(η, dω)πr(ξ,dη)

=
∫
F (Xt1 , . . . , Xtn)(η +Hr(ξ))

∫
G(Xs1 , . . . , Xsm)(ω)πs(η, dω)mr(dη)

=
∫ ∫

F (Xt1 , . . . , Xtn)(η +Hr(ξ))

×G(Xs1 , . . . , Xsm)(ω +Hs(η) +Hr(ξ))ms(dω)mr(dη)

since Hs(η)(ti) = η(ti) ms-a.s

=
∫ ∫

F (Xt1 , . . . , Xtn)(ω +Hs(η) +Hr(ξ))

×G(Xs1 , . . . , Xsm)(ω +Hs(η) +Hr(ξ))ms(dω)mr(dη)

by Lemma 2.3.5

=
∫
F (Xt1 , . . . , Xtn)(ω̃ +Hr(ξ))G(Xs1 , . . . , Xsm)(ω̃ +Hr(ξ))mr(dω̃)

= πr(fg).

To show the consistency condition for πHr we need this more technical result:

Lemma 2.3.7. If ψ(x, y) = ψ(−x,−y) then the family (Hr)r∈R is an additive functional,
i.e. for r ≥ s Hr −Hs is σ({Xt|t ∈ (−s, s)c})-measurable.

Proof. Let us calculate the difference:

Hr(ω)−Hs(ω)

=
∫

[−r,r]
ϕ(ω(x))dx+

1
2

∫∫
|x|,|y|≤r

ψ(x− y, ω(x)− ω(y))dxdy

+
∫∫

|x|≤r<|y|
ψ(x− y, ω(x)− ω(y))dxdy

−
∫

[−s,s]
ϕ(ω(x))dx− 1

2

∫∫
|x|,|y|≤s

ψ(x− y, ω(x)− ω(y))dxdy

18
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−
∫∫

|x|≤s<|y|
ψ(x− y, ω(x)− ω(y))dxdy

=
∫
s<|x|≤r

ϕ(ω(x))dx+
1
2

∫∫
s<|x|≤r
s<|y|≤r

ψ(x− y, ω(x)− ω(y))dxdy

+
1
2

∫∫
|x|≤s
s<|y|≤r

ψ(x− y, ω(x)− ω(y))dxdy

+
1
2

∫∫
|y|≤s
s<|x|≤r

ψ(x− y, ω(x)− ω(y))dxdy

+
∫∫

s<|x|≤r
r<|y|

ψ(x− y, ω(x)− ω(y))dxdy

−
∫∫

|x|≤s
s<|y|≤r

ψ(x− y, ω(x)− ω(y))dxdy

=
∫
s<|x|≤r

ϕ(ω(x))dx+
1
2

∫∫
s<|x|≤r
s<|y|≤r

ψ(x− y, ω(x)− ω(y))dxdy

+
∫∫

s<|x|≤r
r<|y|

ψ(x− y, ω(x)− ω(y))dxdy,

hence Hr −Hs is σ({Xt|t ∈ (−s, s)c})-measurable.

Now we can show the consistency condition for (πHr )r≥0. Let s < r, and define for
simplicity Rr,s := Hr −Hs; then

πHr (ZπHs X)(ξ)

=
1

πr(exp(−Hr))(ξ)

∫
Z(η) exp(−Hr(η))

× 1
πs(exp(−Hs))(η)

∫
X(ω) exp(−Hs)(ω)πs(η, dω)πr(ξ,dη)

=
1

πr(exp(−Hr))(ξ)

∫
exp(−Hs(η))

× Z(η) exp(−Rr,s)
πs(exp(−Hs))(η)

∫
X(ω) exp(−Hs)(ω)πs(η, dω)πr(ξ,dη)

=
1

πr(exp(−Hr))(ξ)

∫
Z(η) exp(−Rr,s)

(∫
X(ω) exp(−Hs(ω))πs(η, dω)

)
×(∫

exp(−Hs(ω))πs(η, dω)
)

1
πs(exp(−Hs))(η)

πr(ξ,dη)

=
1

πr(exp(−Hr))(ξ)

∫
Z(η) exp(−Rr,s)

(∫
X(ω) exp(−Hs(ω))πs(η, dω)

)
πr(ξ,dη)
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=
1

πr(exp(−Hr))(ξ)

∫
Z(η) exp(−Rr,s)X(η) exp(−Hs(η))πr(ξ,dη)

=
1

πr(exp(−Hr))(ξ)

∫
Z(η)X(η) exp(−Hr(η))πr(ξ,dη)

= πHr (ZX)

Thus we have finished the proof of 2.3.1.

2.4 Overview of already known existence and uniqueness
results

There are already several results on existence and uniqueness of Gibbs-measures for
specifications like the one we use. In this section we will give an overview of already
known results on existence and uniqueness of Gibbs measures for the specification above.
For the convenience of the reader we have adapted the results to our case (in the case
of higher dimensions) and we have also changed the notation to fit the notation of the
other parts of this text.

2.4.1 Results from [OS99]

In [OS99] Osada and Spohn consider Gibbs measures on C(R,R). They need the fol-
lowing definition:

Definition 2.4.1 (cf [OS99, Definition 2.1]). Let f = f(x) and g = g(x) be functions
with value on R ∪ {∞} defined on R. We say g = g(x) is a right-dominator (resp.
left-dominator) of f if:

1. g is convex and finite on at least two distinct points.

2. f −g is nondecreasing (resp. nonincreasing) in x where we use the convention that
∞−∞ = 0 in case of f(x) = g(x) = ∞.

3. There exists a constant a > 0 such that g′′(x) ≥ 2a a.e. x ∈ {g <∞}.

Proposition 2.4.2 ([OS99, Theorem 2.2]). Let ϕ : R → R ∪ {∞} be the external
potential and let ψ : R2 → R be the interaction potential. Let I = (a−, a+) be an open
interval, −∞ ≤ a− < a+ ≤ ∞. We assume that ϕ(x) = ∞ for x ∈ R \ I Assume the
following conditions hold:

1. Assumptions on the external potential ϕ.

a) ϕ : I → R is locally integrable and bounded from below.

b) ϕ has a right-dominator symmetric around m and a left-dominator symmetric
around −m for some m ≥ 0.

2. Assumption on the interaction potential ψ.
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a) ψ(t, x) = ρ(t)v(x) with ρ ≥ 0, ρ(t) = ρ(|t|) and v(x) = v(|x|).
b) v(·) is convex and piecewise smooth. In addition, for some p0 > 1,

u(x) = ess sup
y∈R

|v′(x)− v′(x− y)|
1 + |y|p0

is finite and for each ε > 0 there exists a b = b(ε) ≥ 0 such that

u(x) ≤ ε(v′(x)− v′(x− b)) for all x ∈ R

c) ρ(|t|) ≤ ρ0(t), where ρ0 : R+ → R+ is an integrable, convex and nonincreasing
function such that ρ0(t) > 0 for all t and ρ0(0) <∞.

Then there exists a Gibbs measure for (ϕ,w).

They prove this theorem under the following weaker condition: 2.b) is replaced by:
v(·) is convex such that v = ∞ for |x| ≥ 0 (0 < a ≤ ∞) and

|v(x)| ≤ C exp(p1|x|) for all |x| < a for some C, p1 > 0

They also have the following result on uniqueness (see [OS99, Theorem 2.3])

Proposition 2.4.3. Assume the same conditions as in 2.4.2. If
∫∞
0 tρ(t) dt < ∞ then

there exists exactly one translation invariant Gibbs measure for (ϕ,ψ) satisfying for some
p2 > p0 + 1:

∫
|Xt|p2 dµ < ∞. Moreover, any limit points of {µϕ,ψT,ξ,◦}T or {µϕ,ψT,ξ }T for ξ

with ‖ξ‖∞ < 0 as T →∞ are unique and, henceforth, translation invariant.

2.4.2 Results from [Har06]

Proposition 2.4.4. Assume that the following conditions hold:

1. ϕ is bounded from below. There exits ϕ0 and ϕ1 such that ϕ = ϕ0 +ϕ1, satisfying
the following conditions:

a) ϕ0 is a continuous function such that the associated Schrödinger operator
H0 = −(1/2)∆ + ϕ0 acting on L2(R; dx) has a strictly positive ground state
f0 of class C2(R) satisfying the following conditions:

i. (strict log-concavity) there exists an α > 0 such that

(ζ,Hessu0(x)ζ) ≥ α|ζ|2 for all ζ, x ∈ R,

where u0 := − log f0.
ii. there exists a p0 ≥ 1 such that

0 < lim inf
r→∞

1
r2p0

inf
|x|=r

U(x), lim sup
r→∞

1
rp0

inf
|x|=r

V(x) <∞,

where U = (f0)−2 div(f0∇f0) and V = (f0)−1∇f0. Here div denotes the
divergence.
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2 Defining the Specification for the Considered Gibbs-measures

b) ϕ1 ∈W 1,1
loc (R) and there exist b ≥ 0 and 0 ≤ p1 ≤ p0 such that

|∇ϕ1(x)| ≤ b‖x‖p1 for a.e. x ∈ R.

2. For each fixed s ∈ R and y ∈ R, ψ(s, ·, y) ∈W 1,1
loc (R). There exists a non-negative,

integrable function ψ0 on R satisfying:

a) there exists a qo ≥ 0 such that, for a.e. s ∈ R and x, y ∈ R,

|∇xψ(s, x, y)| ≤ ψ0(s)(‖x‖q0 + ‖y‖q0) (∇x = (∂/∂x1, . . . , ∂/∂xd));

b) for a.e. s ∈ R and x, y ∈ R, ψ(s, x, y) ≥ −ψ0(s).

3. p0 is strictly larger than q0.

Then there exists a translation invariant (ϕ,ψ)-Gibbs measure µ satisfying∫
C(R,R)

|w(0)|2p0 µ(dw) <∞.

There is also a part concerning hard-wall Gibbs measures, but this case is not of
concern for this paper because in the hard-wall case there is no quasi-invariance (cf.
3.3.1), and so we cannot handle this case.

2.4.3 Results from [Bet03]

First we need the definition for a Kato class function (see [Bet03, p.88, case d=1])

Definition 2.4.5. A measurable function f : R → R is said to be in the Kato class,
f ∈ K(R) if

sup
x∈R

∫
{|x−y|≤1}

|f(y)|dy <∞.

f is locally in the Kato class, f ∈ Kloc(R) if f1K ∈ K(R) for each compact set K ⊂ R.
f is Kato-decomposable if f = f+ − f− with f− ∈ K(R), f+ ∈ Kloc(R), where f+ is

the positive part and f− is the negative part of f .

Proposition 2.4.6. Assume the following conditions:

1. ϕ : R → R is Kato-decomposable.

2. The Schrödinger operator H0 = −(1/2)∆ +ϕ (where ∆ denotes the Laplace oper-
ator) acting in L2(R) fulfills inf spec(H0) = 0. Moreover, H0 has a unique strictly
positive ground state ψ0 ∈ L2(R) ∩ L1(R), i.e. 0 is an eigenvalue of multiplicity
one with corresponding eigenfunction ψ0.

The conditions on ψ are:
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1. There exists C∞ such that∫ ∞

−∞
|ψ(x0, xs, |s|)|ds < C∞ and

∫ ∞

−∞
|ψ(xs, x0, |s|)|ds < C∞

uniformly in x ∈ C(R,R).

2. There exist D ≥ 0 and 0 ≤ C < α such that

HT (x) ≤ HT (θ(0)
τ x) + Cτ +D

for all T, τ > 0 and all x ∈ C(R,R).

Then there exists a Gibbs-measure for (ϕ,ψ).

Proof. This follows from [Bet03, Theorem 3.2.] and [Bet03, Proposition 3.1.]

Other results on existence can be found in [BLS05].
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3 Quasi-invariance and Closability

In this chapter we will define the bilinear form which we consider in this paper. Fur-
thermore we will show that the form is closable.

3.1 Preliminaries

Let us first define the notions of bilinear forms on a Hilbert space, and of closability.

Definition 3.1.1. Let H be a Hilbertspace and D be a linear subspace of H.

1. A bilinear form an a Hilbert space H is a mapping E : D × D → R, with the
following properties: For all u ∈ D the mappings E(u, ·) : D → R, v 7→ E(u, v) and
E(·, u) : D → R, v 7→ E(v, u) are linear.

2. A bilinear form E on D is called symmetric if for all u, v ∈ D we have that
E(u, v) = E(v, u).

3. A bilinear form is called positive definite if E(u, u) ≥ 0 for all u ∈ D.

4. A pair (E , D(E)) is called a symmetric closed form on H if D(E) is a dense linear
subspace of H and E is symmetric and if D(E) is complete with respect to the
norm

√
E(u, u) + ‖u‖H .

5. A bilinear form E on H with domain D is called closable if for all sequences
(un)n∈N ⊂ D such that limn,m→∞ E(un−um, un−um) = 0 and limn→∞‖un‖H = 0
it follows that limn→∞ E(un, un) = 0, i.e. a sequence in H which converges to 0 and
which is also a Cauchy-sequence with respect to the seminorm

√
E(·, ·) converges

to 0 with respect to this seminorm.

Define first:

FC∞
b (C(R,R)) := {f(l1(w), . . . , ln(w))|f ∈ Cb(Rn,R), li ∈ C(R,R)∗, n ∈ N} (3.1.1)

and denote by F̃C∞
b (C(R,R)) the set of L2(µ)-equivalence classes of FC∞

b (C(R,R)) and
H = H1,2(R). Since we consider only the quasi-invariant case we have that suppµ =
C(R,R) and then we have that for u, v ∈ FC∞

b with u = v µ-a.e. that u = v and
hence ∂u

∂k = ∂v
∂k for all k ∈ H. Now we can define for ũ ∈ F̃C∞

b (C(R,R)) with u ∈
FC∞

b (C(R,R)) such that ũ is the equivalence class of u in F̃C∞
b (C(R,R)) ∂ũ

∂k = ∂u
∂k

Let us define the following bilinear forms:

D := F̃C∞
b (C(R,R))
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3 Quasi-invariance and Closability

Ek(u, v) :=
1
2

∫
C(R,R)

∂u

∂k

∂v

∂k
dµ u, v ∈ D

E(u, v) :=
1
2

∫
C(R,R)

〈∇u,∇v〉H dµ u, v ∈ D.

If {kn} is an orthonormal basis of H we have E(u, v) =
∑

n∈N Ekn(u, v).
We want to show that (Ek, D) is closable for all k in an orthonormal basis of H and

then conclude by Proposition 3.1.7 that (E , D) is also closable.

Definition 3.1.2 (see [AR89]). Let k ∈ E \ {0}. µ is called k-quasi-invariant if τsk(µ)
is absolutely continuous with respect to µ for all s ∈ R. In this case we set

ask(z) :=
dτsk(µ)

dµ
(z), z ∈ E (3.1.2)

We will use the following condition. It was first introduced in [Ham75] and then used
in [AR89] and [AR90a].

Definition 3.1.3. A B(R)-measurable function ρ : R → R+ fulfills the Hamza-condition
if ρ = 0 on R \R(ρ) where

R(ρ) :=
{
t ∈ R

∣∣∣∣ ∫ t+ε

t−ε

1
ρ

ds <∞ for some ε > 0
}

(3.1.3)

Definition 3.1.4 (see [AR89, 1.6 Definition]). Let k ∈ E \ {0}. k is called admissible
if for νk-a.e. x ∈ E0, ρk(x,ds) = ρk(x, s)ds for some B(R)-measurable function ρ(x, ·) :
R → R+ satisfying (H) or equivalently if

∂

∂k
u =

∂

∂k
v µ-a.e. if u, v ∈ FC∞

b with u = v µ-a.e. (3.1.4)

is satisfied and (Ẽ(n)
k , F̃Cnb ) is closable for some (all) n ∈ N ∪ {+∞}, where Ẽ(n)

k (u, v) =∫
C(R,R)

∂u
∂k

∂v
∂k dµ, u, v ∈ FCnb

Remark 3.1.5. It is obvious that the closability of (Ek, D) is equivalent to the closability
of (Ẽ(∞)

k , F̃C∞
b ), since Ek(u, v) = 1

2 Ẽk(u, v) and D = F̃C∞
b .

We want to show closability by using the following two propositions:

Proposition 3.1.6 (see [AR89, 2.4 Corollary]). If (s, z) 7→ ask(z) is B(R) ⊗ B(E)-
measurable and for µ-a.e. z ∈ E, s 7→ ask(z) satisfies (H), then k is admissible.

Proposition 3.1.7 (see [MR92, Proposition I.3.7 (i)]). Let (E(k), D(k)), k ∈ N, be
closable symmetric bilinear forms on H. Define

D :=
{
u ∈

⋂
k∈N

D(k)

∣∣∣∣ ∞∑
k=1

E(k)(u, u) <∞
}
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3.2 Density for the specification for the free case

and

E(u, v) :=
∞∑
k=1

E(k)(u, v); u, v ∈ D

Then (E , D) is closable on H.

We will use the Cameron-Martin formula to show k-quasi-invariance for the Gaussian
measures πr(ξ, ·).

For any topological vector space X we denote by X ′ its algebraic dual and by X∗ its
topological dual.

Definition 3.1.8. [see [Bog98, 2.2.7. Definition]] Let X be a locally convex space and
let µ be a measure on E(X) such that X∗ ⊂ L2(µ). The element aµ in the algebraic dual
(X∗)′ to X∗ defined by the formula

aµ(f) =
∫
X
f(x)µ(dx), (3.1.5)

is called the mean of µ. The operator Rµ : X∗ → (X∗)′, defined by the formula

Rµ(f)(g) :=
∫
X

(
f(x)− aµ(f)

)(
g(x)− aµ(g)

)
µ(dx), (3.1.6)

is called the covariance operator of µ; the corresponding quadratic form on X∗ is called
the covariance of µ.

Proposition 3.1.9. [see [Bog98, 2.4.3. Corollary]] Let γ be a Gaussian measure on a
locally convex space X. Then, for any h ∈ X such that h = Rγ(g) and g ∈ X∗

γ , where
X∗
γ is the L2-closure of {f − aγ(f)|f ∈ X∗}, the measures γ and γh = γ(· − h) are

equivalent and the corresponding Radon-Nikodym density is given by the expression

ρh(x) = exp
(
g(x)− 1

2
|h|2H(γ)

)
. (3.1.7)

3.2 Density for the specification for the free case

In this section we will show that πr(ξ, ·) is k-quasi-invariant for certain k and we will
calculate the densities dτk(πr(ξ,·))

dπr(ξ,·) .
To do this we will need to know what is C(R,R)∗, C(R,R)∗πr(ξ,·) and Rπr(ξ,·).
It is well-known (see e.g. [KA64, p.411]) that

C(R,R)∗ =
{
f =

∫ ∞

−∞
w(t)dg(t)

∣∣∣∣g has bdd. var. and is constant on
(−∞,−r] and [r,∞) for some r ∈ R

}
(3.2.1)

Let us first calculate Rπr(ξ,·)(
∫
·df)(

∫
·dg):
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3 Quasi-invariance and Closability

Lemma 3.2.1. Let f, g ∈ C1
0 (R,R), then

∫
·df,

∫
·dg ∈ C(R,R)∗ and

1.

aπr(ξ,·)

(∫
·df

)
=
∫
Hr(ξ) df. (3.2.2)

2.

Rπr(ξ,·)

(∫
·df
)(∫

·dg
)

=
∫ ∫

Kr(s, t)dfdg =
∫ r

−r
f(t)g(t) dt− 1

2r

∫ r

−r
f(t) dt

∫ r

−r
g(t) dt

(3.2.3)

Proof. The idea of the proof in both parts is to interchange the order of integration and
then some simple calculations. First we will justify, that we may indeed change the order
of integration.

For every r > 0 we have that w 7→ ‖w‖r := sup{|w(x)||x ∈ [−r, r]} is a measurable
seminorm on C(R,R). Now we can apply a corollary to Ferniques Theorem [Bog98,
Theorem 2.8.5 and Corollary 2.8.6] and know that there exists an α > 0 such that
exp(α‖·‖r) ∈ L1(πr(0, ·)).

Let −r = t0 < t1 < · · · < tn = r be a partition of [−r, r]. Then we have:∣∣∣∣ n−1∑
i=0

w(ti)(f(ti+1)− f(ti))
∣∣∣∣

≤
n−1∑
i=0

|w(ti)|
∣∣(f(ti+1)− f(ti))

∣∣
≤

n−1∑
i=0

‖w‖r
∣∣(f(ti+1)− f(ti))

∣∣
= ‖w‖r

n−1∑
i=0

∣∣(f(ti+1)− f(ti))
∣∣

≤ ‖w‖r‖f‖BV

and

‖w‖r =
√
α√
α
‖w‖r ≤

1√
α

(1 ∨
√
α‖w‖r) ≤

1√
α

(1 ∨
√
α‖w‖r)2 ≤

1√
α

(1 ∨ α‖w‖2
r)

≤ 1√
α

(1 + α‖w‖2
r) ≤

1√
α

∞∑
n=0

α‖w‖2
r

n!
=

1√
α

exp(α‖w‖2
r)

Thus we have that for every partition
∣∣∑n−1

i=0 w(ti)(f(ti+1) − f(ti))
∣∣ is dominated by

‖f‖BV 1√
α

exp(α‖w‖2
r), so we may apply Lebesgues Theorem in the next calculation.

Now let −r = t
(n)
0 < · · · < t

(n)
mn = r be a sequence of partitions of [−r, r], then we have:
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3.2 Density for the specification for the free case

∫
C(R,R)

∫
w dfπr(ξ,dw)

=
∫
C(R,R)

lim
n→∞

mn∑
i=1

w(t(n)
i )(f(t(n)

i )− f(t(n)
i−1))πr(ξ,dw)

= lim
n→∞

∫
C(R,R)

mn∑
i=1

w(t(n)
i )(f(t(n)

i )− f(t(n)
i−1))πr(ξ,dw)

= lim
n→∞

mn∑
i=1

∫
C(R,R)

w(t(n)
i )πr(ξ,dw)(f(t(n)

i )− f(t(n)
i−1))

= lim
n→∞

mn∑
i=1

Hr(ξ)(t
(n)
i )(f(t(n)

i )− f(t(n)
i−1))

=
∫
Hr(ξ) df.

Concerning the second part of our lemma, let −r = t0 < t1 < · · · < tn = r and
−r = s0 < s1 < · · · < sn = r be partitions of [−r, r], then we have

∣∣∣∣∣
∫
w dg

n−1∑
i=0

w(ti)(f(ti)− f(ti−1))

∣∣∣∣∣
≤ ‖w‖‖g‖BV

n−1∑
i=0

|w(ti)||f(ti)− f(ti−1)|

≤ ‖w‖‖g‖BV
n−1∑
i=0

‖w‖|f(ti)− f(ti−1)|

≤ ‖w‖‖g‖BV ‖w‖
n−1∑
i=0

|f(ti)− f(ti−1)|

≤ ‖w‖2‖g‖BV ‖f‖BV ,

∣∣∣∣∣w(ti)
m−1∑
j=0

w(sj)(g(sj)− g(sj−1))

∣∣∣∣∣
≤ ‖w‖

m−1∑
j=0

|w(sj)||g(sj)− g(sj−1)|

≤ ‖w‖2‖g‖BV
and

‖w‖2
r =

1
α
α‖w‖2

r ≤
1
α

∞∑
n=0

α‖w‖2
r

n!
=

1
α

exp(α‖w‖2
r).
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3 Quasi-invariance and Closability

So we may apply Lebesgues’ Theorem twice in the following calculation, once for
limn→∞ and once for limm→∞. Let −r = t

(n)
0 < · · · < t

(n)
kn

= r and −r = s
(m)
0 < · · · <

s
(m)
lm

= r

∫
C(R,R)

∫
w df

∫
w dgπr(0,dw)

=
∫
C(R,R)

lim
n→∞

(( kn∑
i=1

w(t(n)
i )(f(t(n)

i )− f(t(n)
i−1))

)∫
w dg

)
πr(0,dw)

= lim
n→∞

∫
C(R,R)

(( kn∑
i=1

w(t(n)
i )(f(t(n)

i )− f(t(n)
i−1))

)∫
w dg

)
πr(0,dw)

= lim
n→∞

kn∑
i=1

(
(f(t(n)

i )− f(t(n)
i−1))

∫
C(R,R)

w(t(n)
i )

∫
w dg πr(0,dw)

)

= lim
n→∞

kn∑
i=1

(
(f(t(n)

i )− f(t(n)
i−1))

×
∫
C(R,R)

w(t(n)
i ) lim

m→∞

lm∑
j=1

(
w(s(m)

j )(g(s(m)
j )− g(s(m)

j−1))
)
πr(0,dw)

)

= lim
n→∞

kn∑
i=1

(
(f(t(n)

i )− f(t(n)
i−1))

× lim
m→∞

∫
C(R,R)

w(t(n)
i )

lm∑
j=1

(
w(s(m)

j )(g(s(m)
j )− g(s(m)

j−1))
)
πr(0,dw)

)

= lim
n→∞

kn∑
i=1

(
(f(t(n)

i )− f(t(n)
i−1))

× lim
m→∞

lm∑
j=1

(g(s(m)
j )− g(s(m)

j−1))
∫
C(R,R)

w(t(n)
i )w(s(m)

j )πr(0,dw)

)

= lim
n→∞

kn∑
i=1

(
(f(t(n)

i )− f(t(n)
i−1)) lim

m→∞

lm∑
j=1

(g(s(m)
j )− g(s(m)

j−1))Kr(t
(n)
i , s

(m)
j )

)

= lim
n→∞

kn∑
i=1

(
(f(t(n)

i )− f(t(n)
i−1))

∫
Kr(t

(n)
i , s) dg(s)

)

=
∫ ∫

Kr(t, s)dg(s) df(t)

For the last line we also need that t 7→
∫
Kr(t, s) dg(s) is continuous, but this follows
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3.2 Density for the specification for the free case

from our calculations in the proof of Lemma 3.2.2 and by the fact that Kr(s, t) = Kr(t, s)
for all r, s ∈ R.

We will also need Rπr(ξ,·)(F ) for some elements in C(R,R)∗πr(ξ,·):

Lemma 3.2.2. Let F ∈ C(R,R)∗πr(ξ,·) such that there exists f of bounded variation
such that F (w) =

∫
w(x) df(x) −

∫
Hr(ξ) df(x). Then we have Rπr(ξ,·)(F ) ∈ C(R,R)

and

Rπr(ξ,·)(F ) =
∫
Kr(s, t) df(s). (3.2.4)

Proof. For any G ∈ C(R,R)∗πr(ξ,·) such that there exists g ∈ B such that G(w) =∫
w(x) dg(x)−

∫
Hr(ξ) dg(x), we have

Rπr(ξ,·)(F )(G) =
∫
F (w)G(w)πr(ξ,dw)

=
∫ (∫

w(x) df(x)−
∫
Hr(ξ) df(x)

)
×
(∫

w(x) dg(x)−
∫
Hr(ξ) dg(x)

)
πr(ξ,dw)

=
∫ (∫

w(x) df(x)
)(∫

w(x) dg(x)
)
πr(0,dw)

=
∫ (∫

Kr(s, t) df(s)
)

dg(t)

Furthermore we have∫
Kr(s, t) df(s)

= 1[−r,r](t)
(∫ t

−r

(s+ r)(r − t)
2r

df(s) +
∫ r

t

(t+ r)(r − s)
2r

df(s)
)

= 1[−r,r](t)
(
r − t

2r

∫ t

−r
(s+ r) df(s) +

t+ r

2r

∫ r

t
(r − s) df(s)

)
= 1[−r,r](t)

(
r − t

2r

∫ t

−r
sdf(s) +

r − t

2

∫ t

−r
df(s)

)
+ 1[−r,r](t)

(
t+ r

2

∫ r

t
df(s)− t+ r

2r

∫ r

t
sdf(s)

)
= 1[−r,r](t)

(
r − t

2r

(
tf(t) + rf(−r)−

∫ t

−r
f(s) ds

)
+
r − t

2
(
f(t)− f(−r)

))
+ 1[−r,r](t)

(
t+ r

2
(
f(r)− f(t)− t+ r

2r

(
rf(r)− tf(t)−

∫ r

t
f(s) ds

))
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3 Quasi-invariance and Closability

= 1[−r,r](t)
(
t

2r

∫ r

−r
f(s) ds+

1
2

(∫ t

−r
f(s) ds−

∫ r

t
f(s) ds

))
= 1[−r,r](t)

(
t− (−r)

2r

∫ r

−r
f(s) ds−

∫ t

−r
f(s) ds

)
Since the mapping t 7→

∫ t
−r f(s) ds is continuous for f of bounded variation, and since

t−(−r)
2r

∫ r
−r f(s) ds −

∫ t
−r f(s) ds = 0 for t ∈ {−r, r} we have that Rπr(ξ,·)(F ) ∈ C(R,R).

Lemma 3.2.3. Let h = Rπr(ξ,·)(G) where G ∈ C(R,R)πr(ξ,·) with G(w) =
∫
w(t) dg(t)−∫

Hr(ξ) dg(t). Then we have

|h|H(πr(ξ,·) = ‖G‖L2(πr(ξ,·)) =
∥∥∥∥∫ ·dg

∥∥∥∥
L2(πr(0,·))

=
∫ ∫

Kr(s, t) dg(s) dg(t) (3.2.5)

Proof. The first equality follows by [Bog98, 2.4.1. Lemma]. To show the remaining parts
we make this calculation:

‖G‖L2(πr(ξ,·) =
∫
G(w)2πr(ξ,dw)

=
∫ (∫

w(t) dg(t)−
∫
Hr(ξ) dg(t)

)2

πr(ξ,dw)

=
∫ (∫

w(t) dg(t)
)2

πr(0,dw)

=
∫ ∫

Kr(s, t) dg(s) dg(t).

Now we can put our results together and we get the following:

Proposition 3.2.4. Let h ∈ Rπr(ξ,·)(C(R,R)∗) be defined as

h := Rπr(ξ,·)

(∫
·df−

∫
Hr(ξ) df

)
= 1[−r,r](t)

(
t− (−r)

2r

∫ r

−r
f(s) ds−

∫ t

−r
f(s) ds

)
.

Then we have

dπr(ξ, ·) ◦ τ−1
h

dπr(ξ, ·)
(w)

= exp
(∫

w df −
∫
Hr(ξ) df − 1

2

∫ ∫
Kr(s, t) df(s) df(t)

)
= exp

(∫
w df −

∫
Hr(ξ) df − 1

2

(∫ r

−r
f(t)2 dt− 1

2r

(∫
−r
f(t) dt

)2
))

.
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3.3 Density for the kernels of the interaction case

3.3 Density for the kernels of the interaction case

We start with the following observation:

Proposition 3.3.1. Let ξ ∈ C(R,R) and suppose that the measure πHr (ξ, ·) is h-quasi-
invariant for all h ∈ Rπr(ξ,·)(C(R,R)∗). Then πr({Hr = ∞}) ∈ {0, 1}.

Proof. Suppose that πr(ξ, {Hr = ∞}) > 0. For simplicity define A := {Hr = ∞}. We
know that πHr (ξ,A) = 0. Since by assumption πHr (ξ, ·) is h-quasi-invariant we have that
τ−sh(πHr (ξ,A)) = 0, so we have that

0 = πHr (ξ, τ−1
−sh(A))

=
∫

1τ−1
−sh(A)(w)e−Hr(w)πr(ξ,dw)

=
∫

1A(w − sh)e−Hr(w)πr(ξ,dw)

=
∫

1A(w − sh)1A(w)e−Hr(w)πr(ξ,dw)

=
∫

1A(w − sh)1A−sh(w − sh)e−Hr(·+sh)(w − sh)πr(ξ,dw)

=
∫

(1A1A−she−Hr(·+sh))(w − sh)πr(ξ,dw)

=
∫

1A1A−she−Hr(·+sh)τ−shπr(ξ,dw)

=
∫

1A1A−she−Hr(·+sh)ρ−shπr(ξ,dw)

=
∫

1A(w)1A(w + sh)e−Hr(w+sh)ρ−sh(w)πr(ξ,dw)

=
∫

1A(w)e−Hr(w+sh)ρ−sh(w)πr(ξ,dw)

Since πr(ξ,A) > 0 by assumption and ρ−sh(w) > 0 since the family {τshπr(ξ, ·)|s ∈ R|}
is a family of equivalent measures we have that 0 = πr(ξ, {Hr(· + sh) < ∞} ∩ A) =
πr(ξ,A \ {Hr(· + sh) = ∞}) = πr(ξ,A \ A − sh). Now we can apply [Bog98, Corollary
2.5.3] and conclude the proof.

Since the cases with πr({Hr = ∞}) > 0 are either not quasi-invariant or πHr can not
be defined, because

∫
e−Hr dπr(ξ, ·) = 0, we assume from now on:

For all ξ ∈ C(R,R) we have that πr(ξ, {Hr = ∞}) = 0.
Under this assumption we have:

Lemma 3.3.2. For all h ∈ Rπr(ξ,·)(C(R,R)∗) and s ∈ R we have τsh(πr(ξ, ·))({Hr =
∞}) = 0.

Proof. The measures τsh(πr(ξ, ·)), s ∈ R and h ∈ are equivalent by 3.1.9
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3 Quasi-invariance and Closability

We can calculate the densities for the kernels of the specification of the interaction
case as follows:

Lemma 3.3.3. Let g ∈ B, G(w) :=
∫
w dg −

∫
Hr(ξ) dg and h = Rπr(ξ,·)G. Define

ρh := dπr(ξ,·)◦τ−1
h

dπr(ξ,·) = exp
(∫
w df −

∫
Hr(ξ) df − 1

2

∫ ∫
Kr(s, t) df(s) df(t)

)
.

Let F ∈ L1(πHr (ξ, ·)). Then we have∫
F (w) d(πHr (ξ, ·)◦τ−1

k )(w) =
∫
F (w)ρh exp(−Hr(w−k)+Hr(w))πHr (ξ,dw) (3.3.1)

Proof. Let F ∈ L1(πr(ξ, ·)), then we have∫
F (w) d(πHr (ξ, ·) ◦ τ−1

k )(w)

=
∫
F ◦ τh(w)πHr (ξ,dw)

=
1∫

exp(−Hr(ω))πr(ξ,dω)

∫
F ◦ τh(w) exp(−Hr(w))πr(ξ,dw)

=
1∫

exp(−Hr(ω))πr(ξ,dω)

∫
F ◦ τh(w) exp(−Hr(· − h) ◦ τhπr(ξ,dw)

=
1∫

exp(−Hr(ω))πr(ξ,dω)

∫
F (w) exp(−Hr(w − h))(πr(ξ, ·) ◦ τ−1

k )(dw)

=
1∫

exp(−Hr(ω))πr(ξ,dω)

∫
F (w) exp(−Hr(w − h))ρh(w)πr(ξ,dw)

=
1∫

exp(−Hr(ω))πr(ξ,dω)

×
∫
F (w) exp(−Hr(w))ρh(w) exp(−Hr(w − k) +Hr(w))πr(ξ,dw)

=
∫
F (w)ρh exp(−Hr(w − k) +Hr(w))πHr (ξ,dw)

3.4 Density for a Gibbs-measure

We want to do the following: Let F ∈ σ({Xt| − r0 ≤ t ≤ r0}) and h defined as
h(t) =

∫
Kr(s, t) df(s), i.e. h = Rπr(ξ,·)(

∫
·df −

∫
Hr(ξ) df) for every ξ ∈ C(R,R)

by Lemma 3.2.2, then we have for every r > r0 that∫
F dµ ◦ τ−1

h =
∫
F ◦ τh dµ

=
∫ ∫

F ◦ τh(w)πHr (ξ,dw) dµ(ξ)

=
∫ ∫

F (w) exp
(∫

w df −
∫
Hr(ξ) df − 1

2

∫ ∫
Kr(s, t)df(s)df(t)

)
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3.4 Density for a Gibbs-measure

× exp(−Hr(w − k) +Hr(w))πHr (ξ,dw) dµ(ξ)

If we could show that ρ̃h(w) := exp(
∫
w df −

∫
Hr(ξ) df − 1

2

∫ ∫
Kr(s, t)df(s)df(t))×

exp(−Hr(w − k) +Hr(w)) does not depend on ξ then we would get

=
∫ ∫

F (w)ρ̃h(w)πHr (ξ,dw) dµ(ξ)

=
∫
F (w)ρ̃h(w) dµ(w).

If we could also show that ρ̃h does not depend on the choice of r > r0 it would be a
density for µ ◦ τh with respect to µ for any Gibbs-measure µ for our specification.

3.4.1 Concrete Calculations

Since we need quasi-invariance (and then closability) not for all directions f , but only
for an orthonormal basis of H, we can restrict our further calculations to a subset of all
possible directions f ; this also simplifies the calculations.

Let f ∈ C1
0 (R,R) and r0 > 0 such that supp(f) ⊂ [−r0, r0]. Then we also have

supp f ′ ⊂ [−r0, r0].
For ξ ∈ C(R,R) and r > r0 define Gξ ∈ C(R,R)∗ via
Gξ(w) :=

∫
w d(−f ′)−

∫
Hr(ξ) d(−f ′).

Then we have that Rπr(ξ,·)(Gξ) ∈ C(R,R),

Rπr(ξ,·)(Gξ)(t) =
∫
Kr(s, t) d(−f ′)(s)

= 1[−r,r](t)
(
t− (−r)

2r

∫ r

−r
−f ′(s) ds−

∫ t

−r
−f ′(s) ds

)
= 1[−r,r](t)

(
t− (−r)

2r
(−f(r) + f(−r)) + f(t)− f(−r)

)
= 1[−r,r](t)f(t)

= f(t)

and∫ r

−r
Hr(ξ)(t) d(−f ′)(t)

=
∫ r

−r
ξ(−r) +

t− (−r)
2r

d(−f ′)(t)

= ξ(−r)
∫ r

−r
d(−f ′) +

1
2r
ξ(r)

∫ r

−r
td(−f ′)(t) +

ξ(r)
2r

r

∫ r

−r
d(−f ′) dt

= ξ(−r)(f(r)− f(−r)) +
ξ(r)
2r

(
−f ′(r)r − (−f ′(−r))(−r)−

∫ r

−r
−f ′(t) dt

)
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3 Quasi-invariance and Closability

+
ξ(r)
2r

r(−f ′(r) + f ′(−r))

=
∫ r

−r
−f ′(t) dt

= f(r)− f(−r) = 0.

We also get∫ ∫
Kr(s, t) d(−f ′)(s) d(−f ′)(t) =

∫ r

−r
f(t) d(−f ′)(t)

= −f(r)f ′(r) + f(−r)f ′(−r)−
∫ r

−r
−f ′(t) df(t)

=
∫ r

−r
f ′(t)f ′(t) dt

Using these results we have:∫
F dµ ◦ τ−1

f =
∫ ∫

F (w)e−
R
w df ′− 1

2

R
f ′(t)2 dte−Hr(w−f)+Hr(w)πHr (ξ,dw) dµ(ξ)

We already have independence from ξ, now we have to show the independence from r:

Hr(ω − f)−Hr(ω) =
∫ r

−r
ϕ(ω(x)− f(x))− ϕ(ω(x))dx

+
1
2

∫∫
|x|,|y|≤r

ψ(x− y, ω(x)− f(x)− (ω(y)− f(y)))− ψ(x− y, ω(x)− ω(y))dxdy

+
∫∫

|x|≤r<|y|
ψ(x− y, ω(x)− f(x)− (ω(y)− f(y)))−ψ(x− y, ω(x)− ω(y))dxdy

Since the expressions grow too large to handle them together, we will consider the
first summand alone and then the two last ones together.

∫ r

−r
ϕ(ω(x)− f(x))− ϕ(ω(x))dx

=
∫

supp f

ϕ(ω(x)− f(x))− ϕ(ω(x))dx+
∫

[−r,r]\supp f

ϕ(ω(x)− f(x)︸︷︷︸
=0

)− ϕ(ω(x))dx

=
∫

supp f
ϕ(ω(x)− f(x))− ϕ(ω(x))dx

and

1
2

∫∫
|x||y|≤r

ψ(x− y, ω(x)− f(x)− (ω(y)− f(y)))− ψ(x− y, ω(x)− ω(y)dxdy)
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3.4 Density for a Gibbs-measure

+
∫∫

|x|≤r<|y|

ψ(x− y, ω(x)− f(x)− (ω(y)− f(y)))− ψ(x− y, ω(x)− ω(y)dxdy

=
∫∫

0≤|x|<|y|≤r

ψ(x− y, ω(x)− f(x)− (ω(y)− f(y)))dxdy

+
∫∫

|x|≤r<|y|

ψ(x− y, ω(x)− f(x)− (ω(y)− f(y)))− ψ(x− y, ω(x)− ω(y))dxdy

since supp f ⊂ [−r0, r0] and r > r0 we have

=
∫∫

0≤|x|<|y|≤r0

ψ(x− y, ω(x)− f(x)− (ω(y)− f(y)))− ψ(x− y, ω(x)− ω(y))dxdy

+
∫∫

0≤|x|≤r0<|y|≤r

ψ(x− y, ω(x)− f(x)− (ω(y)− f(y)︸︷︷︸
=0

))− ψ(x− y, ω(x)− ω(y))dxdy

+
∫∫

r0<|x|<|y|≤r

ψ(x− y, ω(x)− f(x)︸︷︷︸
=0

−(ω(y)− f(y)︸︷︷︸
=0

))− ψ(x− y, ω(x)− ω(y))dxdy

+
∫∫

|x|≤r0≤r<y

ψ(x− y, ω(x)− f(x)− (ω(y)− f(y)︸︷︷︸
=0

))− ψ(x− y, ω(x)− ω(y))dxdy

+
∫∫

r0≤|x|≤r<|y|

ψ(x− y, ω(x)− f(x)︸︷︷︸
=0

−(ω(y)− f(y)︸︷︷︸
=0

))− ψ(x− y, ω(x)− ω(y))dxdy

=
∫∫

|x|<|y|≤r0

ψ(x− y, ω(x)− f(x)− (ω(y)− f(y))− ψ(x− y, ω(x)− ω(y))dxdy

+
∫∫

|x|≤r0<|y|

ψ(x− y, ω(x)− f(x)− (ω(y)− f(y))− ψ(x− y, ω(x)− ω(y))dxdy

Thus we get:

Hr(ω − f)−Hr(ω) =∫
supp f

ϕ(ω(x)− f(x))− ϕ(ω(x))dx

+
∫∫

|x|<|y|≤r0
ψ(x− y, ω(x)− f(x)− (ω(y)− f(y))− ψ(x− y, ω(x)− ω(y))dxdy

+
∫∫

|x|≤r0<|y|
ψ(x− y, ω(x)− f(x)− (ω(y)− f(y))−ψ(x− y, ω(x)−ω(y))dxdy.

(3.4.1)
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3 Quasi-invariance and Closability

The expression on the right side is independent of the choice of r > r0.
This gives altogether:

af (w) :=
dµ ◦ τ−1

f

dµ
(w) =

exp
(
−
∫
w df ′ − 1

2

∫
(f ′(t))2 dt

)
exp
(
−
∫

supp f
ϕ(w(t)− f(t))− ϕ(w(t)) dt

)
× exp

(
−
∫∫

|s|<|t|≤r0

ψ(s− t, w(s)−w(t)− (f(s)− f(t)))−ψ(s− t, w(s)−w(t)) dtds
)

× exp
(
−
∫∫

|s|≤r0<|t|

ψ(s− t, w(s)− w(t)− f(s))− ψ(s− t, w(s)− w(t)) dtds
)

(3.4.2)

3.5 Closability

We have the following result:

Theorem 3.5.1. The measure µ is k-quasi-invariant for all k ∈ C1
0 (R,R). We have:

ask(w) :=
dµ ◦ τ−1

sk

dµ
(w) =

exp
(
−
∫
sw d(k′)− 1

2

∫
s2(k′(t))2 dt

)
exp
(
−
∫

supp k

ϕ(w(t)− sk(t))−ϕ(w(t)) dt
)

×exp
(
−

∫∫
0≤|r|<|t|≤r0

ψ(r−t, w(r)−w(t)−s(k(r)−k(t)))−ψ(r−t, w(r)−w(t))) dr dt
)

× exp
(
−

∫∫
|r|≤r0<|t|

ψ(r − t, w(r)− w(t)− sk(r))− ψ(r − t, w(r)− w(t))) dr dt
)

(3.5.1)

Suppose that there exists an ONB (hn)n∈N ⊂ C1
0 (R,R) ofH such that t 7→ athn(w) fulfills

the Hamza-condition (see 3.1.3) for every n ∈ N, then (E ,FC∞
b (C(R,R))) is closable.

Proof. For the calculation of ask see the section before. The rest follows from 3.1.7 and
3.1.6

As an application we will show closability under two different sets of conditions. The
first set of conditions is taken from [HO01], but we need a stronger condition on ϕ, on
the other hand we can then show the closability of E directly without the need of an
approximation.
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3.5 Closability

The second set of conditions is taken form [Bet03], where they are conditions that
imply the existence of a Gibbsmeasure µ. Again we have to take the same, stronger,
condition on ϕ. The conditions on ψ on the other hand are quite different from those of
[HO01].

3.5.1 Conditions similar to [HO01]

Let us assume the following conditions:

1. ϕ is locally bounded on R.

2. ψ(x, y) = ψ1(x)ψ2(y) and ψ1 and ψ2 fulfill the following conditions:

a) ∃C1 > 0, γ > 1∀x ∈ R : 0 ≤ ψ1 ≤ C1(1 + |x|)−γ

b) ψ2 is convex and ∃C2, p > 0∀x ∈ R : |ψ2| ≤ C2e
p|x|.

3. µ is a (ϕ,ψ)-Gibbs-measure such that µ({w ∈W |
∫

R(1+ |x|)−γep|w(x)| dx <∞}) =
1

Then we get for w ∈W , s ∈ R and f ∈ C1
0 (R) that∫ s+ε

s−ε

a−1
tf (w) dt

=
∫ s+ε

s−ε

exp
(
t

∫
supp f

w(x) d(−f ′)(x) +
1
2
t2
∫

supp f

(f ′(x))2 dx
)

× exp
(∫

supp f

ϕ(w(x)− tf(x))− ϕ(w(x)) dx
)

× exp
( ∫∫
|x|<|y|<Cf

ψ(x− y, w(x)− w(y)− t(f(x)− f(y)))− ψ(x− y, w(x)− w(y)) dxdy
)

× exp
(∫∫

|x|≤Cf <|y|
ψ(x− y, w(x)− w(y)− tf(x))− ψ(x− y, w(x)− w(y)) dxdy

)
dt

We will show that a−1
tf (w) is locally bounded for µ-a.e. w ∈ C(R,R). Let w ∈ C(R,R)

be such that
∫

R(1 + |x|)−γepw(x) dx <∞.
The factor in the first line is locally bounded in t so we can estimate it by a constant

C. The other factors will be treated separately.
Since f has compact support and w and f are is continuous, so is F : R × R →

R, (x, t) 7→ w(x) + tf(x). For any compact subset K ⊂ R we have that supp f ×K is
again compact, hence F (supp f ×K) is again compact. Then

exp
(∫

supp f
ϕ(w(x)− tf(x))− ϕ(w(x)) dx

)
≤ exp

(∫
supp f

supϕ(F (supp f ×K)) + supϕ(w(supp f))dx
)

< C(K)
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3 Quasi-invariance and Closability

Since ψ2 is convex by assumption we have

ψ2(w(x)− w(y)− t(f(x)− f(y)))− ψ2(w(x)− w(y))
= ψ2((1− t)(w(x)− w(y)) + t(w(x)− w(y)− (f(x)− f(y)))− ψ2(w(x)− w(y))
= ψ2((1− t)(w(x)− w(y)) + t(w(x)− w(y)− (f(x)− f(y)))− ψ2(w(x)− w(y))
≤ (1− t)ψ2(w(x)− w(y)) + tψ2(w(x)− w(y)− (f(x)− f(y))− ψ2(w(x)− w(y)
= t(ψ2(w(x)− w(y)− (f(x)− f(y))− ψ2(w(x)− w(y))).

For ψ1 we get:

ψ1(x− y) ≤ C1(1 + |x− y|)−γ = C1(1 + |y|)−γ
(

1 + |y|
1 + |x− y|

)γ
and since |y| ≥ |x|.

1 + |y|
1 + |x− y|

≤ 1 + |y|
1 +

∣∣|y| − |x|∣∣ =
1 + |y|

1 + |y| − |x|
=

1

1− |x|
1+|y|

In the case 0 < |x| < |y| ≤ Cf we have

|x|
1 + |y|

≤ |x|
1 + |x|

=
1

1
|x| + 1

≤ 1
1
+

1
Cf

=
Cf

1 + Cf
(≤ 1).

In the case 0 < |x| < Cf < |y| we have

|x|
1 + |y|

≤
Cf

1 + |y|
≤

Cf
1 + Cf

(≤ 1).

Using this in the above estimate we get:

1 + |y|
1 + |x− y|

≤ 1

1− |x|
1+|y|

≤ 1

1− Cf

1+Cf

=
1

1+Cf−Cf

1+Cf

= 1 + Cf

and finally we have that

ψ1(x− y) ≤ C1(1 + |y|)−γ(1 + Cf )γ

Then we get for the integrand:

ψ(x− y, w(x)− w(y)− t(f(x)− f(y)))− ψ(x− y, w(x)− w(y))
= ψ1(x− y)ψ2(w(x)− w(y)− t(f(x)− f(y)))− ψ1(x− y)ψ2(w(x)− w(y))
≤ tψ1(x− y)

(
ψ2(w(x)− w(y)− (f(x)− f(y))− ψ2(w(x)− w(y))

)
≤ tψ1(x− y)(C2e

p|w(x)−w(y)−(f(x)−f(y))| + C2e
p|w(x)−w(y)|)

≤ tψ1(x− y)C2 exp(p|w(y)|)(exp(p|w(x)|)(1 + 2 exp(p‖f‖∞))
≤ t(1 + Cf )γC1(1 + |y|)−γC2 exp(p|w(y)|)(exp(p|w(x)|)(1 + 2 exp(p‖f‖∞))
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3.5 Closability

= t

(
(1 + Cf )γC2(exp(p|w(x)|)(1 + 2 exp(p‖f‖∞))C1

)
(1 + |y|)−γ exp(p|w(y)|)

Then we get for the first integral:

exp
( ∫∫
|x|<|y|<Cf

ψ(x− y, w(x)− w(y)− t(f(x)− f(y)))− ψ(x− y, w(x)− w(y)) dxdy
)

≤ exp
( ∫∫
|x|<|y|<Cf

t

(
(1 + Cf )γC2(exp(p|w(x)|)(1 + 2 exp(p‖f‖∞))C1

)

× (1 + |y|)−γ exp(p|w(y)|) dxdy
)

= exp
(
t

∫∫
|x|<|y|<Cf

(
(1 + Cf )γC2(exp(p|w(x)|)(1 + 2 exp(p‖f‖∞))C1

)

× (1 + |y|)−γ exp(p|w(y)|) dxdy
)

which is locally bounded in t.
And for the second integral we get:

exp
( ∫∫
|x|<Cf<|y|

ψ(x− y, w(x)− w(y)− t(f(x)− f(y)))− ψ(x− y, w(x)− w(y)) dxdy
)

≤ exp
( ∫∫
|x|<Cf<|y|

t

(
(1 + Cf )γC2(exp(p|w(x)|)(1 + 2 exp(p‖f‖∞))C1

)

× (1 + |y|)−γ exp(p|w(y)|) dxdy
)

= exp
(
t

∫∫
|x|<Cf<|y|

(
(1 + Cf )γC2(exp(p|w(x)|)(1 + 2 exp(p‖f‖∞))C1

)

× (1 + |y|)−γ exp(p|w(y)|) dxdy
)

≤ exp
(
t

∫ Cf

−Cf

∫
R

(
(1 + Cf )γC2(exp(p|w(x)|)(1 + 2 exp(p‖f‖∞))C1

)
× (1 + |y|)−γ exp(p|w(y)|) dydx

)
= exp

(
t

∫ Cf

−Cf

(
(1 + Cf )γC2(exp(p|w(x)|)(1 + 2 exp(p‖f‖∞))C1

)
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3 Quasi-invariance and Closability

×
∫

R
(1 + |y|)−γ exp(p|w(y)|) dy︸ ︷︷ ︸
<∞ by condition (3) for µ-a.e. w

dx
)

which is again locally bounded in t.
In this case every s ∈ R is regular, hence the Hamza condition is fulfilled for all

f ∈ C1
0 (R,R). Since C1

0 (R,R) is dense in H there exists an ONB of H consisting of
functions in C1

0 (R,R) and we can apply 3.5.1.

3.5.2 Conditions similar to [Bet03]

Let us assume the following conditions:

1. ϕ is locally bounded on R.

2. There exists C∞ such that∫ ∞

−∞
|ψ(x0, xs, |s|)|ds < C∞ and

∫ ∞

−∞
|ψ(xs, x0, |s|)|ds < C∞

uniformly in x ∈ C(R,Rd).

Again we get for w ∈ C(R,R), s ∈ R and f ∈ C1
0 (R) that∫ s+ε

s−ε

a−1
tf (w) dt

=
∫ s+ε

s−ε

exp
(
t

∫
supp f

w(x) d(−f ′)(x) +
1
2
t2
∫

supp f

(f ′(x))2 dx
)

× exp
(∫

supp f

ϕ(w(x)− tf(x))− ϕ(w(x)) dx
)

× exp
( ∫∫
|x|<|y|<Cf

ψ(x− y, w(x)− w(y)− t(f(x)− f(y)))− ψ(x− y, w(x)− w(y)) dxdy
)

× exp
( ∫∫
|x|≤Cf <|y|

ψ(x− y, w(x)− w(y)− tf(x))− ψ(x− y, w(x)− w(y)) dxdy
)

dt

≤
∫ s+ε

s−ε

exp
(
|t||
∫

supp f

w(x) d(−f ′)(x)|+ 1
2
t2|
∫

supp f

(f ′(x))2 dx|
)

× exp
(∫

supp f

|ϕ(w(x)− tf(x))|dx+
∫

supp f

|ϕ(w(x))|dx
)

× exp
( ∫∫
|x|<|y|<Cf

ψ(x− y, w(x)− w(y)− t(f(x)− f(y)))− ψ(x− y, w(x)− w(y)) dxdy
)

× exp
( ∫∫
|x|≤Cf <|y|

ψ(x− y, w(x)− w(y)− tf(x))− ψ(x− y, w(x)− w(y)) dxdy
)

dt
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3.5 Closability

the first factor is again locally bounded in t and can be estimated by

exp
(

max(s−ε, s+ε)
∫

supp f
w(x) d(−f ′)(x)+1

2
max((s−ε)2, (s+ε)2)

∫
supp f

(f ′(x))2 dx
)

The second part (ϕ) poses no problem because ϕ is again locally bounded as in the
section before (3.5.1).

Concerning the ψ-part we have:

exp
( ∫∫
|x|<|y|<Cf

ψ(x− y, w(x)− w(y)− t(f(x)− f(y)))− ψ(x− y, w(x)− w(y)) dxdy
)

× exp
( ∫∫
|x|≤Cf <|y|

ψ(x− y, w(x)− w(y)− tf(x))− ψ(x− y, w(x)− w(y)) dxdy
)

= exp
( ∫∫
|x|<|y|<Cf

ψ(x− y, w(x)− w(y)− t(f(x)− f(y)))− ψ(x− y, w(x)− w(y)) dxdy
)

× exp
( ∫∫
|x|≤Cf <|y|

ψ(x− y, w(x)− w(y)− t(f(x)− f(y)︸︷︷︸
=0

))− ψ(x− y, w(x)− w(y)) dxdy
)

≤ exp
(∫ Cf

0

∫ ∞

x

ψ(x− y, w(x)− w(y)− t(f(x)− f(y)))− ψ(x− y, w(x)− w(y)) dxdy
)

≤ exp
(∫ Cf

0

∫ ∞

x

∣∣∣∣ψ(x− y, w(x)− w(y)− t(f(x)− f(y)))
∣∣∣∣ dxdy

+
∫ Cf

0

∫ ∞

x

∣∣∣∣ψ(x− y, w(x)− w(y))
∣∣∣∣ dxdy)

Then we define for any w ∈ C(R,R) wx : R → R, y 7→ w(x + y). And we get for any
w ∈ C(R,R), hence also for w + tf :∫ Cf

0

∫ ∞

x

∣∣ψ(x− y, w(x)− w(y))
∣∣ dydx

=
∫ Cf

0

∫ ∞

0

∣∣ψ(x− y, w(x)− w(z + x))
∣∣ dzdx

=
∫ Cf

0

∫ ∞

0

∣∣ψ(x− y, wx(0)− wx(z))
∣∣ dzdx

≤
∫ Cf

0
C∞ = CfC∞

Again we have shown that for all w ∈ C(R,R) every s ∈ R is regular, hence the Hamza
condition is fulfilled for all f ∈ C1

0 (R,R). Since C1
0 (R,R) is dense in H there exists an

ONB of H consisting of functions in C1
0 (R,R) and we can apply 3.5.1.
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4 Quasi-regularity

4.1 Review of Definitions

We consider the following bilinear form: Define E on FC∞
b as follows:

E(u, v) =
1
2

∫
〈∇u,∇v〉H dµ

and then consider the closure (E , D(E)) of (E ,FC∞
b ). The closability has been shown in

Chapter 3. Here we have

H = H1,2(R,dx) ‖h‖H =

√∫
h(x)2 dx+

∫
h′(x)2dx.

We want to show that (E , D(E)) is a quasi-regular symmetric Dirichlet-form. To prove
that it is a symmetric Dirichlet-form we have to check the following conditions (see
[MR92, Definition I.4.5]):

For all u, v ∈ D(E) we have that E(u, v) = E(v, u) and u+ ∧ 1 ∈ D(E) and

E(u+ ∧ 1, u+ ∧ 1) ≤ E(u, u)

Definition 4.1.1. A Dirichlet-form is called quasi-regular if the following conditions are
fulfilled:

1. There exists an E-nest of compact subsets of C(R,R).

2. There exists an E1/2
1 -dense subset of D(E) whose elements have E-quasi-continuous

µ-versions.

3. There exists un ∈ D(E), n ∈ N with E-quasi-continuous m-versions ũn, n ∈ N and
an E-exceptional subset N ⊂ C(R,R) such that {ũn|n ∈ N} separates the points
of C(R,R) \N .

We recall the definitions used above:

Definition 4.1.2. 1. Define for F ⊂ E, F closed

D(E)F := {u ∈ D(E)|u = 0 m-a.e. on E \ F}.

2. An increasing sequence (Fk)k∈N of closed subsets of E is called an E-nest if⋃
k≥1D(E)Fk

is dense in D(E) w.r.t. Ẽ1/2
1 .
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4 Quasi-regularity

3. E1/2
1 (u) :=

√
E(u, u) + 〈u, u〉H defines a norm on D(E). A subset A ⊂ D(E) is

called E1/2
1 -dense, if its closure Ā fulfils Ā = D(E).

4. A property is said to hold E-quasi-everywhere (E-q.e.) if there exists an E-exceptional
set N such that the property holds on E \N .

5. A subset N ⊂ E is called E-exceptional if N ⊂
⋂
k≥1 F

c
k for some E-nest (Fk)k∈N.

6. An E-q.e. defined function f on E is called E-quasi-continuous if there exists an
E-nest (Fk)k∈N such that f|Fk

is continuous for every k ∈ N

Definition 4.1.3. Let (Ω,M) a measurable space. By P(Ω) we denote the set of all
probability measures on (Ω,M). The completion of M with respect to a probability
measure P is denoted by MP . The σ-algebra M∗ is defined by M∗ :=

⋂
P∈P(Ω)MP .

Definition 4.1.4. A family (Mt)t∈[0,∞] of σ-algebras is called a filtration if Ms ⊂Mt

for s ≤ t and M∞ = σ(
⋃
t∈[0,∞)Mt). Let (Mt) be a filtration. We define then Mt+ :=⋂

s>tMs. A filtration is called right-continuous if Mt+ = Mt for all t ≥ 0.

Definition 4.1.5. Let (Ω,M) be a measurable space. An M-measurable function
τ : Ω → [0,∞] is called an (Mt)-stopping time if {τ ≤ t} ∈ Mt for all t ≥ 0. The
sub-σ-algebra Mτ of M is then defined as:

Mτ := {Γ ∈M|Γ ∩ {τ ≤ t} ∈ Mt for all t ≥ 0}

Definition 4.1.6 (cf. [MR92, Definition IV.1.4]). (Xt)t≥0 is called a stochastic process
with state space E if Xt : Ω → E is an M/B(E)-measurable map for all t ∈ [0,∞). It
is called measurable if (t, ω) 7→ Xt(ω) is B([0,∞)) ×M/B(E)-measurable. It is called
(Mt)-adapted for a filtration (Mt) on (Ω,M) if each Xt is Mt/B(E)-measurable.

Definition 4.1.7. A stochastic process M := (Ω,M, (Xt)t≥0, (Pz)z∈E) is called a Markov
process if the following conditions hold:

1. There exists a filtration (Mt) on (Ω,M) such that (Xt)t≥0 is an (Mt)-adapted
stochastic process with state space E.

2. For each t ≥ 0 there exists a shift-operator θt : Ω → Ω such that Xs ◦ θt = Xs+t

for all s, t ≥ 0.

3. Pz, z ∈ E, are probability measures on (Ω,M) such that z 7→ Pz(Γ) is B(E)∗-
measurable for each Γ ∈ M respectively B(E)-measurable if Γ ∈ σ({Xs|s ∈
[0,∞)}).

4. (Markov property) For all A ∈ B(E) and t, s ≥ 0 we have:

Pz[Xs+t ∈ A|Ms] = PXs [Xt ∈ A] Pz − a.s., z ∈ E.

Definition 4.1.8. Let M := (Ω,M, (Xt)t≥0, (Pz)z∈E) be a Markov process. It is called
a right process if the following conditions hold:
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4.2 (E , D(E)) is a Dirichletform and some basic estimates

1. Pz[X0 = z] = 1 for all z ∈ E.

2. For each ω ∈ Ω, t 7→ Xt(ω) is right continuous on [0,∞).

3. (Mt) is right-continuous, i.e. and for every (Mt)-stopping time σ and every prob-
ability measure µ on E

Pµ[Xσ+t ∈ A|Mσ] = PXσ [Xt ∈ A]

for all A ∈ B(E), t ≥ 0.

Definition 4.1.9. A right process is called a diffusion if

Pz[t 7→ Xt is continuous on [0,∞)] = 1 for all z ∈ E.

We also need the following definition (compare with [MR92, Definition IV.2.5])

Definition 4.1.10. A right process M is called properly associated with (E , D(E)) if
ptf is an m-version of Ttf , where (Tt)t≥0 is the semigroup associated to (E , D(E)) (cf.
[MR92, Chapter I.2]) and E-quasi-continuous for all t > 0, f ∈ Bb(E) ∩ L2(E,m). It is
called properly coassociated if ptf is an m-version of T̂tf and E-quasi-continuous for all
t > 0, f ∈ Bb(E) ∩ L2(E,m).

A pair (M, M̂) is called properly associated with (E , D(E)) if M is properly associated
with (E , D(E)) and M̂ is properly coassociated with (E , D(E)).

We want to apply the following theorem:

Theorem 4.1.11 ([MR92, V.1.11]). A quasi-regular Dirichlet form possesses the local
property if and only if it is associated with a pair of diffusions (M, M̂).

Remark 4.1.12. Since in our case the Dirichlet form is symmetric M and M̂ coincide.

To prove the first condition of quasi-regularity we closely follow the proofs in [MR92],
[RS92] and [RS95].

4.2 (E , D(E)) is a Dirichletform and some basic estimates

We need the following lemma which is similar to [RS92, Lemma 1.1, Lemma 1.2] and
[MR92, Lemma IV.4.1]

Lemma 4.2.1. Let ϕ ∈ C1
b (R,R), then for all u ∈ D(E) we have ϕ ◦ u ∈ D(E) and for

all u, v ∈ D(E)

∇(ϕ ◦ u) = ϕ′∇u

E(ϕ ◦ u, ϕ ◦ v) =
1
2

∫
(ϕ′)2〈∇u,∇v〉H dµ
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4 Quasi-regularity

Proof. Let u ∈ D(E) and (un) ⊂ FC∞
b a sequence such that un → u in D(E). Then we

have that ϕ(un) → ϕ(u) in L2(E,µ). And ∇(ϕ ◦ un) = ϕ′(un)∇un −−−→
n→∞

ϕ′(u)∇(u) in

L2(E → H,µ). Since E , D(E) is closed we have that ϕ◦u ∈ D(E) and∇(ϕ◦u) = ϕ′(u)∇u,
hence we have E(ϕ ◦ u, ϕ ◦ v) = 1

2

∫
(ϕ′)2〈∇u,∇v〉H dµ.

Lemma 4.2.2. For u, v ∈ D(E) ∩ Bb(C(R,R)) we have

(i) u ∨ v ∈ D(E) and

〈∇(u ∨ v),∇(u ∨ v)〉H ≤ 〈∇u,∇u〉H ∨ 〈∇v,∇v〉H (4.2.1)

(ii) u ∧ v ∈ D(E) and

〈∇(u ∧ v),∇(u ∧ v)〉H ≤ 〈∇u,∇u〉H ∨ 〈∇v,∇v〉H (4.2.2)

Proof. Since a ∨ b = 1
2(a+ b) + 1

2 |a− b| and a ∧ b = 1
2(a+ b)− 1

2 |a− b|, it is enough to
show that |u| ∈ D(E) for u ∈ FC∞

b in order to show that u ∨ v and u ∧ v ∈ D(E).
Let δn be a Dirac-sequence, (i.e. δn ∈ C∞

0 (R), δn ≥ 0,
∫
δn ds = 1, δn(s) = δn(−s), s ∈

R and supp δn ⊂ (− 1
n ,

1
n) for all n ∈ N) and define fn(t) := δn ∗ |·|(t) =

∫
δn(s)|t− s|ds.

Then we have by 4.2.1 fn(u− v) ∈ D(E) for u, v ∈ D(E), fn → |·| locally uniformly and

f ′n(t) =
d
dt

∫
|t− s|δn(s) ds

= lim
h→0

1
h

(∫
|t+ h− s|δn(s) ds−

∫
|t+ s|δn(s) ds

)
= lim

h→0

1
h

∫
(|t+ h− s| − |t− s|)δn(s) ds

= lim
h→0

∫
|t+ h− s| − |t− s|

h
δn(s) ds

=
∫

1(−∞,t) − 1(t,∞)δn(s) ds

−−−→
n→∞


1 , t > 0
−1 , t < 0
0 , t = 0

= sign(t)

For any bounded u ∈ D(E) we then have ∇fn ◦ u → sign ◦u and since u ∈ D(E) and
(E , D(E)) is closed we have that ∇|u| = sign(u)∇u. Applying this result we get:

〈∇(u ∨ v),∇(u ∨ v)〉H

= 〈∇(
1
2
(u+ v) +

1
2
|u− v|),∇(

1
2
(u+ v) +

1
2
|u− v|)〉H

= 〈1
2
(∇u+∇v + sign(u− v)(∇u−∇v)), 1

2
(∇u+∇v + sign(u− v)(∇u−∇v))〉H
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4.2 (E , D(E)) is a Dirichletform and some basic estimates

= 〈1{u>v}∇u+ 1{u<v}∇v +
1
2
1{u=v}(∇u+∇v), 1{u>v}∇u+ 1{u<v}∇v〉H

+ 〈1{u>v}∇u+ 1{u<v}∇v +
1
2
1{u=v}(∇u+∇v), 1

2
1{u=v}(∇u+∇v)〉H

= 1{u>v}〈∇u,∇u〉H + 1{u<v}〈∇v,∇v〉H

+
1
4
(〈∇u,∇u〉H + 2〈∇u,∇v〉H + 〈∇v,∇v〉H)

≤ 〈∇u,∇u〉H ∨ 〈∇v,∇v〉H

and for (iii) we get:

〈∇(u ∧ v),∇(u ∧ v)〉H

= 〈∇(
1
2
(u+ v)− 1

2
|u− v|),∇(

1
2
(u+ v)− 1

2
|u− v|)〉H

= 〈1
2
(∇u+∇v − sign(u− v)(∇u−∇v)), 1

2
(∇u+∇v − sign(u− v)(∇u−∇v))〉H

= 〈1{u>v}∇v + 1{u<v}∇u+
1
2
1{u=v}(∇u+∇v), 1{u>v}∇v + 1{u<v}∇u〉H

+ 〈1{u>v}∇v + 1{u<v}∇u+
1
2
1{u=v}(∇u+∇v), 1

2
1{u=v}(∇u+∇v)〉H

= 1{u>v}〈∇v,∇v〉H + 1{u<v}〈∇u,∇u〉H

+
1
4
(〈∇u,∇u〉H + 2〈∇u,∇v〉H + 〈∇v,∇v〉H)

≤ 〈∇u,∇u〉H ∨ 〈∇v,∇v〉H

Now we can show that (E , D(E)) is a Dirichlet-form:

Proposition 4.2.3. (E , D(E)) is a symmetric Dirichlet-form

Proof. Since 〈∇u,∇v〉H = 〈∇v,∇u〉H we have that

E(u, v) =
∫
〈∇u,∇v〉H dµ =

∫
〈∇v,∇u〉H dµ = E(v, u),

hence E is a symmetric bilinear form. The constant functions 1 and 0 are in FC∞
b ⊂

D(E). Now we apply 4.2.4 and have that for any u ∈ D(E) u+ and u+ ∧ 1 ∈ D(E).
Furthermore we have µ-a.s.:

〈∇(u+ ∧ 1),∇(u+ ∧ 1)〉H ≤ 〈∇u+,∇u+〉H ∨ 〈∇1,∇1〉H︸ ︷︷ ︸
=0

≤ 〈∇u,∇u〉H ∨ 〈∇0,∇0〉H︸ ︷︷ ︸
=0

= 〈∇u,∇u〉H
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4 Quasi-regularity

Using this estimate we have

E(u+∧1, u+∧1) =
1
2

∫
〈∇(u+ ∧ 1),∇(u+ ∧ 1)〉H dµ ≤ 1

2

∫
〈∇u,∇u〉H dµ = E(u, u).

Lemma 4.2.4. For u, v ∈ D(E) we have

(i) u ∨ v ∈ D(E) and

〈∇(u ∨ v),∇(u ∨ v)〉H ≤ 〈∇u,∇u〉H ∨ 〈∇v,∇v〉H (4.2.3)

(ii) u ∧ v ∈ D(E) and

〈∇(u ∧ v),∇(u ∧ v)〉H ≤ 〈∇u,∇u〉H ∨ 〈∇v,∇v〉H (4.2.4)

Proof. We will show that ∇|u| = sign(u)∇u for any u ∈ D(E). Then we get the result by
the same calculations as in 4.2.2. Let u ∈ D(E) then |u| ∈ D(E) by [MR92, ] since x 7→ |x|
is a normal contraction. Then we have by [MR92, I.4.17] that (|u| ∧ n)∨ (−n)) → |u| in
D(E). So we have that ∇(|u| ∧n)∨ (−n)) → ∇|u| in L2(C(R,R), µ). On the other hand
we have

∇(|u| ∧ n) ∨ (−n)) = ∇|u ∧ n ∨ (−n)|
= sign(u ∧ n ∨ (−n))∇(u ∧ n ∨ (−n))
= sign(u)∇(u ∧ n ∨ (−n))

→ signu∇u in L2(C(R,R), µ).

Putting this together we have ∇|u| = sign(u)∇u. Now we apply the same calculations
as in 4.2.2 and finish our proof.

4.3 Quasi-regularity

For n ∈ N we define Cn := C([−n, n],R) with its sup-norm ‖·‖n. Denote by C∗
n its

topological dual space with norm ‖·‖∗n.
Furthermore consider the following mappings:

pH : H → C(R,R) the Sobolev embedding
pn : C(R,R) → C([−n, n],R) f 7→ f|[−n,n]

in : H → C([−n, n],R) in = pn ◦ pH
jn : C([−n, n],R)∗ → H∗ jn(l)(h) = l(in(h)) the dual mapping to in

For a better overview consider the following diagram:
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4.3 Quasi-regularity

C(R,R)∗ C(R,R)

H∗ ∼= H

C∗
n := C([−n, n],R)∗ C([−n, n],R) =: Cn

H
H

H
H

HHj

?

pn

�
�

�
�

��*pH

H
H

H
H

HHj

in

�
�

�
�

��*jn

6

Lemma 4.3.1. For all n ∈ N we have that in : H → (Cn, ‖·‖n), h 7→ h[−n,n] is continu-
ous.

Proof. First observe the following:

h(x)2 =
∫ x

−∞
2h(t)h′(t) dt

≤ 2

√∫ x

−∞
f(t)2 dt

√∫ x

−∞
h′(t)2 dt

≤
∫ x

−∞
h(t)2 dt+

∫ x

−∞
h′(t)2 dt

≤
∫ ∞

−∞
h(t)2 dt+

∫ ∞

−∞
h′(t)2 dt

= ‖h‖2
H

So we have sup−n≤x≤n|h(x)| ≤ ‖h‖H .

Remark 4.3.2. The result from above will be used in the following estimates. It would
not work, if we had instead of H and its norm the following (where ‖·‖H̃ is just a
semi-norm):

H̃ := {h ∈ C(R, R)|h is absolutely continuous and
∫
h′(t)2 dt <∞}

‖h‖H̃ :=
∫
h′(t)2 dt

Lemma 4.3.3. For all n ∈ N we have that j : C∗
n → H∗ ≡ H is continuous and

‖jn‖L(C∗n→H∗) ≤ 1.
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4 Quasi-regularity

Proof. Denote by i : H → Cn the embedding from above. Then we have:

‖jn‖L(C∗n→H∗) = sup{‖jn(f)‖H∗ |f ∈ C∗
n, ‖f‖C∗n ≤ 1}

= sup{‖f ◦ in‖H∗ |f ∈ C∗
n, ‖f‖C∗n ≤ 1}

= sup{|f(inh)||f ∈ C∗
n, ‖f‖C∗n ≤ 1, h ∈ H, ‖h‖H ≤ 1}

≤ sup{|f(ih)||f ∈ C∗
n, sup

h∈H
‖h‖H≤1

|f(ih)| ≤ 1, h ∈ H‖h‖H ≤ 1}

≤ sup{|f(ih)||f ∈ C∗
n, sup

h∈H
‖h‖H≤1

|f(ih)| ≤ 1, h ∈ H‖h‖H ≤ 1} ≤ 1

Furthermore fix a function ϕ ∈ C∞
b with ϕ(x) = x for x ∈ [−1, 2].

Let (fk)k be a fixed dense subset of C(R,R). By the Hahn-Banach theorem for k, n ∈ N
there exists l(n)

k ∈ C∗
n such that l(n)

n (πn(fk)) = ‖πn(fk)‖n and ‖l(n)
k ‖∗n = 1. Let us fix this

set of functions.

Lemma 4.3.4. For each n ∈ N and g ∈ C(R,R) we have that supk∈N l
(n)
k (πn(g)) = ‖g‖n.

Proof. We have l(n)
k (πn(g)) ≤ |l(n)

k (πn(g))| ≤ ‖πn(g)‖n.
Now let (ki))i ∈ N be a sequence in N such that limi→∞ fki

= g. Then we have

‖πn(g)‖n = lim
i→∞

‖πn(fki
)‖n = lim

i→∞
l
(n)
ki

(πn(fki
)) = lim

i→∞
l
(n)
ki

(πn(g)) ≤ sup
k∈N

l
(n)
k (πn(g))

Lemma 4.3.5. For each k, n ∈ N we have that

f 7→ gn,k(f) :=
n∑
i=1

2−i sup
1≤j≤n

(l(i)j (πi(f − fk))+ ∧ 1) ∈ D(E). (4.3.1)

Proof. We have ϕ ◦ l(i)j ◦ pi ∈ FC∞
b and

(ϕ ◦ l(i)j ◦ pi)+ ∧ 1 = (l(i)j ◦ pi)+ ∧ 1

Since the left-hand side is in D(E) by 4.2.2 the right-hand side is also in D(E). Applying
4.2.4 and using induction we have that

sup
1≤j≤n

(l(i)j (πi(f − fk))+ ∧ 1) ∈ D(E).

And because D(E) is a linear space we have shown that gn,k ∈ D(E).

Lemma 4.3.6. Let gn,k be the sequence of functions on C(R,R) defined in 4.3.5. Then
we have for all f ∈ C(R,R) that

sup
n∈N

gn,k(f) = d(f, fk). (4.3.2)
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Proof. We know that d(f, fk) =
∑∞

i=1 2−i(‖πi(f − fk)‖i ∧ 1). Furthermore we know by
4.3.4 that

lim
n→∞

sup
1≤j≤n

(l(i)j (pi(f − fk)))+ ∧ 1 = lim
n→∞

( sup
1≤j≤n

l
(i)
j (pi(f − fk)))+ ∧ 1

= ( lim
n→∞

sup
1≤j≤n

l
(i)
j (pi(f − fk)))+ ∧ 1

= (sup
j∈N

l
(i)
j (pi(f − fk)))+ ∧ 1

= ‖f − fk‖+
i ∧ 1

for every i.
Hence the sequence of functions on N defined as 1{1,...n}(i) sup1≤j≤n(l

(i)
j (pi(f−fk)))+∧

1 converges pointwise (in N) to ‖pi(f − fk)‖i. Since the measure
∑∞

i=1 2−iδi is a prob-
ability measure on N and since the sequence is bounded by 1, we have by Lebegues
Theorem that

lim
n→∞

∞∑
i=1

1{1,...,n}(i) sup
1≤j≤n

sup
1≤j≤n

(l(i)j (pi(f − fk)))+ ∧ 1 = d(f, fk)

Lemma 4.3.7. Let (gn,k)n,k∈N be the set of functions from above, then

sup
n,k
〈∇gn,k,∇gn,k〉H ∈ L1(E,µ).

Proof. At first we need some estimates:

∇H l
(n)
j ◦ pn = l

(n)
j ◦ pn ◦ pH = l

(n)
j ◦ in

‖∇l(i)j (pi(f − fk))‖H∗ = ‖l(i)j ◦ ii‖H∗ ≤ ‖l(i)j ‖C∗n = 1

Now we have for all n, k ∈ N:

〈∇gn,k,∇gn,k〉H

= 〈∇
n∑
i=1

2−i sup
1≤j≤n

(l(i)j (pi(f − fk))+ ∧ 1),∇
n∑
i=1

2−i sup
1≤j≤n

(l(i)j (pi(f − fk))+ ∧ 1)〉H

=
n∑
i=1

n∑
ĩ=1

2−i2−ĩ〈∇ sup
1≤j≤n

(l(i)j (pi(f − fk))+ ∧ 1),∇ sup
1≤j≤n

(l(̃i)j (pĩ(f − fk))+ ∧ 1)〉H

≤
n∑
i=1

n∑
ĩ=1

2−i2−ĩ‖∇ sup
1≤j≤n

(l(i)j (pi(f − fk))+ ∧ 1)‖‖∇ sup
1≤j≤n

(l(̃i)j (pĩ(f − fk))+ ∧ 1)‖

≤
n∑
i=1

n∑
ĩ=1

2−i2−ĩ sup
1≤j≤n

‖∇(l(i)j (pi(f − fk))+ ∧ 1)‖ sup
1≤j≤n

‖∇(l(̃i)j (pĩ(f − fk))+ ∧ 1)‖
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4 Quasi-regularity

=
n∑
i=1

n∑
ĩ=1

(
2−i2−ĩ sup

1≤j≤n
‖∇(ϕ(l(i)j (pi(f − fk)))+ ∧ 1)‖

× sup
1≤j≤n

‖∇(ϕ(l(̃i)j (pĩ(f − fk)))+ ∧ 1)‖
)

≤
n∑
i=1

n∑
ĩ=1

2−i2−ĩ sup
1≤j≤n

‖∇ϕ(l(i)j (pi(f − fk)))‖ sup
1≤j≤n

‖∇ϕ(l(̃i)j (pĩ(f − fk))‖

=
n∑
i=1

n∑
ĩ=1

2−i2−ĩ
(

sup
1≤j≤n

|ϕ′(l(i)j (pi(f − fk)))|‖∇(l(i)j (pi(f − fk)))‖

× sup
1≤j≤n

|ϕ′(l(̃i)j (pi(f − fk))|‖∇(l(̃i)j (pĩ(f − fk)))‖
)

≤
n∑
i=1

n∑
ĩ=1

2−i2−ĩC2 sup
1≤j≤n

‖∇(l(i)j (pi(f − fk)))‖ sup
1≤j≤n

‖∇(l(̃i)j (pĩ(f − fk)))‖

≤
n∑
i=1

n∑
ĩ=1

2−i2−ĩC2 sup
1≤j≤n

‖(l(i)j (pi)‖ sup
1≤j≤n

‖(l(̃i)j (pĩ))‖

≤
n∑
i=1

n∑
ĩ=1

2−i2−ĩC21

= C2.

Since µ is a probability measure we have proven the result.

Now define the following sequence of functions:

fn(w) := inf
m≤n

d(w,wm) = inf
m≤n

sup
l∈N

gl,m(w)

Lemma 4.3.8. For the sequence of functions (fn)n∈N defined above we have

(i) fn → 0 in L2(C(R,R), µ)

(ii)
∑n

k=1
1
nfnk

→ 0 in (D(E), E1/2
1 ) for a subsequence (fnk

)k∈N of (fn)n∈N

(iii) There exists an E-nest such that fn → 0 uniformly on each Fk.

(iv) The sets in the E-nest from (iii) are compact.

Proof. (i) The sequence fn is bounded by f1. Since (wm)m∈N is dense in C(R,R) we
have fn → 0 pointwise. Altogether we have fn → 0 in L2(C(R,R), µ).

(ii)

E(fn, fn) = E( inf
m≤n

d(w,wm), inf
m≤n

d(w,wm))

≤ sup
m≤n

E(d(w,wm), d(w,wm))
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= sup
m≤n

∫
〈∇ sup

l∈N
gl,m(w),∇ sup

l∈N
gl,m(w)〉H µ(dw)

≤ sup
m≤n

∫
sup
l∈N

〈∇gl,m(w),∇gl,m(w)〉H µ(dw)

≤
∫

sup
m≤n

sup
l∈N

〈∇gl,m(w),∇gl,m(w)〉H µ(dw)

≤
∫

sup
m∈N,l∈N

〈∇gl,m(w),∇gl,m(w)〉H︸ ︷︷ ︸
∈L1(C(R,R),µ) by 4.3.7

µ(dw)

<∞

Now we can apply [MR92, Lemma 2.12.] and we get a subsequence (fnk
)k∈N such that

limn→∞
1
n

∑n
k=1 fnk

= 0 in D(E).
(iii) Since all the functions w 7→ d(w,wm) are continuous we have that fn has the

continuous µ-version w 7→ inf d(w,wm), so we have that 1
n

∑n
k=1 fnk

is also continuous
and hence E-quasi-continuous.

Now we apply [MR92, Proposition III.3.5] and get that there exists (nl)l∈N such that
liml→∞

1
nl

∑nl
k=1 fnk

= 0 E-quasi-uniformly, i.e. there exists an E-nest (Fk)k∈N such that
liml→∞

1
nl

∑nl
k=1 fnk

= 0 uniformly on each Fk.
Fix this E-nest. We will now show that limn→∞ infm≤n d(w,wm) = 0 uniformly on Fk

for all k ∈ N: Fix k ∈ N. Let ε > 0, then there exists N(ε) such that 1
nl

∑nl
k=1 fnk

< ε
for all l ≥ N(ε). Then we have for any n ≥ nN(ε) that there exists an l ≥ N(ε) such
that n ≥ nl. Then we have:

inf
m≤n

d(w,wm) =
1
nl

nl∑
k=1

inf
m≤n

d(w,wm)

≤ 1
nl

nl∑
k=1

inf
m≤nk

d(w,wm)

< ε

(iv) Since C(R,R) is complete and each Fk is bounded it is enough to show that Fk
is totally bounded, i.e. for every ε > 0 there exist w1, . . . , wn ∈ C(R,R) such that
Fk ⊂

⋃n
i=1Bε(wi).

Take ε > 0 then there exists N(ε) such that infm≤N(ε) d(w,wm) < ε∀w ∈ Fk then for
any w ∈ Fk we have: infm≤N(ε) d(w,wm) < ε, since the infimum is taken over only a
finite number of elements, there exists an i0 ≤ N(ε), such that d(w,wi0) < ε, hence we
have w ∈ Bε(wi0) ⊂

⋃N(ε)
i=1 Bε(wi). So we have Fk ⊂

⋃N(ε)
i=1 Bε(wi).

4.4 The Process: Existence and Properties

In this part we show the existence of a diffusion which is associated to (E , D(E)).
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4 Quasi-regularity

Proposition 4.4.1. The Dirichletform (E , D(E)) is local.

Proof. It is enough to show that every form (Ek, D(Ek)) is local. To show this, it is
enough to show that ∂u

∂k = 0 on supp[u]c.
First we will show that

∂(vw)
∂k

= v
∂w

∂k
+ w

∂v

∂k

Step 1: Let v, w ∈ D(Ek) and v, w are bounded. There exist sequences (vn)n∈N, (wn)n∈N ⊂
FC∞

b such that vn → v and wn → w in D(Ek), so also in L2(E,µ). For all n ∈ N we
have

∂(vnwn)
∂k

= vn
∂wn
∂k

+ wn
∂vn
∂k

We also have:

lim
n→∞

vn
∂wn
∂k

+ wn
∂vn
∂k

= v
∂w

∂k
+ w

∂v

∂k

Since (Ek, D(Ek)) is closed we have that vw ∈ D(E) and ∂(vw)
∂k = v ∂w∂k + w ∂v

∂k
Step 2: Let v, w ∈ D(Ek). Define vn := (v ∧ n) ∨ (−n) and wn := (w ∧ n) ∨ (−n). By

Step 1 we have that

∂(vnwn)
∂k

= vn
∂wn
∂k

+ wn
∂vn
∂k

and by [MR92, I.4.17] we have for the right hand side:

lim
n→∞

(v∧n)∨ (−n)
∂(w ∧ n) ∨ (−n)

∂k
+(w∧n)∨ (−n)

∂(v ∧ n) ∨ (−n)
∂k

= v
∂w

∂k
+w

∂v

∂k

Since (Ek, D(Ek)) is closed we have that vw ∈ D(E) and ∂(vw)
∂k = v ∂w∂k + w ∂v

∂k
Now let u ∈ D(Ek). By [MR92, V.1.7] there exists v ∈ D(Ek) ∩ L∞(E,µ) such that

0 ≤ v ≤ 1supp[u]c and v > 0 µ-a.s. on supp[u]c. Then we have uv = 0 µ-a.s, hence ∂(uv)
∂k =

0. Putting this together with the first part of the proof we get: 0 = ∂(uv)
∂k = u∂v∂k + v ∂u∂k .

Since the first part is equal to zero on supp[u]c and the second on supp[u], we have that
both parts are equal to zero on E. Finally we get that on supp[u]c we have ∂u

∂k = 0.

Theorem 4.4.2. Let (E , D(E)) be the Dirichlet-form defined in Chapter 3. Then there
exists a diffusion which is properly associated with (E , D(E)).

Proof. We want to apply [MR92, Theorem V.1.11] (cited at 4.1.11).
In order to do this we have to check the conditions of quasi-regularity:
Condition 1 follows immediately by Lemma 4.3.8
Condition 2 is very simple: All Elements of FC∞

b are continuous, hence E-q.c. and
FC∞

b is dense in D(E) by construction of the closure.
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4.4 The Process: Existence and Properties

Condition 3 can also be easily checked. Consider again the ONB (hn)n∈N of H as in
Chapter 3. Let (ln) ⊂ C(R,R)∗ such that li(hj) = δij and let ϕ ∈ C∞

b be increasing.
Then the family (ϕ ◦ ln)n∈N is in FC∞

b and it separates the points of C(R,R). We have
already shown that (E , D(E)) is local, hence we can apply [MR92, Theorem V.1.11] and
have finished the proof.

Now we show that (E , D(E)) is conservative.

Proposition 4.4.3. (E , D(E)) is conservative.

Proof. We have to show that Tt1 = 1. For this it is enough to show that L1 = 0
since we have Ttf − Tts =

∫ t
s TrLf dr for all f ∈ D(E) and t ≥ s ≥ 0. To show that

L1 = 0 we use that E(u, v) = (−Lu, v). Since 1 ∈ FC∞
b we have for all v ∈ FC∞

b that
E(1, v) = 1

2

∫
C(R,R)〈0,∇Hv〉H dµ = 0. So we have 0 = (−L1, v) for all v ∈ FC∞

b . Since
FC∞

b is dense in D(E) we have that L1 = 0. Finally we get: Tt1 − 1 = Tt1 − T01 =∫ t
0 TrL1 dr =

∫ t
0 Tr0 dr = 0 hence we have Tt1 = 1 for all t > 0. Since (E , D(E))

is properly associated to our process we have that pt1 = 1 and we have finished our
proof.

Finally we state that under some conditions the constructed process solves a stochastic
differential equation weakly.

First we need this definition:

Definition 4.4.4. An element k ∈ E is called well-µ-admissible, if the following holds:
There exists βk in L2(E,µ) such that for all u, v ∈ FC∞

b∫
∂u

∂k
v dµ = −

∫
u
∂v

∂k
dµ−

∫
uvβk dµ

Remark 4.4.5. If k is well-µ-admissible, it is µ-admissible. For a proof see for example
[MR92, Proposition II.3.4].

We want to use the following result:

Theorem 4.4.6 (cf. [AR91, Theorem 5.7]). Let K0 be an orthonormal basis in H,
separating the points in C(R,R) such that every k ∈ K0 is well-µ-admissible. Then for
q.e. z ∈ C(R,R) ({ C(R,R)∗〈k,Xt〉C(R,R) |k ∈ K0},Ft, Pz)t≥0 solves the following system
of stochastic differential equations

dY k
t = dW k

t +
1
2
βk((Y k

t )k∈K0) dt k ∈ K0

Y k
0 = C(R,R)∗〈k, z〉C(R,R)

where {(W k
t )t≥0|k ∈ K0} is a collection of independent one dimensional (Ft)t≥0-Brownian

motions starting at zero and where we identify z ∈ C(R,R) with ( C(R,R)∗〈k, z〉C(R,R))k∈K0 .
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4 Quasi-regularity

Proof. This is just [AR91, Theorem 5.7] applied to our situation.

Remark 4.4.7. We want show the relation between βk and ask.
For k ∈ C(R,R) \ {0} such that µ is k-quasi-invariant, choose lk ∈ C(R,R)′ such that

lk(k) = 1 and define πk(z) := z− lk(z)k. Define Ek0 := πk(C(R,R)). Define the measure
σk by σk(A) :=

∫
R τsk(µ)(A) ds for A ∈ B(C(R,R)), and νk := πk(µ). By [AR90b, 4.2

Proposition] we have that µ� σk. Define ρk(z) := dµ
dσk

(z).
Suppose furthermore that lims→0

1
s (
√
ask − 1) exists in L2(E,µ) and that R(ρk(x +

·k)) = R for νk-a.e. x ∈ E0. Then we have by [AR90b, 4.4 Remark] and [AR90b, 4.8.
Corollary] for every s ∈ R that

ask(z) = exp
(∫ s

0
β(k)(z − tk) dt

)
for µ-a.e. z ∈ E

If s 7→ ask is differentiable in 0, we then get that d
ds
ask|s=0 = exp(

∫ 0
0 )β(k)(z −

tk) dt)β(k)(z) = β(k)(z).
If ϕ ∈ C1(R,R) and ψ is partial differentiable in the second coordinate, we get that:

βk = d
dsask|s=0 = −

∫
wdk′ +

∫
ϕ′(w(t)k(t) dt

+
∫∫

∂2ψ(r − t, w(r)− w(t))(k(r)− k(t)) drdt
+
∫∫

∂2ψ(r − t, w(r)− w(t))k(r) drdt.
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In this chapter we will put together some results about Stieltjes-Integrals.

Lemma A.0.8. Let f, g be of bounded variation, then f and fg are Riemann-integrable
and we have∫ b

a
g(t) d(

∫ t

a
f(s) ds) =

∫ b

a
g(t)f(t) dt.

Proof. We have to show that for every ε > 0 there exists a partition Pε of [a, b] such
that for every finer partition P ⊃ Pε we have

|
n∑
k=1

g(ξk)(
∫ tk

a
f(s) ds−

∫ tk−1

a
f(s) ds)−

∫ b

a
g(t)f(t) dt| < ε.

Let ε > 0. Then, since fg is Riemann-integrable there exists δ > 0 such that for every
partition with ‖P‖ < δ we have

|
n∑
k=1

g(ξk)f(ξk)(tk − tk−1)−
∫ b

a
f(s)g(s) ds| < ε

3
. (A.0.1)

Furthermore there exists stepfunctions ϕ and ψ with ϕ ≤ f ≤ ψ and
∫ b
a ψ − ϕ <

ε/(2 supx∈[a,b]|g(x)|). Take now as partition Pε = {a = t0, . . . , tn = b} a partition such
that ϕ and ψ are constant on each interval (tk, tk−1) and such that ‖P‖ < δ. Let
P = {a = t0 = s

(1)
0 < · · · < s

(1)
k1

= t1 = s
(2)
0 < · · · < s

(n)
kn

= tn = b} be a partition that is
finer than Pε

Let ϕ̃ be a step function defined as follows:

ϕ̃(x) =

{
0, x = s

(i)
j , 1 ≤ k ≤ n

f(ξ(i)j ), x ∈ (s(i)j−1, s
(i)
j )

Then we have for s ∈ (s(i)j−1, s
(i)
j )

ϕ̃(s) = f(ξ(i)j ) ≤ ψ(ξ(i)j ) = ψ(s)

ϕ̃(s) = f(ξ(i)j ) ≥ ϕ(ξ(i)j ) = ϕ(s),

since is ϕ and ψ are constant on each interval (ti, ti−1) ⊃ (s(i)j−1, s
(i)
j ). We then get that

|f − ϕ̃| ≤ ψ − ϕ. Finally we have:

|
n∑
i=1

ki∑
j=1

g(ξ(i)j )(
∫ s

(i)
j

a
f(s) ds−

∫ s
(i)
j

a
f(s) ds)−

∫ b

a
g(t)f(t) dt|
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≤ |
n∑
i=1

ki∑
j=1

g(ξ(i)j )
∫ s

(i)
j

s
(i)
j−1

f(s) ds−
n∑
i=1

ki∑
j=1

g(ξ(i)j )f(ξ(i)j )(s(i)j − s
(i)
j−1)|

+ |
n∑
i=1

ki∑
j=1

g(ξ(i)j )f(ξ(i)j )(s(i)j − s
(i)
j−1)−

∫ b

a
g(t)f(t) dt|︸ ︷︷ ︸

<ε/3

≤ ε

3
+

n∑
i=1

ki∑
j=1

|g(ξ(i)j )| · |
∫ s

(i)
j

s
(i)
j−1

f(s) ds− f(ξ(i)j )(s(i)j − s
(i)
j−1)|

≤ ε

3
+ sup
x∈[a,b]

|g(x)|
n∑
i=1

ki∑
j=1

∫ s
(i)
j

s
(i)
j−1

|f(s)− ϕ̃(s)|ds

≤ ε

3
+ sup
x∈[a,b]

|g(x)|
n∑
i=1

ki∑
j=1

∫ s
(i)
j

s
(i)
j−1

ψ(s)− ϕ(s) ds

=
ε

3
+ sup
x∈[a,b]

|g(x)|
∫ b

a
ψ(s)− ϕ(s) ds

< ε
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[MR92] Zhi-Ming Ma and Michael Röckner. Introduction to the theory of (non–
symmetric) Dirichlet forms. Springer, Berlin, 1992.

[OS99] Hirofumi Osada and Herbert Spohn. Gibbs measures relative to brownian
motion. Annals of Probability, 1999, Vol. 27, Nr. 3:1183–1207, 1999.

62



Bibliography

[Pre76] Christopher J. Preston. Random fields. Lecture notes in mathematics ; 534.
Springer, Berlin [u.a.], 1976.
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