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Abstract—Audiovisual communications is at the core of multi-
media systems that allow users to interact across distances. It is
common understanding that both audio and video are required
for high quality interaction. While audiovisual information pro-
vides a user with a satisfactory impression of being present in
a remote environment, physical interaction and manipulation
is not supported. True immersion into a distant environment
and efficient distributed collaboration require the ability to
physically interact with remote objects and to literally get in
touch with other people. Touching and manipulating objects
remotely becomes possible if we augment traditional audiovisual
communications by the haptic modality. Haptic communications
is a relatively young field of research that has the potential
to substantially improve Human-Human and Human-Machine-
Interaction. In this paper we discuss the state-of-the-art in haptic
communications both from a psychophysical and technical point
of view. From a human perception point of view, we mainly focus
on the multimodal integration of audio, video and haptics and
the improved performance that can be achieved when combining
them. We also discuss how the human adapts to discrepancies and
synchronization errors between different modalities, a research
area which is typically referred to as perceptual learning. From
a technical perspective, we address perceptual coding of haptic
information and the transmission of haptic data streams over
resource-constrained and potentially lossy networks in the pres-
ence of unpredictable and time-varying communication delays.
In this context, we also discuss the need for objective quality
metrics for haptic communication. Throughout the paper we
stress the fact that haptic communications is not meant as
a replacement of traditional audiovisual communications but
rather as an additional dimension for telepresence that will allow
us to advance in our quest for truly immersive communication.

Index Terms—haptic communications, telepresence, telemanip-
ulation, haptic compression, perceptual coding, psychophysics,
multimodal integration, perceptual learning

I. INTRODUCTION

THE field of audiovisual communications has witnessed
tremendous growth and progress during the last decades.

This progress has led to improved productivity and quality
of experience in remote interaction scenarios such as video
conferencing. With increasing quality, users feel more present,
experience an improved feeling of togetherness, and are able
to perform more subtle interactions. The resulting level of im-
mersiveness can for instance be experienced in the commercial
high-end teleconferencing products from CISCO (TelePres-
ence) [1] and Hewlett Packard (Halo) [2] which have managed
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to partially fulfill the promise of connecting people remotely
and giving them a feeling of presence and closeness that we
usually can only experience when people are in the same
room. Driving factors that made this improved telepresence
possible are high quality audio and video capturing and display
devices, highly efficient audio and video coding standards,
as well as the ever increasing transmission capacity of our
communication networks. It is expected that 3D video capture
and display will further increase the level of immersiveness
experienced by users in telepresence systems.

Despite all these advances, however, presence in a remote
real or virtual environment and truly immersive communi-
cation cannot be complete without the ability to physically
interact with distant objects and humans [3], [4], [5], [6],
[7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17]. To
achieve immersion into the task environment, telepresence
systems have continually attempted to supply the user with
comprehensive sensory feedback - auditory, visual and haptic.
The intricacies of involving haptics originate from the human-
in-the-loop nature of haptic interaction. The human can not
only perceive the haptic feedback offered - similar to other
modalities - but also, in response, physically act upon an
environment to alter it. Therefore a human-centric design and
analysis of haptic interaction systems is called for [18], [19],
[20].

In particular in shared cooperative (virtual) environments,
the communication of multi-modal sensory information plays a
fundamental role as it enables the participants to communicate
and interact through their actions [21]. In this context, the
importance of the haptic modality and its positive influence
on such shared user experience is discussed in [22], [21].
The results clearly show that shared haptic interaction towards
a common objective significantly improves task performance
and the sense of togetherness. In addition to interpersonal com-
munication, the integration of haptics significantly improves
the perception of important information about the environment
such as surface characteristics and shape of remote (virtual)
objects [23], [24], [25]. The integration of haptic communica-
tion enables novel applications in the field of teaching/training,
telerobotics, entertainment, gaming, etc.

In this invited paper, we complement and extend our discus-
sion of haptic communications presented recently in [26]. Our
selection of topics is such that overlap with [26] is avoided
as much as possible without sacrificing the completeness and
readability of this article. Although in the long run a joint treat-
ment of all modalities (audio, video, and haptics) is required,
we constrain our discussion in this paper mainly to the haptic
modality and its role in telepresence and telemanipulation
systems including virtual reality systems.



PROCEEDINGS OF THE IEEE, FRONTIERS OF AUDIOVISUAL COMMUNICATIONS: CONVERGENCES OF BROADBAND, COMPUTING AND RICH MEDIA 2

The remainder of this paper is organized as follows. We start
in Section II with a discussion of the multimodal integration
of audio, video and haptics followed by a short description on
how the human adapts to discrepancies and synchronization
errors between different modalities. We finish Section II with
a summary of the main properties of human haptic perception.
In Section III we begin our technical discussion of haptic
communication with a focus on the characteristics of haptic
telepresence, haptic control architectures, and performance
evaluation metrics. Section IV is devoted to perceptual coding
of haptic data streams for haptic telepresence. In Section V
we briefly touch upon communication protocols for haptic
communications. Section VI introduces the field of error-
resilient haptic communications. The discussion starts with
an overview of typical artifacts that are introduced by packet
loss in haptic telepresence followed by a proposal on how
to perform error-robust perceptual haptic encoding. We stress
in Section VII the fact that accelerated progress in haptic
communications requires the availablity of objective quality
metrics. In this context we describe our recent proposal on how
to perform objective quality assessment for haptic telepresence
sessions in virtual environments. At the end of the paper, we
provide a summary of selected challenges for future work
in the area of haptic communications in Section VIII and
conclude the paper in Section IX.

II. HAPTIC PERCEPTION AND MULTIMODAL INTEGRATION

Human haptic perception is highly multidimensional. For
example, the shape of an object can be perceived through
the force patterns generated by interacting with the object.
Additionally, shape can also be perceived through the position
information provided by the kinesthetic signals derived from
the joints, tendons and muscles. This multidimensional nature
of haptics demands that the different sources of sensory
information have to be combined in the human brain in order
to arrive at a coherent and unified percept of the objects in
the world [27]. It is, of course, not just the haptic modality
that provides information about the environment. Foremost,
vision and audition also display rich sources of information
for the brain to learn about the objects in the environment.
Therefore, the question arises how the human brain combines
sensory information across and within a sensory modality
to construct a reliable and robust percept of the world? In
general, sensory information derived from different sensory
modalities can be complementary, such as color information
from vision and force information from touch, giving rise
to a rich representation of the objects in the human brain.
Alternatively, information may be redundant, such as size
information, which can be derived both, from vision and touch.
In the following we will elaborate on how the human brain
integrates such redundant sources of information.

A. Mechanisms of Multisensory Integration

Just like information processing in any technical system,
biological information processing is corrupted by noise. The
optimal way to integrate unbiased but noisy sensory estimates
S, is to form a weighted average of the different redundant

sources of information. Assuming the noises are independent
and Gaussian distributed, the weights w should be set propor-
tional to the inverse of the variances of these distributions. If
we define the precision to be r = 1/σ2, this can be written
as:

Ŝ =
∑

i

wiŜi with
∑

i

wi = 1 (1)

and

wj =
rj∑N
i=1 ri

(2)

where i runs over all the different sensory estimates that should
be combined. We consider this optimal, because this leads
to an unbiased combined estimate, for which the noise is
maximally reduced:

r =
∑

i

ri (3)

Recent behavioral experiments with human participants
have demonstrated that humans actually combine sensory
information in such a statistically optimal manner. This was
first demonstrated by Ernst and Banks [28] for the estima-
tion of visual and haptic size estimates. For this they used
psychophysical methods, experimentally introduced small con-
flicts between the information provided by vision and touch,
and they manipulated the precision of the sensory channels
by adding noise to the stimulus. These experiments confirmed
that the combined percept was always a compromise between
the information provided by vision and touch, as predicted by
the weighted average. When there was little noise on the visual
channel, it was the visual estimates that dominated the percept.
However, when there was noise added to the visual signals,
the combined size percept gradually shifted towards the size
specified by the haptic modality, until finally, when there was
a lot of noise added to the visual display, it was the haptic
modality that dominated the combined percept. Importantly,
this dynamic reweighting of information occurred on a trial-
by-trial basis, which implies that the weights are immediately
set correctly for the given perceptual situation. In other words,
it seems as if the human perceptual system not only has
an estimate of the magnitude of the sensory signals, but it
jointly also derives an estimate of the amount of noise that
is contained in the signal. Furthermore, by providing visual
and haptic information together, [28] showed that perceptual
performance increased compared to a situation when there
was either only visual or only haptic information available.
The increase in performance comes from the reduction of
noise when combining sensory information and conforms
to the value predicted by (3). Taken together these results
demonstrate that the different sensory modalities co-operate
by integrating multisensory information leading to an increase
in perceptual performance.

Visual-haptic integration of size information as investigated
in [28] was only the first example that demonstrated optimal
co-operation between the senses. By now there are many other
examples from various perceptual situations, which back this
result up and which thereby demonstrate that multisensory
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integration is a general principle used by the human brain
to reduce uncertainty and to increase perceptual performance
[29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39].

Given that multisensory integration is such a general princi-
ple employed by the human brain, we may be able to exploit
our understanding of it in technical applications, as discussed
here in this paper in the context of signal communications
for teleoperation. To continue on similar lines as the above
discussion, let us consider the provision of video and the haptic
feedback in a teleoperation system. Communications of sen-
sory data in the teleoperation system subsume their acquisition,
processing and transmission. Each of these processes is prone
to the introduction of noise into the signal in various ways,
e.g. sensor noise, quantization noise, channel noise, etc. Let
us consider the case where one of the two sensory channels
- video or haptics - is known to be more noise-prone than
the other. According to above findings the combined percept
will emphasize the more reliable (less noisy) channel. Thus
by allocating a larger share of the available rate budget to
the more reliable modality, the overall performance can be
improved.

B. Perceptual consequences to conflicting multisensory infor-
mation

In order to integrate multisensory signals the brain first
has to know which signals belong together. This is a non-
trivial problem, also known as the correspondence problem.
When there is no correspondence between the multisensory
signals, for example when the signals are unrelated or when
there are large spatial or temporal discrepancies between the
streams of multisensory information, integration will not occur
(e.g., [40]). The correspondence problem becomes particularly
severe in noisy and cluttered environments. Imagine walking
down a busy shopping street, with lots of people talking,
dogs barking, cars honking, music coming out of different
shops, and church bells ringing. How does the brain associate
one particular sound with its corresponding visual counterpart
in order for those signals to be integrated? Our current
understanding of this problem is still relatively poor. However,
first progress has been made into using causal inference and
cross-correlation for solving this problem (e.g., [41]). This
problem is complicated by the fact that the mapping between
multisensory signals is not fixed, but can vary with exposure to
altered sensory environments - a process also called perceptual
recalibration [42]. Such altered sensory environments are very
common even in everyday life, for example, when putting
on or taking off a pair of spectacles, when using tools, or
when wearing gloves while interacting with the world. The
classical example for such recalibration processes goes back
to Hermann von Helmholtz (1867) who first demonstrated
that we quickly adapt our pointing behavior after wearing
prism glasses. By now there is a multitude of demonstrations
of such recalibration processes including both, the spatial
and temporal domain. When a discrepancy occurs between
different streams of multisensory information - in space or in
time - the perceptual system corrects for this mismatch, so
that the discrepancy becomes less noticeable with time. One

example that has recently been studied to some extent concerns
the perceptual consequences when exposed to temporal delays
between multisensory signals (e.g., [43], [44], [45], [46]). Such
adaptations have been found to occur quickly (within minutes)
in a range of up to a couple of tenth of milliseconds. Exploiting
these adaptation processes, the human perceptual system stays
optimally adapted to the ever-changing statistical regularities
of the environment it is currently exposed to. The mechanisms
behind these recalibration processes, however, are still largely
unknown. First attempts have recently been made using models
based on Kalman-Filtering to describe these learning processes
[47], [48].

Here, we discuss the technical implication of these ob-
servations for signal communications. As mentioned before,
when conflicts between sources of sensory information occur,
integration quickly breaks down. At the same time, it is also
known that the human perceptual system quickly adapts to
persistent conflicts. However, a technical system that requires
the user to frequently adapt to novel conflicting situations will
have an unsatisfactory performance in terms of Quality-of-
Experience (QoE). Hence, in order to facilitate the coherent
perception of an event across different sensory feedbacks,
visual-haptic asynchrony should be systematically minimized
in the teleoperation system, for instance, via intelligent sta-
tistical multiplexing of the audio-visual-haptic signals on the
feedback communication channel.

C. Human haptic perception

Human haptic perception is concerned with the sense of
touch. Haptic perceptions require direct contact with the
environment. For exploring the environment, the sense of
touch inherently involves action, arguably to a greater extend
than any of the other senses do. The first systematic studies
into human haptic perception go back to Ernst Heinrich
Weber (1795-1878), one of the founding fathers of modern
psychophysics [49]. Weber examined the precision of the
sense of touch and established the well-known relationship
named after him - Weber’s law. This law states that the just
noticeable difference (JND) between two stimuli, that is the
minimum change in the magnitude of a stimulus that can be
detected, is proportional to its magnitude. Thus, the sense of
touch was the first sense that has been studied with a rigorous
scientific method. Despite several prominent researchers have
worked on the sense of touch since, over the years this picture
has dramatically changed. In recent years most perceptual
research was devoted towards the study of vision and audi-
tion. Therefore, compared to the sense of touch nowadays
vision and audition are far better understood. This shift in
focus from touch to vision and audition was boosted by the
development and the availability of novel sensing and display
technology. For vision the development of cameras to record
visual information and the progress in display technology from
the first simple cathode ray tubes (CRTs) to high-fidelity 3D
virtual-reality theaters enabled us to generate and manipulate
visual stimuli used in perceptual experiments in a very fine-
controlled manner. Similarly, microphones and loudspeakers
enabled us to record and display sounds with high-fidelity
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3D surround capability. In contrast to this, touch sensors and
display devices are still in their infancy. This is most likely due
to the highly multi-dimensional nature of the sense of touch
and the perceptions originating from this sense. Touch can be
considered multi-dimensional as it comprises kinesthetic as
well as tactile inputs. Furthermore, touch is multi-dimensional
as it involves not only sensations based on force and pressure
distributions on the skin, but it includes sensations based on
temperature as well as pain. Most importantly, however, touch
is multi-dimensional because haptic perceptions are not only
based on passively receiving information, but they are formed
through interaction thereby actively gathering information;
information that is used for recognizing and manipulating
objects. When interacting with objects the central nervous
system (CNS) has to efficiently control all the many degrees of
freedom inherent in the biomechanical structure of our bodies,
particularly the arms and the hands. Without haptic feedback
this dexterous control quickly fails, as nicely demonstrated by
Westling and Johansson [50]. This failure of precise control
with the lack of haptic feedback can strikingly be demonstrated
when trying to open a door using a key after an extensive
snowball fight without gloves. Taken together, because of this
multidimensional nature, touch is arguably the most complex
sense to study.

Haptic technology today is still based on very crude force
measurements, often measuring a single force vector for the
interaction with objects, and limited to displaying position-
dependent reaction-forces to the finger or the entire hand,
instead of differential force patterns, which would be necessary
for inducing specific tactile sensation. Thus, typical haptic
systems today mostly ignore temperature and pain sensations,
tactile inputs or the many degrees of freedom that are offered
by the joints in our body. This is in gross contrast to our
outstanding ability to haptically recognize objects, which is
mostly based on tactile inputs, the interplay between all our
fingers during exploration and also the thermal properties of
objects. For example, Lederman and Klatzky [51] showed
that we use stereotypical exploratory procedures to efficiently
recognize objects. These exploratory procedures critically in-
volve all fingers of the hand, they are tuned to maximize
tactile inputs, and to access the thermal properties of the
objects. Equating the amount of information, Newell et al. [52]
showed that haptic object recognition performance is not worse
than that of vision and that humans use similar exploration
strategies both for vision and touch [53]. Thus, if we want
to make progress it is the great challenge of the years to
come to increase the bandwidth of haptic display and sensing
technology for it to be used as an efficient tool for simulations
in telepresence and virtual reality scenarios. In turn having
such technology available would enable us to significantly
further our understanding of human haptic perception similar
to the fast progress made uncovering the perceptual principles
underlying vision and audition by having such technology
readily available.

III. HAPTIC TELEPRESENCE

Intrinsically, the haptic sense is limited by the closeness
between the subject and the object/person of interest since

human+HSI teleoperator+environment

communication
subsystem

transl./angular velocity

force/torque

Fig. 1. A haptic telepresence system with multiple degrees of freedom
consisting of a haptic interface device [55] and a teleoperator [56]. The
haptic signals are transmitted over a communication network. In case of VR
applications the block “teleoperator+environment” is replaced by a haptic
rendering algorithm.

touch is necessary to allow the perception. Therefore, to
think about haptic interaction between remote individuals
and objects might sound contradictory. However, with recent
advances in haptic research, technology and devices, it is
possible for a person to physically participate in remote actions
and also receive the according haptic feedback, as explicitly
addressed in the next section.

A. Haptic telepresence technology

Haptic telepresence systems enable the human user to
manipulate objects in remote environments and execute tasks
without physically being there [3]. Aiming at the full im-
mersion into the remote environment, the telepresence system
is augmented with various displays providing multi-modal
sensor information. By multi-modal we refer to the perceptual
modalities of human beings, such as the visual, the audi-
tory, and the haptic modality. The application field is broad
ranging from underwater to space teleoperation and other
hazardous, hardly accessible environments to tele-/minimal
invasive surgery and teleoperation in scaled environments
(nano-/micro-/macro-manipulation) [18], [54].

A typical haptic telepresence system consists of a human
system interface (HSI), i.e., a robot able to display haptic
interaction to the human, and a teleoperator (TO), i.e., the
remote executing robot (see Fig. 1). Both are interconnected
via a two-way communication link. While the human operator
manipulates the HSI, it commands the motion of the teleoper-
ator which in turn interacts with the remote environment. The
multi-modal sensor data are fed back through the communica-
tion network and displayed to the human operator indicating
that haptic communication is inherently bidirectional.

Another important domain of haptic telepresence is virtual
reality (VR) systems which support physical interaction with
a virtual environment. Such systems gain more and more
relevance in education and training, e.g. as an experimental
tool for neuro- and cognitive sciences, for rapid prototyping
in production, and in entertainment [10]. In haptic VR systems
the teleoperator and the remote environment in Fig. 1 are
replaced by a haptic rendering engine. Many of the challenges
regarding communication, control and mechatronics are simi-
lar for haptic telepresence in terms of telerobotics and virtual
reality and the respective results transfer from one domain to
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the other. Accordingly, in the following an explicit distinction
is made only where necessary.

A major challenge in the context of haptic telepresence
systems is the design and control of haptic interfaces. While
the measurement of haptic signals has become rather stan-
dard with nowadays advanced sensing technologies (position
encoders, force and pressure sensors, etc.), the display of this
information still remains a challenge both for the tactile as well
as the kinesthetic feedback. Haptic interface devices behave
like small robots that exchange mechanical energy with a user.
While such an interface can be in contact with any part of the
operator’s body, hand interfaces have been the most widely
used and developed systems to date [57].

Haptic devices differ in their kinematics including provided
degrees-of-freedom, their output capability (in terms of dis-
played force/torque, velocity and acceleration), their sensorial
capability, their precision, backdrivability and stiffness. The
early commercialized haptic devices such as the Sensable
Technologies PHANTOM [58] and the Force Dimension’s
Omega USB haptic device [59] are lightweight devices with
a rather small workspace, high backdrivability and good
precision. Only few devices, e.g., the PHANTOM Premium
and the Delta haptic device [60] show a moderate output
capability. With increasing device size, as for example the
HapticMaster [61], the output capability and workspace but
also friction and inertia increase which requires force sensing
for compensation. Innovative research prototypes are hyperre-
dundant haptic interfaces such as the ViSHaRD10 [62] and
mobile haptic telepresence systems for wide area interac-
tion [63] including also bimanual interaction [64]. Other haptic
devices such as the CyberGrasp/CyberGlove [65] are designed
for multi-fingered interaction. More specialized devices are
the DLR MIRO system [66], [67] developed to assist min-
imally invasive surgery. Recent advances in haptic actuator
technologies are based on electroactive polymers which enable
area-based haptic sensing and skin surface actuation [68],
[69]. For a comprehensive overview of haptic devices, the
interested reader is referred to [70]; for guidelines on the
development, control, and evaluation of kinesthetic haptic
interfaces see [71], for aspects and challenges of tactile multi-
pin displays see [72].

B. Impact of communication delay

Haptic signals are exchanged between the operator side
and the teleoperator side over a communication line thereby
closing a global control loop with the human operator, the HSI,
the teleoperator, and the remote environment as interconnected
subsystems. It is well-known that communication effects such
as time delay and packet loss have detrimental effects on the
performance and potentially the stability of the overall system
as not only information but also energy is exchanged between
the subsystems. In fact, even minor time delay may destabilize
the system.

In order to account for communication artifacts different
haptic telepresence control architectures have been investi-
gated. These architectures can be categorized based on the
number and type of signals transmitted between the operator

+

+

noitacinu
m

mo
C

TO

+

na
mu

H

HSI Controller

Fig. 2. Standard control architecture for a haptic telepresence system.

and the teleoperator side. In most approaches motion (position
or velocity) is sent to the teleoperator, and the environment
force is transmitted back to the HSI, see also Fig. 2. There
also exist architectures where velocity and force information
is transmitted in both directions, i.e. four and three channel
architectures. See [73] for the generic definition and a stability
analysis. For illustration on how communication affects the
overall system behavior we will exemplarily study one of the
most simple teleoperation control architectures, the so-called
force-velocity control architecture in the following.

Example: We consider the one degree-of-freedom haptic tele-
presence system architecture shown in Fig. 2. The human
applies a force fh to the HSI which reacts with the veloc-
ity ẋHSI . The HSI velocity is transmitted over a communi-
cation network to the teleoperator side where it acts as the
desired velocity ẋ∗TO for the TO. The teleoperator moves with
velocity ẋTO, and the environment reacts in case of contact
with a force fe. The control effort fTO, being a representative
of the environment force, is transmitted to the HSI side where
it is applied as motor torque of the HSI. The HSI is thus
velocity-controlled, while the TO is force-controlled account-
ing for the name of force-velocity architecture. Assuming that
the HSI/TO subsystems can be approximated around their
operating points by local linear time-invariant mass-damper
models the following dynamic equations describe the evolution
of the HSI and TO position [15]

mHSI ẍHSI(t) + bHSI ẋHSI(t) = −fHSI(t) + fh(t)
mTOẍTO(t) + bTOẋTO(t) = fTO(t)− fe(t),

where mi defines the mass, and bi the damping coefficient
of the HSI and TO, i ∈ {HSI, TO}. If the communication
introduces latency, the transmitted signals arrive delayed at
the receiver side

ẋ∗TO(t) = ẋHSI(t− T1) fHSI(t) = fTO(t− T2)

where T1, T2 > 0 are the time delays in the forward and
backward channel, respectively.

In the following simulation study it is demonstrated that
even small time delay may jeopardize the stability of the
overall system. We set the HSI and TO parameters to mHSI =
mTO = 1 kg, bHSI = bTO = 5 Ns/m. The environment is
represented by a linear spring with stiffness 10 N/m, and the
human is represented by a linear time-invariant spring-damper
system with damping 1 Ns/m and stiffness 30 N/m. The TO is
velocity-controlled with a proportional-integral controller with
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Time delay

Time delay

(a)

Time delay

Time delay

(b)

Fig. 3. Simulated HSI and TO position for the standard control architecture
from Fig. 2 without time delay (a) and with time delay T1 = T2 = 10 ms (b):
Even a small time delay can lead to instability.

the P-gain 10 Ns/m and the I-gain 3000 N/m. The human
applies a sinusoidal force on the HSI. Without time delay a
satisfying position tracking between the HSI (solid line) and
the TO (dashed line) is observed as displayed on the left
side of Fig. 3. The same system with a time delay of just
T1 = T2 = 10 ms in each communication channel is already
unstable.

A large variety of control architectures and designs have
been proposed to guarantee stability in the presence of com-
munication uncertainties such as time delay and packet loss;
for a survey thereof see [15] and [74]. A further challenge
in the context of stability guarantees is the largely unknown
dynamics of the human operator and the environment requiring
particularly robust stability approaches.

One of the most successful robust stability-guaranteeing
approaches is based on passivity which is an energy-based
concept characterizing the system by only analyzing its sub-
systems’ input/output behavior and their interconnections. The
dynamics of the HSI and TO are usually passive or can
be made passive by appropriate control; a trained human
being can be considered to interact passively with passive
environments [75]. If the communication system is passive as
well, then stability of the overall interconnected system can
be deduced. Depending on the communication characteristics
particular control measures have to be employed to guarantee
passivity such as the scattering transformation for constant
but arbitrarily large constant time delay [76] and extensions
thereof for time-varying time delay [77], [78] and packet
loss [79], [80].

In summary, there is a strong dynamical coupling between
the operator and teleoperator side subsystems via the com-
munication channel. Any communication effect will affect
the performance and potentially the stability of the haptic
telepresence system. Particularly challenging for stability is
the time delay; already minor time delay can destabilize the
overall system and appropriate control measures are required
to account for that. Packet loss also has a detrimental effect
on performance and potentially stability, in particular when
bursty loss patterns occur. As will be shown later, the effect of
packet loss is dramatically amplified if the haptic data streams
are compressed before transmission (see Sections IV and VI).

C. Performance metrics and evaluation

In order to evaluate the performance of haptic telepresence
systems different criteria have been introduced representing
measures of how close the ultimate goal of telepresence is
achieved, namely that the human operator feels like directly
interacting with the remote real or virtual environment [81],
[82]. The goal is achieved in a haptic telepresence system
if the technical system between the human operator and the
remote environment is transparent, which requires the posi-
tions and forces at the HSI and the teleoperator/environment
to be equal [83] xHSI = xTO, fHSI = fe or alternatively
the mechanical impedance displayed to the human being
equal to the environment impedance [73] ZHSI = Ze. Ideal
transparency in this sense is not achievable in practice, in
particular when communication effects such as time delay
exist, as there is a fundamental trade-off between robust
stability and transparency [84], [73], [85]. Typical performance
metrics derived from these transparency criteria are in terms of
integrals (frequency or time) over position and/or force and/or
impedance errors between the operator and the remote side.

A criterion which incoporates human haptic perception
limits was first introduced in [86], [87], [74] where the
haptic telepresence system is called perceived transparent
if the difference between the displayed impedance and the
environment impedance is within the just noticeable difference
ZHSI ∈ [Ze−JND,Ze +JND] (analogous for position and
force errors). Both, transparency and perceived transparency
are objective quality metrics.

Other performance metrics evaluate the task performance
of the operator for example in terms of task completion time
and the operators effectiveness in completing the assigned task
like the sum of squared forces, e.g., in [88]. These metrics are
in contrast to the concept of transparency task and operator
dependent.

The feeling of presence is often measured through post-test
questionnaires and subjective rating scales. In the behavioral
realism approach the difference of the users reaction to the real
and the mediated remote or virtual environment is evaluated
based on reflexive or socially conditioned responses. Further
investigated measures include physiological measures, postural
responses, dual task measures and social responses, see [89]
for an overview on presence measurement.

In the context of telepresence the experience of other
humans (real or virtual) in terms of a social presence or co-
presence also plays an important role and has been investigated
over the past years [90], [10].

IV. PERCEPTUAL CODING OF HAPTIC DATA

The transmission requirements of haptic information differ
from those of audio and video in several important aspects.
Haptic systems typically use a local 1kHz control loop to
overcome device dynamics and display high-frequency haptic
effects to the user. Ideally this update rate should be main-
tained also across the communication channel. As latency
can put the system stability at risk (see Section III-B) or
at least deteriorate the system performance, the end-to-end
delay should be kept as small as possible. In this context,
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blockwise processing and retransmission of haptic samples is
disfavored and haptic data packets are sent immediately once
new sensor readings are available. The resulting high packet
load on the network leads to substantial data overhead due
to the transmission of packet header information. At a packet
rate of 1 kHz, this can become a critical factor and overhead
can even dominate compared to the actual payload data.

Decoder 

Encoder 

Input/	  
Source	  	   Output 

Predictor	  

Perceptual	  Model 

Network 

Predictor 

Fig. 4. Overview of the perceptual haptic data reduction scheme presented
in [91].

To address these issues, [92] was the first to propose a
deadband-based data reduction scheme that specifically targets
at a reduced packet rate for networked control. In their work,
they compare new sensor readings to the most recently trans-
mitted sample and if the change is smaller than a pre-defined,
fixed threshold, the sample is not transmitted. The proposed
signal reconstruction at the receiver is hold-last-sample. While
the approach in [92] successfully reduces the packet rate, it
does not explore the limitations of human perception. To this
end, [91] proposes a perceptual coding scheme for haptic
data, see Fig. 4. It deploys a prediction algorithm which
estimates incoming haptic samples based on previously trans-
mitted haptic information. In order to keep the reconstruction
error imperceptible, a mathematical model of human haptic
perception is employed. It allows for adaptively evaluating the
quality of the predictor. As long as the difference between the
incoming and the predicted haptic samples stays within the
perception limits, no network transmissions are triggered. If
the difference between an incoming and the predicted haptic
sample exceeds the applied perception thresholds, additional
signal information is sent over the network which updates the
predictors at the encoder and the decoder side. In order to keep
the introduced latency at a minimum, [91] proposes to use
a zero-order predictor (hold-last-sample algorithm). In [93],
[94], [95], [96], predictors of higher order are used to improve
the data reduction performance.

The compression of haptic data for both offline and online
encoding has received significant attention during the last
decade. Various lossy haptic compression schemes which
differ in their sampling, quantization and entropy coding
strategies have been presented, for instance, in [97], [98], [99],
[100], [101], [102]. For a more detailed discussion of related
work in the area of haptic data compression we refer the
interested reader to the Short History of Haptic Data Reduction
in [26]. In the following, different perceptual models and
compression techniques in the context of perceptual haptic
data reduction for real-time haptic telepresence are discussed.
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Fig. 5. Example of a haptic telepresence system architecture with deadband-
based data reduction.

A. Perceptual deadband-based data reduction

The approach in [91], [103], [104], [19] is based on Weber’s
law (see Section II-C). Applied in perceptual coding of haptic
data it allows for keeping the introduced prediction errors
in force and velocity signals below human haptic thresh-
olds [103]. This scheme is described for haptic signals with
one degree of freedom by

If: |x(t′)− x(t)| ≤ k · |x(t′)| Do not transmit
Else: Transmit new value(4)

where x(t) is the current haptic sample, t′ is the time when
the most recent sample transmission happened and k denotes
the perceptual threshold parameter. We refer to the range of
imperceivable changes as deadband in the following. Inspired
by Weber’s law the deadband is adjusted for each transmit-
ted sample, i.e. proportionally grows with the amplitude of
the signal. The deadband parameter k has been identified
in psychophysical studies [105] and has approximately the
same size as the JND of the respective modality. A haptic
telepresence system architecture including the deadband-based
data reduction scheme is illustrated in Fig. 5. An impressive
data reduction of up to 90% [105] without sacrificing the
operator perceived transparency is achieved by this approach,
and it has been extended also to time-delayed communication
channels [106]. In the following example the effect of the
deadband-based perceptual coding approach is demonstrated
in a simplified simulation.

Fig. 6. Signal distortion with the deadband approach: A 20% deadband
is applied resulting in a significant data reduction. Only 128 packets are
transmitted compared to the case without perceptual data reduction were 5000
packets would be triggered.

Example: Deadband-based data reduction
A sinusoidal signal, sampled at 1 kHz, is transmitted and
the deadband approach is applied. The deadband parameter k
in (4) is set to 20% resulting in the transmission of only 128
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packets compared to the case without perceptual data reduction
were 5000 packets would be triggered. Consequently, for
this signal, a data reduction of 97% is achieved. The signal
before and after the deadband with a zoh-based reconstruction
is shown in Fig. 6. We observe that the signal transmitted
after the application of the deadband has minor artifacts,
which can be even further reduced by using more advanced
reconstruction strategies [91].

B. Velocity-adaptive perception thresholds

Weber’s law of JND is extended in [107] by exploiting
the motion dependency of the human force perception. It is
known that when a human operator interacts with a certain
arm velocity, this reduces his/her force-feedback perception
abilities [108], [109] allowing for further data reduction. This
is captured in a simple relationship for the deadband factor

kv = k + α|ẋ(t)|, (5)

where kv is the velocity-adaptive deadband parameter, which
is now time-varying, and k is the constant deadband param-
eter used above in (4). The factor α > 0 is identified in
psychophysical experiments. The velocity-adaptive deadband
approach proves to be successful at further reducing the packet
rate (up to 30%) in experiments conducted in [107].

C. Multiple-Degree-of-Freedom (DoF) haptic data reduction

In real-world teleoperation systems with multiple degrees-
of-freedom a haptic signal vector x ∈ <n is transmitted instead
of a scalar signal. Applying a psychophysical model to every
single component of the representation is a straightforward
extension, which, however, turns out to be very inefficient.
The component with the smallest magnitude will trigger un-
necessary transmissions which might be in fact imperceivable.
To address this issue, [110] proposes an alternative approach:
A so called multi-DoF ”deadzone” centered at the tip of the
haptic sample vectors is constructed. In the two-dimensional
case, this leads to a circular deadzone. Likewise, the three-
dimensional case leads to a spherically shaped deadzone.
In line with the one-dimensional deadband approach, the
dimensions of the deadzone for the multi-dimensional case
are defined by a fraction of the amplitude of the most recently
transmitted haptic sample vector.

Interestingly, the assumption that the perception space of
the human is isotropic turns out to be conservative as shown
for example in [111]. It is found that the deadzone in a
multidimensional space is non-isotropic, see for example the
force discrimination deadzone in Fig. 7(a). It is defined by
individual thresholds α and ∆f(x′) which describe indepen-
dent perception thresholds for signal changes in direction and
amplitude. Furthermore, more complex perceptual hypervol-
umes were found to apply for other modalities than only
force, see [112] and the references therein, especially when
two different stimuli are applied, e.g. a torque and a force;
psychophysical studies still need to evaluate and exploit this
field.

Another very flexible representation of the non-isotropic
multi-DoF deadzone model is introduced in [113] using a

z

y

�x(t)

x

�x(t′)

Δf(x′)

(a)

z

y

�x(t)

x

�x(t′)

(b)

Fig. 7. A non-isotropic discrimination zone (blue) in (a) and a multidimen-
sional deadband ellipse (red) in (b) formed by the last transmitted sample
~x(t′) (black arrow). The current vector ~x(t) (red arrow) is not transmitted as
it lies within the deadzone. Figure adapted from [111].

deadzone hyperellipse (see Fig. 7(b)). Instead of the deadband
parameter k the deadzone is represented by a positive-definite
matrix Ω. Its diagonal elements indicate how much each com-
ponent of the overall multi-dimensional signal contributes to
the overall perception, its non-diagonal ones allow for possible
masking effects to be captured, e.g. when a high amplitude
force renders a small amplitude torque imperceivable. The
multi-DoF perceptual data reduction algorithm extends the
single-DoF algorithm (4) as follows

If: ||Ω (~x(t′)− ~x(t)) || ≤ ||~x(t′)|| Do not transmit
Else: Transmit new value

If no masking effects are modeled the deadzone matrix for
n-dimensional haptic signals is diagonal

with Ω =


1
k1

0 · · · 0
0 1

k2
· · · 0

...
...

. . .
...

0 0 . . . 1
kn

 > 0. (6)

Accordingly, the above multidimensional equation reduces
to n single-DoF problems, and (4) is applied with ki for
each dimension i = 1, ..., n. With this technique the problem
of unnecessary transmissions triggered by signal components
with small amplitudes is solved.

Data reduction and reconstruction introduce artifacts to the
haptic signal within the global haptic closed loop and may
potentially destabilize the overall system. One approach to
guarantee stability is to perform the signal reconstruction at the
receiver side such that it renders the communication subsystem
in Fig. 5 passive [19], [86], [105]. Based on passivity argu-
ments for the other subsystems, see also Section III-B, stability
is deduced. In order to avoid conservatism an optimization-
based passive-rendering reconstruction technique is introduced
in [113]. The proposed multi-DoF deadband approach with
optimization-based reconstruction has been successfully val-
idated in the multi-DoF telerobotic system shown in Fig. 1
resulting in a 30% more efficient data reduction (compared to
the traditional Weber-based approach for each DoF) without
impairing the transparency [113].
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Fig. 8. Architectural overview of a virtual haptic interaction. Conventional
low-frequency (LF) resistive feedback forces (computed based on a spring
model with stiffness k) are augmented with high-frequency (HF) contact
transients. The HF contact transients quickly remove the haptic device’s
momentum, slowing down penetration into the virtual object. The contact
model for the transients is shifted to the client-side for local rendering, thus
preventing increased packet rates on the network on account of HF signal
transmission (figure based on [115]).

D. Event-based coding of haptic signals

Real world haptic interactions with objects in our sur-
roundings elicit a variety of haptic responses spanning the
entire haptic perception bandwidth (of the order of a few
hundred Hertz) [114]. Tapping upon the surface of rigid
objects generates sudden force transients followed by a nearly
steady force balancing the force exerted by the human [115].
In comparison, the richness of feedback that we can invoke
from virtual haptic models is quite limited. Haptic rendering
with desktop haptic devices most commonly employs position-
based resistive feedback, which is limited by the human
manipulation bandwidth (of the order of a few Hertz), due
to the closed-loop nature of haptic interaction. Most conven-
tional haptic rendering algorithms for virtual environments
thus neglect high-frequency transients, essential to conveying
physical information of the object realistically. To rectify
this situation, the paradigm of event-based haptics has been
proposed in [115], [25]. Within this framework, discrete events
of contact with an object described by the contact time
and velocity can be used to trigger the display of high-
frequency (HF) pre-computed force histories in an open-loop
manner. These HF contact transients can also be described by
parametric models easy for computation.

However, when transmitting such signals from the simula-
tion server to a client over the network, the inherent high-
frequency nature of contact transients results in increased
sampling and packet rate requirements. Transmission delays
occurring during communication make control-loop stability
issues further critical when emitting high-frequency contact
transients. To avoid additional packets being triggered by
remotely superimposed contact transients, [116] proposes to
shift the contact model from the remote server to the local
client side to enable local model-based haptic contact tran-
sient rendering (see Figure 8). This is well supported by

Haptic Transport Protocol 

Teleoperation Session Control 

TO
P 

H
S

I 

Fig. 9. Overview of session control and haptic data transport for networked
haptic telepresence. TOP stands for teleoperator.

the open-loop nature of the proposed contact model. Thus
the model, triggered by event-of-contact messages received
from the remote side, is deployed locally at the client side,
resulting in high-fidelity haptic interactions along with efficient
communication.

V. HAPTIC COMMUNICATION PROTOCOLS

A real-time haptic transport system should work with mini-
mal protocol overhead and should be optimized with respect to
the required high signal update rates. Furthermore, support for
dejittering and stream synchronization would enable the haptic
application to balance between disturbing additional latency
and improved signal quality. In an IP-based packet-switched
network scenario, the requirements for the haptic stream
transport match to the widely applied RTP/UDP protocol. In
[117] and [118], UDP-based data transport sessions for haptic
telepresence have been successfully established and run across
continents.

In addition to the transmission of the actual haptic transport
streams, the exchange of system and session information is
essential. Unlike in audio/video media connections where only
a small set of system parameters like resolution, color depth,
frame rate, codec, etc. is required to configure the system,
systems for haptic telemanipulation vary in many aspects like
the number of degrees-of-freedom, the number and type of
devices, applied control architectures, workspace, sensors and
data representation. To enable a flexible connection between
the haptic interfaces and devices, detailed knowledge of impor-
tant system parameters and functional capabilities is essential.
In contrast to the transmission of the haptic transport stream,
communicating the session and system information is not
restricted by hard delay constraints. Here, reliable signaling
of the system description information and the system state
updates are most important. In an Internet-based network
scenario, the requirements for session control match to reliable
TCP/IP based remote procedure calls (RPC). Fig. 9 illustrates
the haptic session and transport streams typical to networked
haptic telepresence.

Previous work by Tachi et al. [119] focused on auto-
description of telerobotic configurations and dynamic tele-
operation data types. Chat et al. [120] present a framework
for haptic communication based on the MPEG-4 BIFS stan-
dard. In [121], the widely adopted Session Initiation Protocol
(SIP) [122] is applied to haptic telemanipulation scenarios.
During an initial call handshake, haptic system description
information is exchanged and haptic codecs are negotiated
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according to the system capabilities and network parame-
ters. After codec negotiation, RTP sessions are created for
the audio, video and an additional haptic transport stream.
Interestingly, SIP provides a comprehensive architecture of
standardized entities such as registry servers, redirect servers
and proxy servers which provide important functionality for
the haptic telepresence, such as name address mapping, client
localization, session forwarding and redirection, user man-
agement, capability negotiation, and security. However, these
features are not unique to SIP, but are also common to other
Internet session protocols like IAX2 and H.323.

VI. ERROR-RESILIENT HAPTIC COMMUNICATIONS

Haptic communication in the presence of packet loss suffers
from erroneous input signals for the local control loops. If the
packet loss happens on the forward path (from the operator to
the teleoperator), this may lead to wrong position or velocity
target values and hence a mismatch between the operator’s
commands and the resulting movement of the endeffector.
In some cases this can cause unexpected contact with the
environment or loss of contact and hence inconsistent force
feedback to the operator. If the loss happens on the backward
path, wrong force feedback values are displayed which in
turn then affect the human’s position commands. Due to the
bidirectional nature of haptic communication and the global
control loop that encompasses the human, the HSI, the com-
munication, the endeffector, and the environment, losses on
one path also influence the values transmitted in the opposite
direction. The stronger the signals are compressed, the more
vulnerable the transmitted bitstream becomes against losses.
For predictive coding approaches (e.g. motion compensated
prediction in video coding) lost information leads to the
infamous error propagation problem. This is also true for the
haptic data reduction approach described in Section IV.

While for compressed audio and video the typical artifacts
caused by packet loss are well understood, the impact of lost
packets on compressed haptic data streams has been addressed
only recently. The same holds for error-resilient haptic encod-
ing. In audio-visual communication, error-resilient encoding,
which deliberately introduces redundancy during the encoding
process in order to improve the robustness against transmission
errors, is a well studied topic (see e.g. [123] for an overview of
error-resilient video encoding approaches). Again, for haptic
communication, this has only recently been addressed. Brandi
et al. study in [124] both, the impact of packet losses on the
quality of experience during remote physical interaction with
objects in a virtual environment and error-resilient encoding
for haptic data streams.

A. Packet-loss induced artifacts

When using the perceptual data reduction scheme explained
in Section IV in combination with predictive coding, haptic
samples are selected to be either dropped or transmitted.
The chosen samples to be transmitted are the ones that can
potentially cause a perceivable change in relation to its predic-
tion. Moreover, these samples also assume an important role
in predicting future samples. Hence, whenever sent samples

are lost on the network, both encoder and decoder critically
run out of synchronization and unexpected signal predictions
occur displaying undesirable signals to both operator and
teleoperator.

Three main artifacts due to packet losses were observed and
explained in [124]. Although all of these artifacts are the result
of wrong sample predictions at the decoder, the moment and
the frequency with which the losses occur strongly influence
the predictions and thus the displayed signal.

The bouncing artifact is characterized by a strong force
displayed to the user in the occasion of a contact event between
the endeffector and an object. This artifact can be observed in
Figure 10(g).

The glue effect imposes an undesirable strong forces in a
reversed manner resulting in an attraction force towards the
object. This artifact is illustrated in Figure 10(h).

The roughness artifact provides an erroneous sensation of
being in contact with a significantly rough surface. This artifact
is illustrated in Figure 10(i).

B. Error-resilient encoding
The error-resilient perceptual coding for networked haptic

interactions proposed in [124] not only takes into account the
psychophysical limitations of the human haptic perception to
continue reducing the amount of samples to be transmitted
such as seen in Section IV but it also considers the packet
loss probability on the communication channel to estimate
the influence of lost packets on the reconstructed signal. In
this way, a binary tree (inspired by [125]) enumerates at the
encoder the cases of successful and unsuccessful transmis-
sions and the respective resulting predictions. Whenever the
predicted signals combined deviation is likely to disturb the
system, redundancies are added to the transmission.

During the haptic session, update samples are also kept
in the encoder buffer which is consulted at every moment
to calculate the possible samples combinations resulting in
different predictions. On this occasion, three types of thresh-
olds are proposed in [124] to be compared to the current
estimates, namely expected deviation, sum of probabilities and
maximum deviation. Each of these thresholds accounts for
different impacts on the displayed signal due to the losses.
As an example, if one wants to avoid that the displayed signal
deviates more than a certain predefined amount – no matter
how likely it is to occur – the maximum deviation trigger can
be employed. In the opposite case, if one wants to minimize
the overall occurrence probability of incorrect predictions –
no matter how much they exceed the detectable perceptual
thresholds – they should use the sum of probabilities trigger. If
one wants to combine both packet loss occurrence probability
and relative deviation, the expected deviation trigger can
be applied. A simplified block diagram depicting the error-
resilient haptic data reduction approach can be seen in Fig. 11.

The update samples need to be kept at the encoder buffer
until packet acknowledgments (ACK) arrive certifying which
were the last packets received by the decoder. As a result, no
estimations concerning the samples previous to the acknowl-
edged sample need to be considered anymore and the tree can
be rebuilt from that time instant onwards.
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Fig. 10. Haptic artifacts due to packet losses for a perceptual deadband-based haptic encoder with linear prediction. The images (a), (b) and (c) show the
acquired haptic samples (black) at the encoder. The images (d), (e) and (f) illustrate the predicted samples (dashed blue) and the update samples (blue) at
the encoder. The images (g), (h) and (i) depict the correctly predicted samples (blue), the lost samples (red) and the incorrectly predicted samples (dotted
red). In the second and third rows, the original samples (light gray) are shown only for comparison. The bouncing artifact can be seen in (g) where a
strong force is displayed pushing the endeffector away from the contacted object. The glue effect can be observed in (h) in which a strong opposite force
attracts the endeffector towards the object. The roughness artifact is illustrated in (i) where mild forces are displayed in sequence provoking a granular texture
sensation [124].
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Fig. 11. Schematic diagram of the error-resilient haptic data reduction scheme
at the encoder. The red box on the left represents the data reduction approach
described in Section IV. The blue right box involves the proposed approach
in [124] wherein update samples are saved and used to determine a set of
predictions which can be compared on-the-fly to predefined thresholds and
trigger additional packets whenever the signal distortion must be minimized.

Brandi et al. recently further improved the approach in
[124] by proposing a low-complexity error-resilient haptic
compression scheme [126] where the number of states to be
estimated grows linearly instead of exponentially as in [124].

The error-resilient haptic data reduction schemes proposed
in [124] and [126] showed to be very efficient radically
minimizing the perceivable artifacts adding redundancies in
the haptic communication while still presenting compression
ratios comparable to the stand-alone deadband-based data
reduction approach in Section IV.

VII. OBJECTIVE QUALITY METRICS FOR HAPTIC
COMMUNICATION

In multimedia communication applications, the sink of in-
formation is typically the human who consumes and evaluates
the media content. Assessing the user experience, often also
referred to as Quality of Experience (QoE), requires by defini-
tion to explicitly involve the human observer in the evaluation

process, or alternatively to replace the user by a mathematical
model of human perception. The former leads to subjective
tests which are time-consuming, expensive, hard to reproduce,
and require carefully controlled experimental setups, but lead
to reliable judgments of user satisfaction. The latter leads to
objective quality metrics, which are often questioned in terms
of how well they correlate with the actual user satisfaction over
a wide range of users, media content, and test conditions.

For haptic communication, as of today, quality evaluation
is almost exclusively performed via subjective tests. Objective
quality evaluation strategies for haptic communication hence
have a huge potential to propel advances in haptic communi-
cations.

The starting point for haptic objective quality evaluation is
fundamentally different when compared to objective quality
evaluation for audio and video as a result of the bidirectional
nature of physical interaction. First of all, in a telemanip-
ulation session there is no original, undistorted signal we
could compare the recorded haptic signals (position and force
samples) to. Physical interaction in a remote environment is
only possible with the human in the loop and hence even if
we define a specific task (e.g. asking the operator to follow
a pre-defined trajectory with the end-effector), unpredictable
manipulative actions performed by the user lead to posi-
tion changes which are reflected back through the remote
environment as force feedback which in turn influence the
actions of the human and hence again his position commands,
and so on and so forth. The same human operator will not
generate identical haptic signals when performing the same
task twice. In other words, it is the unpredictable behavior
of the human in this globally closed control and interaction
loop that leads to irreproducible haptic signal sequences, which
makes a sample by sample comparison of haptic signals from
different runs impossible. This situation becomes even worse
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when the operator performs the same task twice, once with and
once without haptic compression switched on. The reaction of
the human to perceivable compression artifacts influences the
position commands and hence in turn through the interaction
with the environment the force feedback, and so on.

For this reason, quality of experience evaluation for haptic
interaction has been mainly restricted to subjective tests.
Basdogan et al. evaluate the role of haptic feedback for
human-human and human-machine interaction in collaborative
virtual environments in [10]. They study the impact of force
feedback on task performance and show that support for haptic
communication leads to an improved feeling of togetherness.
The results in [10] are obtained via subjective tests.

First steps towards an objective QoE evaluation of haptic
interaction with virtual environments have been introduced
in [127]. The authors combine relevant, measurable QoS
parameters with user-experience related parameters (percep-
tion measures, rendering quality, physiological measures, and
psychological measures) and map these to a QoE value using
a fuzzy inference system. Users, however, still have to provide
their quality estimation for selected user-experience related
parameters and hence the approach still heavily relies on user
involvement.

In [128], Ruffaldi et al. address the need for objective
validation and comparison of haptic rendering algorithms.
They provide force data sets for real-world objects together
with corresponding computer graphics models and use these
to compare the force response generated by a haptic rendering
system with the previously measured physical forces.

Sargardia et al. propose in [129] an objective quality mea-
sure for the evaluation of haptic rendering algorithms. To this
end, the forces and torques generated by the haptic rendering
algorithms while moving an object along specified trajectories
in a virtual environment are compared to analytically com-
puted reference values. While this is a signal-based quality
evaluation approach where a distorted signal is compared with
an undistorted reference signal, it focuses exclusively on haptic
rendering algorithms and does not include in the evaluation
the impact of human action, the human-system interface, and
limits of human haptic perception.

Based on the notion of perceived transparency, see also
Section III-C for the defnition, Hirche et al. [86], [87], [74]
derived an objective quality metric for haptic telepresence sys-
tems. The performance metric measures the transparency un-
der consideration of human haptic perceptual limits and serves
for the analysis of the effect of control and communication
parameters on the perceived transparency. For simple settings
even closed form solutions are obtained for example for the
relationship between the displayed stiffness, the environment
stiffness and the time delay in the communication channel. In
addition, it allows for the optimization of control and commu-
nication parameters with respect to stability robustness under
the constraint that the system remains perceived transparent.

The authors in [130] present a fully automatic objective
quality evaluation framework for haptic communication. The
main idea in [130] is to replace the real human with its
unpredictable behavior by a virtual human with predictable
behavior (i.e. a computer model of the operator). The approach
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feedbackReference
trajectory
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trajectory Data compression p
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inference

Uncompressed
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Fig. 12. Overview of the objective quality assessment framework introduced
in [130]. Similar haptic experiences can be imposed on subjects by specifying
the same reference trajectory to be followed in the compensatory tracking
task for every subject. The trajectory error that they should try to minimize
is displayed to them visually. The uncompressed and compressed versions
of the haptic signals, generated during interaction with the environment, are
compared in the perceptual domain using the PMSE metric (Equation 8).

uses the human operator model for compensatory manual
control in tracking tasks described in [131] and is composed
of partial models for the central nervous system and the
neuromuscular arm of the operator. This model has been used
by Penin et al. in [132] for the simulation of a teleoperation
system with kinesthetic feedback. Additionally, [130] also
introduces a model of the human arm coupled to the haptic
interaction device (HSI) such that the entire telemanipulation
experiment can be executed as a software simulation. Fig-
ure 12 illustrates this concept. Some fundamental differences
between the objective quality evaluation (OQE) approaches
in [86], [87] and in [130] are highlighted in Table I.

In [130] first the interaction with the environment is sim-
ulated without compression of the haptic data. The recorded
haptic sample sequence represents the undistorted reference
signal for the quality evaluation. In a second run the hap-
tic compression module is switched on and this time the
recorded haptic samples represent the distorted signal. These
two sequences can now be compared sample by sample in the
sense of a full-reference quality metric. By this, the undesired
inter-subject and inter-testrun variabilities are removed. The
approach in [130] goes one step further and proposes to com-
pare the recorded haptic samples in the perceptual domain to
compensate for known limitations of human haptic perception.
The reference signal and the distorted signal are transformed

TABLE I
COMPARISON OF OQE APPROACHES: APPROACH BASED ON PERCEIVED
TRANSPARENCY [86], [87] AND HUMAN HAPTIC ACTION/PERCEPTION

MODEL [130].

perceived
transparency [86],
[87]

human model [130]

human
action model

no, out of scope for
this work

yes, for compensatory
tracking tasks

haptic
perception
model

yes, exploits the
concept of JNDs for
stiffness perception
to derive wave
impedance values for
haptic transparency

yes, a psychophysi-
cal model for mea-
suring quality degra-
dation based on the
Weber-Fechner law

fully
automatic

no yes
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into the perceptual domain using Weber-Fechner’s law [133]

S = c · ln(
I

I0
) (7)

with S the sensation the human experiences as a function of
the applied haptic stimulus, c a scaling constant that needs
to be determined experimentally, I the magnitude of the
applied stimulus and I0 the absolute detection threshold. [130]
then defines for the reference sensation S and the distorted
sensation Ŝ over a sequence of N values the Perceptual Mean
Squared Error as

PMSE =
1
N

N−1∑
i=0

(
S(i)− Ŝ(i)

)2

(8)

which can be then written in terms of the actual haptic values
as

PMSE =
c2

N

N−1∑
i=0

ln

(
I(i)
Î(i)

)
(9)

To the best of our knowledge [130] is the first approach for an
objective quality assessment for haptic interactions in virtual
environments which is fully automatic and which explicitly
considers limits of human haptic perception.

VIII. SELECTED CHALLENGES FOR THE FUTURE

Haptic communications is a relatively young field and many
challenges need to be addressed in the coming years. The
following list summarizes some of these challenges without
claiming completeness.

A. Sensing and actuation

Most haptic interaction devices in use today work with
single-point end-effectors. The human, however, perceives
touch sensations across the entire body. Although the spatial
resolution varies greatly (e.g. between the finger tips and the
back) a more distributed or area-based sensing and actuation
is required to reach the next level of immersion. Although
first prototypes for an artificial skin with built-in area-based
sensing and actuation exist, progress in this area are eagerly
awaited.

B. Perceptual Coding

The perceptual deadband-based haptic data reduction
scheme presented in Section IV is based on Weber’s Law
and a haptic signal predictor. Further gains can be expected
by integrating additional findings from psychophysics. Particu-
larly, the integration of cross-modal dependencies of the visual,
audio and haptic modality promises significant improvements
in detecting and removing irrelevant signal content. Also very
relevant in this context is the extension of the models of human
perception from today’s standard stationary psychophysical
quantities (e.g. Weber’s Law) towards models that capture the
characteristics of human dynamic haptic perception. Addition-
ally, the performance of perceptual haptic data reduction can
be improved by extending the signal predictor. The prediction
of haptic signals is not necessarily required to be based on
statistical knowledge of the signal trajectories. By detecting

points of contact in the haptic signals, we are able to estimate
geometric shape and physical properties of remote objects in
contact [134]. Integrated into the perceptual coding scheme,
the haptic force-feedback signals can then be predicted using
haptic rendering. In this context, the integration of remote
depth sensor information and the analysis of visual feedback
can further support such geometric model estimation.

C. Objective quality evaluation
While the approach by Chaudhari et al. [130] discussed

in Section VII represents an important step towards objective
quality evaluation for haptic interaction it needs to be extended
in several directions. More sophisticated and comprehensive
models for human manual control action and haptic perception
need to be incorporated. The approach is currently designed
for haptic interactions in virtual environments and needs to be
extended for real-world telemanipulation systems. And finally,
the QoE for the auditory and visual feedback need to be
considered and fused with the QoE measure for the haptic
modality into a joint QoE metric.

D. Error resiliency and stability
Stability and performance-guaranteeing approaches for hap-

tic telepresence systems have been studied for lossy and time-
delayed communication but only for the case without haptic
compression. A stability analysis for a combination of these
adverse channel conditions with haptic compression has not
been addressed so far but would be of particular importance
for wireless haptic communications. Also, the joint design of
control architectures and communication protocols needs to be
addressed in future work.

E. Multiplexing of multi-modal sensory information
The performance of a telepresence system with manipula-

tion capability critically depends on the exchange of multi-
modal sensory information between the operator and the tele-
operator. As each of the involved modalities is characterized
by individual sampling and data rate requirements as well as
latency constraints, the development of a multiplexer dedicated
for multimodal data streams becomes highly relevant. By
investigating and integrating upper and lower latency bounds
for each modality as well as incorporating human cross-modal
temporal integration [135], a high degree of immersiveness
and transparency can be achieved even in scenarios with
capacity limited communication channels. First work towards
multimodal multiplexing can be found in [136] and [137].

F. Shared cooperative virtual haptic environments
Collaborative haptic virtual environments enable multiple

users to collaborate towards a common objective. In this con-
text, a low-latency communication system for distributing the
multimodal sensory information is of fundamental importance.
As soon as users are haptically coupled during events of joint
manipulation, the network load and communication latency
becomes a critial factor. This can for instance be addressed by
detecting joint haptic interaction and decentralizing the system
by local grouping of active users.
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IX. CONCLUSION

This paper presents recent advances in the area of hap-
tic communications with a special focus on communication
challenges for haptic telepresence and telemanipulation. We
show that the communication requirements differ substantially
from those in audiovisual communication as a result of the
human-in-the-loop nature of haptic interaction. Time delayed
communication and packet loss put the system stability at risk
and need to be handled appropriately using specific control
architectures and error-resiliency mechanisms. We show that
Internet-based haptic communication suffers from high packet
rates and present perceptual haptic data reduction approaches
which address this issue and lead to substantial packet rate
reductions without noticeable impact on the system trans-
parency. We further argue that accelerated progress in the field
of haptic communications is hindered by the lack of objective
quality metrics and present our own recent proposal on how to
design such a metric. We complement our discussion of recent
technological advances with an overview of the properties and
limits of human haptic perception. We also address multi-
modal integration of audio, video and haptics as haptic com-
munications cannot be treated independently from audiovisual
communication. Truly immersive telepresence requires the
availability of all three modalities with a proper understanding
of their cross-modal interaction.
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