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1 Introduction 

1.1 Motivation  

Considering a quick growth of the world´s population and a decline of fossil resources, environmentally 

compliant and energy-saving technologies will become more and more important. This is not only 

demanding for the development of a “green” energy infrastructure but also for sensory intelligence 

responsible for the surveillance and control of every device (automotive industry, traffic, 

telecommunication and domestic appliances). Though it has been possible to increase the degree of 

miniaturization with the aid of micromachining, sensor technology has not been able to draw level with 

the rapid advancements of microelectronics in recent years. There is a great demand for the 

implementation of novel, functional materials (e.g. organic and nanostructures) and techniques to be 

integrated in state of the art device fabrication. In order to increase sensor performance it is worthwhile to 

have a look at natural methods. Biomimetics is a field that treats the emulation of natural or biological 

principles - that can be processes, materials and structures - for technological reasons. The term composed 

of “bios” meaning life and “mimesis” meaning imitation was first utilized in 1969. While with “bionics” a 

combination of biological and mechanical issues is meant, biomimetics focuses on the direct mimicry or at 

least bio-inspired systems. Though gaining ever-increasing relevance in science and technology, major 

attention was dedicated to biomimetics in the last two decades because general advancements, e.g. in the 

information technology and in particular in the nanotechnology motivated and enabled significant 

progress in the field. In the following, some capabilities of natural “engineering” are discussed.  

In billions of years of evolution the pressure of natural selection has forced life forms to reach a 

high level of optimization. Nature accomplishes this by “trial and error experiments” without a plan or 

logical demand but that lead to efficient performances unattainable by human engineering. The necessary 

information is stored in the species genes and passed from one generation to the other by replication. 

Cellular structures for instance feature fault tolerance and the ability of self-repair. Spider silk is a 

sophisticated protein-based material with a tensile strength of 1154 MPa that is - though produced at 

“room temperature” - superior to steel (400 MPa). Beside functional materials [1] biomimetic principles 

are also applied in ecology and information technology. Genetic algorithms are nowadays successfully 

applied for complex simulations, e.g. antenna design by the NASA. Furthermore there are attempts for the 

mimicry of behavioral aspects in ant colonies [2] for crowd dynamics much less the field of artificial 

intelligence [3]. Birds inspired aircraft engineers for using winglets at the wingtips of aircrafts that help to 

reduce flow vortices and thus saving fuel. Likewise the fin appendages of humpback whales are 

considered for being mimicked for water vehicles and wind energy plants to improve buoyant forces and 

efficiencies [4]. For medical applications and prosthetics, electro-active polymers [5] open up new 

possibilities.  

An exciting area within biomimetics is the entity of mechanosensors that appear in almost every 

living being and serve for localizing predators or prey, regulating metabolism and reproduction. There are 

various designs of mechanoreceptors formed of sensory hair cells - called cilia – that serve in insects, 

vertebrates and e.g. the mammalian inner ear for the detection of vibration, flow or inertial forces in 

disordered, noisy environments. Fish use its lateral line system consisting of hair-like cilia as a sense for 

hydrodynamic imaging of the surrounding [6]. The cricket (Fig. 1a) possesses one of the most sensitive 

flow sensory organs known [7]. Two abdominal appendages (cerci) are equipped with approximately 2000 

cilia hairs (Fig. 1b) each resting on a neural membrane. A wide length distribution between 30 µm and 

1500 µm and 1-9 µm in diameter at the base allows for a detection of the predators (wasp) wing beat. 
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Such an air-flow induced stimulus causes a drag force - rotation of the hair base - that is processed by the 

cilia array and “transduced” to the nerve (Fig. 1c) via ion channels (K
+
, Na

+
) when a threshold potential is 

exceeded. This way the concept is very sensitive. For example, the work necessary to cause a threshold 

displacement in these filiform hairs amounts to 9 x 10
-20

 – 8.4 x 10
-19 

Joules
 1

 [8]. Mechanoreceptors have 

proven to be 100 times more sensitive than photoreceptors [9] due to a missing quantum structure of their 

stimuli. The optimization goes down to the thermal noise limit while the action potential lies above kBT to 

avoid invalid responses.   

 

Figure 1: House cricket (acheta domesticus) (a) with cercal filiform hairs (b) for flow detection. A schematic cilium cross-

section is shown in (c). 

 

1.2 Concept 

The presented approach for bio-inspired mechanosensing is based on self-assembled nanowires (NW) 

which serve as artificial cilia. To that end, particularly germanium (Ge), zinc (Zn) and polymeric 

structures are investigated and assembled on top of giant-magneto-resistance (GMR) multilayer sensors. 

Next, a magnetic component is attached (tagged) to the NW arrays. Any stimulus caused by shock or 

acceleration deflects the structures together with the tagging. Consequently, the magnetic stray field of the 

tag changes its position relative to the underlying sensor, which can be registered via a reorientation of the 

sensor‟s magnetization state (see Fig. 2). For testing, the devices are agitated with piezo actuators. When 

agitated, an in-plane current is applied to the GMR sensor, and the output signal is given by the absolute 

value of the sensor AC voltage drop synchronized at the agitating frequency. The output is registered by a 

lock-in amplifier (LIA) in dependence on agitation frequency. The demonstrated sensing approach 

features novel magnetic detection of nanowire oscillations, moderate process complexity (no sensor 

micro-patterning  required)  and is proven to be robust and compatible with standard device fabrication 

methods. The presented detection principle is related to the balance sensing of mammals that detect 

inertial forces via small mineral deposits connected to the inner ears cilia by ionic transport [10]. The 

natural and the artificial system both comprise a mass attached to the cilium which causes its deflection 

under an external stimulus. As characteristic time scales for magnetization switching lie in the nanosecond 

regime [11], it is reasonable to assume instantaneous reorganization of the sensor‟s magnetization within 

the range of applied agitation frequencies (kHz regime).   

 

                                                      
1
 This energy compares to that of a single photon for visible light with 10

-18
 – 10

-19
 Joules.  
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Figure 2: Schematic measurement setup illustrating the sensor principle by means of one single NW, which comprises a 

magnetic tag (yellow ellipsoid). The piezo actuator delivers a mechanical stimulus that forces the NW to bend towards the 

sensor in vertical direction. Consequently, the stray field of the tagging changes relative to the underlying GMR sensor 

(dashed ellipses). The resulting resistivity change can be measured in reference to the agitation frequency with a lock-in 

amplifier.  

 

1.3 Classification of mechanosensors 

Different sensing approaches for the detection of mechanical stimuli by mechanosensors are addressed in 

this section. The current technology applies a variety of measures and approaches for the detection of e.g. 

forces, distances, angles or pressures, such as the electrical resistance (strain gauge), electromagnetic 

induction, piezoelectricity and inertia. Magneto resistive sensors, on the other hand, are predominantly 

applied to measure distances or rotation cycles of driving shafts. The most prominent functionalities for 

vibration or acceleration sensors, however, utilize piezoelectric or capacitive means [12]. Fig.3a shows a 

cantilever-type vibration sensor equipped with an inertial mass. Any stimulus causes strain in the 

piezoelectric beam and a voltage output. The output signal can be tuned by a modification of the mass. 

Accelerometers usually apply capacitive spring-mass systems, the degree of miniaturization of which has 

been enhanced by micromachining and MEMS (micro-electro-mechanical-systems). In Fig. 3b, 

miniaturized tri-axial acceleration sensors from Bosch are depicted. In order to achieve dimensions of few 

millimeters, folded springs and proof masses are patterned directly into a silicon wafer by utilizing the 

highly anisotropic deep reactive ion etching technique [13]. Electrode sets, one of which fixed and the 

other one attached to the (moving) proof mass, form capacitors with an air gap in between, which allows 

for the detection of acceleration. Application is envisioned for example for auto-motion, cell phones and 

entertainment. The detection range spans up to 16 g. 
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Figure 3: Cantilever-beam vibration sensor “MiniSense100” (taken from [14]) (a). Bosch micro-machined acceleration 

sensor for automotive / airbag application (taken from [15]) is shown in (b). 

Moreover, it is reported on a design for the detection of pressure via the field effect of a diaphragm-

like field effect transistor (FET) [16]. Recent progress in MEMS-processed single cilia and cilia arrays for 

sensing and actuation applications is surveyed in [17] and [18]. Fig. 4a shows a piezoresistive flow sensor 

composed of a semiconductor cantilever arranged on a piezoelectric strain gauge [19]. By means of its 

response curve (Fig.4b), it is obvious that the resistance of the device increases with increasing air flow 

rate (at a constant voltage biasing).  

 

Figure 4: SEM image of a single-cilium MEMS-based flow sensor prototype (a) with response curve (b) (taken from [19]). 

A biologically inspired fish “lateral line organ” comprising micro-machined artificial cilia has been 

modeled with a piezoresistive read-out as well [20]. The organ which serves the animal for flow detection 

and hydrodynamic imaging has been mimicked by an array of polymer cilia structured on a piezoresistive 

base (Fig. 5).  
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Figure 5: Artificial fish lateral line organ (a) composed of units of polymer rods positioned on a moveable piezoresistor 

bridge (b). Water flow affecting the cilium leads to bending of the bridge (marked red on the right) and an analogue 

output voltage (taken from [20]). 

Comparable work conducted by Krijnen et al. deals with the fabrication of a MEMS-based array of 

artificial flow-sensitive hairs of SU-8 which are intended to resemble the natural flow-sensory system of 

cricket (Fig. 6a, b). The detection is carried out via double capacitors that are MEMS-structured for each 

of the photo-resist (SU8) rods [21]. Therefore, a sophisticated and highly complex “six-mask” lithography 

process including seven different etching steps is necessary for the array implementation on a suspended 

membrane.   
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Figure 6: Cross-section of a single, MEMS-fabricated flow sensor unit (a). The corresponding array is shown in (b) (taken 

from [21]). Template fabrication of superparamagnetic rods is shown schematically in (c) while a SEM image of the final 

structures is shown by means of SEM in (d) (taken from [23]). 

Such macroscopic structures with sizes in the micro- to millimeter range can also be designed to 

allow magnetic manipulation [22]. Another route for the assembly of artificial cilia is to use alumina or 

polycarbonate membranes as templates into which metallic or plastic structures are “filled”. Subsequently, 

the templates are removed and arrays of structures with dimensions of a few microns can be bound to 

various substrates (Fig. 6c). This way, it is reported on a superparamagnetic PDMS composite that can be 

actuated magnetically for fluid manipulation [23]. However, the structures show high risk of collapse 

during processing (Fig. 6d). By similar means, another group produced nanowires of magnetostrictive 

GaFe as sound transducers in an artificial cochlea [24]. A bending of the nanowires caused by an acoustic 

wave is intended to be registered by GMR sensors via the magnetic flux. Especially for motile artificial 

cilia applied in the manipulation of biochemical fluids, magnetic actuation is advantageous due to low 

sample interaction. Therefore, ferro- and superparamagnetic polymeric (polydimethylsiloxane PDMS) 

microstructures can be fabricated inside micro-fluidics and agitated by external magnetic fields [25]. The 

achievements in the field of MEMS technology, however, are connected with huge development costs that 

account for a high processing complexity and specificity of the devices [19]. Consequently, there is a 

demand for strategies that address the integration of novel material systems and production techniques 

into the standard fabrication scheme to extend sensor intelligence. An example is given by flow sensors 

which are composed of carbon nanotubes [26]. In order to overcome the current drawbacks of MEMS, a 

robust, low-cost implementation accompanied by an increased miniaturization should be targeted. In this 

regard, functional and organic materials, e.g. polymers, low dimensional structures and biologically 

inspired mechanisms are promising. One could, therefore, exploit self-assembly systems that establish 

spontaneously in a bottom-up manner, resembling mechanisms applied by nature. In the first part of this 

work, the suitability of different nanowires as artificial cilia for the mechano or acceleration sensing 

concept is investigated.  
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2 Characterization and tools 

2.1 Atomic force microscopy (AFM) 

AFM belongs to scanning probe methods, which allow for a thorough characterization of specific surface 

properties. In particular, AFM is used to detect surface forces (<1 nN) that act on a small probe tip which 

is scanned over the sample surface. According to the surface topography, forces of different magnitudes 

can be registered proportionally to the deflection. The tip with usual front diameters of 5-10 nm is 

structured on a cantilever, the deflection of which is read out optically with the aid of a laser beam. The 

beam is reflected from the backside of the cantilever and projected onto a four-quadrant photodiode (see 

Fig. 7). Thereby the cantilever deflection delivers information about the sample topography while its 

torsion reflects the friction. Generally, there are two operational modes, i.e. contact and non-contact mode. 

In the former case, the scanning is performed with a constant deflection and the working point is adjusted 

to the repulsive regime to allow for most sensitive operation. In the non-contact mode, the tip is brought to 

oscillation in a force gradient present between tip and sample. Depending on weather the forces are 

repulsive or attractive, the distance between tip and sample varies and the systems resonance is shifted to 

lower/higher frequencies. The corresponding phase change is particularly very sensitive to eigen-

frequency changes.  

 

Figure 7: Schematic principle of AFM. 

AFM characterization and layer thickness calibration is carried out with an instrument from 

“Molecular Imaging (Pico Plus)” in the tapping mode with tips of type: PPP-NCHR-50 from 

“Nanosensors”. For scanning, the software “AFM PicoView 1.6” is utilized.   

 

2.2 Magnetic force microscopy (MFM) 

By means of MFM, magnetic stray fields transverse to the sample surface can be registered with a 

maximum spatial resolution of 30 nm. During scanning, the tip experiences forces of different polarities 

according to the samples superficial domain configuration.  

Magnetic surfaces are characterized with the AFM instrument and cobalt coated tips from 

“Nanosensors” (PPP LM MFMR-20: low moment, hard-magnetic) and “NanoWorld” (MFMR 50: hard-

magnetic). For scanning, the software “AFM PicoView 1.6” is utilized. The MFM images are recorded at 

an interleave height of 80 nm.  
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2.3 Scanning electron microscopy (SEM) 

SEM characterization allows for imaging of conducting surfaces with resolutions down to a few 

nanometers. The electron beam is generated via field emission or thermal release from a filament (e.g. 

tungsten) and manipulated with magnetic lenses. When scanning over the sample surface, either 

backscattered or secondary electrons are registered with a detector. At each site, the detector measures the 

intensity and composes an image from the information of the whole scan.  

SEM characterization is mainly carried out with a “Supra 40” instrument from Zeiss. It is equipped 

with a “Raith” writing unit. Furthermore, a “Philips XL40”, a “Zeiss Neon 40XB” and a “Raith e-line” are 

utilized.  

 

2.4 Energy dispersive x-ray analysis (EDX) 

EDX is a means for elemental sample analysis. The systems are usually mounted inside a SEM to provide 

the electron beam that serves for the excitation of element specific x-rays from the sample. For the 

efficient capture of x-rays, an additional photo-detector is necessary. Commonly semiconductor type 

detectors are utilized that have to be operated at liquid nitrogen temperatures. Electron exposure of the 

sample material leads to a release of electrons from the inner orbitals (e.g. K-shell). Consequently, 

electrons from higher orbitals (e.g. L1-shell) relax into the unoccupied states accompanied by the emission 

of characteristic radiation. The energy transition from one orbital to the next is element-specific. The 

resulting spectral lines can easily be distinguished with a resolution of about 100 eV. 

EDX analysis‟ are carried out with an “Oxford Inca energy 200, Si (lithium)” detector. 

 

2.5 Transmission electron microscopy (TEM) 

In contrast to SEM, in a TEM the electron beam transmits the sample. To that end, a thin (few microns 

thick) sample is positioned on a copper grid. Resolution is determined by the electron de-Broglie 

wavelength following the Rayleigh criterion: 

        , with wavelength   
 

√     
                                                (2.1) 

Though the resolution is limited by aberrations of the electromagnetic lenses, it can be improved by the 

acceleration voltage U (usually around 200 kV). For imaging, e.g. the contrast of scattered electrons can 

be adducted. Furthermore, characterization is possible by means of the phase contrast. By interfering 

electron waves which experience a phase lag (e.g. caused by the Coulomb potential) with respect to the 

primary wave, defects become visible. Information about crystalline orientation of the sample can be 

gathered with the aid of diffraction patterns. By this means, highly resolved lattice imaging is feasible. 

One drawback of high performance TEM characterization is the often complex sample preparation 

necessary for the thinning (grinding, ion milling). 

TEM characterization is carried out with “JEOL 200 CX” microscope, whereas high-resolution 

images are performed with a “FEI Tecnai F-20”. 
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2.6 X-ray diffraction (XRD) 

XRD is a method for the chemical, i.e. element-specific, characterization of crystalline matter. Here, the 

sample is exposed to an x-ray beam emanated e.g. from a tube source. Prior to the exposure, all 

wavelengths except the one of interest get selected by a monochromizer. The diffracted light from the 

sample is then passed through an analyzer to suppress in-elastically scattered quanta and subsequently 

registered by the detector. Usually the intensity is scanned as a function of 2θ due to the fact that in a 

common setup the rotation of the sample by the angle θ has to be compensated for by a detector turn of 2θ 

(see Fig. 8). Based on the Bragg condition  

          ,                                                                  (2.2) 

the lattice distance can be determined. Microscopically, the x-ray wave is scattered at the electron cloud of 

the respective atom. Thereby, the electrons are agitated to harmonic oscillations which itself emit radiation 

at a frequency of the incident wave. In fact, the resulting macroscopic electric field is given by a 

superposition of single scattering events. It is composed of a factor of the Bragg condition and the 

“structure factor” which accounts for information of the respective crystalline structure as well as the atom 

charge distribution (atomic form factor).  

 

Figure 8: Schematic setup for x-ray diffraction analysis. 

XRD characterization is carried out in a “X‟Pert PRO” diffractometer from “PANalytical, 

Almelo/NL” with Ni-filtered Cu Kα-radiation. 

 

2.7 Layer deposition and additional tools 

In the present work, a magnetron-sputtering device “Leybold Univex 450 C” comprising 11 targets (3 and 

4 inches) is utilized. Unless stated otherwise, all materials are sputter deposited with Ar gas at a pressure 

of 2 µbar and a constant gas flow of 6 standard cubic centimetres per minute (sccm).  

Further characterization and layer thickness calibration is carried out with optical microscopes of 

type “Leica DM 2500 M” and a “KLA Tencor” -step IQ surface profiler, respectively. 
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2.8 Electrochemistry  

Recently, electrochemistry, which can briefly be described as the science of electron transfer reactions on 

phase boundaries, gained significant technical relevance owing to its versatility. With the aid of galvanic 

cells comprising an electrolyte solution and a set of electrodes (see Fig. 9), a variety of materials can be 

deposited as coatings (e.g. metals) or synthesized by electrolysis [27]. Depending on the electrolyte and 

the electrode material, anodic or cathodic deposition can occur, whereas the agents who attend the 

electrode reactions are not necessarily those which carry the current.  Even the deposition of thin 

polymeric layers via oxidative polymerization is possible. By applying an adequate potential to the 

monomer solution, a film assembles on the electrode surface, the properties of which depend on 

parameters like cell geometry, choice of solvent, background electrolyte, temperature and pH. The higher 

the concentration of the monomer, the faster and less uniform the deposition.  

 

Figure 9: Schematic electrochemical setup at a constant potential. The operational amplifier adjusts the potential 

difference between its inputs to zero. The abbreviations signify working, reference and counter electrode, respectively. 

The polymerization process is initiated by the monomer oxidation at the anode surface (WE). 

Subsequently, oligomer formation occurs via the formation of σ-bonds between two sp
3
-hybridized carbon 

atoms [28]. The film thickness is determined by the passed anodic charge Qp which defers from the total 

charge Qtot by a factor fp>1 that describes losses, e.g. caused by side reactions, oligomer generation in the 

bulk solution or outside the electrode surface or intermolecular bonds between chains:  

                                                                          (2.3) 

For moderate applied potentials, the number of monomer units Nm is proportional to Qp: 

   
  

       
                                                                  (2.4)                                                                                                        

The “ 2” accounts for two electrons withdrawn from each monomer to form σ-bonds with two neighboring 

elements inside the chain, while qp is the extra charge that is used to withdraw electrolyte anions for the 

oxidation. F denotes the Faraday constant. The solubility of the oligomers reduces with increasing chain 

length (6-10 units), meaning that when exceeding the threshold, the oligomers are deposited at the 

electrode. The subsequent polymerization includes a trapping of anions from the electrolyte that determine 

the electronic properties of the film. 

Electrochemical experiments are carried out in an “Autolab” potentiostat (PGSTAT 30) under 

potentiostatic conditions at a potential of 0.7 V against a Ag/AgCl reference electrode.  
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2.9 Probe station and agitation 

Measurements are performed in a home-built probe station consisting of a coil arrangement for lateral 

magnetic fields (X,Y-direction), a pair of Helmholtz-coils and a sample chuck with a tip setup for the 

four-point transport measurements. The Helmholtz coils serve for the generation of homogeneous 

magnetic fields up to a magnitude of 450 Oe 
2
 in vertical direction. However, for long time periods, i.e. 

several hours, the setup is restricted to fields of 100-150 Oe. Otherwise strong Joule heat generation harms 

the coil insulation. Furthermore the probe station is equipped with a large focal distance microscope (Fig. 

10a). Alternatively, the chuck can be replaced by the piezo drive setup (Fig. 10b). 

 

Figure 10: Probe station with stator coils, microscope and tip holder construction. The shiny ring inside the pot exhibits 

the Helmholtz coils for z-field generation (a). Chuck with mounted cantilever actuator (b) and shear actuator (c). 

Two different piezo actuators consisting of lead-zirconium-titanate ceramics (“PI Physikalische 

Instrumente”) are applied for device testing. The commercially available instruments stand out for low 

power requirements, robustness due to ceramic encapsulation and high duty cycle dynamic operation. 

Bimorph-type cantilever actuators (“PL127.10” and “PL112.10”) capable of large displacements up to 

±400 µm (statically) as well as a 10 x 10 x 7 mm
3
 shear stack (“P-143.01”) for extensions in three spatial 

dimensions are utilized (Fig. 10b, c). Both designs are powered with the respective custom amplifiers (“PI 

E-650.00” and “PI E-413.00”) and non-magnetically implemented with silver-palladium instead of nickel 

contacts. Voltage amplification applies to a factor of 6 and 50, respectively. Due to blocking forces of 

only 1-2 N, the cantilever actuators are restricted to low frequencies. Since the concept necessitates the 

agitation up to hundreds of kHz, the tests for all displayed measurements are performed with the multi-

axis shear actuator. Its low capacity of 5.6/5.6/11nF in x/y/z direction and high blocking force of 200 N 

enable an operation in the kHz regime. In this respect, it has to be noted that the extension decreases with 

increasing agitation frequency. Two scenarios are responsible for this effect. The first is the dynamic force 

Fdyn, which can be estimated for sinusoidal operation and a given peak-to peak extension L by the 

applied frequency f according to 

             
  

 
                                                           (2.5) 

                                                      
2
 For clarity reasons, magnetic field strengths are indicated in Oersted in the following. 1 Oe amounts to 79.577 A/m.  
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with meff  ≈ m/3 being the effective actuator mass [29]. Once Fdyn exceeds the blocking force, the piezo 

extension vanishes. Assuming e. g. a sample mass of 0.6 g and an extension of 40 nm, the maximum 

frequency can be estimated to about 460 kHz in case of the shear instrument.  

The second issue is a limitation caused by the output current of the amplifier. The higher the 

frequency gets, the more charge has to be transferred between the amplifier and the piezo drive as 

capacitive load. The current necessary for the charge transfer is given by 

 

   
  

  
       ,                                                             (2.6) 

with C and Upp being the piezo capacity and applied peak to peak voltage, respectively. During the 

measurements it turned out that the amplifier which drives the shear stack provides sufficient output 

current. The input wave is provided by an “Agilent 33220A” function generator.  

In order to overcome the drawback of heating in the coils, a setup including two permanent magnets 

which sandwich the sample equidistantly, is set up as an alternative to the electromagnets. The NdFeB-

discs (Ø 40 mm, thickness 3 mm) are separated by 20 mm (see Fig. 11a, b) to allow for a symmetric 

positioning of the piezo actuator and the sample. A to scale cross-section of the setup is shown 

schematically in Fig. 11c. The intention of this setup is to achieve larger magnetic fields than those which 

can be generated with the coils of the probe station for a longer period of time. Though the z-fields are 

indeed stronger (~1900 Oe directly centered on the surface and ~ 650 Oe at a distance of 10 mm of one 

single disc, measured with a Hall-probe), they are also less homogeneous and much larger in-plane field 

components of approximately 80 Oe evolve (centered at a distance of 10 mm). Since such large lateral 

fields are expected to saturate the GMR field sensors, which would erase any signal originating from the 

tagged NWs, the measurements have been performed with the Helmholtz coils of the probe setup.  
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Figure 11: Alternative setup which includes the shear actuator and two stacked NdFeB discs (a, b). A to scale scheme of 

the setup is depicted schematically in (c). 

For characterizing the sensors GMR amplitudes, a strong, water-cooled yoke-type electromagnet was 

calibrated and utilized (see Fig. 12).   

 

Figure 12: Yoke-type (iron) electromagnet consisting of two water-cooled coils and a yoke loop to apply magnetic fields of 

up to 4 kOe in the air gap. 
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3 Giant Magneto Resistance  

In 1988, Grünberg [30] and Fert [31] discovered a resistivity dependence of alternately arranged Fe/Cr 

films on external magnetic fields. This giant magneto resistance is independent of the angle between 

current and magnetic field direction, by which means it defers from the AMR (anisotropic magneto 

resistance), that was found earlier in ferromagnetic metals. By now, the GMR has been found in a variety 

of material systems [32]. Due to its relevance in sensor applications, e.g. in read heads of magnetic hard 

disc drives, the GMR effect has triggered a lot of research effort and its discovery was awarded with the 

Nobel prize in 2007.  

In the thin Fe films, an indirect exchange interaction prevailed across the Cr spacer layer that 

provided the required magnetic ground state condition, i.e. opposing magnetization directions in 

consecutive Fe layers. Parkin et al. showed that this so-called interlayer exchange coupling - found in 

1986 [33] - oscillates as a function of thickness of the metallic spacer [34]. In order to obtain large GMR 

amplitudes, the thickness must correspond to antiferromagnetic (AF) rather than ferromagnetic (FM) 

coupling. Besides the interlayer coupling, the AF ground state can also be achieved by exchange biasing 

and hysteresis [35] effects in spin valves.  

 

3.1 Interlayer exchange coupling 

3.1.1 RKKY coupling 

The RKKY-interaction describes the interaction of isolated magnetic moments in metallic host crystals. It 

is referred to the original theory established by Rudermann, Kittel, Kasuya and Yosida [36], which utilizes 

perturbation methods.  

In this section, basic aspects are outlined that address the transition from the RKKY interaction 

towards the interlayer coupling following [32]. At first, a nonmagnetic impurity in a non-magnetic host as 

a free-electron medium is considered. The electrons screen the potential of the impurity and thus lower its 

value V. The consequent change in electron density n is given by  

 

      ∫                   ,                (3.1) 

where (r, r’) is the free-electron susceptibility. It describes the electron density change at a position r 

caused by a Delta-potential jump at r’. The integration is done over the impurity volume. For a weak 

defect potential and isotropically scattered electron waves emanated from point P, 0 becomes 

          
  

    |    | 
∫       

  

 
|    |        with    √

   

                       (3.2) 

Thereby m, E and kF denote electron mass, energy and Fermi wave number. After integration and with 

  |    |, it applies:  

      
 

         (                       ) .                                  (3.3) 
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Figure 13: Scheme, indicating the interference of electron waves emanated from P and scattered at the impurity leading to 

spatially varying electron density (a). A monolayer of magnetic atoms at a distance z from point P is shown in (b). The 

scheme is related to that of the derivation in reference [32].  

The oscillating nature of 0 is determined by kF and expresses the formation of standing waves from the 

interference with scattered waves (Fig. 13a), thus resulting in a spatially varying electron density. By the 

integration of (3.1), the situation can be transferred to the case of a plane monolayer of magnetic atoms 

perpendicular to z (Fig. 13b). With evenly distributed scattering centers and V(r’) replaced by V(z)‟,the 

spatial variation of the free-electron density is  

      
    

 

       
∫

          

  

 

    
                                                   (3.4) 

With         and for       , it applies                 

       
 

       
          

                                                          (3.5) 

The coupling strength which is proportional to 2(z) is thus proportional to the inverse square of the 

distance z to the monolayer. In the following, the scattering potentials are examined, which are supposed 

to be spin-dependent, since the 3d-band structure of magnetic transition metals is different for both spin 

directions. The d-bands of elements residing left of the respective magnetic element in the periodic table 

resemble the minority d-band (indicated with “-“) which intersects the Fermi level. The majority band (+), 

on the other hand defers. Consequently, minority carriers are scattered less and the spin asymmetry 

becomes = 
-
/

+ 
< 1. The scattering potential can be assessed by  

                                                                              (3.6a) 

                                                                            (3.6b) 

with Ms describing the saturation magnetization. Contrarily, for elements on the right of the element in the 

periodic table, it holds with > 1: 

                                                                              (3.7c) 

                  .                                                             (3.7d) 
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Based on (3.1), the derived spin-dependent scattering potentials will influence the respective electron 

densities. The spatial variations in the electron densities in the ferromagnetic monolayer as well as in the 

differences between them are related following: 

                                                                   (3.8a) 

    |    |                           .                                    (3.8b) 

Thereby | | is the magnetic polarization in the nonmagnetic medium induced by the magnetic medium 

(declared in Bohr magnetons). Here, the susceptibility2 completely covers the magnetization distribution 

in the nonmagnetic medium. In order to close the gap to the RKKY coupling, a magnetic atom is assumed 

to be located in the nonmagnetic medium at P, a distance z away from the monolayer. The coupling 

energy is then given by 

   ∫(                         )    ∫            .                      (3.9) 

With (3.6), (3.7) and n
+,-

 = n
+,-

 - n0, in which n0 exhibits the free electron density for each spin channel, 

the coupling energy becomes  

   ∫(                             
  )   .                              (3.10) 

The first term of (3.10) describes the chemical interaction and the second one the magnetic exchange 

energy, which can also be expressed as 

          ∫                 ,                                         (3.11) 

with m being the magnetic moment of the impurity in P. Considering the lateral translation invariance, 

one obtains the interlayer exchange energy density between two parallel magnetic monolayers separated 

by a nonmagnetic medium with thickness d. When taking the potentials for both spin directions of the 

other magnetic layer distributed evenly in the lateral dimension, the bilinear exchange energy density 

follows from the integration to 

                        ̂   ̂  ,                                       (3.12) 

where M1 and M2 are saturation magnetizations of both monolayers with respective unit vectors  ̂  and  ̂ . 

Like 2, the bilinear coupling constant Jbil oscillates as a function of d. In other words, this means that the 

first monolayer probes the spatially varying electron densities of both spin directions that are induced by 

the second monolayer. The oscillation period  that comes out of this model is equal to      and amounts 

to values comparable to the lattice plane distance of the spacer (~3 Å). However, the observed periods are 

much longer, namely approximately in the range of 10 Å. This deviation in the period lengths comes from 

neglecting the crystalline discreteness of the spacer material. Since 2 consequently also takes discrete 

values, the electron density is only probed at the positions of the lattice planes. The aliasing approach 

which introduces the shape of the Fermi surface accounts for this. As Fermi surfaces of crystalline matter 

are actually non-spherical, the wave number kF as well as the oscillation period depend on the 

crystallographic orientation [37, 38]. For the common metal spacers with [100] orientation, there is 

usually more than one period observed (see Fig. 14b). Assuming an elliptical Fermi surface (Fig. 14a) 

with stack normal iZ, there is only one direction with wave vectors kF and kF’ for which Q = iZ - kF’ is 

parallel to the layer normal with opposing group velocities VG and VG’. The Fermi surface indicated in 
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(Fig. 14b) is typical for cubic lattices and possesses two extremal distances describing two independent 

periods for which the above condition holds. The variables Q1 and Q2 denote the respective short and long 

period. By this means, the interlayer coupling oscillation periods can be estimated satisfactorily. Actually, 

a contribution from both oscillation periods is concerned, whereas in real multilayers the situation is 

complicated by interfacial roughness.   

 

Figure 14: Scheme of an elliptical Fermi surface (a) and the “dog bone” Fermi surface (b) with indicated Fermi wave 

vectors. The interlayer coupling oscillation period depends on the extremal distances. The scheme is related to that of the 

derivation in ref. [32].  

Obviously, in general the drawn picture cannot describe the coupling strength quantitatively due to 

the over-simplified introduction of scattering potentials in (3.6). A resort would be given by first-

principles calculations of the total energy. However, such methods lack the required accuracy of energy 

differences, which are small as compared to the total energy. Furthermore, those calculations are generally 

restricted to low spacer thicknesses. Bruno et al. [38, 39] gave a detailed modification of the RKKY-

interaction in order to explain the interlayer coupling. Though the oscillation periods predicted by this 

model coincide well with experimental findings [32], it is unable to correctly describe intensity and phase 

of the oscillations. Therefore, first-principles calculations are necessary that apply e.g. tight-binding 

approaches like conducted for instance by Mathon et al. [40]. The authors calculated the amplitude of 

exchange coupling in Co/Cu/Co tri-layers using these fully numerical methods. 

 

 

3.1.2 Quantum interference model 

Relying on [41], a brief outline of the interlayer coupling by means of a quantum interference model is 

given. It is referred to Bruno et al. [42] for a comprehensive description. In particular the change in 

density of states (DOS) and energy of an electronic system confined by a potential well with discrete 

energies is discussed. Moreover, an electron with wave vector kx = k
+
 moving in x-direction transverse to 

the layer structure is assumed (Fig. 15).  
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Figure 15:  Schematic quantum well structure of a tri-layer model system. The interlayer has thickness d. Dashed lines 

represent discrete energy states. 

When arriving - without loss of generality - at the left boundary, represented by a ferromagnetic layer, the 

electron will be reflected due to the potential step with coefficient    |  | 
   . Consequently, it 

propagates with wave vector    from left to right and is reflected according to    |  |    . Thereby 

| | and  indicate amplitude and phase shift of the reflection. The interference of the electron waves 

propagating back and forth lead to a modification of the DOS in the interlayer. The phase shift of one 

cycle is given by  

                 .                                                (3.13) 

For constructive interference the following relation holds: 

       .                                                               (3.14) 

In this case the DOS is increased due to an increased probability density, while the other phase shifts are 

destructive and lead to a decreased DOS. Hence a DOS modification according to cos(k
+
 - k

-
)d +LR  

is expected. Furthermore the change should be proportional to the reflection amplitude | |, the interlayer 

thickness d and to the DOS per unit width and energy  
 

 

        

  
, in which the number “2” originates 

from spin degeneracy. With respect to higher order interferences, accounted for by n, the change in DOS 

becomes: 

       
 

 

        

  
∑|  |

 |  | 
 

   

                       

 
 

 
  (  

        

  
∑       

 

   

           )

 
 

 
  ( 

        

  

              

                
)  

(3.15) 

Substituting the integrated DOS,       ∫           

  
 with the expression from (3.15) yields 
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     (                )               (3.16) 

The imaginary part of the natural logarithm of a complex number is equal to its argument. Thus N(E) is 

determined by the argument of a point in the complex plane, which corresponds to an angle   on a 

circle with radius |    | around 1. In order to calculate the energy change of the electronic system due to 

quantum interferences, the potential of the grand-canonical ensemble is considered as follows:   

      ∫   (   
 

    
   )

 

  
        ∫           

 

  
.                   (3.17) 

For T=0, the potential is simplified (due to the Fermi-distribution at T=0) and given by 

  ∫       
  

  
        ∫       

  

  
 .                                  (3.18) 

With (3.16) the total energy change in the interlayer as a consequence of quantum well formation becomes 

   
 

 
   ∫    (                )  

 

  
 .                                    (3.19) 

For ferromagnetic boundaries the reflection coefficients r depends on the spin orientation of the electron 

with respect to the prevailing magnetization direction. This can be accounted for by potential steps of 

different heights, namely a higher one for electrons facing a boundary in which the magnetization opposes 

the spin and a lower one for electrons with the spin aligned parallel to the magnetization.  

Although this model is widely accepted today and reasonable values for the oscillation periods can 

be extracted, it is oversimplified since the exact band structures are not considered. In addition, the model 

refers to only one dimension and a treatise in three spatial dimensions would complicate the situation in 

terms of the considered wave vectors. For the sake of simplicity, also the magnetic layer thicknesses are 

assumed infinite. For reasonable thicknesses in real multilayers, there will be transmission and further 

reflection of electron waves at adjacent interfaces. Consequently, interference and coupling strength will 

depend also on the magnetic layer thickness, as has been predicted [43] and verified experimentally [44]. 

Further investigation of the exchange coupling in magnetic multilayers in terms of reflection and 

transmission coefficients at interfaces has been carried out by Stiles et al. [45].  

Fig. 16 gives an experimental verification of the interlayer coupling. The GMR amplitude (a) and 

corresponding saturation field (b) of two material systems (NiFe/Cu and CoFe/Cu) are shown as a 

function of the spacer, i.e. Cu thickness. An oscillation of the GMR amplitude owing to the oscillatory 

interlayer exchange coupling is obvious in (a). From (b), one can see that due to an enhanced coupling, the 

corresponding saturation fields increase drastically, the thinner the spacer gets.  
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Figure 16: Experimentally verified oscillation of the GMR as a consequence of the interlayer coupling. Amplitude (a) and 

corresponding saturation field (b) are shown as a function of spacer (Cu) thickness. The exact layer stacks are: MgO (4 

nm) / 10x [CoFe(2 nm) / Cu(x)] / Ta(2 nm) and MgO (4 nm) / CoFe(2 nm) / 10x [Cu(x) / NiFe(3 nm)] / Ta(2 nm). 

 

3.2 GMR theory 

In the previous section, so-called biquadratic coupling has been neglected (see formula 3.12). In the case 

that the respective coupling dominates compared to the bilinear one, an angle of 90° between 

magnetizations directions results, which is expected to originate from rough interfaces and magnetic 

impurities [46]. In the following, it is focused exclusively on magnetic multilayers with the current applied 

parallel to the layer plane, i.e. CIP (current in plane) geometry.  

The origin of the GMR can be explained phenomenologically by spin–dependent carrier scattering 

at the ferromagnetic metals. Therefore, Mott [47] proposed a model that divides the current into a spin-up 

and a spin-down component. Assuming the channels to be independent and the spin orientation to be 

preserved in the majority of scattering processes, a high resistivity arises for AF aligned magnetizations 

(Fig. 17a) since both spin channels experience significant scattering. In the presence of an external field 

that aligns the magnetizations in the layers parallel, electrons with its spin aligned parallel to the 

respective magnetization direction get scattered less and the over-all resistivity decreases (see Fig. 17b).  

While actually bulk scattering plays a crucial role in alloys like NiFe [48], mostly interface scattering 

dominates as e.g. in genuine magnetic layers like Co.  
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Figure 17: Schematic cross section of a multilayer with indicated spin dependent scattering at FM layers (top) with 

corresponding resistor network for spin-up and spin-down electrons (bottom). The situation for antiparallel (a) and 

parallel alignment (b) of magnetizations is shown. The stars indicate scattering events that lead to an over-all higher 

resistivity for the parallel case as denoted by the resistor widths. 

Motts two current model [49] is valid for moderate temperatures, at which spin-conserving defect 

scattering is predominant
3
. In contrast, probability of spin-flips increases with the temperature, since 

electrons collide with magnons and phonons which are generated to a larger extend.  

The conductivity  in this picture is composed of contributions from the majority as well as 

minority electrons. Derived from the Drude theory and according to [41], the conductivity becomes   

   
   

   
 

  
                                                                 (3.20) 

where nS and S denote density and relaxation time (time between two collisions) of 4s conduction 

electrons, respectively. As the quasi-free 4s-electrons are known to have a lower effective mass mS* than 

3d electrons, they mainly carry the current. Majority electrons (spin-up) on the other hand, cannot occupy 

d-levels due to a filled 3d-band (compare Fig. 18a). Consequently mostly 4s
+
 electrons contribute to the 

conductivity, and the resistivity  

      
     

                                                               (3.21) 

dominates. It reflects the sum of a contribution from 4s to 4s and from 4s to 3d states. The analogue holds 

for majority carriers. Assuming a negligible resistivity in the nonmagnetic interlayer, the total resistivity 

yields 

   
     

                                                                       (3.22) 

for parallel and  

    (
 

      
 

     )
  

 
    

 
                                              (3.23) 

                                                      
3
 For 3d metals the spin-flip scattering cross section is 2 orders of magnitude smaller than that for spin conserving 

scattering [50]. 
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for antiparallel magnetizations in the ferromagnetic layers. The latter term is obviously higher and with 

(3.22) and (3.23), the relative resistivity change following the definition of the GMR amplitude can be 

expressed as: 

    
      

  
 

        

      .                                                    (3.24) 

The second term suggests that the magnetoresistance is large, when the resistivities strongly depend on 

whether the spin orientation is parallel or antiparallel to the respective magnetization alignment in the 

layers. When taking into account the finite resistivity of the interlayer , one obtains 

   
            

       

   

 
  ,                                                        (3.25) 

             
  

  
                                                        (3.26) 

and finally for the GMR amplitude 

    
      

  
 

      

           
 .                                                 (3.27) 

Variables A, = d/dm, a = 
+
/  and b = 

-
/ denote cross-sectional area, the relation of interlayer 

and magnetic layer thickness and the given resistivity relations, respectively (see Fig. 17). In this rather 

simple scheme, there is obviously no correlation between the interlayer coupling and the GMR. Moreover 

it is pointed out that the conductivity is more properly described by the expression for thin films in the 

Sondheimer approximation. A more comprehensive solution is given by the semi-classical Fuchs-

Sondheimer theory. It approaches the GMR based on (3.20) with Fermi-Dirac-distributed, free electrons 

and implies bulk as well as specular interface scattering [51]. However it is deficient for layer thicknesses 

smaller than the electron mean free path. In order to account for diffuse interface scattering, fully quantum 

mechanical approaches are required [52]. In the regard of a quantitative description of the GMR, the Kubo 

formalism
4
 has been proven to be most successful. Due to a large number of parameters that are difficult 

to address experimentally, there is a great demand for analytical expressions of the GMR [54]. 

Furthermore, the model lacks for the explanation the GMR amplitude that depends on the wiring. In fact, 

for the current applied parallel or perpendicular to the layer structure, different current densities arise.  

 

3.2.1 Intrinsic GMR 

The next section enters into the intrinsic origin of the GMR that arises when a current is passed through a 

multilayer stack. The following derivation is based on the quasiclassical Boltzmann theory of transport and 

taken from ref. [41]. In the relaxation time approximation and with                      , the 

current density becomes 

  
 

 
∫              

    

 
∑           ( 

   

  
) ,                           (3.28) 

                                                      
4
 Method, evaluating  the response of a quantum mechanical system to an external potential [50, 53]. 
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with the stationary distribution function g(k), the equilibrium Fermi-Dirac distribution f0 and v, k, E and V 

being carrier velocity, wave vector, electric field and volume. The conductivity of the multilayer structure 

is a tensor and given by: 

 ̂  
    

 
∑                     .                                          (3.29) 

Due to the thermal energy being much larger than the Fermi energy (      ),           can be 

approximated by        . With neglected spin-flip scattering and (3.27), the GMR becomes: 

    
∑               

  
  ∑               

  
 

 ∑                 

     .                                  (3.30) 

   
 denote the Cartesian coordinates of Fermi velocities [55]. Since relaxation times have been assumed to 

be spin-independent, they cancel out and the GMR amplitude is designated by the intrinsic electronic 

structure. Substituting the density of states       ∑             and with the square of the 

respective velocity components 〈   

  〉 and 〈   

  〉 averaged over the Fermi surface, it applies 

    
      〈   

  〉       〈   
  〉

        〈   

    
〉

  .                                            (3.31) 

Thus, the GMR amplitude depends on the DOS of majorities and minorities at the Fermi level, their mean 

velocities as well as the corresponding total values in the case of antiparallel configuration. The findings 

of (3.31) are illustrated when looking at the 3d-band structure at the Fermi level. For ferromagnets, the 

DOS at the Fermi level is spin-polarized as a consequence of the Pauli principle. The scheme in Fig.18a 

indicates the situation for e.g. Co and Ni.  

 

Figure 18: Schematic band structure as a function of DOS for ferromagnetic 3d metals (a). The arrows indicate the spin 

orientations. Spin-polarized DOS around EF (dashed line) for Fe, Co, Ni and Cu obtained from self-consistent ab initio 

band structure calculations (taken from [56]) are shown in (b).   

Though mainly free-electron-like s-states with energies close to EF contribute to the electrical 

conductivity, the scattering as the origin of resistivity is expected to occur into d-states which possess a 

larger effective mass. The majority band (spin-up) contains electrons with spin parallel to the spontaneous 
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magnetization and lies completely below EF. Minority electrons (spin-down), on the other hand, possess a 

large number of states, into which the carriers are scattered. Consequently, the scattering is high for spin-

down electrons in the minority band and lower for those with spin-up. Despite of simplifications, i.e. the 

neglect of hybridization, the scheme is useful for the understanding of the basic mechanisms. Fig. 18b 

shows the ab initio calculated band structure of Fe, Co, Ni and Cu. A good electronic band match of spin 

up electrons for Co and Cu and a dissimilar one for electrons with spin down is striking. Thus, due to the 

resulting potential steps, which predominantly the minority electrons face at the interlayer, the Fermi 

velocities of majority electrons are larger than those of minority electrons. If one compares the in- and 

out-of-plane components of the velocities, it is even possible to explain the differences that arise between 

CIP and CPP (current perpendicular to plane) geometry. In section 3.2, it has already been entered into the 

extrinsic aspects of the GMR, i.e. the spin dependent scattering at impurities as a consequence of non-

ideal interfaces (see also Fig. 17). Besides electronically well matched layers, also a good structural match 

and a high layer quality is important, since a lattice mismatch induces dislocations that might cause spin-

flip-scattering.  

In the case of Fe/Cr system, the Cr modifies the band structure of Fe - which is intrinsically a weak 

ferromagnet - in such a way, that a high DOS is generated (“virtual bound states”). The highest GMR 

values obtained equal ~220 % [57] for Fe/Cr and ~120 % [58] for Co/Cu at temperatures of 4.2 K.   

 

 

4 Processing 

According to the intended concept (section 1.2), the GMR sensor layers have to be deposited first. For 

samples coated with Zn and Ge NWs (the synthesis of which is described in sections 4.2.1.1 and 4.2.1.2), 

there have been attempts to deposit the sensor layers on top of the NW structures. After establishing 

electrical contacts to the NW arrays (outlined in section 5), it turned out that in case of Ge and owing to 

the wire density (see Fig. 38d), the non-continuity of sensor layers causes the electrical resistance to 

increase to ~1 M and completely deteriorates the GMR properties. For the Zn sample, shunting occurred 

and led to a drastic decrease and distortion of the GMR signal.  

 Consequently, the processing of devices in this work is performed according to the workflow 

shown in Fig. 19, which depicts schematically the processing sequence. Unless otherwise stated, an 

insulating layer of magnesium oxide (MgO) is deposited on top of the GMR stack to avoid current 

shunting caused by subsequent coating. Prior to the NW synthesis, a thin metal is deposited which serves 

either as seed or catalyst. In case of the polymeric structures (see section 4.2.3), the metal solely ensures 

sufficient electrical conduction. The passivation and seed/catalyst metal deposition is confined to an area 

smaller than the GMR stack in order to leave a free area for electrical sensor contacts (confinement 

realised by shadow masks and Kapton
5
 tape). 

 

 

                                                      
5
 Vacuum-proof adhesive tape. 
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Figure 19: Schematic of the device processing sequence. 

Originally, Si and Ge NWs (treated in section 4.2.2) were intended for the concept. For the catalytic 

reactions and diffusion processes involved in the NW self-assembly, usually high growth temperatures 

(>400 °C) are required. However, it is known that GMR multilayers deteriorate in performance already at 

comparably low temperatures of ~250 °C [59]. Annealing results for our GMR samples are summarized in 

table 1 (samples annealed under high vacuum conditions on a ceramic heating plate of pyrolytic graphite, 

temperature controlled with a type K thermocouple, see section 4.2.1.2).  In order to maintain the 

magnetic properties of the GMR sensor stack during post-processing, the respective temperature 

dependence is investigated. It is obvious that a loss in GMR signal sets in around 300 °C annealing 

temperature, but manifest stronger for the CoFe/Cu system. One could speculate that this is due to an 

increased contribution of bulk scattering in the case of NiFe [48]. The thermal reduction of the GMR 

amplitude is generally related to slight material intermixing and “dead layer” formation at the interfaces 

leading to a decrease of spin dependent scattering [60, 32]. Due to the temperature sensitivity of the GMR 

sensor, it is necessary to deposit NW structures at low temperatures. 
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Table 1: As-deposited and annealed GMR amplitudes (of 2nd antiferomagnetic maximum) summarized for different 

annealing temperatures and multilayer systems. The material indications refer to 10-fold multilayers. 

 As-dep. GMR (%) Annealed GMR (%) Annealing T (°C) Annealing t (min) 

 NiFe/Cu 12.5 12.5 250 30 

NiFe/Cu 12.5 9.2 300 35 

NiFe/Cu 10.8 7.5 300 35 

NiFe/Cu 12.9 8.3 325 35 

CoFe/Cu 18.9 1.9 350 35 

CoFe/Cu 18.2 1.4 300 35 

 

 

4.1 GMR-sensors 

In the present work, planar Ni79Fe21/Cu multilayers in the second antiferromagnetic coupling maximum 

are utilized as magnetic field sensors. In particular, the following system is sputter-deposited on silicon 

wafers
6
 (CZ, Ø 100 mm, p-doped (boron), (100) or (111) orientation) with native or 50 nm thermal oxide:  

MgO4 nm / CoFe2 nm / 10 x [Cu1.7 nm + 0-0.7 nm / NiFe3 nm] / Ta2 nm 

Table 2 displays sputtering modes, e.g. pre-sputtering time and source power for the individual layers. 

Owing to a larger spatial homogeneity of the GMR-amplitude as well as sensitivity all over the wafer, the 

Cu interlayer is processed in two steps (1.7 nm static and 0 - 0.7 nm in dynamic mode). 

Table 2: Multilayer sputtering parameters. 

Material Source Power 

(W) 

tPresputtering 

(s) 

Mode Deposition 

rate (nm/s) 

MgO RF 150 120 static 0,027 

CoFe DC 20 120 static 0,045 

Cu DC 40 60 static 0,265 

Cu DC 40 60 dynamic  

NiFe DC 20 60 static 0,06 

: : : : : : 

Ta DC 20 120 static 0,067 

 

This system excels in good sensitivity to small magnetic fields and hysteresis-free characteristics 

due to the vanishing crystalline anisotropy of NiFe [61]. The GMR amplitude is defined as:  

G     
  p- 

p

 p
                                  (4.1) 

                                                      
6
 The wafers are directly loaded into the sputtering machine without any further cleaning.   
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Amplitude values of 13.3 % and sensitivities of about 0.33 % / Oe are obtained in the as-deposited state 

(see Fig. 20). The working point is set to zero lateral bias-field in order to avoid unintended sensor 

saturation as well as partial compensation effects owing to the radially symmetric in-plane components of 

stray fields of the magnetic tagging layer magnetized perpendicular to the sensor plane (see chapter 4.3). 

Unless stated otherwise, the GMR substrates are cleaned by soft ultrasonication in aceton and isopropanol 

prior to the synthesis. 

 

Figure 20: As-deposited GMR response curve. 

 

4.2 Nanowire synthesis 

One-dimensional (1D) nanostructures like NWs, nanotubes or nanobelts gain ever increasing importance 

as promising building blocks for the development of novel devices at the nanoscale [62]. Among all 

growth techniques, those employing vapor transport methods and Vapor-Liquid-Solid (VLS) [63] or 

Vapor-Solid [64] (VS) growth processes have been proven to be most promising and versatile regarding 

the composition and morphology. Many different materials including elemental and compound 

semiconductors, oxides, carbides, and nitrides were successfully synthesized utilizing such growth 

techniques. The formation process is thereby guided by the chemical potential. It is defined as the change 

in Gibbs free energy with the particle number: 

                        (
  

  
)

   
 .                                                               (4.2) 

Deferring chemical potentials of two parts of a system lead to mass transport towards the system with the 

lower chemical potential in order to lower the free energy of the whole system. Hence, for the NW 

formation following the VS or VLS process, µ has to be lowest for the respective solid phase. Therefore, 

the state of supersaturation exhibits a prerequisite. When regarding the free energy change per unit volume  

 

      
   

 
  

  

  
                                                            (4.3) 

 

with temperature T and atomic volume , supersaturation is guaranteed for a vapor pressure pV bigger 

than pS. However the situation is simplified, since it only holds in case of thermodynamic equilibrium, 

which is often not fulfilled.   
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This chapter describes successively the synthesis and implementation of various NW designs, 

namely zinc, germanium and polymeric polypyrrole (PPy) that are foreseen as artificial cilia. While the 

first three subsections deal with self-assembly
7
 processes, NWs synthesized by e-beam lithography (EBL) 

are introduced in chapter 4.2.4.  

 

 

4.2.1 Zinc nanowires  

In this section, we present a cold-wall physical vapor deposition (CWPVD) approach for the synthesis of 

metallic Zn NWs. At first a motivation for the research on metallic NWs is given followed by a detailed 

description of the setup.  

 Metal NWs, which are considered as possible interconnects or functional elements in future 

nanodevices, need to be synthesized by methods beyond the self-assembly owing to the lack of applicable 

catalyst materials. First metal NWs which showed conductance quantization and ballistic transport were 

fabricated by mechanical methods [65, 66], for example by vertical pulling of scanning tunneling 

microscope tips after point contact [65]. Metal NWs were also fabricated by electrochemical thinning of 

microscale wires [67] and electrodeposition [68] into templates of nanoporous materials [69] (e.g. porous 

anodic alumina, track-etched polycarbonate, mesoporous silica, etc.). The resulting nanocomposites have 

well-defined geometries preset by the pore dimensions and granular, polycrystalline or amorphous 

structures. Recently, single-crystalline NWs were demonstrated utilizing pulsed electrodeposition [70]. 

Electrochemical methods produce low yields due to the small template sizes. Post-synthesis device 

assembly requires removal of the nanoporous membrane which may cause damage to the NWs. Finally, 

metal NWs have also been demonstrated by step edge 

decoration [71] and solution phase methods [72]. Zn 

nanocomposites have recently shown unique thermoelectric and 

superconducting properties such as a very high room 

temperature Seebeck coefficient [73] (-130 µV/K) and a novel 

antiproximity effect in a system of electrodeposited Zn NW 

arrays sandwiched between superconducting bulk electrodes 

[68]. Few groups focus actually on the synthesis of elemental 

Zn NWs by utilizing vapor transport methods. Whereas the Zn 

NWs introduced here feature unidirectional morphologies as 

well as much lower growth temperatures. Vivekchand et al. [74] 

e.g. utilized a nebulized spray pyrolysis technique to synthesize 

wool-like Zn NWs (see Fig. 21) by decomposition of Zn 

acetates at temperatures of 800-1000 °C.  

Kar et al. [75] synthesized similar structures by thermal evaporation of ZnS powders at 1225 °C. 

Besides the formation of ZnS nanoribbons, they also found wool-like Zn NWs in the cooler region of the 

quartz tube (~350 °C). Synthesis of Zn NWs was also demonstrated by carbo-thermal reduction of ZnO 

with graphite at temperatures of 1100 °C [76] and 1060 °C [77]. Zn NWs were obtained by thermal 

evaporation of pure Zn at temperatures of 580 °C [78], 600 °C [79] and 900 °C [80], respectively. The 

reported Zn NWs grow only in a wool-like morphology and are exclusively found in the cooler regions of 

                                                      
7 Process controlled by the ambience or an external system, in which the assembly grows spontaneously.  

 

Figure 21: Wool-like Zn NW morphology by 

TEM taken from [74]. 
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the quartz tubes in an estimated temperature range of 200-350 °C. It is apparent, that the growth 

temperature in externally heated tube furnaces is strongly coupled to the sublimation temperature of the 

solid precursor materials. This coupling limits the parameter settings for the NW synthesis. Therefore, a 

CWPVD chamber, in which the substrate temperature is controlled independently from the Zn vapor 

source is set up. The underlying growth follows the VS principle, in which crystallization along one 

direction is guided by anisotropy of crystal surface energies. During the growth process, the morphology 

of the NWs strongly depends on the complex interplay of the relevant parameters (ambient pressure, 

substrate temperature, etc.), which control the kinetics of precursor atoms on the substrate surface and on 

the NWs. The chamber consists of standard vacuum parts (see Fig. 22). Elemental Zn (99.99%, Sigma-

Aldrich) is thermally evaporated from an alumina crucible by resistive heating in high vacuum conditions. 

The sample is mounted on a distant heater facing down to the precursor vapor source. The temperature of 

the sample heater is measured by a type K thermocouple. A quartz microbalance (QMB) is used to 

monitor the Zn deposition rate and the nominal film thickness. The Zn atom flux to the substrate can be 

blanked by a mechanical shutter. 

 

 

Figure 22: CWPVD-chamber composed of standard vacuum parts. 

As substrates, as-deposited silicon wafers are cut into pieces of 20 mm x 20 mm and sputter coated 

with island-like gold (Au) or platinum (Pt) films (~3 nm). After the sample is mounted on the heater, the 

growth chamber is evacuated to base pressures of ~5 x 10
-7

 mbar. Subsequently, the work pressure is set 

within a range of 10
-6

-10
-5

 mbar by introducing oxygen or argon gas into the growth chamber. The Zn 

evaporation rate is usually set to 0.1 nm/s and the temperature is set to the growth temperature.  
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Figure 23: Top-view SEM image of Zn nanocrystals grown on bare silicon (a). The inset shows a SEM image of an 

individual hexagonal Zn nanocrystal. Top-view SEM image of wool-like and rod-like NWs grown on gold covered 

substrate surfaces at T=150 °C (b). Top-view SEM image of 1D NWs grown on a platinum coated substrate at Ts=150 °C 

(c). Representative side-view SEM image of unidirectional NWs grown on the edges of gold or platinum coated substrates 

(d).  

Fig. 23a shows a SEM image of Zn nanostructures grown on bare silicon without any metal seeds. 

At a substrate temperature of T=150°C, the evaporated Zn nucleates on the silicon surface and crystallizes 

in the hexagonal closed-packed lattice structure assembling nanosized islands with the [0001] direction 

being perpendicular to the substrate surface. In contrast, bare Si substrates (the same holds for GMR 

substrates) covered with gold seeds exhibit NWs of two different morphologies, as shown in Fig.23b 

(T=150°C). The dominating NWs have 1D wool-like and also termed zigzag or serpentine morphology, 

which have already been reported by other groups as mentioned above. In addition, rod-like NWs are also 

observed. A representative side view of NWs observed on the substrate surfaces and on the edges of the 

substrates is shown in Fig. 23d. The NWs have diameters in the range of 30-350 nm and are up to 89 µm 

long. Fig. 23c shows NWs grown on the substrate initially coated with platinum instead of gold at T=150 

°C. In contrast to the nanostructures obtained on the gold covered substrate, the surface does not show any 

wool-like NWs. The dominating NWs show rodlike morphology, are homogeneously distributed, have 

uniform dimensions and enclose arbitrary angle with the substrate. Between the NWs, the surface seems to 

be free of Zn deposits indicating a high surface mobility of Zn adatoms. This observation is consistent 

with the growth on bare Si (Fig. 23a). Furthermore, the substrates with Pt exhibit larger interwire spacings 

compared to those with Au. AFM measurements of Au and Pt substrate surfaces prior to nanowire growth 

show similar high grain densities which imply that the density of Zn nanowires on the individual substrate 

surfaces does not relate to the density of metal seed (Pt or Au) islands or grains. In contrast, the metal seed 

layers (Pt or Au) modify the surface mobility of Zn on the Si substrate and hence result in different 

densities of critical Zn nuclei coalescing in the first stage of the NW growth. AFM measurements also 

revealed a much lower surface roughness of Pt substrates (compared to Au). Fig. 24 depicts a 2 nm Au (a) 

and 3 nm Pt (b) layer, sputter-deposited at 25 W on silicon by AFM. The root-mean-square (RMS) 

roughness of Au (1.93 nm) turned out to be almost one order of magnitude higher than that of Pt (0.18 

nm).   
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Figure 24: Surface roughness of an as-deposited Au (a) and Pt (b) layer on a silicon (100) substrate with native oxide by 

AFM. The RMS roughnesses are indicated respectively. 

Increasing the surface roughness of Pt/Si by annealing the substrate prior to the growth for 3 min at 650 

°C leads to the same results as obtained for Au/Si presented in Fig. 23b. Therefore, we do not attribute the 

suppression of wool-like NW to the nature of the platinum seed material. We find that growth of Zn 

nanowires on Si requires nanosized features which support Zn nucleation on the substrate surface. The 

density of Zn nuclei depends on the Zn adatom surface mobility which is influenced by the nanoscopic 

surface roughness. Therefore, smooth surfaces without pronounced nucleation sites favor the nucleation of 

homogeneous Zn nuclei which act as seeds for the growth of unidirectional NWs. 

In order to obtain further insight into the NW growth, silicon substrates coated with 100 nm thick 

Au and Pt layers were also tested as substrates. After the individual growth runs, neither Zn grains nor Zn 

nanostructures could be observed on the metal surfaces. In addition, we evaporated Au layers exhibiting 

thickness gradients on silicon oxide using shadow masks. After the growth, NWs of rod- and wool-like 

morphologies are observed only in the areas where the Au coating becomes non-continuous and island-

like. These formations of nanofeatures seem to act as nucleation sites. On continuous Au films, Zn does 

obviously not nucleate due to (i) the presence of metallic surface bonds which suppress surface diffusion 

in the first instance and (ii) probably alloy formation by bulk diffusion of Zn. On areas without Au we 

observe Zn nanocrystals similar to the structures shown in Fig. 23a. Zn island growth is favored due to the 

higher surface energy of Zn compared to SiO2. 

At growth temperatures higher than 200 °C, Zn does not nucleate on any of the aforementioned 

substrates. After the standard growth time of one hour, the samples did not show any Zn deposits. A high 

Zn desorption rate at T ≥ 200 °C dominates surface diffusion and hence impedes Zn nucleation on the 

sample surface. At this point it is important to note that the morphologies of the Zn nanostructures grown 

by CWPVD do not depend on the type of gas used during the individual growth runs. 
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Figure 25: Low magnification TEM image of NW tip showing two distinct facets including an angle of 120° (a). Diffraction 

pattern of a single-crystalline Zn NW (b) and high resolution TEM image of a single Zn NW (c) are shown. Lattice plane 

distance of 0.137 nm determines the growth direction to [11-20]. 

EDX measurements have proven that all nanostructures grown consist of pure Zn. Fig. 25a shows a 

low magnification TEM image of an individual NW of rodlike morphology harvested from the substrate 

surface after an ultrasonic treatment and dispersed onto a copper grid. The NW tip shows two distinct 

facets including an angle of 120°. The diffraction pattern shown in Fig.25b reveals a single crystalline 

phase. Fig.25c shows a HRTEM image of the Zn lattice planes perpendicular to the growth direction. 

From the lattice plane distance of 0.137 nm, we deduce the growth direction to be [11-20]. This growth 

direction was determined on all NWs studied, independent of the seed material. Fig.26a shows a HRTEM 

image of the NW sidewall. The dark area depicts the core of the NW consisting of single-crystalline Zn 

covered with a 2 nm thick native oxide (dark-gray). The HRTEM image shown in Fig. 26b reveals the 

single-crystallinity of the surface oxide. 

 

 

Figure 26: High resolution TEM image of a Zn NW sidewall covered with a 2 nm thick surface oxide (a). High resolution 

TEM image of single-crystalline surface oxide is shown in (b). 

Since no catalyst particles are present on the tips of the NWs, it is evident that the synthesis 

proceeds via the VS growth process. At first, precursor atoms nucleate on the substrate surface forming 

nanocrystallites. The according free energy change for heterogeneous nucleation applies to: 

 

                 .                                                        (4.4) 
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Thereby r depicts the radius of the nucleus,   the surface energy density and A and B geometry constants. 

In a second stage, continuously adsorbing Zn adatoms migrate to the nanocrystallites being incorporated at 

positions having the lowest surface energies. When the nanocrystals form stable side facets, the 

crystallization is driven along one direction, i.e. [11-20] resulting in 1D (one-dimensional) NW growth. 

The ratio of the NW length growth rate to the precursor deposition rate is a first measure of the Zn adatom 

mobility on the NW. In our experiments, the highest NW length growth rate obtained from SEM analysis 

equals RNW = 53.33 nm/s which exceeds the deposition rate of RZn = 0.062 nm/s by a factor of 860. This 

result gives direct evidence that the NWs are predominantly formed by surface diffusing Zn adatoms and 

that direct impingement of precursor atoms on the NW tip does not play a significant role during the 

growth process. 

The Zn surface diffusion length on the NW sidewall is determined using the mass transport model 

presented by Seifert et al. [81] In this model, a liquid catalyst particle on the NW tip acts as a sink which 

creates the driving force for material flow from the substrate surface and the NW sidewalls towards the 

NW tip. Effective surface diffusion lengths on the substrate λs and along the nanowire λw are introduced 

which are obtained from studying the dependence of the NW length growth rate dL/dt on the NW radius 

rw. In the late growth stage, where L>>λw holds, the length growth rate is given by the simple equation  

 
  

  
   (  

  

  
)                                                            (4.5) 

where R stands for the effective impingement rate of adatoms on the substrate surface, NW sidewalls and 

NW tips. The first term on the right side depicts the growth by direct impingement of precursor atoms on 

the NW tip. The second term depicts diffusion controlled growth. The main conclusion of this equation is 

that thinner NWs grow faster than thicker ones. In order to apply this mass transport model to VS growth 

of Zn NWs, the hemispherical liquid catalyst particle is replaced by the cone-shaped tip shown in Fig.25a. 

In contrast to the initial model, where the full NW shell is exposed to impinging atoms, only half of the 

NW shell is exposed to the highly directed precursor deposition flux, due to shadowing effects in high 

vacuum conditions. As a consequence the NW length growth rate results in  
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Since the ratio RNW/RZn exceeds values of 850 as mentioned above, the contribution of direct impingement 

on the NW tip is neglected and the equation can be reduced to  

 

   
   

   
  .                                                             (4.7) 

 

Since the growth of individual NWs starts randomly in time during one growth run, the NWs show a clear 

length distribution, as can be seen in Fig. 23d. As a consequence, the geometry of the longest NW 

observed by SEM (L=89 µm, rw=100 nm, t=60 min) only allows to determine a lower limit of the effective 

surface diffusion length which results in  

 

       .                                                               (4.8) 

 

The surface diffusion length plays a crucial role in how the NW lateral size develops during the 

growth process. In diffusion controlled NW growth processes, tapering of the NW diameter occurs at NW 
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lengths exceeding the surface diffusion length [82]. Since most of the NWs do not exceed this length, as 

shown in Fig. 23c, no tapered NWs are observed by SEM. For the sensor device, silicon substrates are 

coated with GMR multilayers and 20 nm of MgO which serves for the electrical insulation. 

 

 

4.2.1.1 Post-synthesis oxidation of Zn nanowires 

Although ZnO nanowires are never used in our sensor developments, the post-synthesis oxidation 

described in the following together with our CWPVD process could be a promising method for industrial 

ZnO NW fabrication at low temperatures. Zinc oxide (ZnO) as a low cost, biocompatible, and wide band 

gap semiconductor material plays a significant role in current sensor and energy harvesting technologies. 

Since nearly two decades, special attention has been paid to ZnO in order to assemble devices on the 

nanoscale and to study novel, size-induced physical properties. Hexagonal wurtzite ZnO NWs have been 

applied as field effect transistors [83], gas sensors, surface coatings [84] and solar cells [85]. The inherent 

oxygen vacancy states of ZnO cause a charge transfer and therefore a conductance change when 

molecules adsorb on the wire surfaces. The detection of NO2, NH3, O2 or ethanol has been successfully 

demonstrated by ZnO-based nanosensors [86]. In 2001, Huang et al. [87] reported room-temperature, 

short-wavelength lasing emission of ZnO NWs where the hexagonal end facet act as reflecting mirrors for 

the cavity. Magnetically (Mn, Cu, Co) or electrically doped (Al, In, Ga) [88] zinc oxides are promising 

materials for applications in spintronics, solar cells (as transparent conductive oxides) and heat insulation 

glazings. Owing to the piezoelectricity of ZnO, its nanostructures are also utilized as nanogenerators [89], 

nanoforce sensors and piezoelectric FETs [90]. A huge variety of morphologies has been fabricated by 

different methods, such as rod-shaped NWs, nanobelts, nanorings and  nanocages [91]. ZnO NWs have 

been produced by e.g. physical vapor deposition (PVD), e.g. sputter deposition [92], or metal organic 

chemical vapor deposition (MOCVD) [93]. Furthermore, ZnO NWs and dendritic structures exhibiting 

[0001]
 
and [

 

 

 

 
-20] growth direction have been fabricated without any metal catalysts by heating Zn 

powder [94] or nanocrystallites [95] to temperatures of 500-600 °C. Conley et al. succeeded in 

transforming atomic layer deposited ZnO into an assembly of ZnO NWs. The annealing at temperatures of 

915 °C for 30 min results in the formation of the nanostructures [96]. In order to lower the growth 

temperature, controlled VLS-growth of ZnO NWs is obtained by carbo-thermal reduction. The precursor 

is then mixed with graphite which reduces the ZnO and generates Zn vapor [97]. In summary, the ZnO 

NW synthesis by PVD methods has been conducted at temperatures ranging from 400 °C [98] to 1100 °C 

[99].  

The industrial synthesis of ZnO nanostructures demands for reproducibility and compatibility with 

standard device fabrication processes. Whereas the melting point at 1975 °C and the sublimation at ~1800 

°C set the upper limit, practical limitation is given by the choice of substrate materials and compatibility 

with post-processing and semiconductor technology. Fabrication processes are required to work at lower 

temperatures. One possibility is the electrochemical approach, where the structures are grown into 

“nanochannels” of anodic alumina membranes [100] at low temperatures (<100 °C). However, the 

products often consist of polycrystalline material which deteriorates their mechanical and electrical 

properties. In recent years, the transformation of Zn NWs to ZnO NWs has been considered as a possible 

route to effectively reduce the temperature of ZnO NW synthesis. Since Zn NWs grow at temperatures as 

low as 150 °C, while significant oxidation of Zn sets in at temperatures of 300 °C [79], this approach 

appears to close the gap between standard CMOS technologies and ZnO NW synthesis. Kim et al. have 
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reported on the fabrication of coaxial Zn/ZnO nanocables and polycrystalline ZnO rods by post-synthesis 

annealing of Zn NWs [101]. In 2004, Vivekchand et al. studied oxidation of Zn NWs (produced by a 

“nebulized spray pyrolysis” technique) by annealing in air at 450 °C [74]. The resulting nanostructures 

exhibit tubular ZnO of wool-like morphology with dimensions comparable with the polycrystalline 

starting material (diameters: 50-100 nm). In 2005, Liu et al. [79] succeeded in converting Zn NWs into 

ZnO NWs by subsequent oxidation at moderate temperatures of 300 °C. The authors report that the 

morphologies of the NWs do not change significantly during the oxidation process, which can be 

perceived as diffusional mass flow. Based on a derivation of microscopic atom transport and Ficks 

phenomenological law
8
 of diffusion, the mass flow (oxygen) J applies to 

 

   
 

 
     

 
  
    

  

  
                                                               (4.9) 

 

with lattice constant a, lattice oscillation frequency  diffusion activation energy ED  and the concentration 

gradient dc/dx [102]. The process is thus thermally driven whereas the middle term is described by the 

Maxwell-Boltzmann-distribution.     

 

 

4.2.1.2 Morphology alterations during oxidation 

Next a study on morphology alterations of single-crystalline Zn NWs during post-synthesis oxidation in 

ambient air is presented. Unlike other groups that have mainly studied transformations of wool-like or 

serpentine Zn NWs, rod-shaped Zn NWs synthesized by 

CWPVD (see section 4.2.1) at 150 °C [103] are utilized. The 

samples are oxidized on a plate of boron nitride which is 

current-heated by a coil of pyrolytic graphite (see Fig.27). The 

temperature is monitored by a type K thermocouple. During a 

typical oxidation cycle the temperature of the heater is (i) 

ramped to the set-point at rates of ~1°C/s, (ii) held at the 

oxidation temperature (200-500 °C) for 30 min and finally (iii) 

cooled down in air to room temperature. Fig. 28(a) and (b) 

show XRD patterns of samples oxidized at temperatures of 

200-500 °C for 30 min in air. The prominent peaks at 61.69° 

and 33° originate from the silicon substrates. The former is the 

Kβ-reflection of the (40-40) lattice planes and the latter is 

ascribed to the (0002) forbidden diffraction that can be induced 

by atomic displacements in the silicon crystal.  

The XRD pattern of the reference sample exhibits distinct diffraction peaks at Bragg angles of 

36°.40°, 39.11°, and 43.35° which are attributed to the (0002), (10-10), and (10-11) lattice planes of 

crystalline Zn, respectively (Fig. 28a). The absence of additional diffraction peaks is ascribed to the rod-

shaped morphology and the special growth direction of Zn NWs. Although Zn NWs are covered with a 2-

4 nm thin native oxide [103], no ZnO-related diffraction peaks were observed. The XRD patterns of 

                                                      
8
 Relates the mass flow J to the concentration gradient dc/dx by the diffusion constant D according to     

  

  
. 

Figure 27: Heat-shielded boron-nitride 

heater plate with mounted sample. 
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samples oxidized at 200 °C and 250 °C indicate that no significant oxidation occurs up to temperatures of 

250 °C. Only the decrease in intensities of Zn-related diffraction peaks indicates the onset of Zn oxidation. 

 

 
 

Figure 28: XRD patterns of samples oxidized at 200 °C, 250 °C and the reference (a). XRD analysis of samples oxidized at 

300 °C, 350 °C, 400 °C and 500 °C (b). The diffractograms exclusively indicate ZnO crystallites. With increasing 

temperature the peak width decreases while the intensity increases. The XRD analysis of ZnO (0002) and (10-11) 

crystallites shows saturation in the FWHM with increasing temperature (c).  

Fig. 28b shows XRD patterns of samples oxidized at temperatures between 300 °C and 500 °C. In contrast 

to the results presented (a), diffraction peaks at 31.8°, 34.5°, 36.3°, 47.6°, 56.7° and 63° are clearly 

evident which are attributed to the (10-10), (0002), (10-11), (10-12), (11-20), and (10-13) lattice planes of 

ZnO with lattice parameters of a=0.325 nm and c=0.521 nm [104]. Furthermore, no evidence for 

crystalline Zn was found in the diffractograms, which confirms - in agreement with the findings of Ref. 25 

- that 300 °C are sufficient to oxidize Zn NWs to an extent where no elemental Zn is detected within the 

sensitivity of XRD analysis. 

According to the Scherrer formula, the crystallite size is inversely proportional to the peak width, 

corrected for instrumental peak broadening. Therefore, the line widths extracted from the individual XRD 

patterns provide additional information about the Zn to ZnO transformation during the oxidation process. 

For all Zn diffraction peaks, a clear broadening of the line widths accompanied by a decrease in the 

corresponding peak intensities is observed, which clearly indicates the vanishing of the Zn phase. In 

contrast, a dramatic decrease in the line widths of selected ZnO diffraction peaks between 300 °C and 350 

°C depicts different oxidation states of Zn/ZnO NWs (Fig. 28c). At temperatures ≥350 °C, the line widths 

and correspondingly ZnO grain growth obtain saturation, which confirms complete transformation of Zn 

to ZnO. Fig. 29 shows SEM images of Zn NWs oxidized at room temperature (a-c), 250 °C (d-f) and 350 

°C (g-i), respectively. The individual rows depict top-view (left) and side-view images (middle) of the 

substrate surface as well as high-resolution SEM image of individual NW tips (right).  
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Figure 29: SEM image of the reference sample with Zn NWs oxidized at room temperature (a-c), at 250 °C (d-f) and at 

350 °C (g-i). The structures of each row depict top-view (left), side-view (middle) and high resolution images (right). It can 

be seen that the morphologies are roughening with increasing temperature.  

Selected-area electron diffraction (SAED) patterns revealed that the oxide grows in the same crystal 

direction as the Zn wire, whereas this growth is regarded as pseudomorphic up to a critical thickness, 

which is inversely proportional to the lattice mismatch and the distance between dislocations that 

compensate for misfit strain. Such a native oxide grows very rapidly by a first adsorption of an atomic 

oxygen layer on the surface and the formation of subsequent layers, whereas surface charge builds up by 

tunneling of electrons from the Zn metal through the growing oxide layer [105]. The resulting electric 

field across the oxide pulls metal ions through the oxide film until equilibrium is reached. In contrast to 

metals like e.g. Cu or Fe, the native oxidation rate of zinc drops off completely after the initial growth 

stage, wherefore ZnO is regarded as a protective oxide. The thickness of this protective oxide mainly 

depends on the temperature. It has been reported that the oxide thicknesses of Zn NWs annealed at 110 °C 

and 150 °C amount to about 7 nm and 10 nm [106]. Kim et al. [101] found that NWs of up to 120 nm in 

diameter oxidized at 200 °C form a polycrystalline oxide shell, approximately 15 nm in thickness. 

Oxidation in air at 250 °C for 30 min leads to blurry outlines of individual Zn NWs and 

nanocrystallites as shown in Fig. 29d-f. Direct comparison of Figs. 29(c) and (f) reveals that the originally 

well-defined NW sidewalls undergo a morphology change driven by the elevated oxidation temperature. 

Since the corresponding XRD spectrum (Fig. 28a) does not show any evidence for a significant oxidation 

of the Zn nanostructures, we attribute this morphology change to the high surface mobility of Zn atoms on 

the NW sidewalls which impedes homogeneous oxidation of individual facets. Moreover, non-planar 

recrystallization of Zn atoms is supported by the inhomogeneous thickness of the native oxide covering 

the Zn NW prior to the oxidation process [103].  

 

 

 

 

41 



4.2.1.3 Discussion 

It is known that with increasing temperature the oxidation of Zn further proceeds by the migration of 

metal ions that provide the necessary activation energy. This process satisfies the parabolic law [105] in 

which the oxide thickness is proportional to the square root of the oxidation time. Oxidation in air at 

350°C leads to an even more pronounced morphology change as shown in Fig. 29g-i. Although, the 

original geometries of NWs and crystallites are conserved, they exhibit a distinct surface roughness. Since 

an annealing of a NW sample with a rate of 5 °C/min to 350 °C lead to similar results, the temperature 

rising rate can be excluded as an important factor for the observed NW morphology changes. The 

mechanism of the morphology alteration can be understood by considering the dependence of the 

oxidation rates on the surface energies of individual crystal faces. Since the oxidation rates are directly 

proportional to the surface energies, the anisotropy of the Zn crystal results in different oxidation rates at 

the faces. Fig. 30 shows the transformation of serpentine Zn NWs into hollow ZnO nanotubes as reported 

by Lu et al.
 
[106]. The conversion is ascribed to a quick oxidation of the Zn NW sidewalls followed by the 

sublimation of the Zn cores at the nanowire tips.  

 

 

Figure 30: Zn NWs with hatches at the ends (inset) by SEM (a). Schematic of the transformation into tubular ZnO 

nanostructures (b) taken from [106]. 

This is because the end faces mainly represent stable, low-energy (0001) planes with lower 

oxidation rates than the sidewalls. Consequently, outbursts occur at the NW tips and the NWs are oxidized 

from the inside, thus forming nanotubes.  

Since CWPVD-grown Zn NWs grow along the [
 

 

 

 
-20] direction, the NW sidewalls do not consist 

of equivalent lattice planes, like Zn NWs grown along the [0001] direction. Consequently sidewall faces 

of Zn NWs experience different oxidation rates according to their individual surface energies. The SEM 

image in Fig. 31 reveals that two opposing NW faces show bursts while the faces in between basically 

conserve its original shape after being oxidized at 350 °C. In Fig. 32 the concluded transformation 

mechanism with the corresponding crystal faces is illustrated schematically. The scheme is simplified as 

the NW cross section is not necessarily quadratic. Contrary to Fig. 32a, the NW in Fig. 32b shows starting, 

quick oxidation of the crystal faces of highest surface energies at 250 °C. Concurrently the Zn starts to 

sublime due to the high temperature. Thus the Zn vapor pressure increases until the ZnO shell bursts at its 

weakest positions, i.e. the lowest energy (0001)-face. Subsequently the oxidation over the whole NW is 

completed at ~300 °C like confirmed by XRD. From Fig. 32c it is obvious that the higher energy faces, 

which oxidize faster, serve as a backbone for the NWs and this way conserve the rod-like appearance. Due 

to the burst morphology and the absorbed oxygen, the NW diameters appear larger. A further temperature 

increase to 400 °C and 500 °C has no effect on the morphologies. However a color change can be 

observed by eye with increasing oxidation temperature. As shown in Fig. 33 the original grey color turns 
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yellow, when oxidizing a sample at 300 °C for 30 minutes while it appears blue when increasing the 

temperatures to 350 °C and 400 °C. The effect can be attributed to different oxygen deficiencies of the 

deposit. 

 

 
 

Figure 31: Side view SEM image of NWs on the substrate edge oxidized at 350 °C for 30 min. The temperature originated 

morphology alteration occurs predominantly at opposing, low-index crystal faces. Smooth morphology of faces of higher 

surface energy remains unchanged. 

 

 
 

Figure 32: Schematic illustration of the morphology alteration process of CWPVD-grown Zn NWs. Scheme of a NW with 

corresponding crystal faces at room temperature (a). Zn NW annealed at 250 °C for 30min (b). The vapor pressure of Zn 

encapsulated by a thin oxide shell increases due to the low melting point of Zn. NW morphology which develops during 

oxidation at 300 °C for 30 min after outbursts formed (c). 

 

 

Figure 33: Color evolution of Zn NW-samples from grey (as-deposited), over yellow-brown, blue and dark blue. The 

oxidation was performed within 30 minutes each. 

43 



4.2.1.4 Zn nanorhombs and nanobelts 

During the synthesis runs of Zn NWs, also unique 2D structures formed, which this section is dedicated 

to. The understanding of crystal growth at the nanoscale can offer the possibility to arbitrarily control the 

morphologies. Although it has been reported on nanobelts of Zn [107], rhombic 2D structures (Fig. 36a-f) 

formed by CWPVD (see section 4.2.1) exhibit a novelty. However various morphologies of the related 

oxide (ZnO) have already been synthesized utilizing vapor-transport methods and often Au catalysts. 

Owing to the hexagonal crystal, Zn and ZnO tend to form elongated designs determined by 

thermodynamics and growth kinetics prevailing in the respective growth setups [108]. Wang et al. 

reported on e.g. ZnO nanocastles which can be formed by a switch in the vapor concentration inside the 

chamber [109], whereby zinc and oxygen are provided by carbo-thermal reduction at 950 °C. It is stated 

that at first a hexagonal base is grown and as soon as the furnace is switched off, the vapor pressure drops 

and allows for the formation of polygonal nanostructures at the outer walls of the hexagons, thus forming 

nanocastles. Fig. 34 shows a top view of such a nanocastle by means of SEM (a) and schematically with 

the respective crystal facets (b). Beside triangles and belts, also rhombic posts with lengths of few microns 

are observed. It is argued that supersaturation is still present in the second growth step, which induces the 

growth of the side features due to dangling bonds. Hence the crystal growth is perturbed here by a 

pressure-induced instability. 

 

Figure 34: ZnO Nanocastle by SEM (a) and schematically (b) with indicated crystallographic planes. The structure 

exhibits a monolithic crystal with nanosized features at the outer walls (taken from [109]).  

Similarly Yang et al. found elongated, ZnO rafts [110] growing on copper grids that were placed inside 

the reaction furnace at temperatures between 500 °C and 1000 °C. An example of rhombs growing on a 

ZnO belt is shown in Fig. 35 by means of SEM. The structures are expected to build up from hexagons 

whereas rhombic {10-10} planes develop at the expense of (0-110) and (01-10) planes (see Fig. 35b), 

which possess a faster growth rate. ZnO nanorods with a rhombic cross section have also been synthesized 

by Yu et al. [111] on Cu-filled porous silicon substrates. Here the morphologies obtained at 900 °C are 

interpreted as favored by the monoclinic lattice of CuO.    
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Figure 35: Rhombic chain of Cu-doped ZnO formed on a belt-like structure examined by SEM (a). The EDX spectrum in 

the inset reveals a copper content of 1.6 at. %. Schematic relationship between hexagonal and rhombic structure is shown 

in (b) (taken from [110]). 

Based on the reports mentioned above one could regard the Cu or CuO contaminant as the cause of 

rhombic zinc oxide evolution. The evidence that the morphology of ZnO nanostructures can indeed be 

switched from NWs to nanobelts is given by Fan et al. [112]. An addition of In2O3 and C to the source 

materials
9
 lead to [11-20]-oriented belts instead of wires grown along the [0001]-direction. Hexagonal 

materials are known to grow along the energetically favored <10-10>, <11-20> or <0001> directions 

[113]. In order to allow a switch in the orientation as reported, the energy barrier from [11-20] to [0001] 

has to be overcome
10

. Fan et al. suggest that the ternary phase of Au as catalyst, Zn as precursor and In as 

the contaminant
11

 (with a content of 4-6 at. % in the resulting structures) induces a certain strain which 

modifies the surface free energy and thus changes the nucleation behavior of ZnO. Likewise parameters 

like temperature, heating rate, synthesis duration as well as catalyst material and composition affect the 

morphologies of hexagonal GaSe nanostructures, as reported by Peng et al. [115].    

The Zn rhombs and belts obtained by CWPVD are depicted in Fig. 36 by means of SEM. Edge 

lengths lie within a range from 750 nm to 1.5 µm while the belts show lengths up to 13 µm, widths from 

480 nm to 1000 nm and thicknesses of less than 50 nm. The images in the upper row exemplify structures 

for which a Cu contamination of 0.27 at. % was found by EDX analysis. The Cu traces could have caused 

strain instabilities which changed the morphology from NWs into rhombs. For comparison, in reference 

[110], a copper content of 1.6 at. % was revealed by EDX. Since the electron contrast of a NW from 

behind is detected through the rhomb (circle in Fig. 36a), it is obvious that the rhombic plates have a very 

thin, quasi 2-dimensional morphology. In (b) the transition from a thin belt into such a rhombus is 

depicted. Fig. 36d-f show results in which a temperature step is applied from 100 °C to 150 °C during 

synthesis. Although also rhombs are observed, the thermal instability mainly provokes the evolution of 

belt-like zinc. A belt-wire-belt transition is e.g. depicted in Fig. 36d. The indicated angles of 60° and 120° 

(c and f) reflect the hexagonal symmetry of zinc. Since the free energy of equivalent lattice planes is the 

same and due to the fact that different morphologies coexist on a sample, it is obvious that the structural 

switches consume very little energy.  

In section 4.2.1, TEM characterization revealed the NW growth to occur exclusively along the [11-

20] direction which exhibits the plane of lowest energy under consideration of the respective kinetic 

conditions. This way the (11-20) plane vanishes since it possesses the fastest facet growth rate. When the 

                                                      
9
 Setup and growth conditions are comparable to the cases above. However NWs and belts formed via the VLS 

mechanism catalyzed by Au dots. 
10

 Thermodynamically the [0001] direction is favored over the [11-20] direction (ref. [114]).   
11

 Cu is supposed to originate from the base of the sputter target. 
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morphology changes e.g. from wire into a rhombus as a consequence of growth instabilities, 2D crystal 

growth along the equivalent facets (-1010), (-1100), (1-100) and (10-10) (see Fig. 35b) takes over. 

Thereby the (0001)-facet with the largest surface grows slowest while the fastest growth direction 

becomes [01-10]. Fig. 37 gives an overview over the crystal faces and directions involved. Strain or 

thermal perturbations are proposed here to overcome the energy barrier between [11-20]- and <01-10>-

growth and vice versa. This holds also for the belts (Fig. 36d and f). Comparison of the features from Figs. 

36 (a) and (f) suggest that also the belts grow along <01-10> , since the present 120° angles are related to 

the rhomb structures. Especially Fig. 36e delivers the directional relationship between NW and 2D 

structure.  

 

 

Figure 36: Nanorhombs and -belts of Zn as well as “superstructures” by CWPVD evolving as a consequence of crystal 

growth perturbation. The indicated angles in (c) and (f) reflect the hexagonal symmetry.  

 

Figure 37: Crystallographic relationship between the hexagonal lattice and rhombic structure. Lattice planes and growth 

directions of 2D structures ([01-10]) and corresponding NWs ([11-20]) are indicated. The image plane exhibits the (0001)-

surface. Outer dashed lines indicate belt contour.  

Although it has been reported on sheet-like ZnO structures [116], the belt widths or rhombs are size 

limited. Obviously, at a certain point the sheets do not further grow but either start to shape a belt or an 

additional rhombic element. This point could be determined by adatom diffusion. In section 4.2.1 it is 
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pointed out that surface diffusion
12

 plays a major role for the NW formation. It can be concluded that 

thermally driven diffusion is hampered by (i) thermal fluctuations and (ii) the lower average growth 

temperature applied in the cases shown in Fig. 36d-f. As a consequence the 2D-features are limited to 

dimensions in the range of the self-diffusion length of impinging Zn atoms at the prevailing temperature.  

In general the occurrence of crystallization instabilities is favored by the low temperature of our 

setup. The higher the temperature the more likely it is that thermodynamical equilibrium is reached and 

kinetic aspects loose importance. A report on the thermodynamics of metastable phase nucleation on the 

nanoscale is given by [117]. It is stated here that the size dependence of the Gibbs free energy may 

contribute to the evolution of peculiar nanostructures.  

 

4.2.2 Germanium nanowires  

While Zn nanowires are grown at the AIT (Austrian Institute of Technology), the growth of Ge nanowires 

is carried out at partner institution, i.e. the Vienna University of Technology.  

Various NW materials can be synthesized by the VLS process [63]. Thereby, the precursor vapor is 

cracked at the surface of a nanosized catalyst that is pre-deposited on the substrate surface. Subsequently, 

it is dissolved in the liquid droplet until it reaches the state of supersaturation. Provided there is an 

adequate eutectic phase of the respective material system, the precursor material precipitates continuously 

at the interface between the droplet and the substrate, thus forming 1D structures with the catalyst residing 

at the tip. In the present case, a diluted GeH4 precursor (2% in He) is lead into a hot wall CVD system 

(Fig.38a) at a flow rate of 100 sccm and low chamber pressure of 75 mbar [118]. Ge NWs with diameters 

around 40 nm and lengths of few microns at a growth duration of 20 minutes are typical. The GMR 

substrates are protected with 40 nm GaN and finally coated with 2 nm thin discontinuous Au (catalyst) 

prior to the synthesis. Due to a eutectic temperature of 361°C (Fig.38b) for the Au-Ge system, the growth 

is feasible at low temperatures of about 300 °C. In principle the NW diameters can be controlled by the 

catalyst sizes and the lengths by the growth time. Fig. 38 (c) and (d) depict the result of synthesises 

performed at 300 °C and 340 °C respectively. It is obvious that for the lower temperature, the NW density 

is significantly lowered while a crystallite background arises. In the present setup, tapering of the NW 

structures occurs (see inset Fig. 62a), the origin of which is attributed to the radial VS growth dynamics, 

meaning a deviation of the NWs initial radius from the “critical” radius [119].  

                                                      
12

 Formula (4.9) also applies for surface diffusion, when the adequate activation energy is set in and 1/6 is replaced 

by ¼. 
47 



 

Figure 38: Low-pressure CVD system for the synthesis of GeNWs via the VLS growth process (a). Schematic Au-Ge 

binary phase diagram (b). Germanium NW synthesis at 300 °C (c) and 340 °C (d) on a GMR substrate. 

 

4.2.3 Polypyrrole nanowires  

This section concentrates on polypyrrole, (C4H5N) one of the principal families of conducting, conjugated 

polymers, which are synthesized by an oxidative polymerization [120]. PPy was discovered by Diaz et al. 

[121] in 1979 and since then it is predominantly applied in electrodes, actuators (due to its electro-

activity), capacitors and anti-corrosion coatings. Although it has been reported on nano-structuring [122] 

and nano-composites [123] of polypyrrole, there are few studies published of PPy NWs [124, 125]. The 

template-free synthesis is conducted according to [124].  

With the addition of perchlorate (NaClO4) ions into the electrolyte solution, the morphology of the 

deposit can be switched from film to the aimed NW structures. Thereby, at first an insulating PPy film 

(see inset Fig. 41b) forms that incorporates weak acidic HPO4
2-

 ions. However, the further mechanism is 

not yet completely understood, it is described in [124] that water oxidation leading to the local formation 

of O2 in combination with the non-reactive perchlorate counterions causes the formation of rod-like
13

 

structures with lengths up to few microns and diameters between 80-150 nm. The film, located at sites 

where no wires evolved, experiences overoxidation
14

 of the polymer accompanied by de-doping, i.e. a 

release of ions and a loss of conjugation and electrical conductance (see Fig. 39).  

                                                      
13

 Nevertheless, based on [22], the structures are called NWs in the following. 
14

Is expected to occur as a consequence of water oxidation and OH radical formation. 
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Figure 39: Genuine polypyrrole (left) and the overoxidized composition (right) showing an oxygen bond at the expense of 

conjugation. 

Prior to the NW synthesis, 2 nm of tantalum as adhesive layer and a 15 nm Au seed layer are 

deposited on the GMR sample (which represents the working electrode) to ensure sufficient electrical 

conduction for the electrodeposition process. A 20 nm thick insulation of MgO between the GMR layers 

and the Au layer prevents shunting of the sensor (see Fig. 19). For the counter electrode, a 20 mm x 20 

mm silicon wafer (50 nm thermal oxide) was sputter-coated with 5 nm of titanium as adhesion mediator 

and 80 nm of Au. A solution of 0.2-molar Na2HPO4 for the electrolyte and 1-milimolar NaClO4 for the 

non-reactive ions is prepared. Since pyrrole downgrades and polymerizes under UV-illumination and air 

contact, the polymer processing and the NW synthesis is performed under inert gas atmosphere. 

Therefore, after 2 minutes of ultrasonication the vessel is introduced into a glove box with argon inert gas, 

which is flushed with pure argon at a flow rate of 20 l (normalized) per minute until the residual gas 

concentration in the atmosphere falls below 200 ppm. A pyrrole volume (260 µl) according to a 0.15-

molar pyrrole concentration is then pipetted into the solution. Subsequently, the electrodes are positioned 

in a teflon holder at a plane parallel distance of around 2.5 cm (see Fig. 40a), the clamps are mounted and 

the whole apparatus is placed into the solution and sealed by a teflon lid and a paraffin-based “parafilm” 

closure foil. The sockets for the electrode plugs have also been sealed. For the synthesis (Fig.40b), the 

vessel is protected to UV-illumination by aluminum foil and the parafilm is pierced through by the plugs 

(red and black in Fig.40a) to exclude major oxygen contact. The region of deposition can simply be 

confined by Kapton tape (Fig.40c). The black area represents a PPy NW array attesting strong light 

absorption (black color). In the left region, the deposition has been blanked. During synthesis, the area 

captured by the meniscus of the liquid was also blanked to avoid capillary effects (see circle in Fig.40a). 
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Figure 40: Sealed vessel with electrode setup is shown in (a). The red contact plug belongs to the working electrode and the 

Ag / AgCl reference electrode is located left inside the vessel (grey top). The potentiostat setup is shown in (b). A gold 

coated substrate partly deposited with PPy NWs is depicted in (c). The growth region has been confined by Kapton tape 

(see also circled region in (a)).  

Fig. 41a shows the current curve under constant potential with a steep decrease in the initial phase, 

followed by a slight increase over time which is characteristic for the polymerization. In a later stage of 

the experiment (~5500 s), this increase breaks down once the potential drop across the film becomes too 

large. At this point, the NW growth stops. By applying a larger potential, the current increase can be 

shifted to a shorter and steeper form. Owing to the self-assembled nature, the structure morphology 

depends strongly on the various transition resistances of the setup configuration and parameters like 

electrode pretreatment and electrolyte. In (Fig. 41b), typical wire morphology is depicted by means of 

SEM. Due to the polymers intrinsic electrical conductance, the picture could be recorded without any prior 

metal coating to prevent sample charging. The inset shows a sample cross-section with wires at the 

interface. The mentioned overoxidized PPy layer reveals a thickness of only 80 nm.   

 

Figure 41: Current as a function of time during the synthesis of PPy NW (a). Top-view SEM image of characteristic PPy 

NW morphology on a GMR substrate (b). The inset shows a cross-sectional image of as-deposited NWs. Underneath the 

array, an overoxidized polypyrrole (OPPy) layer formed.   
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4.2.4 Nanorods by electron beam lithography (EBL)  

To supplement the self-assembly NW systems, an approach of top-down assembled nanorods with EBL is 

presented. In this case, the substrates are left as-deposited without any protective layer or seed. Instead, 

the resist structures are directly arranged onto the GMR substrate by lithographic means. A negative e-

beam resist (“Allresist ARN7500.18”) is spun onto the sample twice to achieve a thicker layer. 

Afterwards, the sample is loaded into the chamber of a “Zeiss Supra 40” SEM, aligned and finally 

exposed in a point by point pattern. After the exposure, the sample is treated in a developer and stopper 

liquid (Fig. 42). By tilting of the sample during exposure, an oblique rod alignment can be achieved which 

is intended to favor the approach towards the sensor. The employed processing parameters are outlined in 

table 3.      

 

Figure 42: Schematic of the e-beam process flow.  

 

Table 3: Parameters of the e-beam process. 

Spinning  Bake  Devel./stopper 

each 

Dose  Working 

dist.  

Acc. 

voltage 

Beam 

current 

Aperture 

2 (krpm)  

30 s 

1(2) min 

at 85 °C 

55 s 8.4 x 200 

µAs/cm
2
 

10 mm 20 kV ~40 pA 10 µm 

 

The resulting resist structures shown in Fig. 43a-c possess lengths between 700 nm and 1000 nm 

and center diameters of ~150 nm. From Fig. 43b, it is obvious that the distance from the tip to the surface 

amounts to about 500 nm, which is given by the total resist thickness. Though the structures excel in 

flexibility, density, mutual mobility and proximity to the sensor surface, the serial writing process is time 

consuming. The assembly of an array 0.5 mm
2
 in size takes more than 14 hours for the given setup. 

Hence, it is impossible to equip an area of approximately 70 mm
2
, which amounts to that of the applied 

active area for the Zn and PPy devices, in a reasonable time with rods. To compensate, the sensor area is 

confined lithographically to rectangular meanders (see section 5.4).   
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Figure 43: Tilted (a, b: 70° and c: 40°) SEM images of an obliquely arranged (~45°) nanorod array synthesized by electron 

beam lithography.  

 

4.3 Magnetic tagging 

4.3.1 Nanoparticles: thiolate-Au bond (Ge system) 

For the tagging, various techniques have been applied. Originally, VLS-grown Ge NWs were intended for 

the sensor design. An elegant way to bind magnetic material onto their Au tips - which are their natural 

seeds - seems the thiolate-gold bond. Thiols are known for their strong chemisorption (binding energy: 28 

kcal/mol) to noble metals via covalent (and also slightly polar) interactions [126]. The adsorption brings 

molecules together and allows for two-dimensional ordering and thiolate monolayer formation via 

intermolecular van der Waals interactions [127]. The specific immobilization of nanoparticles can be 

achieved with a crosslinker, e.g. EDC (1-Ethyl-3-[3-dimethylaminopropyl] carbodiimide hydrochloride) 

which connects the interface group of thiol with the functionalization of magnetic / superparamagnetic 

nanoparticles [128]. The crosslinking is outlined in Fig. 44.    

 

Figure 44: EDC crosslinking of carboxylates with amines taken from [128]. 

In this work, MHA (mercaptohexadecanoic acid) and NH2-groups are utilized, respectively (Fig. 45a). To 

that end, a cleaned (10-20 s in 3 % HF and 30 s in 10 % H2SO4) silicon wafer is coated with 3 nm Au and 

annealed to obtain an island-like coverage. The sample is then incubated (24 hours) in a 1 milimolar 

MHA-ethanol solution. Next, it is exposed to a 2 milimolar solution of EDC in distilled water. After the 
52 



addition of NH2-functionalized, superparamagnetic particles (Nanomag 1301252, diameter: 250 nm), the 

solution is stirred for 2 hours. Subsequently, the sample is rinsed to flush away unspecifically bound 

molecules. The result is shown in Fig. 45b by means of AFM. In principle, the immobilization is 

demonstrated, however the binding density appears low. A reason therefore could be weak binding, 

particle agglomeration or binding that works only starting from a critical size of the Au islands. In any 

case however, the density of magnetic particles is low with respect to a magnetic response, which the 

particles would have on a plane GMR sensor.  

 

Figure 45: Schematic of the immobilization of an NH2-functionalized nanoparticle to a gold island via EDC and thiol bond 

(a). The result of (partial) immobilization on a 3 nm Au layer is shown in (b) by means of AFM. The bright dots denote 

bound nanoparticles. 

The same binding procedure applied to a Ge NW surface led to unsatisfying results, since the Au 

tips of these conical structures usually measure less than 20 nm. The resulting reactive area has proven to 

be much too small. Additionally, the Au residing at the Ge NW tips is strongly curved and contaminated 

with precursor material. Fig. 46 shows unspecific binding of the particles applied by this procedure to 

VLS-grown silicon NWs as a consequence of adhesion on the NW-“roughened” surface.  

 

Figure 46: Low (a) and high (b) magnification SEM image of functionalized “Nanomag”-particles and respective 

agglomerations on a Si NW surface. The binding is unspecific with a low density.  
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4.3.2 Sputter deposition and lift-off (Ge system) 

In order to tag the NWs exclusively at the tips, sputter deposition is combined with a lift-off process (Fig. 

47). These experiments have been carried out with Ge NW samples due to the equal length distribution of 

these nanowires. 

 

Figure 47: Schematic of the intended process for the attachment of CoFe to the NW tips. 

The fabrication process starts by spin-coating a photo resist onto the nanowire sample (AZ5214E spun for 

30 s at a speed of 5 krpm). Next, the resist is pre-baked for 50 s at a temperature of 110 °C. Fig. 48a 

presents a SEM image of Ge NWs grown at 340 °C embedded in the resist after free-etching of the tips in 

an O2-plasma device at a power of 150 W for 5 min. Fig. 48b shows the same sample after coating it with 

250 nm of copper (for test purposes) and a subsequent lift-off in acetone by SEM. Though the process 

seemed to work for the Cu deposition (as there is no residual resist observed), it is unclear what happened 

to the NW roots. Fig. 48(c) and (d) give the results for a similar process, but with a 150 nm thick Co50Fe50 

film as tagging. In (c), the sample is depicted after back-etching in an O2-plsma reactor (Femto, Diener 

electronic) with a power of 50 W at 70 °C and subsequent Co50Fe50 coating. It is obvious that the NW 

density seem to have decreased since a fraction of shorter and/or obliquely oriented wires got buried by 

the resist. However, successful coating of the free wire tips is confirmed by the increase in wire diameter. 

Resist lift-off is performed in acetone at 75 °C for 20 min. SEM characterization delivered unsatisfying 

results and the lift-off was repeated in NMP (MR1165) remover at 80 °C for 2 hours. It turned out that the 

magnetic metal still strongly coheres and either adheres to the wires (Fig. 48e) or breaks or crops the wires 

off the substrate. Fig. 48f shows a part of the surface, whereas the coating is detached as a whole. Under-

running of the solvent is obviously hampered by the density of the NW array. Ultrasonication during the 

lift-off is not applicable since the NWs are immediately detached from the substrate even at a low power 

level.     

54 



 

Figure 48: Ge NWs embedded into AZ5214 photo resist and subsequent opened at the tips by O2 plasma etching (a). The 

resulting structures after coating with 250 nm of copper and resist lift-off in acetone are shown in (b). The lift-off 

procedure applied to Ge NWs coated by CoFe is depicted in from (c) to (f). The arrays are characterized by SEM after 

being embedded into AZ5214 photo resist, partial removal at the tips by O2 plasma etching and sputter coating of 150 nm 

CoFe in low (c) and high (d) magnification. Images (e) and (f) attest non-satisfying result since the magnetic metal only 

partly detaches after 2 hours of lift-off in NMP (MR1165) at 80 °C.  

 

4.3.3 Nanoparticles: EDC-crosslinking (PPy system) 

In section 4.3.1, an EDC-crosslinking procedure in combination with a thiol bond is introduced. Here, the 

crosslinking of carboxyl (COOH)-functionalized superparamagnetic particles (“Nanomag“ by miromod) 

to the NH-group of the PPy NW array is described. Again, an EDC crosslinker is adducted for the 

covalent binding procedure (see Fig. 44). A fraction of the particle solution is incubated with 0.4 molar 

EDC and 0.1 molar NHS (N-hydroxysuccinimide). The particles are subsequently separated from the 

solution with a NdFeB magnet and transferred into an acetate buffer (pH between 5 and 6). Next, the 

nanoparticles are pipetted at a concentration of 100 µg/ml onto the NW-coated substrate and dried. The 

amount of applied nanoparticles is expected to allow for a dense, continuous coverage. The incubation and 

drying is performed in a well tightly fitting the extents of the NW-coated substrate, which is fabricated by 

fixing a PMMA frame onto a glass slide
15

. The frame surrounding the sample is intended to assure 

coherent drying and exclude capillary effects. The drying however lasts longer than the binding/incubation 

process (several hours, depending on the amount of liquid). This is disadvantageous since the COOH-

groups most likely recover within the drying time (see Fig. 44). Agglomeration occurred as is observed by 

means of SEM in Fig. 49a. To avoid magnetically induced agglomeration, the separation step has also 

been carried out by centrifugation instead of the use of NdFeB magnets. However, the result has neither 

been satisfactory. In general, the images from Fig. 49 suggest failed cross-linking, since no coherent 

binding is found.   

 

                                                      
15

 The PMMA surface has therefore been exposed to an O2-plasma for cleaning, roughening and the activation of C-

O-groups prior to the fixation to the glass slide. 
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Figure 49: Low (a) and high (b) magnification SEM images of COOH-functionalized superparamagnetic particles on top 

of a PPy NW array. The images indicate non-spherical particle morphologies and agglomeration. 

There have been further attempts to non-specifically bind ferromagnetic and superparamagnetic 

nanoparticles (see following compilation) to the PPy arrays.  

 

(1) Micromod: 45-00-202, pure iron oxide, nominal diameter: 200 nm 

(2) Micromod: 09-02-502, nanomag ® -D, COOH terminated, nominal diameter: 500 nm 

(3) Micromod: 39-02-153, sicastar ® -M, COOH terminated, nominal diameter: 1500 nm 

 

However, the shape of the utilized particles (when dried), particle conglomeration and the contamination 

of the NW array by solvent or buffer residues, remain problematic. The homogeneity of the particle 

coverage - even for superparamagnetic particles which lack spontaneous magnetization - is insufficient. 

With permanent magnets (see NdFeB disc from section 2.9) positioned underneath the sample during 

drying, a more homogeneous distribution has been anticipated due to magnetic repulsion of particles 

within the surface layer, but the result of these experiments also turned out to be not satisfying.  

 

4.3.4 Nanoparticles: non-specific binding (e-beam resist)  

In case of the e-beam synthesized rods, tagging via sputter deposition is not applicable due to the lower 

wire density. Also, from Fig. 69a it is obvious that the structures - when coated with 100 nm CoFe - are 

pulled down to the substrate surface. Consequently, superparamagnetic beads (Bioclone BcMag
TM

, 

diameter: 5 µm, COOH-terminated, magnetization: 40-45 emu/g (kA/m)) are applied as magnetic tagging. 

Like some of the particles described in the previous sections, the beads consist of iron oxide (Fe3O4)-

clusters embedded in a silica matrix. The solution is pipetted and dried onto the rod array. As seen from 

Fig. 69, the particles, which are expected to adhere to the resist non-specifically [129], have proven to be 

stable even after drying out of the solution. Due to the larger diameters (nominally 5 µm), the particles 

appear spherical but show broad size distribution (see section 5.4 for further details). For the preparation 

(concentration: 1600 µg/ml), the particles are collected with a small NdFeB-magnet and subsequently the 

original stock solution is exchanged by MilliQ
16

 water. This way, contamination of the NW array can be 

completely avoided. 

 

                                                      
16

 Highly pure, deionized water with a resistivity of 18.2 Mcm. 
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4.3.5 Sputter deposition 

Unfortunately, the attachment of magnetic particles via cross-linking and also the tip-directed coating by 

sputter deposition and subsequent resist lift-off failed. Consequently and at the risk of attaching material 

to the NW roots, tagging is provided in the following by sputtering of high moment Co50Fe50 metal. This 

is done successively with the following parameters:  

DC plasma, Ar gas at 2 µbar and 6 sccm, 80 W, 0,18 nm/s.  

To avoid destructive heating (especially in case of PPy samples), the sources are cooled and only 100 nm 

are deposited at a time. The material is again deposited locally on the substrate by the use of shadow 

masks and Kapton tape. Unless otherwise stated, the experiments presented in the following are carried 

out with such a sputter-deposited magnetic tagging.  

 

5 Measurements 

The presented measurements refer to the setup introduced in section 2 and are intended to attest a proof of 

the concept. The aim is the detection of an AC voltage signal from the embedded GMR sensor, which is 

attributed to a periodic distance change of magnetic NW tips relative to the sensor substrate when 

mechanically agitated by piezo actuators. Approach or withdrawal of the tips is expected to occur either as 

a consequence of inertial forces or resonant deflection. The NW morphologies introduced in the previous 

section are investigated. A rigid fixation of the samples to the piezo drive is provided with conductive 

silver paste, which also allows for an easy release of the sample after the measurement. The sensor signal 

is read in a 2-point or 4-point geometry, and the electrical connections to the sensor are established by 

soldered indium contacts to thin elastic wires (diameter: 0.25 mm), thus assuring decoupling from the 

agitation (see Fig. 50a, b). The wires are connected to commercial probe tips which are screwed to the 

probe arms. The connection is established by soldering and “crimp” contacts. Due to limitations of both 

the piezo response and the lock-in amplifier, the accessible frequency range is limited to below 250 kHz. 

In this work, the GMR sensor exclusively comprises magnetic multilayers in CIP geometry. 

Measurements are carried out by recording the AC voltage signal as a function of frequency f. Unless 

otherwise stated, the situation refers to the shear actuator in vertical, i.e. z-extension, and agitation voltage 

indications refer to the amplified peak-to-peak voltage Upp, which is generated as sinusoidal signal by the 

function generator and serves as reference for the lock-in amplifier. 

 

5.1 Zinc nanowires 

For the reasons of comparison and validation, all measurements presented in this section stem from one 

single device. Fig. 50a indicates the wiring of a sample with as-grown Zn NWs on top of the GMR sensor 

and its mounting to the probe station. The NW equipped sensor area is about 12 mm x 6 mm and its zero-

field DC resistance is about 9  with a GMR amplitude of 10 % and a saturation field of about 75 Oe (see 

Fig. 51). A side-view of Zn NWs on the sample edge is shown in Fig. 50c. The wires incline arbitrary 

angles (see section 4.2.1) with the substrate, meaning that the tip-substrate distance is - on average - 

smaller than the full nanowire length.   
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Figure 50: Schematic of the sample wiring (a) and corresponding photography of the sample fixed to the piezo actuator 

and mounted to the probe station (b). A cross-sectional SEM image of the sample shows the Zn NW morphology (c).   

 
Figure 51: GMR sensor response of the device depicted in Fig. 50. 

In order to identify the desired mechanosensing “effect”, the measurements are parameterized by the 

passed in-plane sensor current as well as the external magnetic field. In case the measured AC voltage 

relates to magnetically induced sensor resistance changes, a modification of the probe current should lead 

to a proportionally changed AC output voltage according to Ohms law. The effect of the magnetic z-field 

is given by magnetizing the Co50Fe50 coating perpendicular to the sensor plane, which is expected to lead 

to an increase of the induced magnetic stray field within the sensor area. For frequencies at which the 

magnetic coating actually oscillates with respect to the sensor plane, the increased magnetic interaction 

induced by the magnetizing field should also lead to higher AC voltage amplitudes of the sensor output.  

It is assumed that due to the huge shape anisotropy of the sensor layers, the z-field is unable to 

affect the sensor magnetization significantly
17

. Therefore, prior to each measurement the effect of z-field 

on the GMR properties of the sensors is investigated. The alignment of the chuck within the setup is 

assured to be such that the GMR amplitude is not affected by the magnetic field within the range of field 

strengths used (i.e. possibly occurring in-plane field components due to a misalignment of the magnetizing 

z-field with respect to the sensor plane are balanced by fine-adjustment of the field angle).  

Fig. 52a shows 4-point signals of a typical GMR device with as-grown Zn NW (reference: uncoated 

state) in dependence of the frequency, which is swept between 50 k Hz and 250 kHz in 100 Hz steps. For 
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The layer thickness can be regarded as infinitely thin compared to its lateral dimensions. Therefore, a 

demagnetizing field with strength comparable to the saturation magnetization of NiFe (namely 860 kA/m [61]) is 

necessary to turn the magnetization out of plane. 
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all measurements, the lock-in sensitivity and integration time are set to 20 µV and 7.5 s, respectively, and 

a waiting time of 2.5 seconds is allowed after each frequency step before data recording. Thus, a single 

frequency sweep takes several hours. Below 50 kHz, resonances in the wire connections lead to prominent 

noise. The piezo agitation
18

 is adjusted either to 50 V (triangles) or 100 V (circles).These values are 

expected to lead to reasonable piezo extensions in the given frequency range. For the pink and bright blue 

curves, an in-plane current of 20 mA is passed through the sensor, whereas only for the pink data a 

magnetic field of 50 Oe is applied. Black, brown and red data belong to an in-plane current of 40 mA. 

They depict the situation for zero-field, 50 Oe and 100 Oe, respectively. The general signal behavior 

shows “bumps” around 140 kHz and 220 kHz that reach AC voltages of 3.9 µV and 5.0 µV, respectively, 

which reflects the response of the soldered contacts and the piezo drive. As the first resonance of the shear 

actuator is located around 150 kHz (unclamped) the mentioned “bumps” could be correlated with the 

actuators intrinsic mechanical properties. This behavior is characteristic and since it scales with agitating 

voltage Upp (compare circles and triangles in the data), it could be attributed to Joule heat, that causes a 

larger resistivity in the sensor layers. The heat power produced by the actuator can be assessed by 

 

    
 

 
          

                                                            (5.1) 

with tan  representing the contribution of dielectric losses.  

 

 

Figure 52: AC sensor voltage (a) and corresponding phase (b) of the reference signal as a function of frequency when 

agitated from 50 kHz to 250 kHz.  

One further effect is striking which arises in the presented reference data. Since not all curves of a given 

agitation amplitude coincide, but only those recorded with the same sensor current passed, a current 

induced artifact arises (predominantly at higher frequencies) which separates  the 20 mA and 40 mA data 

for 50 V and 100 V each. Therefore, thermal effects can be excluded as source of this separation, as this 

effect would not depend on the current. Any inverse magnetostriction from deformation of magnetic 

layers in the sensor can also be excluded, since magnetostriction can be neglected for NiFe, which is 

mainly used in the sensor layers. This finding is confirmed as the branching is also present in reference 

experiments replacing the GMR sensor by a 60 nm aluminum layer without NWs, which possesses 

definitely no magnetostriction. Though the sensor current dependent splitting for reference systems 
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 The actuator extension follows proportional to the applied voltage. 
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without magnetic tag is observed in the present case, it has proven to be irreproducible for similar systems. 

Hence the current branching is ascribed to an artifact caused by the soldered contacts.  

The phase angle between the measured AC voltage and the agitating stimulus is depicted in Fig. 

52b. Like the voltage data in (a), the “current” branching is present, whereas the data, especially those of 

the 40 mA-current, also branch with the agitation voltage. Fig. 42 shows NWs of the same sample tagged 

with 150 nm CoFe by means of SEM. The coating led to slight wire bending as a consequence of lattice 

strain. The origin, therefore, can be different thermal expansion coefficients of Zn and CoFe during post-

deposition cooling. Beside the wires, also “wool-like” crystallites are observed (Fig. 53a) which 

potentially also contribute to the sensing effect.     

  

 
 

Figure 53: Low (a) and high magnification side view SEM image (b) of Zn NWs arranged on a GMR sample and tagged 

with 150 nm of CoFe. The image in (a) is taken at 40° tilt of the sample normal relative to the electron beam.  

In Fig. 54, measurements of the tagged device agitated by applying 50 V piezo drive voltage are 

depicted. Since the contacts have to be reestablished after the tag deposition, non-systematic differences 

relative to the reference arise despite all other measurement parameters are kept the same. Deviations of 

pink and blue data from the other curves (in voltage and also phase) could attest the aimed sensing effect 

since the branching is a consequence of different sensor currents (20, 40 mA). The effect, however, could 

also be ascribed to the artifact which is revealed by the reference measurements. It has to be stated here 

that the irreproducibility caused by the subsequent contacting presents a major drawback in terms of the 

interpretation of the results. Phase differences mainly appear among data of different in-plane currents. In 

order to avoid induced voltages (by a temporal change of magnetic flux) in the measurement circuit, the 

contact wires (see Fig. 50a) are wound around each other before any measurement is started. Any currents 

evolving from those voltages will then be compensated. Rudiments of such inductions, however, are still 

observed around the minor “bump” of the black, brown and red data in Fig. 54a. Therefore, measurements 

with applied external magnetic field (brown and red) differ from the black line recorded at zero field. In 

the corresponding phase curves, the 20 mA data without an external field applied defer significantly from 

the others.       
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Figure 54: Voltage (a) and corresponding phase (b) of the Zn NW sample tagged with 150 nm of CoFe as a function of 

frequency. 

After these measurements, the sample has been demounted from the setup and coated with 200 nm 

of additional CoFe metal in a second run. The decline of the GMR amplitude could originate from a slight 

shunting effect of the tagging through the insulating layer, but remained within 1.5 % throughout this 

section. Respective measurement data is shown in Fig. 55a for 50 V as well as 100 V piezo excitation. 

Actually, the curves seem to coincide even better for the thicker tagging. A possible explanation could be 

a slightly different arrangement of the contact wires that suppress the evolution of inductions. Only the 

formerly mentioned shift due to the agitating voltage is observed. In the phase measurements, however, 

also the differences for varying piezo agitation vanish and all curves coincide quite well (Fig.55b) For 

better identification, the phases belonging to an agitation of 50 V and 100 V have been shifted by 200°.  

 

Figure 55: Sensor output voltage (a) and corresponding phase shift relative to the piezo excitation (b) of the Zn NW 

sample tagged with 350 nm of CoFe as a function of frequency. 

Fig. 58 shows an SEM image of an oscillating Zn NW agitated by the electron beam. The NW is 

oriented perpendicular to the substrate. At perpendicular orientation, the tip experiences two approaches 

and withdrawals with respect to the substrate surface during one period of oscillation. Thus, in the drawn 

scenario the magnetic detection of the NW movement is best performed at twice the agitating frequency 

(2
nd

 harmonic). Respective results of a plain Zn NW sample (reference curves, empty symbols) and the 

same sample coated by 150 nm of CoFe (solid symbols) are shown in Fig. 56. However, no additional 
61 



effects but the already mentioned ones can be observed. Owing to the required re-contacting following tag 

deposition, the signal amplitudes for the reference and the tagged device differ from each other. For 

scenarios in which the majority of the NWs are tilted relative to the substrate normal, however, the major 

signal is expected at the agitating frequency (first harmonic). As can be seen from Fig. 53b, the latter 

scenario is most applicable to our situation. 

 

 

Figure 56: AC sensor voltage recorded at twice the agitation frequency (second harmonic) for a tagged Zn NW device (150  

nm CoFe, solid symbols) and for the untagged reference case (empty symbols). 

Next, the device response of an agitation in the sensor plane is presented. The piezo excitation is 

carried out at 50 V. Fig. 57 shows respective data for Zn NWs with 150 nm CoFe tagging (solid symbols) 

together with reference data (same sample with no tagging, empty symbols). For better clarity in the figure 

display, the reference data is shifted upwards by 4 µV (a) and 200 ° (b) respectively. Likewise to the case 

of perpendicular piezo excitation described above, smaller peaks between 75 kHz and 150 kHz can again 

be ascribed to induced currents. Since no other curve splitting is observed, no evidence for the aimed 

magnetic detection is present.    

 

Figure 57: Voltage (a) and corresponding phase (b) of the Zn NW sample tagged with 150 nm of CoFe (solid symbols) and 

the reference state without tagging (empty symbols) as a function of frequency under agitation in lateral x-direction. 
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5.1.1 Mechanical properties and resonance behavior 

In contrast to semiconducting NWs [130, 131], there are only few reports on the mechanical properties of 

Zn NWs. Despite of its small dimensions and the characteristic crystalline structure, it is expected to be 

less brittle compared to semiconductors. However, for large stresses one has to 

consider plastic deformation typically experienced for metals. In the elastic regime, on 

the other hand, the crystalline nature of the NW increases the stress the structures 

endure due to a decreased crack length. For the oxide of Zn, it is reported on a 

lowering of the Young’s modulus (~100 GPa) for NWs compared to the bulk value by 

up to 30 % [130]. Fig. 58 shows a Zn NW brought to oscillation by the imaging 

electron beam in a scanning electron microscope. Derived from elastic beam theory 

[132], the resonance frequency of a NW with one end ideally fixed and the other end 

free is given by: 
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                                                                (5.2) 

with n, , d, l, E and  being mode index, eigenvalue of the respective 

characteristic equation [132], diameter, length, Young’s modulus and density. 

Obviously, the oscillation is strongly affected by the aspect ratio of the beam. 

Inserting the measured wire dimensions from Fig. 58 into (5.2), its first resonance 

is expected at approximately f ≈ 718 kHz (l=13.6 µm, d=250 nm, E=103 GPa [133] 

and =7140 kg/m
3
). Besides internal friction, NW oscillation is mainly determined by damping of the 

surrounding medium, and quality factors depend strongly on the ambient pressure [134]. The force 

necessary to bend a NW is – depending on its mechanical properties and dimensions – expected in the 

range of nN [90]. The simple harmonic oscillator can be described by the following differential equation:    

 

 ̈     ̇    
        .                                                 (5.3) 

Thereby, velocity proportional Stokes friction with damping coefficient , the angular frequency 0 as 

well as an inhomogeneous term Xext for the external agitation is taken into account. 

 

 

5.1.2 Resonance behavior by means of finite element analysis and SEM 

characterization 

Up to now, the bending of NW tips towards the sensor surface has not been modeled. From (5.2), it is 

obvious that the most important parameter determining the resonance frequency is the length of the NW, 

which enters inversely squared. With the aid of FEM analysis
19

, the resonance behavior of a typical Zn 

NW (as-deposited and with tagging) is investigated. As boundary setting, the only constraint is the 

fixation at the bottom end of the structure. The first mechanical resonance mode of a 10 µm-long NW 

with a diameter of 250 nm amounts to 1.68 MHz as indicated in Fig. 59a. The tagging is mimicked with 
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 Comsol multiphysics software version 3.4 and MEMS module with 3D eigenfrequency analysis based on the 

elastic beam theory is used. 

Figure 58: SEM image of 

an oscillating Zn NW, 

agitated by the imaging 

electron beam.  
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an additional “subdomain”, i.e. a cylindrical ring of cobalt, which lowers this resonance to 622 kHz (Fig. 

59b). The respective material parameters are density and Young’s modulus (according to (5.2)). The length 

of the ring is chosen to 4 µm and the thickness to 150 nm as indicated in Fig. 59b.

 
Figure 59: Calculated resonance frequency by FEM analysis for an as-deposited Zn NW with a length of 10 µm and a 

diameter of 250 nm (a). Same NW with an attached Co cylinder ring (length: 4 µm and thickness 150 nm) to mimic the 

tagging (b). The calculated resonance frequencies are indicated at the top in Hz. 

Despite of this remarkable decrease, the resonance of the tagged wire is still beyond the experimentally 

accessible frequency range. In addition, the situation depicts an ideal case since in reality the coating will 

somewhat extend to the NW root without being homogeneously distributed around the NW. A 

homogeneous coating with cobalt metal which covers the whole wire surface would result in an increase 

of resonance frequency to 3.69 MHz due to a larger effective diameter.  

In order to get deeper insight into the agitation, the shear piezo actuator is mounted to the respective 

chuck and loaded in a “Zeiss Neon 40XB” SEM (Fig. 60a). All necessary electrical connections have been 

fed through. The red wire in Fig. 60a serves as connection to earth ground. Fig. 60b depicts conductive 

silver paste at the side edge of the stack when inclined by 68° relative to the electron beam. A chosen 

vertical piezo agitation of 50 V at 140 kHz results in an extension of 50 nm. In the “frame averaging” 

mode, this value can be directly extracted from the SEM image. When corrected for the inclination, it 

indeed amounts to ~54 nm (=50 nm / cos (90°-68°).  

 

 
 

Figure 60: Shear actuator, mounted inside a SEM (Zeiss Neon 40XB) (a). A sample partly coated with Zn NWs is fixed on 

top. A fraction of conductive silver paste on the sample edge under vertical agitation at 140 kHz and a peak-to-peak 

voltage of 50 V is shown in (b).  
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It is expected that the piezo extension is hampered by additional mass (usually ~ 0.5 g) from the sample. 

In the following, the difference in extension of the substrate and the NW tip is examined. In Fig. 61(a) and 

(b), a structure on the substrate surface is depicted at rest and agitated vertically at 140 kHz by 250 V 

piezo drive voltage, respectively. Upon agitation, the measured width increases from 50 nm to around 65 

nm. The resulting difference of 15 nm can be compared to that experienced by a NW tip in order to assess 

its oscillation behavior. In Fig. 61 (bottom), the tip of a strongly tilted NW (length: 8.7 µm, diameter: 190 

nm) which has been coated with 60 nm CoFe is again shown at rest (c) and agitated like mentioned above 

(d). Its extension and oscillation amplitudes add up to ~80 nm. Though this value is significantly larger 

than that for the structure on the sample surface, it is still small with regard to a magnetic detection of such 

deflections.  

 

 

Figure 61: Surface feature at rest (a) and under agitation at 140 kHz (b). Tip of a NW on the sample at rest (c) and 

agitated (d), respectively. 

The reason for the small value is the resonance frequency of the structure, which is approximated to 2.6 

MHz according to (5.2). Owing to the fairly broad spread of NW sizes arising from the self-assembled 

growth, also the resonances cover a broad range. The tagging applied in the experiments, however, was 

thicker than that of the wire in Fig. 61(c) and (d). The SEM examinantion, on the other hand, is performed 

under high vacuum conditions. Hence, under atmospheric conditions there wil actually be much stronger 

damping of the wire oscillation, which further hampers the tip deflections.  

 

5.1.3 Conclusion 

In conclusion, the difficulty in the magnetic detection of NW oscillations has multiple reasons. At first, the 

NW geometries can only marginally be tailored towards low resonance frequencies due to the self-

assembled nature of the growth (see section 4.2.1). Furthermore, only the wire fraction which is aligned 

oblique will potentially contribute to the “mechanosensing”. The tagging which is performed via sputter-

coating (see section 4.3), however, further stiffens the structures, provided it is applied to the wire as a 
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whole and not only to the tip. Finally, the maximum amount of magnetic material deposited onto the Zn 

NW samples (~ 350 nm CoFe) is insufficent to produce a measurable signal in the GMR sensor when 

taking into account the small oscillation amplitude and the large distances of several micrometers (see Fig. 

53b). Thus, the main drawback for the Zn NW system is given by the stiffness of the wires and the limited 

agitation frequency range, which in combination results in too low amplitudes of the magnetic tagging to 

be measured by the embedded GMR sensor.   

 

5.2 Germanium nanowires 

Ge NWs possess smaller dimensions compared to the investigated Zn structures. The morphologies, 

however, suffer from a distinct crystallite background as can be seen in Fig. 62a. As mentioned above, this 

is attributed to a lowered synthesis temperature of 310 °C. An optimal NW yield with little crystallites is 

achieved closer to the eutectic point at 340 °C (see Fig. 38d). From the inset of Fig. 62a, the resulting NW 

dimensions as well as their conical shape become obvious.  

 

Figure 62: SEM images of as-deposited VLS-grown Ge NWs grown at 310 °C (a) and with a 100 nm CoFe tagging (b) 

recorded under an 40° tilting angle. The deposition leads to a perpendicular alignment of the wires with respect to the 

substrate surface (b). 

The GMR sensor for the examined device showed a GMR effect of only 5.1 % following NW synthesis 

(zero field DC resistance 10.6 , saturation field ~100 Oe). In the as-deposited state before NW synthesis, 

the GMR effect was more than 10 %. The decrease is attributed to thermal effects such as layer 

interdiffusion during NW synthesis (see section 4.1).  

The measurement parameters are chosen similarly to those set for the Zn NW sample. However, 

lock-in sensitivity and integration time are set to 20 µV and 7.5 s respectively. Fig. 63 shows data for the 

Ge NWs with 100 nm thick CoFe tagging (reference data not shown), the corresponding morphology of 

which is depicted in Fig. 62b. Besides different curve characteristics due to slightly different device 

dimensions and contacts, a current “branching” appears, which is already known from Fig. 52, 54 and 56 

(compare pink and bright blue data from this plot with black, red and brown data in previous graphs). The 

phases belonging to agitation voltages of 50 V and 100 V are separated by 400° for the sake of clarity in 

Fig. 63b. Since no reference data has been recorded for this sample, the interpretation of the results is not 

straightforward. Nevertheless, the observed effects are similar and seem closely related to the ones 

explained in section 5.1.       
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Figure 63: Voltage (a) and corresponding phase (b) of the Ge NW sample tagged with 100 nm of CoFe as a function of 

frequency in z-agitation. 

Finally, FEM calculations to assess the Ge NW resonance frequencies are adducted. The approach 

is the same as the one employed for the Zn NWs. Due to the tapering of the structures and their smaller 

dimensions (especially the length), a cone-shaped Ge NW with a length of 4 µm and a root diameter of 

150 nm is assumed which possesses its first mechanical resonance at about 12.5 MHz (Fig. 64a). This is 

nearly one order of magnitude larger than that of a typical Zn NW. The dimensions are again chosen to be 

characteristic for the distinct spread of NW lengths and diameters that originate in the self-assembled 

growth. A cylinder mimicking the tagging with a length of 2 µm and a radius of 150 nm is applied in the 

model as depicted in Fig. 64b. Although it lowers the resonance by nearly one order of magnitude to 1.41 

MHz, the situation is again oversimplified since the NWs are actually coated completely.  

 

Figure 64: Calculated resonance frequency by FEM for an as-deposited Ge NW with a length of 4 µm and bottom 

diameter of 150 nm (a). Same NW with attached Co cylinder (length: 2 µm and radius 150 nm) to mimick the tagging (b). 

The respective resonance frequencies are indicated at the top of the images. 

Taking into account the downgraded GMR amplitude, the unfavorable NW morphology and the 

inaccessible resonance frequencies (even higher than for Zn NWs), the germanium system is regarded as 

inappropriate for the intended purposes. 
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5.3 Polypyrrole nanowires 

The polymeric structures introduced here feature a growth mechanism that does not require any template 

nor seeded or patterned surface and works at room temperature via electro-polymerization [124]. PPy is a 

high-melting, electro-active and flexible polymer with mechanical properties close to those of biological 

tissue. Furthermore, it is known to be robust and stable to organic solvents. The Young’s modulus of PPy 

nanostructures amounts to ~0.96 GPa [135]. Although the NW dimensions can hardly be influenced 

experimentally, the obtained morphology is promising for the intended purpose in terms of density, length 

and homogeneity (Fig. 41b). Prior to the self-assembled NW formation, an insulating layer of 

overoxidized PPy is generated. The thickness of this layer amounts to less than 100 nm, which favors the 

proximity of the NW array to the underlying sensor.  

In the present study, the readily processed device possesses a magnetoresistance of around 8 % and 

a saturation field of 150 Oe (see Fig. 65). The sensor area is about 15 mm x 5 mm and its zero field DC 

resistance is about 10 .  

 
Figure 65: GMR response curve of the device. 

The deterioration of the GMR amplitude from about 12 % for the as-deposited sensor can most likely be 

attributed to oxidation during the NW synthesis. Like in the previous sections, Co50Fe50 is used for the 

magnetic tag. In order to allow for a comprehensive investigation of the performance and to assess the 

optimal thickness/amount of material, the metal is sputtered in a series of various thicknesses, namely 50, 

100, 300 and 600 nm on a single sample. This allows for the comparability of measurements that are 

performed directly after each deposition step. During the series of measurements, the GMR of the device 

decreased from 8.87 % for the reference to 8.05 % (in the case of the 600 nm tagging) due to shunting 

effects. Figure 66 shows a row of top-view SEM images in which the amount of deposit is increased from 

50 nm (a) over 300 nm (b) to 600 nm (c). 
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Figure 66: Top-view SEM images of PPy NW cilia coated with 50 (a), 300 (b) and 600nm CoFe (c). The insets show 

magnetic contrast of one representative NW by means of MFM, respectively. The scale bars correspond to 200 nm.  

The insets in the SEM images represent magnetic contrast images performed by MFM of an individual 

NW with the respective tagging. Bright and dark sites reflect regions on the surface with the 

magnetization pointing in and out, respectively. As the coating thickness increases, the magnetic contrast 

turns from an initial multi-pole state to a condition with a single predominant magnetization direction. 

While in the low thickness regime, the NW roughness favors the formation of domain walls within the tag 

layer, a tag thickness beyond 300 nm leads to a homogeneous magnetization along the NW long axis, 

resulting in uniform MFM contrast when imaged at the tip. This behavior can be explained by (i) a 

smoother coverage (compared to (b)) that suppresses local stray fields and (ii) a larger magnetic moment.  

For the measurements, an agitating voltage of 50 V is applied with an adjusted lock-in sensitivity 

and integration time of 20 µV (70 dB) and 12.5 s, respectively. In Fig. 67, the AC output voltage (black 

data) of the sensor as well as the respective phase (red data) is plotted against the excitation frequency in a 

range between 188 kHz and 200 kHz, which turned out to be the important frequency range.  
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Figure 67:  AC voltages (black) with corresponding phase (red) angles as a function of the agitation frequency 

parameterized by the applied in-plane current and the external z-field. Reference data are displayed in (a). A series of 

measurements with a tagging thickness of 50, 100, 300 and 600 nm CoFe is shown in (b), (c), (d) and (e), respectively. 

Though the measurements of only one single device are presented, other devices with different tagging 

thicknesses behave similarly with a slightly shifted operating frequency. The reason why the scope is 

limited to this single device is given by the fact that consecutive deposition and measurement of 

increasing layer thicknesses have only been realised for this sample. Five different situations are depicted, 

namely the reference one (device without tagging in (a)) and those of the same device coated with 50 (b), 

100 (c), 300 (d) and 600 nm of Co50Fe50 (e). For each set, a reference curve at 40 mA sensor current 

without an external magnetic field is taken (triangles). Next, a magnetic field of 100 Oe in magnitude is 

applied perpendicular to the sensor plane in z (rhombs). In each of the third recorded data tracks, the 

sensor current is doubled to 80 mA (circles). When focusing on the reference data of Fig. 67a, a good 
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coincidence of the three curves within a small noise level
20

 becomes obvious. In contrast to the results for 

germanium and zinc, this presents a good prerequisite in order to identify signals which potentially attest a 

proof of the investigated principle. Between the diagrams of different tagging thicknesses, there are again 

non-systematic signal variations present that arise from the reestablished contacts. Like the reference data, 

also the spectra from Fig. 67 (b) and (c) basically coincide. This suggests that tagging thicknesses of 50 

nm and 100 nm are obviously insufficient for the detection.  

Only the data sets for the 300 nm and 600 nm thick coating show a distinct branching between the 

different states (see dashed ellipse in Fig. 67d). Since these curves differ in dependence of the current 

applied to the sensor, the observed splitting can be attributed to changes in the sensor magnetization 

configuration caused by contributions of the magnetized oscillating NW array. For the 300 nm coating, 

one can clearly observe that a current of 80 mA results in the highest signal voltage, which is expected for 

magnetic interactions between the coating and the sensor. While a curve splitting is still observed for the 

600 nm thick coating, it is already less pronounced compared to the 300 nm thick coating, which can be 

attributed to the onset of nanowire conglomeration (see section 7).  

The phase shift data basically shows the same dependence on the coating thickness as analyzed in terms of 

the amplitude evolution. Under these conditions, the whole elongated NW array including the tag layer 

can be regarded as a driven oscillatory system with defined phase lag relative to its agitation. Thus, a 

coating thickness of about 300 nm is regarded as ideal for observing magnetic interactions of the tagged 

NW array onto the sensor layer in this setup. The reproducibility of the results in the given frequency 

range is guaranteed, since single measurement runs have been repeated reproducibly. The morphology of 

the tagged NWs has been examined regularly between the various agitation and deposition steps by means 

of SEM. It turned out that no structural change has been observed as a consequence of the agitation. 

Moreover, a series of EDX investigations have been carried out in order to rule out substantial oxidation 

of the Co50Fe50 tagging. The sample plane was perpendicular to the direction of incidence of the electrons, 

and a tagged nanowire region (600 nm tag thickness) of about 90 µm
2
 was examined at a magnification of 

10.000 and a 10 mm working distance. In order to obtain depth resolution, a series of increasing 

accelerating voltages has been applied (1.5, 2.5, 5, 10, 15 and 20 kV). The higher the voltage, the deeper is 

the penetration of the beam and the respective x-ray analysis. With increasing accelerating voltage, the 

oxygen content first decreases from ~17.3 to ~8 at. %, then rises again to ~12.5 at. %. The decrease 

indicates that the oxidation is only superficial. Since the rise of oxygen content is also accompanied by a 

rise of carbon (~11 at. % at 20 kV) and silicon (~4 at. % at 20 kV), part of the signal at higher accelerating 

voltages already stems from the underlying polymer and substrate material. In the bulk tag material, which 

is seen at around 5 kV accelerating voltage, the following atomic element percentages have been obtained: 

C (5.62 %), O (8.21 %), Si (1.05 %), Fe (42.17 %) and Co (42.95 %). Since the abundance of Co and Fe 

of ~ 42 at. % each, are almost equivalent (Co50Fe50 alloy) and oxygen is only present with ~ 8 at. %, these 

results confirm only superficial oxidation.  

Also for a PPy NW with reasonable average dimensions in the as-deposited and tagged state, 

representative resonance frequencies are calculated by means of the FEM model mentioned in section 

5.1.1. The structure from Fig. 68a possesses a length of 1 µm and a diameter of 100 nm. Its lowest 

resonance of ~15 MHz (Fig. 68a) is lowered to about 1 MHz (Fig. 68b), when a tag of a cylindrical Co 

head with a rounded tip, a length of 800 nm and a radius of 150 nm is attached as indicated in the figure. 
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 Noise sources include Brownian mechanical noise from air damping and electronic noise from the readout circuit. 
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Figure 68: Calculated resonance frequency by FEM for an as-deposited PPy NW with a length of 1 µm and diameter of 

100 nm (a). Same NW with attached Co head (length: 800 nm and radius 150 nm) to mimick the tagging (b). The 

respective resonance frequencies are indicated at the top of the images. 

Judging from these FEM-simulation results, the lowered resonance would still reside in a range that is 

experimentally inaccessible. Due to the - at least to a certain extend - flexible structure of PPy, the mode 

of oscillation of the NW array can be regarded as damped rather than resonant (see section 7). 

 

5.4 E-beam resist nanorods 

In this section, measurements of a device equipped with the lithographically synthesized “artificial cilia” 

from section 4.2.4 are presented. The approach has been intended to overcome the difficulties of random 

growth that are intrinsic to NW self-assembly (see section 5.1 and 5.2). The advantage is the possibility to 

tailor density and mutual distance of the structures. 

The meanders mentioned in section 4.2.4 possess dimensions of 450 x 142 µm
2
 and 450 x 48 µm

2
 

with trace widths of 5 µm and 3 µm, respectively. The corresponding fabrication process is outlined in 

Appendix D. Fig. 69(b) and (c) show the rod array covering the meandered sensor (450 x 142 µm
2
, trace 

width: 5 µm). The e-beam writing is carried out by dividing the target area into square-shaped arrays with 

sizes of maximal 100 µm x 100 µm. In order to cover the whole meander, 7 x 6 = 42 adjacent fields are 

scanned with a resulting overall area of 0.42 mm
2
.  

 

 

Figure 69: E-beam structured NWs coated with 100 nm CoFe (a). The deposit pulls the structures to the substrate surface. 

Top view images of the array, meander and beads at different magnifications (b, c).   
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Like already mentioned in section 4.3.4, an alternative tagging to the sputter-deposited CoFe layer 

is also tested for the E-beam structured NWs, which is given by superparamagnetic beads (“Bioclone 

BcMag”, silica-coated iron oxide, diameter: 5 µm, COOH-termination, magnetization: 40-45 kA/m) 

pipetted onto the array at a concentration of 1600 µg/ml. The beads are supposed to affect the GMR 

meander locally by their induced stray fields, provided an external magnetizing field is applied. The 

particles have been pipetted (see Fig. 69d) only after the sample was mounted to the measurement setup. 

Owing to the meander-shaped pattern of the sensor, a resistance of about 7 kevolves. The response 

curve shown in Fig. 70 reveals a GMR amplitude of 11.5 % at a saturation field of approximately 100 Oe 

(in-plane field applied parallel to the long meander axis).  

 

Figure 70: GMR response curve of the structured sensor. 

Reference measurements are carried out without beads. Fig. 71 depicts the sensor‟s AC output 

voltage (a) as well as phase angle (b) as a function of frequency between 120 k Hz and 250 kHz. Piezo 

agitation is adjusted to 100 V, while the lock-in integration time is 12.5 s. All other parameters are 

adjusted like described in section 5.1. The voltage signals are, owing to the increased sensor resistance, 

significantly larger than those obtained for samples with an un-patterned sensor and decrease from about 

600 mV at 120 kHz to ~ 130 mV at 250 kHz (see Fig. 71a). The in-plane sensor currents are set to 0.5 mA 

and 1 mA. However, also the orange and green curves which exhibit data of the device with applied 

superparamagnetic particles as well as an external magnetic field with a magnitude of 100 Oe, are located 

within the noise level of the reference curves, there is no evidence for any signal originating from an 

approach of the particles. Accordingly, also the phases (Fig. 71b) coincide quite well (the strong shift at 

160 kHz is a result of the lock-in output switching reference points from -180° to +180°). 
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Figure 71: AC voltage (a) and corresponding phase (b) of the e-beam written array as a function of frequency from 120 

kHz to 250 kHz. 

To explain the absence of signals originating from the array it has to be stated here that unspecific 

binding of the beads to the rod array is assumed. The bond forces involved range roughly from femto to 

several hundred piconewton [129]. Consequently, those forces are smaller than the inertial forces exerted 

by the bead mass sitting on top of the rods
21

. Hence, there 

is a certain risk for the beads to get detached from the 

nanorod array during agitation. Moreover, the 

magnetization of the “Bioclone” beads at an external field 

of only 100 Oe (5-10 kA/m) is supposed to be insufficient 

(see the simulation results in section 6.4).  

The resonance behavior of the resist structures is 

again calculated according to the FEM model presented 

in section 5.1.1. Young‟s modulus and density of the 

resist structures are modeled with E=200 MPa and 

=1000 kg/m
2
, respectively. Fig. 72 shows the drawn 

cone with dimensions resembling the original rods, 

namely a length of 1 µm and base and tip diameter of 200 nm and 100 nm respectively. As indicated, the 

first resonance is located around 16 MHz, which is far beyond the scope of the measurement setup. 

 

6 Micromagnetic simulation 

By means of the OOMMF (object-oriented, micro-magnetic framework) software from NIST (National 

Institute of Standards and Technology, USA), interactions of magnetic moments and fields can be 

modeled on the microscale. Considering different energy terms, a variety of micromagnetic problems are 

solved with the aid of the Landau-Lifshitz-Gilbert equation, 

 
  

  
          

 

  
(  

  

  
),                                                  (5.5) 

                                                      
21
Gravitational forces of the “Bioclone” beads amount to 2-3 pN (see also section 7).  

Figur 72: FEM-calculated resonance frequency for an 

as-deposited resist rod with a length of 1 µm and 

diameters of 200 nm (base) and 100 nm (tip).  
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which describes the temporal change of magnetizations M with the aid of an effective field Heff and the 

gyromagnetic ratio . Thereby, a and Ms represent the damping parameter and the saturation 

magnetization, respectively. 

 

6.1 OOMMF model 

In this chapter, the influence of spherical magnetic particles on the GMR amplitude of embedded sensors 

is simulated and parameterized by the distance from the particle center to the sensor surface. To that end, 

the multilayer sensor is simplified by a NiFe(2 nm) / Cu(2 nm) / NiFe(2 nm) tri-layer system. The tagging 

is adopted by dipolar Co70Fe30 particles, which are assumed to be magnetized to saturation (1650 kA/m 

[136]) along the vertical axis (perpendicular to the sensor plane). In the model, the polycrystalline metal 

layers comprising the sensor are divided into 20 nm x 20 nm x 2 nm cells. In addition to the Zeeman 

coupling, the demagnetizing energy, the exchange coupling contribution of 6 nearest neighbors (exchange 

constant A=13 pJ/m [61]) and the interlayer exchange coupling are also included in the model. The 

effective exchange coupling J* is determined according to J*=2JQ+JL= -7.74 J/m
2
 from the linear and 

biquadratic coupling strengths JL and JQ, which are obtained from the measured GMR response by the 

downhill simplex fitting procedure, which is described in the PhD thesis of Volker Höink (chapter 2.7.2) 

[137]. Since the sensor is reduced to a tri-layer system, the resulting value represents twice the value for 

the antiferromagnetic coupling strength. Crystalline anisotropy has been neglected due to the vanishing 

contribution from NiFe (KV=-0.4 kA/m [61]).  

OOMMF solves the problem by calculating the particle stray fields and their impacts on the layer 

magnetizations in dependence on the vertical distance between the sensor layer and the particles. The stray 

field created by a single dipolar particle with moment m at position x is given by [138]:  

 

               
  

  

          

| | 
                 

 

| |
    (6.1) 

Due to the strong distance dependence of the stray field strength (6.1), it becomes clear that the beads 

have to come as close as possible to the sense layer in order to produce strong magnetic stray fields. Based 

on the magnetization information of the sensor layers and the given GMR amplitude of the device, the 

relative electrical resistance is calculated for each associate cell element and summed over the whole area. 

For a detailed description of the resistance calculation, it is referred to the PhD thesis of Jörg Schotter 

(chapter 5.3) [138]. The stopping criteria for the calculation of the temporal change of magnetization 

vectors is set to 0.01 °/ns in each stage.  

Fig. 73 gives simulations of a series of particles with diameters of 100, 150, 200, 300 and 500 nm 

approaching the sensor surface from 2 µm to 200 nm. A GMR amplitude of 12 % is assumed for a 

rectangular sensor element 1 µm x 1 µm in lateral size with the magnetic particle situated in the center at 

the respective vertical distance. Obviously, the effect for 100, 150 and 200 nm is fairly small (<1%), while 

a GMR decline of nearly 6 % results from the particle with a diameter of 300 nm. The stray field of the 

largest particle, on the other hand, causes a complete sensor saturation.    
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Figure 73: Simulated GMR response of dipolar CoFe particles with various dimensions as a function of distance from its 

centers to the sensor surface. 

In the following sections, the presented model is applied to the individual implementations of NWs or 

nanorods presented in section 4.2.    

 

6.2 Polypyrrole nanowires 

In order to model the situation of the PPy device, an ensemble of 3 x 10 CoFe particles is approximated 

(as a whole) to the sensor element from vertical distances of 3000 nm to 800 nm. While the upper limit of 

separation is chosen large enough to assure vanishing effect of the particles stray fields, the lower limit is 

derived from damping and mutual NW interactions, which prevent the cilia from approaching the sensor 

surface any further. A diameter of 300 nm is assumed according to an optimal deposited tagging thickness 

of 300 nm as confirmed by the measurement results. Fig. 63 shows the simulated GMR response of the 

ensemble acting on a sensor element of two different sizes. The 3000 nm x 900 nm rectangle refers to the 

closest packed cubic lattice (see rhombs and bottom left sketch of Fig. 74), while the particles are arranged 

in the same manner for the larger sensor element (5000 nm x 1800 nm).  An approach over the full range 

which is divided into 220 distance steps (stages) leads to a decline of the sensor‟s GMR amplitude of 5.6 

%. Due to a decreased areal stray field density, this value shrinks to about 4 % if the larger sensor element 

is adducted. While both data curves coincide for distances which are too large to let the stray field have an 

effect on the sensor, the saturation sets in earlier for the closely packed ensemble. The slight buckling 

effect around 1700 nm is reproducible and obviously arises from discrete changes of domain 

magnetizations. The bottom part of Fig. 74 depicts the stray field effect of the particle ensemble on the 

magnetization pattern (indicated by arrows) of the sensor in the case of close packaging. Apart from 

boundary effects that arise since it is not accounted for periodic boundary conditions in the model, the 

magnetizations of top (red) and bottom (blue) layer are aligned perfectly antiparallel at a distance of 3000 

nm (right). For a vertical distance of 800 nm on the other hand (left), there are parallel magnetization 

contributions present, which explain the obtained GMR decrease. However, parallel magnetization 

alignment arises predominantly at the element boundaries. Since the assumed sensor element exhibits only 
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a negligible small fraction
22

 (2.7 µm
2
 and 9 µm

2
 respectively) compared to the whole active sensor area 

(70 mm
2
), these boundary effects are supposed to determine the magnetic impact on the sensor in this 

model and do limit the model‟s applicability.   

 
Figure 74: Simulated GMR response of 30 dipolar CoFe particles (diameter 300 nm) for two different sensor areas as a 

function of distance from center to the sensor surface. The respective magnetization patterns (arrows) are shown are 

shown at the bottom.  

In order to create a more reasonable modeling scenario for the PPy device, the contribution of the 

edge effect is annulated by only taking into account the sensor area claimed by a single NW. By means of 

SEM and counting over a representative area of ~100 m
2
,
 
the unit area for a single NW is determined to 

A=a
2
=300 nm x 300 nm, with a being the unit cell size in a cubic lattice arrangement. For the tagging, the 

nanowire directly within the unit area as well as its eight nearest neighbors are taken into account, with the 

tagging volume deposited onto a single NW unit area (50, 100, 300 and 600 nm tag thickness, see section 

5.3) approximated by a sphere with the same volume. The corresponding sphere diameters are ~100, 260, 

370 and 550 nm (see table 4). Fig. 75 shows the results of the OOMMF simulation for particle diameters 

of 260 nm and 370 nm. These values describe the effective sphere diameters mentioned above according 

to a nominal deposition of 100 nm and 300 nm CoFe, respectively.  For certain arrangements, it is possible 

that stray fields generated by adjacent tagging particles compensate each other, thus leading to very low 

signals compared to single particles modeled on the same sensor region. However, this has been ruled out 

in the present case, since simulations dealing with nine particles (central one along with its neighbors in a 

cubic lattice) have always resulted sensor impacts larger than those originating from single particle 

simulations. 

                                                      
22

 In the present case, element dimensions of e.g.18 µm
2
 already lead to calculation times of up to one week (at a 

processor speed of 3.3 GHz and 24 GB of RAM).  
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In the diagram in Fig. 75, the resulting sensor GMR amplitude is depicted as a function of the tag 

distance from 3000 nm to 800 nm according to the model described above. Owing to a larger magnetic 

moment, the larger particles generate larger stray fields compared to the small ones, thus resulting in 

signal changes which diminish the original GMR amplitude encountered at large particle distances by 

around 0.11 %. Though the sensor response to the smaller particles is qualitatively similar, the overall 

GMR decrease is only 0.017 %. The onset of saturation occurs at lower distances for the smaller particle 

(1250 nm compared to 1500 nm), which is a result of the lower range of the stray fields from the smaller 

particles. The impact of stray fields originating from the larger particles (effective diameter of 370 nm) is 

illustrated by means of the resulting magnetization patterns in the top and bottom layers as indicated by 

the arrows (see lower part of Fig. 75). The sensor magnetization for vanishing stray field influence is 

given on the right side (3000 nm particle distance), which shows an antiferromagnetically coupled S-state. 

No periodic boundary conditions were applied here. For comparison, the left part of the figure shows the 

situation with the particle at a distance of 800 nm, which reveals the effect of the radially symmetric stray 

fields of the particles onto the magnetization state of the sensor layers, resulting also in parallel 

contributions in opposing layer regions. This is indicated by the yellow and violet region, which arises on 

the right side only in a less pronounced way due to boundary effects. The black circles indicate the vertical 

projection of the central particle (solid) and those of the neighbors (dashed). The fact that the circle area is 

larger than the unit cell is counterintuitive and due to the model simplifications, i.e. the introduction of 

effective diameters. The measured average diameters of the cilia with the respective tagging are listed in 

table 4. 
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Figure 75: OOMMF simulation of the change in GMR amplitude as a function of the distance from an ensemble of 9 

magnetic particles approaching the sensor. The influence of two particle diameters (260 nm and 370 nm) with its stray 

field acting on a unit cell area is investigated. For the 370 nm diameter particles, the effect of stray fields on the 

magnetization patterns is illustrated for a particle distance of 800 nm (bottom left) and 3000 nm (bottom right). Though 

the antiparallel state is predominant in both cases, there are parallel magnetization contributions in the case of the smaller 

distance (indicated e.g. by the more pronounced yellow and violet regions in the left image). The circles indicate the 

positions of the central particle (solid line) and its neighbors (dashed line) with respect to the sensor area.      

 

6.3 Zinc nanowires 

In this section, a scenario is treated that simulates the situation for Zn NW. The underlying mean unit cell 

area is again determined by means of SEM and counting over a representative area of about 1200 µm
2
 to 

approximately 1000 nm x 1000 nm. Here, the 350 nm CoFe-tagging is likewise replaced by CoFe particles 

with the respective volume-equivalent diameter. Fig. 76 shows the impact of the particles stray fields onto 

a sensor with a GMR amplitude of 8 % constrained to the unit cell dimensions for distances ranging from 

4000 nm to 100 nm. The wider range of distances is chosen since, in principle, the approach of the 

introduced Zn NWs is not restricted by mutual interactions. However, this scenario is hypothetic and only 
79 



reasonable under consideration of long wires aligned distinctly oblique with respect to the substrate. The 

strong decrease of more than 4 % is thus solely attributed to the closer approach (until 100 nm) compared 

to the simulations modeling the PPy system. The results underline the importance of the vicinity of sensor 

and magnetic component for the sensing effect. However, SEM imaging of Zn NW oscillations (see Fig. 

61) suggest that the maximum amplitude is of the order of 100 nm for a base-tag distance of several 

micrometers, which explains that no magnetically induced sensor signals could be measured for this 

system. The sensor saturation between 3900 nm and 4000 nm, for instance, amounts to only about one 

tenth of the overall saturation in the case of PPy.        

 

Figure 76: Simulated GMR response of dipolar CoFe particle as a function of distance from its center to the sensor surface 

from 4000 nm to 200 nm. The underlying sensor element (unit cell) is 1000 nm x 1000 nm in size.  

 

6.4 E-beam resist nanorods 

Based on the model assumptions of section 6.1, also the expected sensor response to the configuration of 

tagged resist nanorods is simulated. In order to exclude boundary effects, again nine particles are 

implemented in a cubic lattice and the impact on a GMR sensor with an amplitude of ~12 % (see Fig. 70) 

is investigated within a unit cell for tag distances ranging between 2 µm and 2.5 µm. This distance range 

resembles the actual situation for the tagging by “Bioclone” particles (2 µm bead radius) since 0.5 µm is 

approximately the distance between the rod tip and the sensor surface (see Fig. 43b). A magnetization of 

10 kA/m is estimated from the corresponding magnetization curve of the “Bioclone” beads at external 

field strength of 100 Oe. Due to a fairly large size distribution of the beads (see Fig. 69c), the particle 

diameter is adjusted to 4 µm in the simulation, which is regarded to be more reasonable compared to the 

nominal diameter of 5 µm. Fig. 77a shows the bead coverage as obtained by means of SEM imaging. 

From the corresponding binary
23

 picture (b), a bead surface coverage of approximately 38 % is extracted 

by automated pixel counting.  

                                                      
23

 For details of the method used to extract the bead coverage from a grayscale SEM image, see section 5.4.2 of 

[138]). 
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Figure 77: Distributed "Bioclone" beads at concentration of 1600 µg/ml as imaged by SEM (a). The corresponding binary 

two color picture reveals a bead surface coverage of approximately 38 % (b). 

Fig. 78 shows the results for a quadratic sensor area (31,36 µm
2
)

 
with an edge length of 5.6 µm. This area 

reflects the unit cell area corresponding to a coverage of ~40 %. The obtained GMR decrease is fairly 

small, namely 0.00043 % for the given distance range, which is more than two orders of magnitude 

smaller than the signals obtained in section 6.3 (~0.106 % for eff. diameter of 370 nm). This explains why 

no signals have been obtained in this geometry. A reason therefore could be the small distance changes 

that arise from comparable large bead diameters. Moreover, a magnetic field with a magnitude of 100 Oe 

could be too small as to magnetize the beads sufficiently and the non-specific binding of the beads could 

be the cause.       

 

Figure 78: Simulated GMR response of superparamagnetic particles (diameter: 4 µm) as a function of distance from the 

centers to the sensor surface according to the OOMMF model from section 6.1. A unit cell area of 31,36 µm2 is assumed. 
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7 Conclusion 

Since only the results obtained for the PPy structures indicate a proof of the aimed mechanosensing, which 

is presented throughout this work, the following conclusion and discussion is dedicated to chapter 5.3. 

Originating from a simple geometric model consideration, a maximum possible threshold tagging can be 

estimated at which the NWs can no longer be regarded as mutual independent. To that end, we assume 

that the nominal deposition thickness is always reached at the top of the NWs, while the material 

deposited within the inter-wire space forms a uniform conformal coating of thickness d* both around the 

nanowire sidewalls and the open substrate surface (see figure 79a). By equalizing the volume of deposited 

material according to this model with the nominal volume deposited on a flat surface, this “conformal 

mapping” model leads to a certain value of the coating d* for each nominal coating thickness (see table 4). 

When the coating gets thicker than half of the interwire spacing, i.e. d*>89 nm at a medium nanowire 

period of 300 nm, the tagging leads to clustering of the whole array to a continuous solid (see figure 79a). 

As shown by table 4, this limit is not reached even for the thickest nominal coating. However, the actual 

sputter coating is inhomogeneously distributed and more mushroom-shaped, thus causing the wires to 

come into mutual contact at a lower nominal coating thickness than estimated by the “conformal 

mapping” model. Looking at the measured mean NW diameters as they appear from a top view (see line 4 

in table 4), nanowire conglomeration occurs at a nominal coating thickness of around 600 nm, which 

explains the reduced splitting of the measurement curves in comparison to the 300 nm thick coating as 

described in section 5.   

Table 4: The nominal thickness, modeled coating thickness, effective diameter as well as measured diameter are listed for 

the indicated tagging. 

Nom. thickness As-deposited 50 nm CoFe 100 nm CoFe 300 nm CoFe 600 nm CoFe 

Modeled coating 

thickness d* (nm) 
- 7.8 14.4 33.7 51.0 

Eff. Diameter * 

(nm) 
- 100 260 370 550 

Measured  (nm) 122 - 133 203 309 

      

Although the simulation results allow a qualitative description of the magnetic sensing principle and 

help to assess important parameters, there are limitations in the applicability to the experiments that 

concern the modeling of the tag. At first, the precondition of ideal dipoles for deposited CoFe is hardly 

fulfilled since magnetic domains will form that diminish stray field formation due to the reduced shape 

anisotropy. In this context it should also be mentioned that the closer the wires come and the more CoFe 

material is deposited, the more likely the magnetic coupling will turn from “rod-like” to “film”-coupling 

[139]. This behavior will further reduce the stray field that arises from every single NW. The increased 

damping of the NW with increased tagging due to a larger stiffness is also disregarded in the model. 

Though the tag covers the NW surfaces at the top, it is seen that cavities remain between the NW roots 

due to shadowing effects and thus the NWs maintain flexibility (see Fig. 79c). Stiffness and “film-

coupling” counteract with the magnetic moment and the additional mass which the tagging provides in 

order to achieve high signal amplitudes. The presented results suggest that a compromise of these aspects 

is met for tag thicknesses around 300 nm.  

In the following an estimation of the NW bending due to inertial forces is carried out. Fig. 79b 

shows the result of a 2D finite element simulation of the NW bending implemented as a buckling problem 

with a parametric solution. Reasonable NW dimensions (diameter: 100 nm, vertical length projection: 1 

m, radius of curvature: 1.75 m) and material parameters (E ~ 1 GPa) are assumed. The color 
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distribution reflects the von Mises stress. A force of F = 1 nN exerted to the NW from the top thus causes 

a deflection of about 15 nm, toward the sensor (black line), as indicated in the figure. This associated 

information of force and bending is used to assess the quantity of deposit inducing the bending: 

 

          
 

 
                                                              (7.2)    

In this calculation the tagging of one single NW is again assumed to be spherical with radius r, 

amax=71300 kgm/s
2
 being the maximal acceleration the NW experiences during agitation at 190 kHz. The 

piezo extension at this frequency amounts to 50 nm, measured by means of SEM (see section 5.1.1). The 

obtained value of 700 nm suggests that the NW deflections are probably even smaller than 15 nm.  

 

 

Figure 79: Schematic cross-section of the tagged NW array with indicated unit cell length a, thickness d and d* and 

diameter as-dep. (a). FEM calculation of a PPy NW bending under static force of 1 nN applied to the tip from above. The 

NW displacement is indicated. The color distribution reflects the von Mises stress in the NW (b). Cross-sectional SEM 

image of the cilia array coated with a 300 nm CoFe tagging (c). Orange and green arrows indicate the sensor multilayer 

and overoxidized PPy layer. The thicknesses amount to about 60 nm and 70 nm, respectively. The scale bar corresponds to 

500 nm.  

By means of the simulation such small displacements can be transferred into a GMR change. A 

GMR change of e.g. 0.002 % extracted from the course of Fig. 64, together with the underlying sensor 

resistance and the passed current would lead to a voltage of  

 

    
     

    √ 
                 .                                             (7.3) 

 

Though this value defers from the measurements, the signals of which amount to around 0.5 V, one has 

to reflect that not the whole cilia array will perform a coherent, driven oscillation but due to slightly 

different geometries the phase correlation between the wires will disperse and thus lead to further signal 

reduction. In the current implementation of the introduced concept and referred to the scenario of PPy 

NWs used as artificial cilia, there is an inherent trade-off from the magnetic moment and mass on one side 

and the NW stiffness and parasitic, magnetic coupling on the other side, which limits the obtained signal 

amplitudes. Generally, the concept necessitates the close vicinity between sensor and magnetic 

component. Considering artificial cilia “transducers” in the nanoscale in conjunction with the respective 

tagging amounts and thus stray fields, this distance has to be realised to few hundreds of nanometers. 

These facts together with the limitations given by the NW self-assembly and associated synthesis 

temperatures complicate the achievement of an increased sensor performance in terms of voltage 
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amplitudes. Nevertheless, it has been shown that the detection of NW movements down to few 

nanometers is possible. For comparison, natural cilia of mechanoreceptors of cricket can detect 

displacements of less than one nanometer [8]. 

 

 

7.1 Outlook 

A way to extend the temperature range in favor of the growth of e.g. Ge NW - which could then be grown 

in a higher density - would be the usage of tunnel-magneto-resistance (TMR) sensors that possess larger 

amplitudes than the GMR counterparts and which are known to endure 

temperatures of up to 450 °C without a significant loss of performance. 

In order to shift their resonance frequencies towards the experimentally 

accessible range, the NWs could be grown longer by increasing the 

growth time. Fig. 80 shows the morphology of Ge NWs grown at 340 

°C on top of a TMR stack by means of SEM.  The underlying stack is 

composed as follows: 

 

Si(100) 50nm thermal oxide / Ta 5 nm / Ru 40 nm / Ta 5 nm / CoFeB 2.5 nm / MgO 1.65 

nm / CoFeB 2.5 nm / Ru 1 nm / CoFe 5 nm / IrMn 15 nm / Ru 10 nm / Au 2 nm 

 

and lithographically structured into 100 µm x 100 µm pillars (as well as 

50 µm x 50 µm and 20 µm x 20 µm ellipses) with the aid of ion-etching by a “Roth & Rau Ionsys 500” 

instrument. The processing however would be much more complex due to the necessity of driving the 

current perpendicular to the stack plane.  

 

 

In conclusion, the principle of a mechanosensor based on the GMR effect and nanowires as 

artificial cilia has been initially proven. However, the field remains ambitious due to the complexity of 

integrating non-related materials (polypyrrole) and processing techniques (self-assembly) into the well 

investigated schemes.     

 

 

 

 

 

 

 

Figure 80: Ge NWs grown on a 

structured TMR stack at 

temperatures of 340 °C and 75 mbar. 
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Appendices 

A. Silicon nanowires by wet-etching  

Within the studies of the sensing concept presented in this work a chemical approach for the synthesis of 

Si NWs by wet-etching with hydrofluoric acid and silver nitrate (HF/AgNO3) has been investigated 

according to [140]. The self-assembled process directly applied to a silicon (100) wafer, is independent of 

crystal orientation and proceeds via a localized micro-electro-chemical “re-dox” reaction [141]. The 

wafers are therefore freed from the native 

oxide in a buffered HF solution
24

 and left in a 

solution of 0.02 molar AgNO3 and 4.6-molar 

HF at 50°C. The etching rate has been 

extracted to be ~0,3-0.4 μm/min. The wire 

length is adjustable by the etching time, while 

density control of the NWs by basic parameters 

is not possible. During the etching process, 

metallic atoms depositing on the Si surface 

form nuclei that behave as a cathode, whereas 

the area surrounding the nuclei behaves as an 

anode and will thus be etched away and 

dissolve. Fig. 81 shows a tilted view SEM 

image of a small fraction of the etched 

structures. The insets show images from the 

top (left) and substrate surface (right). NW 

diameters measure about 100 nm, whereas the 

top view suggests that sometimes “chain-like”, elongated structures form. Furthermore there is tendency 

of bunching of the tips which increases with the wire length. This bunching is attributed to electrostatic 

interactions [142]. After each synthesis the sample surface is covered with dendrites of Ag, the removal of 

which is performed in a (5:1)-solution of HNO3 and H2O at 70 °C.  

In general the etching approach was intended for the fabrication of NWs as artificial cilia. Since the 

structures cannot be assembled on top of GMR sensors, a “flip-chip” process was discussed in which the 

NW tips oppose the sensor. A frame of photo-resist served for the separation. Due to the vertical 

alignment, stiffness and bunching of the structures and the demands to place the NWs closely to the sensor 

without any contact, the idea was abolished.        

 

B. Nanowires of polycyanurate thermoset  

In this section it is shortly deferred to the integration of top-down fabricated, polymeric nanorods on GMR 

samples. Therefore the cyanate ester [143] monomer is filled into the nanopores of track-etched alumina 

membranes [142] as substrates as shown schematically in Fig. 82a. The nanopores have diameters of 180 

nm and lengths of 1 µm (see Fig. 82b, c). Any excess monomer is detached by cutting at low temperatures 

of about 200 K to obtain a plane surface. Next the sample is flipped and pressed against the Au surface of 

                                                      
24

 HF, H2O and NH4F mixed 1:5:5 by volume parts. 

Figure 81: Tilted (40°) view SEM image of Si NWs chemically 

wet-etched by HF/AgNO3 in a top-down manner. Right inset 

depicts top and left one tilted view (40°) of the substrate edge. 
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a readily prepared GMR sample
25

. The whole device is fixed with teflon tape and cured at temperatures of 

maximal 260 °C for 13 h to provoke polymerization to a polycyanurate thermoset (PCT) and cross-linking 

of a thiol-Au-bond. Afterwards the edge regions of the sample are painted with nail polish in order to 

protect the sensor layers against subsequent chemical detachment of the membrane. Therefore the 

aluminum base and the alumina membrane are dissolved selectively in CuCl2∙H2O/HCl for 5 h and H3PO4 

(10 %) for 3 h, respectively.  

 

Figure 82: Schematic of PC nanorod preparation process (a). Tilted (b), top (c) and side view (d) SEM images of the 

nanorod array arising from the process. A PC base layer with a thickness of about 500 nm is shown underneath the rod 

network (d).  

Although PCT possesses a Young‟s modulus of ~3 GPa [143] and is thus potentially suitable as NW 

transducer material, there are major drawbacks which disqualify the approach for the aimed concept. This 

is e.g. the deficient connection between the sensor / Au and the thermoset (Fig. 82d) as well as the 

inherent pitch which comes from the cutting (Fig. 82a). Like indicated in Fig. 82d there is thus a 

separation of at least 500 nm between sensor and NW array. By means of section 6, however, the 

importance of close vicinity of the respective artificial cilia structure, is made clear and the approach is 

this way not applicable. Moreover the final etching procedures lead to the delamination of metallic layers 

at the sides, where the sensor is not covered by the PCT structures.  
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 After the sensor layer deposition, the sample is coated subsequently with 20 nm MgO, 2 nm Ta and 20 

nm Au. 
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C. EDX results of section 5.3 

Summary results (1.5 kV) 

Element Weight % Weight   σ Atomic % 

Carbon 1.872 0.203 7.295 

Oxygen 5.935 0.530 17.361 

Iron 48.661 2.999 40.776 

Cobalt 43.532 2.898 34.568 

 

Summary results (2.5 kV) 

Element Weight % Weight   σ Atomic % 

Carbon 1.340 0.128 5.570 

Oxygen 3.807 0.250 11.882 

Iron 46.395 1.510 41.486 

Cobalt 48.459 1.461 41.062 

 

Summary results (5 kV) 

Element Weight % Weight   σ Atomic % 

Carbon 1.318 0.100 5.615 

Oxygen 2.567 0.131 8.206 

Silicon 0.576 0.116 1.049 

Iron 46.044 0.832 42.171 

Cobalt 49.495 0.813 42.959 
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Summary results (10 kV) 

Element Weight % Weight   σ Atomic % 

Carbon 1.389 0.105 5.880 

Oxygen 2.805 0.094 8.914 

Silicon 0.412 0.050 0.747 

Iron 45.510 0.555 41.428 

Cobalt 49.883 0.552 43.032 

 

Summary results (15 kV) 

Element Weight % Weight   σ Atomic % 

Carbon 1.975 0.132 8.080 

Oxygen 3.458 0.084 10.620 

Silicon 0.636 0.037 1.112 

Chlorine 0.224 0.035 0.311 

Iron 45.454 0.218 39.991 

Cobalt 47.664 0.225 39.740 

Gold 0.589 0.141 0.147 

 

Summary results (20 kV) 

Element Weight % Weight   σ Atomic % 

Carbon 3.094 0.472 11.729 

Oxygen 4.401 0.255 12.526 

Silicon 2.714 0.119 4.401 

Chlorine 0.311 0.076 0.400 

Iron 43.419 0.413 35.405 

Cobalt 45.094 0.427 34.846 

Copper 0.968 0.199 0.694 
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D. Conversion of Miller- to Bravais-indices 

For hexagonal crystals, it is useful to utilize the Bravais- instead of Miller indexing system. Bravais 

indices comprise four components, namely “HKIL” (instead of the Miller indices “hkl” ), the first three of 

which describe three main axes of the six-fold symmetry of a hexagonal plane, whereas L describes the 

collinear, vertical axis. Directional indices are denoted with “uvw” and “UVTW” accordingly. 

Plane indices:  H=h;  K=k;  I=-(H+K);  L=l  

Direction indices: U=1/3(2u-v);  V=1/3(2v-u);  T=-(U+V);  W=w 

 

E. Processing outline for GMR sensor structuring 

1. Substrate cleaning:  

-    Aceton and isopropanol + soft ultrasonication for 2 min each 

-    2 min drying at 120 °C 

 

2. Resist:  

-    HDMS (35 s / 4000 rpm) 

            -    LOR 3A (35 s / 3000 rpm) + 5 min bake at 150 °C  

            -    MIR 701 (35 s / 4000 rpm) + 1 min bake at 110 °C 

 

3. UV Illumination and development:  

-    Frame (18 mm): 60 s (“Suss MJB3”, 350-450nm, 350 W mercury lamp) + 30 s MIF 

development; rinsing in deionized water 

           -   Meander : develop AZ 726 and MIF 6 s and 30 s resp.; rinsing in deionized water 

         

4. Sputter-dep. Ta-mask:  

            -    45 nm Ta layer  

5. Removal:                                                                                                         

- NMP / MR1165 at 80 °C for 30 min  

       -     NMP/ MR1165, aceton and isopropanol + soft ultrasonication for 5 min each 

6. Ion beam etching (“Roth & Rau, Ionsys 500”):  

- Time: 11 min. 

- Tilt: 50 ° 

- Beam voltage: 500 V 

- Accel. Voltage: 500 V 

- Power: 300 W 

- Beam current: 45 mA 

- Rotation: 3 rpm 

- Ar gas flow: 10 sccm 

 

7. Resist (see above) 

 

 

8. Illumination:  
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- Contact leads 7s + MIF development for 40-45 s; rinsing in deionized water 

9. Sputter-dep: PAr=8e-3 bar, PBase = 2e-5 bar, Power: 50 /100 W 

- Ti:  2 x 30 s (10 nm), 50 W 

- Au: 4 x 30 s Au (250 nm), 50 W 

- Ti: 30 s (5 nm), 50 W 

 

10.   Removal:                                                                                                          

- NMP / MR1165 at 80°C for 30min  

      -     NMP/ MR1165, aceton and isopropanol + soft ultrasonication for 5 min each 

11.   Si3N4 passivation by plasma-enhanced chemical vapor deposition (PECVD) 

- SiH4/N2 flow: 700 sccm 

- NH3 flow: 18 sccm 

- Power: 10 W 

- Temperature: 200 °C 

- Time: 20 min   

- Druck: 1.33 10
-3

 bar 

 

12. Resist:   

 -     Ti-Prime (HDMS) (35 s / 4000 rpm)                                                                                                   

 -     AZ 5214 (35s / 8000 rpm) + 1 min bake at 120 °C    

 

 

13.   Image reversal:  

- Illumination contact leads: 3s   

- 1 min bake at 120 °C 

- Illumination: 10 s 

- MIF development for 30 s; rinsing in deionized water 

 

14.   Buffered (ammoniumfluoride 875-125 Riedel-de Haén 40207) HF-etching:  

- Time: 25s + 1min rinsing in deionized water 

 

15.   Removal (AZ 5214):  

- Aceton and isopropanol + soft ultrasonication  
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