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Notation and prerequisites
In the whole work k is an infinite field of characteristic p where p is a prime
number not equal to 2. We fix an algebraically closed field extension k of
k. If K is said to be a field extension of k then it is a finite algebraical field
extension with k ⊂ K ⊂ k. In this context ks will denote the separable
closure of k.
Any algebra A will be associative, finite dimensional with 1. For x ∈ A we
will always denote the K-subalgebra that is generated by x by K[x]. Let B
be a subset of A then we denote the centralizer of B in A by ZA(B) and
K[B] is the K-subalgebra of A that is generated by B. The center of A will
be denoted by Z. Furthermore we will denote the maximal multiplicative
group in A by A×. We denote the k-algebra of n × n matrices with entries
in k by Mn(k), and for g ∈ Mn(k) we denote by gt the transposed matrix.
Finally, E will denote the neutral element in a group G.
There are different approaches to linear algebraic k-groups and thus it is
necessary to say which one we are going to use in this work. We will follow
the book [Spr09]. Consider the algebra of polynomials k[T1, . . . , Tn] and let I
be an ideal in this algebra. Then a quotient algebra B = k[T1, . . . , Tn]/I that
is reduced and of finite type is called an affine k-algebra. A k-subalgebra Bk

of B such that k ×k Bk → B is an isomorphism is called an affine k-algebra.
The set of all affine k-algebras forms a category. Then the affine k-varieties
are the dual category. If X is an affine k-variety then we will denote the
corresponding affine k-algebra by k[X].
If the affine variety G has the structure of a group and the multiplication and
inversion are morphisms of varieties then G is called a linear algebraic group.
Accordingly if the k-variety G has the structure of a group and multiplication
and inversion are k-regular morphisms of varieties then G is called a linear
algebraic k-group. By G(k) we denote the set of k-rational points in G.
We will need the theory of elementary divisors and thus we want to give a
short subsumption of this theory as far as we will need it. For a more detailed
discussion and the proofs of the following see [Bou03] (chapter VII “Modules
over principle ideal domains“).
Let V be some finitely generated free k[T ]-module. By [Bou03] VII, §4.8,
theorem 9 there exist finitely many prime elements Pi in k[T ] and positive
natural numbers mi and ni such that only finitely many mi 6= 0 and such
that V ∼=

⊕
i(k[T ]/(P ni

i ))mi =
⊕

i Vi. The ideals P ni
i with mi 6= 0 are called

the elementary divisors.
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Define
µ(T ) :=

∏
i

P ni
i .

In the case that V is some finitely generated free A-module for some k-algebra
A and we endow V with the structure of a k[T ]-module by P (T )v = P (x)v
for some x ∈ A and P (T ) ∈ k[T ] then µ(T ) is the minimal polynomial of
x. The decomposition of V into Vi is canonic and it is shown that Vi =
{v ∈ V | P ni

i (x) = 0}.
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1 Introduction
This work deals with a phenomenon that appears when concerning linear
algebraic groups over fields with characteristic p 6= 0. In the theory of linear
algebraic groups over perfect fields the Jordan decomposition is an important
tool. But in the case of a field k that is not algebraically closed and of
characteristic p 6= 0 there might exist k-rational elements in a linear algebraic
group G(k) that may not be decomposed in a direct commutative product
of a unipotent and a semisimple k-rational element. A standard example
for such an element that will accompany us through the whole work is the
element

ga =


0 1 0 · · · 0
0 0 1 · · · 0
... . . . . . . ...
0 · · · 0 1
a · · · 0 0


in the group GLp(k) where k is a field of characteristic p that contains no
p’th root of a.
One encounters this problem when trying to generalize the Arthur-Selberg
trace formula that is just known for the case of a field of characteristic 0 to a
field of characteristic p. This formula allows to compare some geometric and
some spectral data of the right regular representation of a reductive linear
algebraic group G(A) on the space of cusp forms L2

0(G(F )\G(A)) where F is
some number field. One has a better understanding of the geometric side of
the trace formula as we have an explicit expression of this side and we want
to calculate some multiplicities that appear on the spectral side. As the
formula is quite complicated and needs lots of prerequisites we don’t want to
give a complete introduction on the Arthur-Selberg trace formula but refer
to [Gel96] or [Art05]. Instead we just want to take a look at the geometric
side of the formula where the Jordan decomposition comes in place.
To give the geometric side some modified kernels KT

o (x, y) are needed which
we don’t want to explain closer. Then the coarse geometric side of the trace
formula is given by ∑

o

∫
Z(A)G(F )\G(A)

KT
o (x, x)dx.
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The sum is taken over a set of equivalence classes and that is the crucial
point. Here o runs through equivalence classes in G(F ) with respect to the
following relation (See [Art05] Part I: 10): Let γ1 and γ2 be in Z(F )\G(F ).
Then the Jordan decomposition is γi = γsi γ

u
i where γsi is the semisimple com-

ponent of γi and γui is the unipotent component. Then we say γ1 is equivalent
to γ2 if and only if there exists some g ∈ G(F ) such that gγs1g−1 = γs2. Such
a definition is not possible if the field of definition of the linear algebraic
group G is not perfect. The fine geometric expansion also uses the Jordan
decomposition as it is derived by decent to the centralizer of the semisimple
component. Thus it is natural to look for a property that might replace
semisimplicity in groups over non perfect fields. We will call such elements
k-semisimple.
Another phenomenon that appears when dealing with non perfect fields k is
that there are k-reductive groups that are not reductive. An example is the
multiplication group of an inseparable extension of k considered as a k-group.
Thus one wants to have a better understanding of k-reductivity and we will
see that there is some relation between k-reductivity and k-semisimple ele-
ments.

Unlike semisimplicity, k-semisimplicity is not preserved under field extensions
i.e. a k-semisimple element need not beK-semisimple forK an algebraic field
extension of k. In chapter 1 we will start with a definition for k-semisimplicity
of elements in k-algebras A. An important characterisation of such elements
will be given in theorem 2.1 where we will see that the minimal polynomial of
a k-semisimple element in k[T ] is always square free and that any A-module
V becomes a semisimple k[T ]-module if we let any q(T ) ∈ k[T ] act by q(x).
Unfortunately for a k-semisimple element g the image of g under some k-
rational representation (ρ, V ) need not be k-semisimple in the endomorphism
algebra of V and therefore it is not clear how to transfer the definition of
k-semisimplicity from algebras to arbitrary linear algebraic groups. Thus we
restrict to classical k-groups that are canonically embedded in some semisim-
ple k-algebra with involution (A, ι). In this situation we will see in theorem
4.1 that for every element g in the classical k-group G there exists some k-
semisimple element in the closure of its conjugacy class.
In section 4 we will introduce an analogue of tori, the k-pseudotori. The torus
and the pseudotorus in a classical k-group are defined to be commutative,
connected subgroups. While for a torus any element needs to be semisimple,
for a k-pseudotorus it is enough that all k-rational elements are k-semisimple.
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We will see that there exist pseudotori that are not tori and we will show
the connection between pseudotori and k-reductivity (sometimes also called
pseudo reductivity). That is:
A k-subgroup of G is a k-pseudotorus if and only if it is a connected, com-
mutative k-reductive k-subgroup.
In chapter 5 we will recall the Weil restriction. This is a method to assign
to every K-group G (or more generally to every K-variety X) some k-group
RK/k(G) (resp. some k-variety RK/k(X)) such that there exists some nat-
ural bijection between the k-rational points of RK/k(G) and the K-rational
points in G. We will use the Weil restriction to show that the k-radical of any
k-reductive classical k-group is a k-pseudotorus. We finish with the result
that for any k-rational element g in a classical k-group G there exists some
finite field extension K such that the unique k-rational element in RK/k(GL)
that corresponds to g in G allows a decomposition into the product of some
k-semisimple k-rational element and some unipotent k-rational element.
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2 k-algebras

2.1 Semisimple elements of k-algebras

It is natural to give a definition of k-semisimple elements in the case of k-
algebras first. To get an idea about the definition of k-semisimplicity take a
look at the following example.

Example. Let A be the k-algebra Endk(kp) and a ∈ k where a has no p-th
root in k. Consider the element

ga =


0 1 0 · · · 0
0 0 1 · · · 0
... . . . . . . ...
0 · · · 0 1
a · · · 0 0

 .

This is the companion matrix to the polynomial µga(T ) = T p − a and thus
this is also the minimal polynomial of this matrix. One should observe that
µga(T ) is square free in k[T ] but not in K[T ] for K any field extension of k
that contains the p’th root of a. If we consider the field extension Ku = k(u)
where up = a, then

µg(T ) = T p − a = T p − up = (T − u)p

and thus µga(T ) is not square free in Ku(T ). We will frequently come back
to this example and thus from now on ga always denotes this element.

For a perfect field k the definition of semisimplicity of an element of an alge-
bra is equivalent to the property that its minimal polynomial is square free.
Observe that since k is perfect we know that, if the minimal polynomial of
an element g is square free in k[T ] then it is also square free in K[T ] for any
field extension of k. In fact this is an essential property i.e. an element g is
semisimple in the k-algebra A if and only if it is semisimple in the K-algebra
K ⊗ A for any field extension K of k.

If the field k is not perfect then the minimal polynomial of an element g in
the k-algebra A might be square free in k[T ] but not in every field extension
and thus it would not be semisimple. The element ga is an example for this.
Nevertheless it has some expedient properties. Later we will prove that for
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example the centralizer ZA(ga) is simply the subalgebra that is generated by
ga. Furthermore, if we consider ga to be an element of the endomorphism
algebra of the k-vector space kp then it acts as a semisimple endomorphism
i.e. any subspace U ⊂ V that is invariant under ga has an invariant comple-
ment which is obvious since ga acts irreducibly.

Although we would like to have a definition of k-semisimplicity for any linear
algebraic group we start with a definition of k-semisimplicity in an algebra
A to extend this to classical k-groups. For arbitrary linear algebraic groups
we will at least give an idea for a possible definition.

Definition. Let A be a k-algebra. An element x ∈ A is called k-semisimple
if the k-subalgebra k[x] that is generated by x is semisimple.(i.e. a direct
sum of simple algebras)

We call such an element k-semisimple instead of semisimple to stress the
dependence of this property of the field k. We already mentioned that ga
has some properties that are similar to those of semisimple elements and we
want to show that this is true for any k-semisimple element. For example it
will be essential for us to see that an element is k-semisimple if and only if
its minimal polynomial is square free in k[T ]. But first we have to do some
preparations.
Let x be some element in A. We can define a homomorphism of k-algebras
from k[T ] to A by

m∑
i=0

λiT
i 7→

m∑
i=0

λix
i. (1)

Actually the image of this homomorphism is k[x]. The kernel of this ho-
momorphism is an ideal in k[T ] and as k[T ] is a principle ideal domain the
kernel is of the form (µx(T )) for some uniquely determined monic polynomial
µx(T ). This polynomial is called the minimal polynomial of x.
Now let V be an arbitrary finitely generated A-module. Then with help of
the homomorphism we just described we can endow V with the structure of
a k[T ]-module and it is obvious that the action of k[T ] on V factors through
k[T ]/(µx(T )).

Theorem 2.1. Let A be a k-algebra and x ∈ A. Then the following state-
ments are equivalent:
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(i) The k-subalgebra k[x] of A generated by x is semisimple (this is equiv-
alent to x being k-semisimple).

(ii) Any finitely generated A-module V , becomes a semisimple module if we
consider it as an k[x]-module.

(iii) The minimal polynomial of x is square-free in the algebra k[T ].

Remark:
If D is a division algebra over k and if V could in addition be endowed
with the structure of a finitely generated D-module then this theorem is in
particular true for the subalgebra EndD(V ) which will be needed later in this
work.

Proof: Let µx be the minimal polynomial of x in k[T ] and let µx(T ) =∏n
i=1 Pi(T ) be its unique (up to order) decomposition in irreducible poly-

nomials.
(i)↔ (iii)
For any x ∈ A the map that is defined by (1) is a surjective k-algebra homo-
morphism from k[T ] to k[x] where the kernel is the ideal that is generated
by µx(T ). Therefore k[x] is isomorphic to k[T ]/(µx(T )). Thus if k[x] is a
semisimple k-algebra then k[T ]/(µx(T )) is semisimple. Suppose µx(T ) was
not square free. Then there exists some non trivial polynomial p(T ) such
that p(T )2 divides µx(T ). But then the ideal that is generated by p(T ) is not
trivial and nilpotent and therefore k[T ]/(µx(T )) is not semisimple.
On the other hand suppose µx(T ) is square free. Then the ideal µx(T ) is
a radical ideal and thus the nilpotent radical of k[T ]/(µx(T )) is trivial and
thus this k-algebra is semisimple and therefore k[x] is semisimple.
(iii)→ (ii)
In the decomposition of µx(T ) in irreducible polynomials we have Pi(T ) 6=
Pj(T ) for all i 6= j since µx is square-free (in particular this implies that
all elementary divisors are of the form P 1

i ) and we saw that for Vi :=
{v ∈ V | Pi(x)v = 0} we have V =

⊕
i Vi. The ideal (Pi(T )) generated by

Pi(T ) is a maximal ideal in k[T ] and thus k[T ]/(Pi(T )) is a field and the
Vi become vector spaces. Any such Vi is a direct sum of 1-dimensional
k[T ]/(Pi(T ))-vector spaces and since P (T ) acts by multiplication with an
element of the field all these are invariant and simple as modules. Therefore
any Vi is a direct sum of simple modules and therefore V is a direct sum of
simple modules and hence semisimple.
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(ii)→ (iii)
Suppose µx(T ) = p(T )2q(T ) for polynomials p(T ), q(T ). Then the set U :=
ker(p(x)q(x)) is a k[x]-submodule of V and as V is a semisimple k[x]-module
there exists some k[x]-submoduleW such that V = U⊕W . Since µx(x)w = 0
we know that p(x)w ∈ U and as W is an k[x]-submodule p(x)w ∈ W . Thus
we have p(x)w = 0 and therefore p(x)q(x)w = 0. But this implies that
µx(T )|p(T )q(T ) and thus p(T ) = 1.

This theorem also shows that the element ga of the example is k-semisimple.
This is true since its minimal polynomial is square free in k[T ] as we have
already seen. Furthermore we saw that the minimal polynomial is not square
free in any field extensions of k that contains the p’th root of a. So the el-
ement ga is kind of the simplest example for a k-semisimple element that is
not semisimple.

Remarks:

1. Every semisimple element is also k-semisimple. One can see this the
easiest way by taking the minimal polynomial condition.

2. An element x ∈ A is k-semisimple if and only if the image of x in A⊗ks
is ks-semisimple for the natural embedding of A in A⊗ ks.
An element x ∈ A is k-semisimple if and only if its minimal polynomial
µx(T ) is square free in k[T ]. Now consider the minimal polynomial of
x considered as an element of A ⊗ ks. It is clear that this minimal
polynomial equals the image of µx(T ) in ks[T ] under the natural em-
bedding of k[T ] in ks[T ]. Suppose that there exists one factor q(T ) in
µx(T ) ∈ ks[T ] with power bigger then one. Since ks is the maximal
separable field extension of k this power has to equal ps for some s > 1.
Thus q(T ) = T n + an−1T

n−1 + . . . + a0 with ai ∈ ks. If ai ∈ k for all i
then q(T ) ∈ k[T ] and the minimal polynomial of x was not square-free
in k[T ]. Thus there exists at least one i such that ai /∈ k but ap

s

i ∈ k.
But then ks was not a separable field extension. Thus µx(T ) is also
square free in ks[T ] and x is ks-semisimple. On the other hand an ele-
ment that is ks-semisimple is also k-semisimple since a polynomial that
is square free in ks[T ] is also square free in k[T ].
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3. Let ρ be a k-algebra representation from A to End(V ) for some k-
vector space V and let x ∈ A be a k-semisimple element in A. Then
the minimal polynomial condition shows that ρ(x) is also k-semisimple.

A first approach to obtain a definition of k-semisimplicity for algebraic groups
might be the following:

It is well known that any linear algebraic k-group G is isomorphic to some
subgroup of the group of automorphisms GL(V ) of some k-vector space V
(here the isomorphism is defined over k). Now one can embed GL(V ) in
the algebra of endomorphisms of V . Then one could call an element g ∈ G
k-semisimple if it is k-semisimple as an element of the endomorphism algebra.

Unfortunately, this approach does not work . The problem is that differ-
ent representations of an algebraic group G might map an element g ∈ G
once to a k-semisimple element and another time to an element that is not
k-semisimple. An example for a representation that maps k-semisimple ele-
ments on unipotent elements is the following:

Lemma 2.1. Let g be an element of GL(V ) with minimal polynomial T pn−a
where a ∈ k has no p-th root in k and V is some vector space. Then the map
Ad(g) : End(V )→ End(V ) is unipotent.

Proof: Since the minimal polynomial of g equals T pn − a we can deduce that
gp

n
= aE. Therefore (g−1)p

n
= a−1E and we have

(Ad(g))p
n

(h) = a−1EhaE = id(h)

More generally we can say:

Corollary 2.1. Let V be a vector space, g be an element of GL(V ) such that
T p

n − a divides µg(T ) for some natural number n where a has no p’th root
in k. Then the map Ad(g) is not k-semisimple.

Proof: Since (T p
n − a)|µg(T ) there exists some non empty subspace

V0 :=
{
v ∈ V | (gpn − a)v = 0

}
.

By the last lemma the restriction on V0 maps Ad(g) to a unipotent endomor-
phism and therefore the endomorphism Ad(g) cannot be k-semisimple.
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Thus there exist representations such that k-semisimple elements in GLn are
mapped to unipotent elements that are in particular not k-semisimple. On
the other side the tautological representation obviously yields k-semisimple
elements.

2.2 Algebras with involution

Before considering classical k-groups we need some results about semisimple
k-algebras with involution which will occur in the definition of classical k-
groups.

Definition. Let A be a k-algebra. A k-linear map ι : A → A is called an
involution if it satisfies

(i) ι(ab) = ι(b)ι(a) for all a, b ∈ A

(ii) ι(ι(a)) = a for all a ∈ A

Thus, an involution is an antiautomorphism. The pair (A, ι) is an algebra
with involution. The involution ι is said to be of the first kind if it is the
identity on the center of A. Otherwise it is said to be of the second kind.

A k-algebra A is called simple if there exists no proper ideal in A. Accordingly
we say that the pair (A, ι) is a simple k-algebra with involution if there
exists no proper ideal in A that is invariant under ι. If (A, ι) is a semisimple
k-algebra with involution then it is a direct sum of simple algebras with
involution, i.e.

(A, ι) ∼=
n⊕
i=1

(Ai, ι|Ai
)

where (Ai, ι|Ai
) are simple k-algebras with involution.

Lemma 2.2. Let (A, ι) be a simple k-algebra with involution. Then A is
simple as a k-algebra or A ∼= A1⊕A2 and ι|A1 is an antiisomorphism A1 → A2

with inverse ι|A2 where A1 and A2 are simple k-algebras.

Proof: Suppose A is not simple. Then there exists some proper ideal I in
A and since ι is an algebra antihomomorphism ι(I) := I ′ is again an ideal
in A. Furthermore I ∩ I ′ is an ideal that is invariant under ι and as A is a
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simple k-algebra with involution I ∩ I ′ = {0}. Take a look at I ⊕ I ′. This
is an ideal and furthermore we have

ι(I ⊕ I ′) = ι(I)⊕ ι(I ′) = I ′ ⊕ I

and therefore this sum is invariant under ι. Thus I ⊕I ′ is a non-empty ideal
in A that is invariant under ι. Since (A, ι) was simple as a k-algebra with
involution we have I ⊕ I ′ = A. If we set I = A1 and I ′ = A2 then we see
that A = A1 ⊕ ι(A1) and as ι is an involution it is an antiisomorphism of A
and the inverse of ι|A1 : A1 → A2 is ι|A2 : A2 → A1. Now suppose that A1

was not simple. Then there exists some proper ideal I1 in A1 and it is clear
that ι(I1) := I2 is an ideal in A2. Again I1 ⊕ I2 is an ideal that is invariant
under ι and therefore it equals A and thus I1 = A1 and I2 = A2.

Corollary 2.2. In the above situation when A is not simple then A2
∼= Aop

1 .

Proof: This follows immediately from the last lemma.

Remarks:

1. For (A, ι) a simple k-algebra with involution, A is either simple or
A = A1 ⊕Aop

1 and ι is an isomorphism from A1 on Aop
1 . If the latter is

true then ι(x, y) = (y, x) for x ∈ A1 and y ∈ Aop
1 .

2. If A1 is a semisimple k-subalgebra of (A, ι) that is invariant under ι
then (A1, ι|A1) is a semisimple k-algebra with involution.

In the chapter “Semisimple elements of k-algebras“ we defined the element
x ∈ A to be k-semisimple if k[x] is a semisimple k-algebra. It is not clear
that k[x] will be invariant under ι if (A, ι) is a k-algebra with involution and
in general this needs not be true. The following lemma will show that under
some condition k[x] will be invariant under ι.

Lemma 2.3. Let (A, ι) be a semisimple k-algebra with involution and x ∈ A
a k-semisimple element such that xι(x) = ι(x)x ∈ k×. Then the subalgebra
k[x] is a semisimple k-algebra with involution ι|k[x].

Proof: By definition the fact that x is k-semisimple implies that k[x] is a
semisimple k-algebra and thus the only thing that needs to be shown is that
k[x] is invariant under ι. As ι(k[x]) = k[ι(x)] it is enough to show that ι(x)
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is in k[x] i.e. since ι(x) = cx−1 for some c ∈ k× it is enough to show that
there exist λ0 . . . λn ∈ k such that

x−1 = λ0 + λ1x+ . . .+ λnx
n

for n = degµx(T ). Let µx(T ) = α0 + α1T + . . .+ αnT
n. Since x is invertible

α0 6= 0. We know that µx(x) = 0 and multiplication with x−1 on both sides
yields

0 = α0 + α1x+ . . .+ αnx
n ⇔ x−1 = − 1

α0

(α1 + . . .+ αnx
n−1)

Thus x−1 ∈ k[x] and therefore cx−1 ∈ k[x] and k[ι(x)] = k[x].

We need a better understanding of the structure of semisimple k-algebras
with involutions. All results we give in this context are well known and this
is just a recapitulation of results that are given in the books [Wei95], [Sch85]
and especially [Jac96].
The first step in examining semisimple k-algebras with involution is the the-
orem of Artin-Wedderburn that gives the structure of arbitrary semisimple
k-algebras.

Theorem 2.2. (Artin-Wedderburn) Let A be a semisimple k-algebra. Then
there exist division algebras D1, . . . , Ds over k and natural numbers n1, . . . , ns
such that

A ∼= Mn1(D1)× . . .×Mns(Ds)

where Mn(D) denotes the set of n× n matrices with entries in D.

The proof of this theorem can be found in [Wei95] (Chapter IX §1 theorem
1). Actually [Wei95] proves this result just for simple algebras but the gen-
eralisation to semisimple algebras is trivial. For a better understanding we
want to examine this theorem on a simple k-algebra A and to do so we use
some more results that are proven in the book [Wei95] Chapter IX §1.
There exists a unique faithful simple left A-module N up to isomorphism
and every left A-module is a direct sum of modules, all isomorphic to N (see
proposition 1). As N is a simple module the endomorphism ring of N is a
division algebra D over k. Here D should be understood as a ring of right
operators on N . Now consider the left A-module A. Then A as an A-module
is isomorphic to Nn for some natural number n ≥ 1 and A ∼= Mn(D).
Thus if A =

⊕
iAi with Ai simple k-algebras then for every i there exists

14



a faithful simple Ai-module Ni which is unique up to isomorphism and a
ni such that Ai ∼= EndDi

Nni
i for Di the endomorphism ring on Ni. Then⊕

iN
ni
i is a left A-module in the obvious way and it is unique up to isomor-

phism.
Our next goal is to understand the involution ι on a simple k-algebra with in-
volution (A, ι). If A is not simple then we saw that ι is the map (x, y)→ (y, x)
on A1⊕Aop

1 . Thus henceforth we assume that A is also simple as a k-algebra.

Let A1 and A2 be simple k-algebras and f : A1 → A2 an isomorphism. Let
Vi be simple faithful Ai modules. Then we may endow V2 with the structure
of an A1-module by

a1 · v2 = f(a1)v2

for v2 ∈ V2 and a1 ∈ A1. As f is an isomorphism V2 becomes a simple faithful
A1-module. As a simple faithful A1-module is unique up to isomorphism we
know that there exists some isomorphism of A1-modules s : V1 → V2 such
that

s(a1v1) = a1 · s(v1) = f(a1)s(v1).

Let d1 be an A1-linear endomorphism of V1 i.e. d1(a1v1) = a1d1(v1). As s is
a bijective function there exists some uniquely determined additive function
d2 : V2 → V2 such that d2 ◦ s = s ◦ d1. Then we have

f(a1)d2(s(v1)) = f(a1)s(d1(v1)) = s(a1d1(v1))

= s(d1(a1v1)) = d2(s(a1v1)) = d2(f(a1)s(v1))

This defines an isomorphism σ between the division algebras Di of Ai-linear
endomorphisms of Vi.
Thus if A1 and A2 are isomorphic simple k-algebras and Vi is a left Ai-module
such that Ai ∼= EndD(Vi) then the isomorphism between A1 and A2 is induced
by some σ-semilinear map s i.e. for f the isomorphism between A1 and A2

a(v1) = s−1f(a)s(v1) (2)

The proof from the following theorem is basically taken from the book [Jac96]
chapter V 5.1. We only filled in some details and changed some minor things.

Theorem 2.3. If A is a simple k-algebra with involution ι, then there exists
a division algebra D over k with an involution σ, a right D-module V and
an ε-σ-hermitian form H on V (ε = ±1), such that the k-algebra A with
involution ι is isomorphic to EndD(V ) with the adjoint involution relative to
H.
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Proof: The theorem of Artin-Wedderbrun states that A is isomorphic to
EndD V for D some division algebra over k and V some finitely generated
rightD-module. We denote by V ∗ the dual space of V i.e. V ∗ = HomD(V,D).
Then V ∗ is a left D-module but we can regard it is a right Dop-module if we
define dl = ld for l ∈ V ∗ and d once taken as an element in Dop and once
taken as an element in D. We want to explain the involutions with help of
hermitian and skew hermitian forms and thus we will need some sesquilinear-
form. Thus define l(v) = 〈v, l〉. This is a nondegenerate bilinear form from
V × V ∗ to D. Here we regard V ∗ as a right Dop-module and thus we have

〈vd1, ld2〉 = d1 〈v, l〉 d2

for v ∈ V , l ∈ V ∗ and d1, d2 ∈ D. For any a ∈ EndD(V ) we have the
transpose a∗ ∈ EndD(V ∗) defined by a∗(l) = l ◦ a. This definition yields

〈av, l〉 = l(av) = a∗l(v) = 〈v, a∗l〉

and the map a → a∗ is an anti-isomorphism from A to A∗. Therefore the
composition of this map with the involution ι is an isomorphism between the
algebras A and A∗ i.e. an isomorphism between the algebras EndD(V ) and
EndDop(V ∗). With help of equation (2) we can see that there exists some
isomorphism σ from D to Dop and some bijective σ-semilinear map s from
V to V ∗ such that

a∗ = sι(a)s−1.

If we consider σ as a map fromD toD then it is an anti-isomorphism. Setting

H(v, w) = 〈v, sw〉

we obtain some nondegenerate σ-sesquilinearform on V i.e.

H(vd1, wd2) = d1H(v, w)σ(d2)

for v, w ∈ V and d1, d2 ∈ D. Now we have

H(v, ι(a)w) = 〈v, sι(a)w〉 = 〈v, a∗sw〉

= 〈lv, sw〉 = H(lv, w)

and thus ι(a) is the uniquely determined adjoint of a relative to H.
It is clear that for fixed v ∈ V the map f : w → σ−1H(v, w) is linear and
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therefore it lies in V ∗. As s is an isomorphism from V to V ∗ there exists
some element v′ ∈ V such that s(v′) = f . This is equivalent to

σ−1H(v, w) = H(w, v′). (3)

It is also clear that for fixed w, u the map v → uH(v, w) is an element of the
endomorphism algebra A. Denote this map by a then we saw that

H(au, w) = H(u, ι(a)w)

and therefore we have

H(au, w) = H(uH(v, w), x) = H(v, w)H(u, x)

= H(v, wσ−1(H(u, x))) = H(u, ι(a)w)

and therefore with help of equation (3) ι(a) : x→ wσ−1H(u, x) = wH(x, u′).
As ι is an involution we know that a = ι(ι(a)) and thus we have

a(v) = uH(v, w) = ι(wH(x, u′)) = u′H(v, w′)

But then we know that there exists some c ∈ D with uc = u′ for all u ∈ V .
With equation (3) and the equivalence

H(w, v′) = σ−1(H(v, w))↔ σ(c)σ(H(w, v)) = H(v, w)

we obtain (with d = σ(c)−1)

σ(H(w, v)) = dH(v, w). (4)

Furthermore we have

σ2(H(w, v)) = σ(H(v, w))σ(d) = dH(w, v)σ(d).

We may choose v, w such that H(w, v) = 1 and as σ2(1) = 1 we have dσ(d) =
1. Now we need to consider two different cases.
If d = −1 then σ2 = 1 and thus σ is an involution on D. Furthermore we
have σH(v, w) = −H(w, v). If σ = 1 then 1 is an isomorphism from D to
Dop and therefore D is a field. Then H is a skew-symmetric bilinear form.
If σ 6= 1 then there exists some d1 ∈ D such that q := σ(d1) − d1 6= 0. It is
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clear that σ(q) = −q and thus the map σ′ : d2 → q−1σ(d2)q has the following
property

σ′(σ′(d2)) = q−1σ′(q)d2σ
′(q−1)q = q−1(−q)d2(−q−1)q = d2

and thus σ′ is an involution. Now consider the map

H ′ : (v, w)→ H(v, w)q

for v, w in V . We claim that this is a hermitian form relative to σ′. It is
obvious that H ′ is additive in v and w furthermore

H ′(vc1, wc2) = c1H(v, w)σ(c2)q = c1H(v, w)qσ′(c2)

for arbitrary c1 and c2 in D. Thus H ′ is a sesquilinearform relative to σ′. We
still have to prove that H ′(v, w) = σ′(H ′(w, v)).

H ′(v, w) = H(v, w)q = −σ(H(w, v))q = σ′(q)q−1σ(H(w, v))q

= σ′(q)σ′(H(w, v)) = σ′(H(w, v)q) = σ′(H ′(w, v))

For all a ∈ A we have

H ′(av, w) = H(av, w)q = H(v, ι(a)w)q = H ′(v, ι(a)w)

and therefore ι is the adjoint map relative to H ′.
If d 6= −1 then q = d − 1 6= 0. Define again H ′(v, w) = H(v, w)q and
σ′(d1) = q−1σ(d1)q. This time it is not so easy to see that σ′ is an involution
but the same way as before we can see that H ′ is again sesquilinear relative
to σ′. Furthermore we have

σ′(H ′(v, w)) = σ′(H(v, w)q) = σ′(q)σ′(H(v, w)) = σ′(q)q−1σ(H(v, w))q

and with equation (4) we see that

σ′(q)q−1σ(H(v, w))q = σ′(q)q−1dH(w, v)q = σ′(q)q−1dH ′(w, v)

Furthermore with help of the equations σ′(q)q−1 = q−1σ(q), q = d + 1 and
σ(d)d = 1 we obtain

σ′(q)q−1d = q−1σ(q)d = (d+ 1)−1(1 + σ(d))d = 1.

This implies that σ′(H ′(v, w)) = H ′(w, v) and therefore σ′ is an involution
and H ′ is a hermitian form relative to σ′. Again ι coincides with the adjoint
map relative to this form.
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We will frequently make use of the following theorem.

Theorem 2.4. Let A be a central simple algebra over k and L a simple
subalgebra. Let ZA(L) be the centralizer of L in A. Then ZA(L) is simple
and

dimk(A) = dimk(L)dimk(ZA(L))

The proof can be found in [Sch85] (Chapter 8. theorem 4.5).

We will need some informations about the centraliser of a k-semisimple ele-
ment in A.

Lemma 2.4. Let a be a k-semisimple element in the simple k-algebra A with
center Z. Then the centraliser ZA(a) is semisimple.

Proof: As the center of A is a field extension of k we know that a is not
only k-semisimple but also Z-semisimple. Therefore Z[a] is a semisimple
Z-subalgebra of A and thus Z[a] =

⊕
iBi where Bi is a simple Z-algebra.

Furthermore it is clear that ZA(a) = ZA(Z[a]). Denote by ei the unit element
in Bi in particular 1 =

∑
i ei. Define the simple Z-algebras Ai = eiAei then

Bi ⊂ Ai. Therefore ZA(
⊕

iBi) =
⊕

i ZAi
(Bi). As Ai and Bi are simple

algebras and Ai is central we may apply the last lemma and see that ZAi
(Bi)

is simple.

Let A be a simple k-algebra and a ∈ A a k-semisimple element. We saw
that there exists some D-module V such that A = EndD(V ) for some di-
vision algebra D over k. Let µa(T ) =

∏n
i=1 Pi(T ) be the minimal poly-

nomial of a for irreducible polynomials Pi(T ). Then by the theory of ele-
mentary divisors V =

⊕n
i=1 Vi where Vi = {v ∈ V | Pi(a)v = 0}. We know

that Ki := k[T ]/(Pi) is a field and thus we may consider Vi as a Ki-vector
space. As a is a k-semisimple element we know that k[a] is a semisimple
algebra. Thus k[a] =

⊕
i k[a]i. Combine all summands that are isomor-

phic and denote by ei the unit of the combinations. Then Vi = eiV and a
acts on Vi by scalar multiplication with an element in Ki. We will see that
ZA(a)ei ∼= EndKi⊗kDop(Vi).
At first we want to show that Vi is invariant under ZA(a) and then it is in-
variant under ZA(a)ei. So we have to see that Pi(a)zv = 0 for z ∈ ZA(a).
We will use the fact that z commutes with a and therefore z commutes with
Pi(a)

Pi(a)zv = zPi(a)v = z0 = 0
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Now Vi is a Ki-vector space and it is also a right D-module and actually
the action of Ki and of D commute as Ki acts D-linear on Vi. Thus Vi
becomes a Ki-D-bimodule or equivalently a Ki ⊗k Dop-module. Now any
z ∈ EndKi⊗kDop(Vi) acts D-linear on Vi and as it isKi-linear it also commutes
with a as a acts by scalar multiplication on Vi and therefore EndKi⊗kDop(Vi) ⊂
ZA(a)ei. On the other side it is clear that any element in ZA(a)ei is D-linear
and Ki-linear. Therefore we have

EndKi⊗kDop(Vi) = ZA(a)ei. (5)

Lemma 2.5. Let (A, ι) be a semisimple k-algebra with involution and a ∈ A
a k-semisimple element such that aι(a) = ι(a)a = 1. Then the subalgebra
ZA(a) is a semisimple k-algebra with involution ι|ZA(a).

Proof: Let z ∈ ZA(a). The fact that az = za implies that ι(a)ι(z) = ι(z)ι(a)
and therefore we have

aι(z)ι(a)a = aι(a)ι(z)a⇒ ι(z)a = aι(z)

Thus if z ∈ ZA(a) then ι(z) ∈ ZA(a) and therefore ZA(a) is invariant under
ι.
Now we want to see that the k-algebra ZA(a) is semisimple. But this follows
straight from lemma 2.4.

Definition. Let A be a k-algebra. Then the element a ∈ A is called k-
regular if it is k-semisimple and the k-algebra k[a] is a maximal commutative
k-subalgebra.

We will need the following well known lemma about commutative semisimple
algebras.

Lemma 2.6. A commutative semisimple algebra is a direct sum of fields.

This lemma can be found in [Alb61].(Chapter 3 §5) Actually in this book
this result is not proven as it is an obvious consequence of the theorem of
Artin-Wedderburn so we want to give a short proof. Suppose A is a simple
commutative k-algebra. Then the theorem of Artin-Wedderburn shows that
A is isomorphic to EndD(V ) for some division k-algebra D. As A is com-
mutative D needs to be a field. Furthermore V has to be a 1-dimensional
D-vector space because else EndD(V ) is never commutative. Thus A = D.
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Lemma 2.7. Let A be a central simple K-algebra and L a commutative
K-subalgebra. Then the following statements are equivalent:

1. L is a maximal commutative K-subalgebra.

2. The bicommutant of L in A equals L.

3. dimK A = (dimK L)2.

Proof: This is well known if L is a field, see [Bur66]. ( Chapter VIII, §10,
Prop. 3.) In fact, the equivalence of (i) and (ii) is obvious. We will reduce
the general case, in which L = L1 ⊕ . . . ⊕ Lr is a direct sum of fields, to
the special case. The unit element ei of Li is an idempotent in L, and
e1 + . . . + er = 1. Take a simple left A-module V and consider it as a right
module for the skewfield D = EndA(V ). Then Vi = eiV is a Li-D-bimodule,
and V = V1 ⊕ . . . ⊕ Vr is a D-module. Now Li is a subfield of the central
simple K-algebra Ai = EndD(Vi) = eiAei, for which the assertion is known,
so that in particular dimK Ai ≥ (dimK Li)

2. By Wedderburn’s theorem,
dimK A = dimD A dimK D = (dimD V )2 dimK D and similarly dimK Ai =
(dimD Vi)

2 dimK D. We conclude that√
dimK A = dimD V

√
dimK D =

∑
i

dimD Vi
√

dimK D

=
∑
i

√
dimK Ai ≥

∑
i

dimK Li = dimK L.

If (i) is satisfied, so is its analogue for each Li ⊂ Ai, and we have equality
for each i, whence (iii) follows. Conversely, if (iii) is satisfied, then so is its
analogue for each i due to our formula. By the known special case, asser-
tion (i) for each i follows. If L is contained in a commutative subalgebra L′,
the latter must preserve each Vi, and its restriction to Vi cannot be larger
than Li. Hence (i) follows.

In the case we consider, the algebra A is in general not central. However, for
A a simple k-algebra we know that the center Z of A is a field. If we consider
A as a Z-algebra then it is a central simple algebra.

Lemma 2.8. Let a ∈ A be a k-regular element. Then ZA(a) = k[a].

21



Proof: Obviously k[a] ⊂ ZA(a) and therefore we only have to show that
ZA(a) ⊂ k[a]. Suppose z ∈ ZA(a), then za = az and therefore z commutes
with k[a]. But as a is k-regular k[a] is a maximal commutative k-subalgebra
and therefore z ∈ k[a].

Later in this work we will give a definition for k-regularity of elements in
groups. Then the following lemma will be important. For the proof we need
the notion of reduced characteristic polynomials. We use the definition that
is given in [Sch85].(Chapter 8 §5 definition 5.8) Let A be a central simple k
algebra and K a splitting field of k. Choose some isomorphism

I : AK = A⊗k K ∼= Mn(K)

and consider A to be contained in AK . For every a ∈ Mn(K) we have the
characteristic polynomial

χ(X, a) = χL(X, a) = det(XE − a) ∈ K[X].

For a ∈ AK define χ(X, a) = χ(X, i(a)). This makes sense as the charac-
teristic polynomial does not depend on the choice of I by the theorem of
Skolem-Noether. Furthermore Scharlau proves that the characteristic poly-
nomial does not depend on the choice of the splitting field and has coefficients
in k.

Lemma 2.9. If (A, ι) is a noncommutative simple k-algebra with involution,
then there exists a regular semisimple element in A−.

Proof: For an element a of a simple algebra A, let χa(T ) be its (reduced)
characteristic polynomial over Z. If ι is an involution on A of the first kind,
we set χ̃a = χa. If ι is of the second kind, its restriction σ to Z is the nontrivial
element of the Galois group of Z over Z+, and we set χ̃a = χa · σ(χa). If ι
permutes the simple factors A1 and A2 of A, we set χ̃(a1,a2) = χa1 · χa2 for
(a1, a2) ∈ A1 ⊕ A2 = A. Let ∆(a) be the discriminant of χ̃a(T ). Then ∆ is
a Z+-regular function on A.
If now K is a field extension of Z+, the algebra AK = A ⊗Z+ K endowed
with the K-linear extension of ι is simple, because its centre Z ⊗Z+ K is
either K or a direct sum of two copies of K, which are permuted by ι. For
a ∈ A considered as an element of AK , the meaning of χ̃a is unchanged,
and ∆ extends to a K-regular function on AK such that ∆(a) is still the
discriminant of χ̃a for a ∈ AK .
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The principal open subset defined by ∆ consists of the regular semisimple
elements of A. Thus it is enough to show that A− is not contained in the zero
set of ∆. This will follow if we can prove it for A−K when K is the algebraic
closure of Z+. In this case, the simple factors of A are isomorphic to matrix
algebras such that, if A is simple, ι corresponds to the adjoint map for the
standard bilinear or symplectic form. Since AK is noncommutative, it is easy
to find regular semisimple elements in A−K .

Lemma 2.10. Every ι-stable commutative semisimple subalgebra L of non-
maximal dimension in a central simple algebra A with involution can be ex-
tended to a ι-stable commutative semisimple subalgebra L′ such that L′− 6=
L−.

Proof: W.l.o.g. assume that L is a simple algebra with involution. Then
we saw that the centraliser ZA(L) is a semisimple algebra with involution.
Again w.l.o.g. suppose that ZA(L) is a simple algebra with involution. Since
ι(L) = L it is clear that ι(ZA(L)) = ZA(L). Suppose that ZA(L) is not
commutative. Then the last lemma shows that there exists some regular
semisimple element z in ZA(L)−. We saw that k[z] = ZA(z) and therefore
L ⊂ k[z]. Furthermore k[z] is semisimple and ι-stable. As L was not maxi-
mal it is clear that z /∈ L. Thus k[z]− 6= L−.
If ZA(L) is commutative then ZA(L) is a maximal commutative simple sub-
algebra of A that is ι-stable. If ZA(L) is commutative then it is a field
and it is well known that it is a quadratic field extension of ZA(L)+ and
dimZA(L)+ = dimZA(L)−. The same is true for the subfield L and if
L− = ZA(L)− then it is clear that L = ZA(L). This is a contradiction
as we assumed that L is not maximal.

Corollary 2.3. Let (A, ι) be a k-algebra with involution. If L is maximal
among the ι-stable commutative semisimple k-subalgebras, then L is also
maximal among all commutative semisimple k-algebras.

Proof: This is an immediate consequence of the last lemma.
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3 Classical k-groups
As our definition for k-semisimplicity does not work for arbitrary linear al-
gebraic k-groups we restrict on groups that are naturally embedded in some
k-algebra A. In this work we will restrict ourselves to classical k-groups.
In the literature there are several different definitions for these and for this
reason we have to specify which definition of classical k-groups is used in this
work. Beside this we want to show some properties that will be necessary
for us before we come back to the notion of k-semisimplicity.

3.1 Classical k-groups

Definition. Let (A, ι) be a semisimple k-algebra with involution and let G
be the group of elements in A with gι(g) = 1. Then we will call G a classical
k-group.

Remark:

1. Let g ∈ A be an invertible element. Then it defines an inner automor-
phism a → gag−1 and g commutes with the involution ι if and only
if

gι(a)g−1 = ι(g−1)ι(a)ι(g).

Thus ι(g)g lies in the center of A

2. Assume (A, ι) is a simple k-algebra with involution and V the A-module
induced by the theorem of Artin-Wedderburn. Then we may apply
theorem 2.3 and we see that there exists a ε-σ-hermitian form H on V
such that the involution ι is the adjoint map relative to H. It is an easy
consequence that ι(g) = g−1 ⇔ H(gv, gw) = H(v, w) and therefore the
classical k-groups in simple k-algebras with involution are exactly those
groups that preserve the corresponding ε-σ-hermitian form H.

To get an idea of those classical k-groups we just defined take a look at the
following standard examples for classical groups.

Example. 1. Consider the algebraMn(D)×Mn(Dop) with the involution
ι(X, Y ) = (Y t, X t) where D is again some division algebra over k. In
this case A is a simple k-algebra with involution that is not simple as a
k-algebra. Therefore conjugation by an element g = (X, Y ) commutes
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with ι if and only if (E,E) = gι(g) = (XY t, Y X t) ↔ Y = (X t)−1.
This set is obviously isomorphic to GLn and thus GLn is a classical
k-group. We may also embed the group SLn by

X → (X, (X t)−1) : SLn →Mn(D)×Mn(D).

2. Let A be the algebraMn(D) where D is a division algebra over k, ι(X)
be the conjugate (i.e. some involution σ on D) transpose of X and G
be the set of unitary matrices. It is clear that

Uσ,n,D = {g ∈ A | gι(g) = 1} .

Actually the Gram matrix h is the identity in this case and Uσ,n,D

is the group of elements that preserve the corresponding symmetric
sesquilinearform H.

3. Let A be the algebra M2n(D) where D is a division algebra over k with
involution σ, let

h =

(
0 En
−En 0

)
and let ι = h−1(σ())th. We saw in the last chapter that ι is an involu-
tion. Now the group that is defined by the equation gι(g) = 1 is the
symplectic group Spσ,2n,D. Observe that in this case we have ht = −h
and Spσ,2n,D is the group of elements that preserve the antisymmetric
bilinearform H that is induced by h.

Remarks:

1. In fact there is a more general definition for classical k-groups. This is:
Let (A, ι) be a semisimple k-algebra with involution and let G be a
group that is k-isogenous to an automorphism group G1, with the prop-
erty that any g1 ∈ G1 is compatible with ι i.e. g1(ι(a)) = ι(g1(a)). Then
G is called a classical k-group.
But since we will only consider classical k-groups with the property
that gι(g) = 1 for all g ∈ G we will restrict to the first definition.

2. Let A be a semisimple k-algebra with involution. Then k ⊗ A is a
k-algebra with a k-involution. Since any k-algebra is in particular a
k-vector space we may consider k ⊗ A as a finite dimensional k-vector
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space. Thus we have an affine algebra and the equation gι(g)− 1 = 0
defines a linear algebraic group G. Since ι is k-linear this is a k-closed
set. The set of k-rational points in G equals the set of points in A with
gι(g) = 1.

3. The theorem of Artin-Wedderburn states that A is isomorphic to a
direct product of matrix algebras. As this isomorphism is a k-algebra
isomorphism it maps k-semisimple elements to k-semisimple elements.
This allows us to assume that A is a matrix algebra itself and thus G
is a subgroup of GLn for some natural number n.

4. If A = A1 × . . . × An is a semisimple k-algebra with involution ι such
that Ai is a simple k-algebra with involution for all i then we have for
the classical group G = G1 × . . .×Gn for Gi the classical group in Ai
induced by ι|Ai

. This is the reason why we may restrict ourself s on
classical k-groups in simple k-algebras with involution in most of the
proofs.

5. In fact it is not clear so far that a classical k-group is indeed a k-
group. We know that GLn is a k-group for any n and furthermore in
[Bor91] (Chapter V §23 23.9) it is proven that the group of elements
that preserves a ε-σ-hermitian form is a k-group. We just saw that any
classical k-group is a product of groups of this form. Therefore any
classical k-group is defined over k.

6. If K is a field extension of k then we may consider some classical
k-group G also as a K-group. Also this is not necessarily a classical K-
group (since A⊗K might be not semisimple) we will call it a classical
k-group over K.

Summarizing we can say that a classical k-groupG equals the set of k-rational
points in a linear algebraic k-group we will also denote by G. Considering A
as a k-vector space we may also consider G to be a subgroup of Autk(A) (i.e.
the automorphism group of the k-vector space A) since any g ∈ G defines a
k-automorphism by a→ ga.

It is an interesting question if a classical k-group G spans the corresponding
semisimple k-algebra A as a k-vector space. In general it is not true that a
classical k-group has this property.
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Example.

Consider the simple R-algebra of 1×1 matrices with entries in the quaternions
H together with the R-linear involution ι that is defined by

ι(z + wj) = z − jw

with z, w ∈ C. We want to determine the classical R-group G that is defined
by ι. We have

(z + wj)ι(z + wj) = (z + wj)(z − jw) = z2 + w2 + (wz − zw)j = 1

if and only if z2 + w2 = 1 and wz = zw. Set z = reiφ and w = seiψ then the
second equation is equivalent to φ = ψ modulo π. Thus the first equation
becomes (r2 + s2)e2iφ = 1. Therefore e2iφ = 1 and φ = λπ where λ is an
integer. This implies that z ∈ R and w ∈ R and thus G is isomorphic to
SO2(R). It is clear that the R-linear span of G does not contain the whole
of H.

On the other side we can show that there are classical k-groups that span A.

Lemma 3.1. Let A be the k-algebra Mn(D) for some division algebra D over
k then A(GLn(D)) = A. If A equals Mn(k) then we also have A(On(k)) = A.

Proof: Fix i and j and define the matrix bij = (xvw)vw where xij = 1 and
xvw = 0 else with v, and w in {1, . . . , n}. Then bij is a D-basis of A.
First we want to see that bij ∈ A(GLn(k)) for all i, j. For this purpose
consider the element g1 and g2 ∈ GLn(k) given by g1 = 1

2
bij+1bji+

∑
l 6=i,j 1bll

and g2 = 1
2
bij − 1bji −

∑
l 6=i,j 1bll. It is obvious that these element are in

GLn(k) as exactly one entry in every line and every column is not zero.
Furthermore g1 + g2 = bij. Thus every bij lies in A(GLn(k)). Thus we have
Dbij = Dg1 +Dg2 and as D is a division algebra the elements Dg1 and Dg2
both lie in GLn(D) and therefore A(GLn(D)) = A.
In the case of On(k) in the k-algebraMn(k) we have to consider two different
cases. First consider the basiselements of the form bii. Let g1 =

∑
i 1bii and

g2 = 1bii−
∑

j 6=i 1bjj. The element g1 = E is obviously in On and the element
g2 is invariant under transposition and g22 = 1 thus it is also in On. Then
g1 + g2 = 2bii and therefore bii ∈ A(On).
Secondly consider the elements bij with i 6= j. Here let g1 = 1bij + 1bji +∑

l 6=i,j 1bll and g2 = 1bij − 1bji −
∑

l 6=i,j 1bll. Again it is easy to see that g1
and g2 ∈ On and g1 + g2 = 2bij.
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Thus there exist some examples of classical groups that span the ambient
k-algebra.
Let G be the classical k-group associated to the algebra with involution
(A, ι). Denote by k×G the group of elements a in A with the property that
aι(a) ∈ k×. Let a ∈ k× with aι(a) = c with c ∈ k× and g ∈ G then

aga−1ι(a−1)ι(g)ι(a) = c−1c = 1

and therefore k×G lies in the normalizer of G.

Lemma 3.2. Let A be the k-algebra M2n(k). Let h = (hij)ij with hij = 0
if i + j 6= 2n + 1, hij = 1 if i + j = 2n + 1 and i < j and (hij = −1 if
i+ j = 2n+ 1 and i > j. Then h()th−1 defines an involution ι. The group of
elements that is induced by ι is a classical k-group G. Then the normalizer
of G spans A.

Proof: We use the same notation and method we also used in the last lemma.
Observe that g ∈ G if g is symmetric relative to reflection on the diagonal
that is defined by all entries gij with i + j = 2n + 1. Furthermore if it
is antisymmetric relative to this reflection it lies not in G but in −1G and
therefore in the normalizer of G.
First consider the case bij with i+ j 6= 2n+ 1. Then define g1 =

∑
i bin+1−i +

bij + b2n+1−i2n+1−j and g2 =
∑

i−bin+1−i + bij − b2n+1−i2n+1−j. Then g1 is in
G and g2 is in −1G and their sum is 2bij.
Now consider bij with i + j = 2n + 1. Define g1 =

∑
i bii + bij and g2 =∑

i−bii + bij. Then g1 and g2 are in G and their sum is 2bij.

We saw that the classical group associated to H is a counterexample to the
assumption that every classical k-group spans the ambient algebra. But in
fact we can see that the normalizer of this classical group also spans H. Thus
we suspect that this is a general property of classical k-groups.
Thus consider again H with the involution ι given by

ι(z + wj) = z − jw.

The normaliser of G is the group of elements satisfying gι(g) ∈ R×, and
a computation analogous to the one that was done in the counterexample
shows that

z2 + w2 ∈ R×

and z, w ∈ R. The span of this normaliser is the whole of H.
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Lemma 3.3. Let g be a k-semisimple element in the classical k-group G
that is associated to the semisimple k-algebra with involution (A, ι). Then
the centralizer ZG(g) of g in G is a classical k-group.

Proof: The centralizer of g in G equals the intersection of G with ZA(g).
By lemma 2.5, ZA(g) is a semisimple k-algebra with involution ι1. Thus
{g1 ∈ ZA(g) | g1ι1(g1) = 1} is a classical k-group. But as ι1 = ι|Z(g) this set
equals G ∩ ZA(g).

The fact that gι(g) = 1 for all g ∈ G has some consequences for the minimal
polynomial of elements of classical k-groups.

Lemma 3.4. Let G be a classical k-group in the semisimple k-algebra with
involution (A, ι). Then for any g ∈ G the minimal polynomial is either
symmetric or antisymmetric i.e. for f(T ) = xnT

n + . . . x0 we have xi = xn−i
or xi = −xn−i.

Proof: To see this we have to look at the whole algebra A and consider the
linear algebraic group G as a subset of this algebra. Since µg(T ) is the
minimal polynomial of g we have

µg(g) = gs + . . .+ x1g + x0 = 0

Therefore we can see that g−1 is a zero of µg(T−1) and hence it is also a zero
of T sµg(T−1). The latter is a polynomial and therefore T sµg(T−1)|µg−1(T ).
Since ι(g) = g−1 and since ι is an algebra antiautomorphism we have

ι(µg(g)) = µg(g
−1) = g−s + . . .+ x1g

−1 + x0 = 0

Thus µg(g−1) is zero and therefore µg(T ) divides the minimal polynomial
µg−1(T ) of g−1. Interchanging the roles of g and ι(g), we see that µg−1(T )
divides µg(T ) and hence µg(T ) = µg−1(T ). So if g is an element in a classical
k-group the minimal polynomial of g equals the minimal polynomial of g−1.
Since µg−1(T ) = µg(T ) the degree of µg−1(T ) = s and therefore µg−1(T ) =
T sµg(T

−1). Putting these facts together we get for the element g in the linear
algebraic group G

T s + . . .+ x1T + x0 = µg(T ) = µg−1(T )

T−sµg(T
−1) =

1

x0
(x0T

s + . . .+ xs−1T + 1).
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Now this implies that 1
x0

= x0 and thus x0 = 1 or x0 = −1 and therefore
µg(T ) is symmetric or µg(T ) is antisymmetric.

Remark:
One might think that the standard example for a k-semisimple element ga
does not fulfil this property. But we saw in Example (1) that GLn as a clas-
sical k-group is a subgroup of Mn(k)×Mn(k) and that g ∈ GLn corresponds
to the pair (g, (g−1)t). If we consider ga then the minimal polynomial is
(T p − a)(T p − a−1) and thus the minimal polynomial is symmetric.

Lemma 3.5. Let f(T ) be a polynomial of degree n and set f ′(T ) = T nf(T−1)
then the following holds:

1. If fg = h then f ′g′ = h′.

2. If f is irreducible, then so is f ′.

3. If a polynomial P divides f to the exact power m, then P ′ divides f ′ to
the exact power m.

Proof: 1: Let f(T ) =
∑n

i=0 xiT
i and let g(T ) =

∑m
j=0 yjT

j. Then we have

h(T ) = f(T )g(T ) =
n+m∑
l=0

l∑
j=0

yjxl−jT
l

Thus

h′ = Tm+n

n+m∑
l=0

l∑
j=0

yjxl−jT
−l

= Tm+n(
n∑
i=0

aiT
−i)(

m∑
j=0

yjT
−j) = T nf(T−1)Tmg(T−1) = f ′(T )g′(T )

2: Let f(T ) =
∑n

i=0 xiT
i then f ′(T ) =

∑n
i=0 xiT

n−i. But then

(f ′)′(T ) = f(T )

Now suppose f ′(T ) was not irreducible. Then there exist polynomials P1(T )
and P2(T ) such that f ′(T ) = P1(T )P2(T ). But then property 1 shows that

f(T ) = (f ′)′(T ) = P ′1(T )P ′2(T )
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and thus f(T ) is not irreducible.

3: Let f(T ) = Q(T )P (T )m then applying property 1 repeatedly yields

f ′(T ) = P ′(T )(Pm−1Q)′(T ) = (P ′)2(T )(Pm−2Q)′(T )

= . . . = (P ′)m(T )Q′(T )

Suppose there exists some P1(T ) such that Q′(T ) = P ′(T )P1(T ) then Q(T ) =
P (T )P ′1(T ) and P (T ) does not divide f(T ) to the exact power m.

Corollary 3.1. Let G be a classical k-group in (A, ι) and let g ∈ G. If the
polynomial P (T ) divides the minimal polynomial µg(T ) to the exact power m
then P ′(T ) divides µg(T ) to the exact power m. The product of P (T ) with
P ′(T ) is symmetric.

Proof: Observe that a polynomial f(T ) is symmetric (resp. antisymmetric)
if and only if f(T ) = εf ′(T ) where ε = 1 if f is symmetric and ε = −1
is f is antisymmetric. We saw in lemma 3.4 that µg(T ) is symmetric or
antisymmetric and therefore µg(T ) = εµ′g(T ). If P (T ) divides µg(T ) to the
exact power m then property 3 of the last lemma shows that P ′(T ) divides
µ′g(T ) = εµg(T ) to the exact power m.
Now we want to see that the product of P ′(T ) with P (T ) is symmetric or
antisymmetric.

P (T )P ′(T ) =
2s∑
j=0

s∑
i=0

xixs+i−jT
j

To proof our claim consider the coefficients cj of T j and c2s−j of T 2s−j. As
xi = 0 for i < 0 or i > s we have

cj =
s∑
i=0

xixi+s−j =
∑
i
i≤j

xixi+s−j

and

c2s−j =
s∑
i=0

xixj+i−s =
∑
i

i+j≥s

xixi+j−s.

Now set i+ j − s = l and we obtain

c2s−j =
s∑
l=0

xl−j+sxl =
∑
l
l≤j

xlxl+s−j = cj
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and thus P (T )P ′(T ) is symmetric.

Remark:
The last corollary shows the following: Let µg(T ) =

∏s
i=0 Pi(T )mi be the

minimal polynomial of g ∈ G where Pi(T ) are irreducible polynomials with
Pi(T ) 6= Pj(T ) for i 6= j and G is a classical k-group. Then Pi(T ) is ei-
ther symmetric, antisymmetric or there exists some ji with mi = mji and
Pji(T ) = P ′i (T ).

We want to make use of the fact that the minimal polynomial of an element in
G is symmetric or antisymmetric. Thus suppose f(T ) is a symmetric or anti-
symmetric polynomial. Then we claim that H(f(g)v, u) = H(v, εg−nf(g)u)
where n is the degree of f(T ) and ε = 1 if f is symmetric and −1 it f is anti-
symmetric. We saw that the fact that f is symmetric (resp. antisymmetric)
implies that f(T ) = f ′(T ) = T nf(T−1) and therefore f(g) = gnf(g−1). Let
f(T ) = xnT

n + . . . + x0 with xi = εxn−i then we use the fact that ι is the
adjoint map relative to the form H and see that

H(f(g)v, u) =
n∑
j=0

xjH(gjv, u) =
n∑
j=0

xjH(v, ι(gj)u)

= H(v, f(g−1)u) = H(v, εg−nf(g)u)

As an easy consequence we obtain

H(f(g)iv, u) = H(v, ε′g−inf(g)iu)

where ε′ = −1 if i is odd and f is antisymmetric and 1 else.

We may use this to decompose an A-module in subspaces that are pairwise
orthogonal. Let (A, ι) be a simple k-algebra with involution, g ∈ G, µg(T ) be
the minimal polynomial of g and V be an A-module such that A = EndD(V ).
We know that V =

⊕
Vi. Now define qi(T ) = Pi(T ) if Pi(T ) is symmetric

or antisymmetric and define qi(T ) = Pi(T )P ′ji(T ) else. Furthermore denote
V ′i = Vi if qi(T ) = Pi(T ) and V ′i = Vi ⊕ Vji if qi(T ) = Pi(T )P ′i (T ). Then we
obtain some new decomposition V =

⊕
V ′i . We want to show that V ′i⊥V ′j

for all i 6= j. To see this observe that qi(g) acts as an automorphism on V ′j for
all j 6= i as qi(T ) and qj(T ) are prime to each other. Thus for every v ∈ V ′i
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there exists some v′ ∈ V ′i such that pj(g)v′ = v. This yields for all v ∈ V ′i
and w ∈ V ′j

H(v, w) = H(qj(g)v′, w) = H(v′, εg−nqj(g)w) = H(v′, 0) = 0

where n is the degree of qj(T ). This is true because V ′i = {v ∈ V | qj(g)v = 0}.

Suppose (A, ι) is a simple algebra with involution and consider the left A-
module V such that A = EndD(V ) for some division algebra D. Let g ∈ G
where G is the classical k-group in A induced by ι. Furthermore let f(T ) be
a symmetric or antisymmetric element of k[T ] such that f(g) is a nilpotent
endomorphism of V . We want to use f(g) to induce some selfdual flag. (For
example if f(T )m = µg(T ) then these prerequisites are fulfilled.)
Let f(T ) be of degree n. Now define

Vl =
∑
i,j≥0
j−i≥l

Ker f(g)i+1 ∩ Im f(g)j.

Observe that a summand i = −1 is possible but as Ker f(g)0 = {0} this
summand does not change the entire sum.
As Im f(g)0 = V and Ker f(g)n = V we see that V−n+1 = V . On the other
side if l = n then j − i ≥ n implies that j ≥ n as −i ≤ 0. (−i = 1
does not change the sum) Since Im f(g)n = {0} this shows that Vn = {0}.
Ifj − i ≥ l + 1 then j − i ≥ l and therefore Vl+1 ⊂ Vl. Thus

{0} = Vn ⊂ Vn−1 ⊂ . . . ⊂ V−n+2 ⊂ V−n+1 = V

Now we want to examine the action of f(g) on Vl and we claim that f(g)Vl ⊂
Vl+2. Let v ∈ Ker f(g)l this implies that f(g)lv = 0 = f(g)l−1f(g)v. Thus
f(g)v lies in Ker f(g)l−1. It is also clear that f(g) Im f(g)l ⊂ Im f(g)l+1.
Thus

f(g)
∑
i,j

j−i≥l

Ker f(g)i+1 ∩ Im f(g)j ⊂
∑
i,j

j−i≥l

Ker f(g)i ∩ Im f(g)j+1

with the substitution i′ = i− 1 and j′ = j + 1 we obtain∑
i′,j′

j′−i′≥l+2

Ker f(g)i
′+1 ∩ Im f(g)j

′
= Vl+2

We will need the following lemma that gives us some more information about
Vl.
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Lemma 3.6. Let V be a right D-module and let f(g) be a nilpotent endo-
morphism of V . Then∑

i,j
j−i≥l

Ker f(g)i+1 ∩ Im f(g)j =
⋂
i,j

j−i≤l

(Ker f(g)i + Im f(g)j)

Proof: Both sides are right D-modules but as f(g) is D-linear it is enough to
proof their equality as vector spaces over the center K of D. Furthermore we
may assume that V is a cyclic f(g)-module. Let m = dimK(V ) and choose
a basis denoted by

e1−m, . . . , em−1

such that f(g)es = es−2 where e−m−1 = 0. Then

Ker f(g)i = 〈es | s ≤ 2i−m− 1〉

and
Im f(g)j = 〈es | s ≤ m− 2j − 1〉

Thus

Ker f(g)i+1 ∩ Im f(g)j = 〈es | s ≤ min(2i−m+ 1,m− 2j − 1)〉

Ker f(g)i + Im f(g)j = 〈es | s ≤ max(2i−m− 1,m− 2j − 1)〉
Therefore∑
i,j

j−i≥l

Ker f(g)i+1 ∩ Im f(g)j =

〈
es | s ≤ max

i,j
j−i≥1

min(2i−m+ 1,m− 2j − 1)

〉

⋂
i,j

j−i≥l

(Ker f(g)i + Im f(g)j) =

〈
es | s ≤ min

i,j
j−i≥1

max(2i−m− 1,m− 2j − 1)

〉

There are two cases. Case one j + i ≤ m− 1. Then 2i−m− 1 ≤ m− 2j − 1
and 2i−m+ 1 ≤ m− 2j − 1 and we obtain

max
i,j

j−i=1

(2i−m− 1) = −l

min
i,j

j−i=l

(m− 2j − 1) = −l
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for every l.If j + i ≥ m and thus 2i−m− 1 ≥ m− 2j − 1 and 2i−m+ 1 ≥
m− 2j − 1 then

max
i,j

j−i=1

(m− 2j − 1) = −l − 1

min
i,j

j−i=l

(2i−m− 1) = −l − 1

for every l.

Then there exists the dual flag

{0} = V ⊥−n+1 ⊂ V ⊥−n+2 ⊂ . . . ⊂ V ⊥n−1 ⊂ V ⊥n = V

where V ⊥i := {v ∈ V |H(v, w) = 0 ∀ w ∈ Vi}.

Lemma 3.7. If f(T ) is a symmetric (resp. antisymmetric) polynomial of
exact degree m such that f(g) is a nilpotent endomorphism on V then the
flag that is induced by f(T ) in the way just described is selfdual relative to
H. (i.e. V ⊥−n+1+i = Vn−i))

Proof: We saw that H(f(g)jv, w) = H(v, ε′g−jmf(g)jw). We claim that this
implies that

Ker f(g)j = (Im f(g)j)⊥

We first want to show that Ker f(g)j ⊂ (Im f(g)j)⊥. So let w ∈ Ker f(g)j

and v be an arbitrary element in Im f(g)j. Then we see that

H(v, w) = H(f(g)jv1, w) = H(v1, ε
′g−jmf(g)jw) = H(v1, 0) = 0

Now we want to see that (Im f(g)j)⊥ ⊂ Ker f(g)j. So let v ∈ (Im f(g)j)⊥

we want to see that f(g)jv = 0. As H is nondegenerate we know that
H(f(g)jv, u) = 0 for all u implies that f(g)jv = 0. So let u be an arbitrary
element in V then f(g)ju ⊂ Im f(g)j and therefore

H(f(g)jv, u) = H(v, ε′g−jnf(g)ju) = 0

Thus the equation is shown. Now observe that for the orthogonal compliment
we have the equation (A + B)⊥ = A⊥ ∩ B⊥ for A and B submodules of V .
This implies that

(
∑
i,j

j−i=l

Ker f(g)i+1 ∩ Im f(g)j)⊥ =
⋂
i,j

j−i=l

(Ker f(g)j + Im f(g)i+1)

35



If we exchange j − i = l by j − i ≥ l in the index of the sum it is obvious
that we obtain j − i ≤ l in the index of the intersection. The substitution
j = i′ and i+ 1 = j′ shows that the intersection becomes⋂

i,j
j′−i′=−l+1

(Ker f(g)i
′
+ Im f(g)j

′
)

Using lemma 3.6 we see that this is V−l+1 and therefore we obtain V ⊥n−i =
V−n+1+i.

Lemma 3.8. In the above situation there exist subsets Wi of V such that
Vi+1 ⊕Wi = Vi and Wi⊥Wj for all j 6= −i.

Proof: Set Wn−1 = Vn−1. Then Wn−1 is totally isotropic since Wn−1 ⊂
V−n+2 = V ⊥n−1 which follows from the selfduality of the flag. But then there
exists some totally isotropic subspace U s.t. U ∩Wn−1 = {0}, dimU=dimW1

and the bilinear form H is nondegenerate on U + W1. Set W−n+1 = U then
W−n+1 + V−n+2 = V because dimW−n+1+dimV−n+2=dimV and W−n+1 ∩
V ⊥n−1 = {0}. The last assertion follows form the fact that H is nondegenerate
on Wn−1 +W−n+1.
Let i ≥ 0. If Wn−i is known then define W−n+i to be the totally anisotropic
subspace s.t. W−n+i ∩Wn−i = {0} and dimW−n+i = dimWn−i. Now define
Wn−i−1 = (

∑
0≤j≤iW−n+j−1)

⊥ ∩ Vn−i−1. Obviously Wn−i−1 ∩ Vn−i = {0}
because W⊥

−n+i ∩ Vn−i = {0}. Thus again by dimensional considerations we
can see that Vn−i−1 = Vn−i +Wn−i−1.
This inductively defines the Wi for all i. Finally we have to show that the
subspaces defined this way satisfy Wi⊥Wj for all j 6= −i. Still let w.l.o.g i ≥
0. If j > −i+ 1 this follows directly from the selfduality of the flag. Because
Wi ⊂ Vi ⊂ V−i+1 = V ⊥i . And since j > −i + 1 we see that Wj ⊂ V−i+1. If
j < −i+ 1 then this follows directly from the construction.
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4 k-semisimple elements and pseudotori in clas-
sical k-groups

4.1 k-semisimple elements in classical k-groups

As the k-rational points of G are canonically embedded in the k-algebra A
we can define an element g ∈ G(k) to be k-semisimple if the image of g
under the canonical embedding is a k-semisimple element of A. This means
we make the following definition.

Definition. Let G be a classical k-group associated to the k-algebra A with
involution. Then an element g ∈ G(k) is called k-semisimple if the subalgebra
k[g] ⊂ A that is generated by g is semisimple.

If we restrict A to the set {x ∈ A|xι(x) = 1} then lemma 2.3 shows that an
element x is k-semisimple in A if and only if the k-algebra with involution
(k[x], ιk[x]) is a semisimple k-algebra with involution. Thus for a k-semisimple
element g in a classical group G associated to a semisimple k-algebra with
involution (A, ι) the algebra k[g] is not only a semisimple k-algebra but a
semisimple k-algebra that is invariant under ι.
We want to find an equivalent property for k-semisimplicity in the case of
classical k-groups that might replace our definition and extend it to arbitrary
linear algebraic k-groups.

Let C1 and C2 be conjugacy classes in G that contain k-rational elements.
Then we say that C1 ≤ C2 if C1 ⊂ C2. In particular we call a conjugacy
class k-minimal if its closure contains no other conjugacy classes that contain
k-rational elements.
A special case of the following theorem can already be found in an unpub-
lished manuscript by Werner Hoffmann.

Theorem 4.1. Let G be the classical k-group associated to the semisimple
k-algebra with involution (A, ι) and let g ∈ G be a k-rational element. Then
there exists some k-semisimple k-rational element g1 ∈ G such that Cg1 ≤ Cg.

Proof: If we can see that there exists some k-semisimple k-rational element
g1 ∈ Cg then this implies that the whole conjugacy class Cg1 lies in Cg.
(g1 ∈ Cg =

⋂
S⊃Cg

S where S are closed sets. Then for all such S we have
aSa−1 is closed and contains Cg. This implies that ag1a−1 ∈ Cg).
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G(k) is embedded in the semisimple k-algebra A and we saw that w.l.o.g. we
may assume (A, ι) is a simple k-algebra with involution. (else G = G1×. . . Gn

for Gi a classical k-group associated to a simple k-algebra with involution
(Ai, ι|Ai

) for every i.) By the theorem of Artin-Wedderbrun we know that
we furthermore may assume that there exists some A-module V such that
A = EndD(V ) for some division algebra D. As the isomorphism from A
to Mn(D) is a k-algebra isomorphism it maps k-semisimple elements on k-
semisimple elements. Therefore we can say that G is isomorphic to some
subgroup of GLD(V ). Again using the theory of elementary divisors we can
see that V is a direct sum of cyclic primary k[T ]-modules Vi.
We saw that we may also decompose V =

⊕
V ′i where the V ′i are pairwise

orthogonal. Thus again we can simplify the situation and assume that V =
k[T ]/(f(T )m) for some symmetric or antisymmetric polynomial f(T ) ∈ k[T ]
and some m ∈ N. As f(T )m is symmetric or antisymmetric lemma 3.7 yields
a selfdual flag. But then with the help of lemma 3.8 we see that V ∼=

⊕n
−nWi

s.t. Wi⊥Wj for all j 6= −i (with respect to the sesquilinearform H that is
induced by the involution ι). Next we define a cocharacter λ : k× → GLD(V ).
The action on each component Wi is given by λ(u)|Wi

:= ui. Let v =
∑

i vi,
w =

∑
iwi be two arbitrary elements in V with vi and wi ∈ Wi for all i then

we have

H(λ(u)v, λ(u)w) =
∑
i

H(λ(u)vi, λ(u)w−i)

=
∑
i

H(uivi, u
−iw−i)

=
∑
i

H(vi, w−i) = H(v, w)

Therefore λ(u) ∈ G for all u ∈ k× and therefore λ(u−1)gλ(u) ∈ Cg for all
u ∈ k×. We claim that we can extend the map u → λ(u−1)gλ(u) to the
whole of k and that the element g1 := λ(0−1)gλ(0) ∈ Cg is k-semisimple.
To see that this is true we need to consider λ(u)−1gλ(u). Decompose g ∈
EndD(V ) =

⊕
i,j HomD(Wj,Wi) into its components gij. Then (gw)i =∑

j gijwj and gij = 0 for all i > j. This is true because the selfdual flag we
considered to construct Wi is invariant under G. As the flag was indexed
decreasingly i.e. the biggest A-module was the one with the lowest index,
andWi is not contained in some D-module of the flag with index higher then
i we can see that gij = 0 for i > j. Therefore (λ(u−1)gλ(u))ij = uj−igij.
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As gij = 0 if i > j this is well defined for all u ∈ k. Furthermore g1 acts
as diagonal matrix as (λ(0)−1gλ(0))ij = 0 for all i 6= j. Therefore it is k-
semisimple. Furthermore g1 ∈ Cg(k) and in particular g1 ∈ G.

Theorem 4.2. Let G be the classical k-group GLn(k). Then the k-minimal
conjugacy classes that contain k-rationale elements are the k-semisimple
ones.

Proof: We just saw that the closure of every conjugacy class contains some
k-semisimple k-rational element and thus all that needs to be shown is that
the k-semisimple conjugacy classes are minimal.
Thus let g0 be k-semisimple with minimal polynomial µg0(T ) =

∏n
i=1 Pi(T )

and let Cg0 be the conjugacy class of g0. At first we want to see that φi :
Cg0 → N that is defined by φi(g) = dimKerPi(g) is upper semi-continuous
for all i. It is clear that the function φi is upper semi-continuous if and only
if the function g → dim ImPi(g) is lower semi-continuous. The dimension
of the image of Pi(T ) equals the rank of the matrix that corresponds to the
endomorphism Pi(T ). The rank is the maximal order of a minor that is not
equal to zero. Thus consider the open subset of elements such that this minor
is not zero. In this neighbourhood the rank could only get bigger but not
smaller and thus φi is upper semi-continuous.
The minimal polynomial annihilates all elements in Cg0 . This is true since
the associated topology is the Zariski topology and P1(g) · · ·Ps(g) = 0 for
all g ∈ Cg0 . The dimensions of the primary components Vi have to add up
to dimV on Cg0 and as the dimension is a upper semi-continuous function it
also has to be a lower semi-continuous function. Therefore the dimension of
the primary components is continuous on Cg0 and since it is constant on Cg0
it is also constant on Cg0 .
A k[T ]-module annihilated by Pi(T ) is a k[T ]/(Pi(T ))-vector space and thus
is determined up to isomorphism by its dimension. Therefore any two k-
rational elements of Cg0 define isomorphic k[T ]-modules, and an isomorphism
is given by h ∈ GLk(V ) that conjugates one to the other. Therefore there
exists no k-rational g ∈ Cg0 such that Cg is a proper subset of Cg0 and thus
the conjugacy classes of k-rational, k-semisimple elements are k-minimal.

If one tries to generalise this theorem to arbitrary classical k-groups one faces
different problems. One problem is that the fact that the dimensions of the
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primary components is constant on Cg0 does not imply that the primary
components are isomorphic as k[T ]-D-bimodules.
The second problem is that the conjugating element h need not lie in the
classical k-group G if G 6= GLn.
If these problems were solved then this theorem would give rise to a new
definition for k-semisimplicity of elements in arbitrary linear algebraic k-
groups. Anyway this new definition is not very handsome since it is not easy
to check whether a conjugacy class is minimal or not.

Lemma 4.1. Let µ : G1 → G2 be a closed surjective morphism of topolog-
ical groups. Then µ maps minimal conjugacy classes to minimal conjugacy
classes.

Proof: Let C be a minimal conjugacy class. It is clear that the image of
a conjugacy class under a surjective group morphism is a conjugacy class.
Therefore we only have to check the minimality.
Since µ is closed µ(C) is closed and thus µ(C) ⊂ µ(C). On the other hand
µ(C) ⊂ µ(C) since µ is continuous and thus µ(C) = µ(C).
If µ(C) was not minimal then there existed some conjugacy class C1 such
that C1 ( µ(C) = µ(C) but then µ−1(C1) was a union of closed conjugacy
classes in C which is a contradiction to the minimality of C.

In our special case we have to consider two different topologies. The classical
k-group G which is in particular an algebraic k-group is initially defined
over the algebraically closed field k and thus its topology Tk is the Zarisky
topology that comes from the algebra of polynomials k[G]. But we examine
the algebraic k-group G. This group is provided with the Zarisky topology
Tk that comes from k[G] and this topology is in fact a subtopology of the
first one.
It is obvious that a morphism that is closed relative to Tk need not be closed
relative to Tk.

Lemma 4.2. Let G be a classical k-group and let µ be a surjective map with
finite kernel to a k-group G1. Then µ is closed relative to Tk.

Proof: Denote by p the projection from G to G/kerµ where the latter is
provided with the quotient topology. Then p is continuous by definition and
furthermore it is closed. To see this let O be a closed set in G. Then the
image under p is Okerµ. Since kerµ is finite this set is closed as a finite
union of closed sets. Let φ be the isomorphism G/kerµ → G1. Since p and
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µ are defined over k it is clear that φ is also defined over k. But if φ is
a k-isomorphism then φ−1 is also a k-isomorphism and thus in particular
continuous. But then φ is closed.
This finally yields that µ as a composition of two closed morphisms is closed
itself.

4.2 Definition and standard example of k-pseudotori

When dealing with semisimple elements in linear algebraic groups, tori play a
significant role. Since k-semisimple elements are a generalisation of semisim-
ple elements we obtain a generalisation of tori by changing the conditions.
This gives rise to the following definition.

Definition. Let G be the classical k-group associated to the k-algebra with
involution (Aι). A connected commutative k-subgroup Q of G will be called
a k-pseudotorus if every k-rational element of Q is k-semisimple.

It is apparent that any torus is a k-pseudotorus but not every k-pseudotorus
is a torus.

Example. Once again consider the classical k-group GLp in the simple k-
algebra A = Mp(k) and take a look at the element ga ∈ GLp(k) given by

ga =


0 1 0 · · · 0
0 0 1 · · · 0
... . . . . . . ...
0 · · · 0 1
a · · · 0 0


where a has no p’th root in k. We already saw that this element is k-
semisimple but not semisimple. The set k[ga]\{0} is obviously commutative
and we will see that it is a k-subgroup of GLp(k). Furthermore it will be
shown that every element in this set is k-semisimple. Thus every k-rational
element in k⊗k[ga]\{0} is k-semisimple. It is obvious that k[ga] is isomorphic
to the field extension k(u) of k where u is the p’th root of a in k. Therefore we
know that GLp(k)∩ k[ga] ∼= k[ga]

× and we know that k[ga]
× is an irreducible

variety (K× is an irreducible variety for every field K). Therefore GLp(k) ∩
k[ga] is connected and hence k ⊗ k[ga] ∩ GLp is a k-pseudotorus. Because
ga is not semisimple it is not a torus and thus this is an example for a k-
pseudotorus that is no torus.
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In addition we will see that the centralizer ZA(ga) also equals k[ga] and this
will show that k[ga]\{0} is in fact a maximal k-pseudotorus.

We want to calculate the determinant of an arbitrary element in k[ga] and
see that any element in k[ga] that is not equal to 0 is invertible.

Lemma 4.3. Consider a k-rational element g ∈ A with µg(T ) = T p
n − a

where a has no p’th root in k and

k[g]\{0} = x0 + x1g + . . . xpn−1g
pn−1

with xi ∈ k. Then for any g0 ∈ k[g] with g0 = x0 + x1g + . . . xpn−1g
pn−1 we

have det(g) = xp
n

0 + xp
n

1 a + . . . + xp
n

pn−1a
pn−1. In particular this implies that

det(g0) 6= 0 and thus g is invertible.

Proof: Consider the indices of the matrix entries modulo p and denote by C
the set of cyclic shifts. Then∑

σ∈C

sgn(σ)

p−1∏
i=0

giσ(i) = xp
n

0 + xp
n

1 a+ . . . xp
n

pn−1a
pn−1

for gij the matrix entries of g0. Thus all that needs to be shown is that all
the other summands that contribute to the Leibniz formula for determinants
sum up to zero. To see this let C act on the symmetric group by conjugation.
Then the C-conjugacy class of any element that is not in C has pn elements
and each of these permutations yields the same summand. Since the field
has characteristic p this equals 0.
Suppose det(g0) = 0. Then xp

n

0 + a(xp
n

1 + . . . xp
n

p−1a
pn−2) = 0 but since a has

no p’th root in k this implies that x0 = 0. Since a 6= 0 this is equivalent to
xp

n

1 + . . . xp
n

pn−1a
pn−2 = 0. Now it follows inductively that all xi = 0.

This shows in particular that any element in k[ga] has an inverse.

Theorem 2.1 shows that the algebra k[g] is semisimple and it is commutative
and thus by lemma 2.6 it is a direct sum of fields. Lemma 2.3 shows that
the inverse is also in k[g] ∩G(k) and thus k[g] ∩G(k) is a group.

Corollary 4.1. Let G be the classical k-group associated to the semisimple
k-algebra with involution (A, ι) and let g ∈ G(k) be a k-semisimple element.
Then any element in k[g] is k-semisimple.
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Proof: Lemma 2.6 shows that k[g] is a direct sum of fields. Suppose g0 ∈ k[g]
was not k-semisimple then the minimal polynomial µg0(T ) of g0 was not
square-free. Let µg0(T ) = Q(T )P (T )n for some natural number n > 1 and
some polynomials Q(T ) and P (T ). Then the element Q(g0)P (g0) lies in k[g],
it is not 0 and it is obviously nilpotent. But there exist no nilpotent elements
in a direct sum of fields.

In particular this shows that any element in k[ga] is k-semisimple.

Lemma 4.4. Let Q be a k-pseudotorus in the classical k-group G associated
to the semisimple k-algebra with involution (A, ι). Then k[Q(k)] is a direct
sum of fields.

Proof: Since Q is commutative the k-algebra k[Q(k)] is also commutative and
thus all that needs to be shown is that k[Q(k)] is a semisimple k-algebra. But
k[Q(k)] =

∑
g∈Q(k) k[g] and every g ∈ Q(k) is k-semisimple. Therefore k[g] is

a semisimple k-algebra for every g ∈ Q(k) and thus k[Q(k)] is a semisimple
k-algebra.

Thus if we want to see that k[ga]\{0} is a k-pseudotorus all that is left to
show is that k[ga] is a k-group. Again we do this in a more general setting.

Theorem 4.3. Let G be the classical k-group associated to the semisimple
k-algebra with involution (A, ι). If g ∈ G(k) is a k-semisimple element then
k ⊗ k[g] ∩G is also a classical k-group.

Proof: As g ∈ G(k) fulfils gι(g) = 1 we may apply lemma 2.3 that shows that
k[g] is a semisimple k-algebra with involution. Thus k[g]∩G(k) is the set of
all elements a in a semisimple k-algebra with involution that fulfil aι(a) = 1.
This defines a classical k-group.

Remark:
Actually the same proof shows that for an arbitrary k-pseudotorus Q in
the classical k-group G that is associated to the semisimple k-algebra with
involution (A, ι) the group k[Q(k)]∩G(k) is invariant under ι. As k[Q(k)] is a
direct product of field extensions of k it is clear that any element in k[Q(k)] is
k-semisimple. This implies that ((k⊗ k[Q(k)])∩G)0 is also a k-pseudotorus.
Finally we have seen that the group (k⊗k[ga])∩G = k⊗k[ga]\ {0} is in fact
a k-pseudotorus. Actually we have seen even more.
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Corollary 4.2. Let G be the classical k-group associated to the semisimple
k-algebra with involution (A, ι) and let g ∈ G(k) be a k-semisimple element
then ((k ⊗ k[g]) ∩ (G))0 is a k-pseudotorus.

Proof: The algebra k⊗ k[g] is abelian. Furthermore corollary 4.1 shows that
any g0 ∈ k[g] is k-semisimple and thus every k-rational element in k⊗ k[g] is
k-semisimple. Theorem 4.3 shows that k[g]∩G(k) is a classical k-group and
thus the identity component is in particular a connected k-group.

4.3 Maximal k-pseudotori

In the theory of linear algebraic groups or Lie groups maximal tori play an im-
portant role and thus it seems reasonable to examine maximal k-pseudotori.
As in the case of tori we will say a k-pseudotorus Q is maximal if for every
k-pseudotorus Q0 with Q ⊂ Q0 we have Q = Q0.
We defined the notion of a k-regular element in a k-algebra with involution
and now we want to give a definition for k-regularity in a classical k-group
G.

Definition. A k-semisimple element g in the classical k-group G is called
k-regular if dimZG(g) is minimal.

This definition is closely related to the notion of a regular element in a linear
algebraic group as it is given for example in [Bor91] (12.2).
To deal with this definition we want to give some informations about the
Lie algebra of a classical k-group. Thus let G be a classical k-group in the
semisimple k-algebra with involution (A, ι). We know that this means that

G := {g ∈ A | gι(g) = 1} .

Then the Lie algebra g of G is given by

g = {x ∈ A | ι(x) = −x} (6)

and therefore the Lie algebra of the classical k-group G equals the eigenspace
A− of ι to the eigenvalue −1 in A. The dimension of G equals the dimension
of A−.

As G is canonically embedded in A we want to see that the notion of k-
regularity of g considered as an element of G corresponds to the notion of
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k-regularity of g considered as an element of the semisimple k-algebra A. We
will assume without loss of generality thatA is a central simple k-algebra.(else
consider the simple summands over the center of A)
Thus let g be a k-semisimple element. We want to see that dimZG(g) is min-
imal if and only if the algebra k[g] is a maximal commutative k-subalgebra.
By theorem 2.4 (if necessary applied on the single simple summands) it is
clear that the dimension of ZA(k[g]) is minimal if and only if the dimen-
sion of k[g] is maximal. Thus ZA(k[g]) is minimal under all g ∈ G if
k[g] is maximal under all g ∈ G i.e. it is maximal under all ι-invariant
commutative semisimple k-algebras. Thus we need lemma 2.3 to see that
the k[g] are maximal among all commutative semisimple k-algebras. As
ZG(g) = ZA(g) ∩ G we know that in particular dim(ZG(g)) = dim(ZA(g)).
Furthermore ZA(k[g]) = ZA(g) and thus by theorem 2.4 the equivalence of
the two definitions follows.

We claimed that k[ga]\{0} is an example for a maximal k-pseudotorus. To
see this we want to examine the centralizer of k-regular elements. We saw in
lemma 2.8 that for a k-regular element a we have ZA(a) = k[a]. Thus if we
can see that ga is a k-regular element then it is clear that

ZA(ga) =
{
x0E + x1ga + x2g

2
a + · · ·+ xp−1g

p−1
a | xi ∈ k

}
.

As the dimension of k[ga] over k is p and the dimension of A = Mp(k) over
k is p2 lemma 2.7 shows that ga is k-regular and therefore ZA(ga) = k[ga].

Corollary 4.3. Let G be the classical k-group associated to the semisimple k-
algebra with involution (A, ι). If g ∈ G0 is a k-regular k-semisimple element
then ((k ⊗ k[g]) ∩G)0 is a maximal k-pseudotorus.

Proof: As g is k-regular the set k ⊗ k[g] ∩ G is the maximal set of elements
in k ⊗ A ∩ G that commute with g. We saw that ((k ⊗ k[g]) ∩ G)0 is a
k-pseudotorus by corollary 4.2 and thus it is a maximal k-pseudotorus.

Remark:
Actually we can see that for g 6= 1 the last corollary implies that the maximal
k-pseudotorus (k ⊗ k[g] ∩ G)o is not trivial. This follows directly from the
fact that (k ⊗ k[g]) ∩G is a classical k-group and thus in particular a linear
algebraic k-group. For linear algebraic k-groups G0 it is known that G0/G

0
0
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is finite. But as (k⊗k[g])∩G is not trivial this implies that ((k⊗k[g])∩G)0

is not trivial.

We can show that every maximal k-pseudotorus Q is the identity component
of a classical k-group. To do so use lemma 4.4. In the proof of this lemma
we saw that k[Q(k)] is a semisimple k-algebra. Since Q(k) is invariant under
ι the algebra k[Q(k)] is also invariant under ι and thus we have a semisimple
k-algebra with involution. Suppose ((k ⊗ k[Q(k)]) ∩ G)0 6= Q. We saw in
the remark of theorem 4.3 that ((k⊗ k[Q(k)])∩G)0 is a k-pseudotorus. Fur-
thermore it contains Q and since Q is a maximal k-pseudotorus this implies
that ((k ⊗ k[Q(k)]) ∩G)0 = Q. As k[Q(k)] is a semisimple k-algebra that is
invariant under ι and G(k) is the set of elements with gι(g) = 1 it is obvious
that (k ⊗ k[Q(k)]) ∩ G is a classical k-group. But then Q is the identity
component of a classical k-group.

Theorem 4.4. Let Q be a pseudotorus in the classical k-group G associ-
ated to the semisimple k-algebra with involution (A, ι). Then Q lies in a
pseudotorus of maximal dimension.

Proof: Denote by Z the center of A and by L a maximal commutative
semisimple Z+-subalgebra such that Q ⊂ L. We know that Q lies in the
classical k-group that is associated to (L, ι|L) and that this classical group is
a direct sum of classical groups associated to the simple algebras with invo-
lution Li.
Lemma 2.7 shows that for L =

⊕
i Li a maximal commutative semisimple

subalgebra we have dimZ(L) =
√

dimZ(A). If ι(Li) = Li then there are two
possibilities. If ι acts trivial on Li then dimZL

−
i = 0. If ι does not act trivial

then L+
i is a subfield of Li and it is well known that Li is a quadratic Galois

extension of L+
i . But then dimZL

−
i = 1

2
dimZLi. If ι(Li) = Lj for some i 6= j

then we saw that ι interchanges the entries of Li and Lj and thus it is clear
that dimZ(Li ⊕ Lj)

− = dimZ(Li)
− = dimZ(Lj)

−. In particular this shows
the following:
If
∑

i dimZ(Li) =
√

dimZ(A) is even then the Z-dimension of the sum Lι of
all Li that are invariant under ι is also even. If

√
dimZ(A) is odd then this

dimension is also odd.
Combining these informations yields that dimZ+L− ≤ [1

2
[Z : Z+]

√
dimZA]

where the outer bracket is the floor function. Therefore Q0 is a pseudotorus
of maximal dimension if its dimension over Z+ is [1

2
[Z : Z+]

√
dimZA].

If ι acts trivial on Li then the corresponding classical k-group is finite and
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thus its identity component is trivial. Therefore we delete these summands.
We denote the remaining sum by L′. As 1 need not lie in L′ anymore instead
of this we consider L′+Z+. Actually this sum is isomorphic to the direct sum
Z+⊕L′. This is true as Li∩Z+ is a subfield and therefore an ideal. As both
are simple we know that Li∩Z+ = Li or Li∩Z+ = Z+ for all i. This sum is
a semisimple commutative subalgebra and if the Z-dimension of Lι is bigger
then 1 then the Z-dimension of this algebra is smaller then the Z-dimension
of L. If this is the case then it is not maximal and we may apply the lemma
2.10 and obtain a maximal commutative semisimple subalgebra L0 such that
L−0 6= (L′ ⊕ Z+)−. Thus we know that dimZ(L0ι) ≤ dimZ(Lι)− 2.
The classical group Q0 that is associated to the commutative semisimple sub-
algebra with involution L0 is a pseudotorus. And as dimZ+L−0 ≥ dimZ+L−

the dimension of Q0 is bigger then the dimension of Q. If the dimension
of L−0 is not equal to [1

2
[Z : Z+]

√
dimZA] then dimZ(L0ι) > 1 and we may

repeat the procedure.

4.4 k-reductivity and k-pseudotori

Definition. Let G be a classical k-group.

1. The k-radical Rk(G) of G is the maximal, connected, solvable, normal
k-subgroup of G.

2. The unipotent k-radical Ru,k(G) is the maximal, connected, unipotent,
normal k-subgroup of G.

3. A k-reductive group (or pseudo-reductive k-group) is a connected clas-
sical linear algebraic group such that Ru,k(G) is trivial.

Remarks:

1. It is clear that any reductive group is also pseudo-reductive but the
converse is not true. (see example)

2. As any unipotent group is in particular solvable we know thatRu,k(G) ⊂
Rk(G).

Example. We will see in this chapter that any k-pseudotorus is k-reductive.
This implies that in particular our standard example for a k-pseudotorus
namely k[ga]\ {0} is k-reductive. But this group is not reductive as the sub-
group that is generated by 1

u
ga where u is again the p’th root of a is unipotent.

Furthermore it is a normal subgroup as k[ga]\ {0} is a commutative group.
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Lemma 4.5. Let G be a classical k-group. If there exists some nontrivial
unipotent k-subgroup U in Rk(G) then this implies that G is not k-reductive.

Proof: The k-radical Rk(G) is a k-subgroup of the radical R(G). We know
that the unipotent radical Ru(G) is the set of unipotent elements in R(G). If
there exists a nontrivial k-subgroup U in Rk(G) then there exists a nontrivial
k-subgroup in the unipotent radicalRu(G). But lemma 14.4.6 in [Spr09] says
that G is k-reductive if and only if there exists no nontrivial k-subgroup in
Ru(G).

We will need the well known theorem of Lie-Kolchin several times. But before
using it we want to state it here.

Theorem 4.5. (Lie-Kolchin) Assume that G is a closed solvable algebraic
subgroup of GLn. Then there exists some x ∈ GLn such that xGx−1 is a
subgroup of Tn.

For a proof see for example [Spr09] (theorem 6.3.1.).

The next lemma will show that the k-radical and the unipotent k-radical
of a connected algebraic k-group are invariant under any automorphism of
the group and therefore they are characteristic subgroups. Actually this also
follows as they are defined canonically..

Lemma 4.6. Let H, H ′ be connected linear algebraic groups and π : H → H ′

a surjective morphism. Then π(R(H)) = R(H ′) and π(Ru(H)) = Ru(H
′).

This lemma and the proof of it can be found in [Bor91] (Chapter IV §14
Corollary 14.11). Denote the normalizer of G(k) in A× by NA(G(k)). Then
in particular Rk(G)(k) and Ru,k(G)(k) are normal subgroups in NA(G(k)).

Lemma 4.7. Let G be a classical k-group associated to the semisimple k-
algebra with involution (A, ι) such that the k-linear span of NA(G(k)) is A,
then G is k-reductive.

Proof: As G = G1 × . . . × Gn for Gi classical k-groups in simple k-algebra
with involution we may assume that G itself is a classical k-group in the
simple k-algebra A with involution. Choose a simple A-module V and let W
be the subspace of vectors fixed by Ru,k(G)(k). In fact, the composition of
Ru,k(G)(k)×V → V restricts to a k-linear map V ∗ → k[Ru,k(G)(k)]×V ∗ =
Homk(V, k[Ru,k(G)(k)]), and W is the set of vectors on which the image of
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every element of V ∗ evaluates to a constant. By the theorem of Lie-Kolchin,
W ⊗ k is nonzero, hence so is W . Since Ru,k(G)(k) is normal in NA(G(k)),
W is stable under that group, and since the latter spans A, W is an A-
submodule. As V is simple this implies that W = V and therefore Ru,k(G)
is trivial.

In particular this last lemma shows that a classical k-group G is always k-
reductive if k[G(k)] is a semisimple k-algebra.

We know that the following equivalence is true.
A subgroup of G is a torus if and only if it is a connected commutative re-
ductive subgroup. Thus it seems likely to suppose that a similar statement is
true for k-pseudotori and pseudo-reductivity. Thus our next goal is to proof
the equivalence:
A k-subgroup of G is a k-pseudotorus if and only if it is a connected, com-
mutative k-reductive k-subgroup.

At first we want to show that a connected, commutative k-reductive k-group
is always a k-pseudotorus.
We will need some adjusted version of the exponential map for the case of
fields with characteristic not zero. So let A be a commutative k-algebra
and denote by N a nilpotent ideal in A. We know that the map exp(X) =∑∞

i=0
1
i!
X i is a group morphism from the additive group N to the group of

unipotent elements if the characteristic of k is zero. However, this morphism
is not defined for char(k) 6= 0 since 1

i!
is not defined for i ≥ p. We can

avoid this problem by restricting the domain of the function exp(X). For
this purpose define

Nk := {x ∈ N | xx1 . . . xk−1 = 0 ∀ x1, . . . , xk−1 ∈ N} .

Then Nk is a k-subalgebra of N . Let n be the smallest number such that
Nn = {0} (i.e. the smallest number such that the product of n elements in
N is zero). Such a number exists since N is a nilpotent ideal. Then we have
N1 = {0}, Nk = N for all k ≥ n and Ni ⊂ Nj if i ≤ j. We claim that Nk

is not trivial if N is not trivial for k > 1. If k ≥ n then Nk = N and the
assertion is proven. Thus suppose k < n. Since n is the smallest number
such that Nn = 0 there exist x1, . . . , xn−1 ∈ N such that x1 · . . . · xn−1 6= 0.
As Nn = {0} we know that x1 · . . . · xn−1x = 0 for all x ∈ N and thus
x1 · . . . · xn−1 ∈ N2. Since N2 ⊂ Nk for all k ≥ 2 we see that Nk is not trivial
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if N is not trivial.
Now we want to consider Np.

Lemma 4.8. The map expp(x) =
∑p−1

i=0
1
i!
xi is an injective k-group morphism

from the additive k-group Np to some subgroup of the multiplicative group of
all unipotent elements.

Proof: We want to start by showing that expp is a group morphism. It is
obvious that expp(0) = 1. Furthermore an easy calculation shows that

expp(x+ y) =
∑
i+j<p

xiyj

i!j!

and that
expp(x)expp(y) =

∑
i<p, j<p

xiyj

i!j!
.

Since xiyj = 0 if i + j ≥ p these two sums are equal and expp is a group
morphism.
As expp(x)p =

∑p−1
i=0 ( 1

i!
)pxpi = 1 the image is unipotent.

Now suppose expp was not injective. Then there exists some x ∈ Np such
that

expp(x) =

p−1∑
i=0

1

i!
xi = 1

and thus
p−1∑
i=1

1

i!
xi = x

p−2∑
i=0

1

(i+ 1)!
xi = 0.

But
∑p−2

i=0
1

(i+1)!
xi is unipotent and thus in particular invertible and therefore

x = 0.
Finally expp is defined over k since it is just a polynomial with coefficients
in k.

This group morphism enables us to proof our claim.

Theorem 4.6. Let G be a k-reductive classical k-group associated to the k-
algebra with involution (A, ι). Then G is a k-pseudotorus if and only if it is
commutative and connected.
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Proof: Any k-pseudotorus is by definition commutative and connected. Thus
only the other direction needs to be shown here.
Suppose G is connected and commutative then it suffices to show that any
k-rational element in G is k-semisimple to see that G is a k-pseudotorus.
Suppose x ∈ G(k) is not k-semisimple then the k-algebra k[x] that is gen-
erated by x is not semisimple. Thus the nilpotent radical N(x) in k[x] is
not trivial. Since k[x] is commutative and Artinian N(x) is a nilpotent ideal
in k[x]. Thus N(x) is a nilpotent non trivial ideal and hence Np(x) is not
trivial. But then the image U(x) of Np(x) under expp is not trivial.
Let g ∈ U(x). Since G is commutative k[G(k)] is also commutative and k[x]
is a subalgebra in k[G(k)]. Because U(x) ⊂ k[G(k)] and k[G(k)] is invari-
ant under ι we know that g commutes with ι(g−1). Thus if g /∈ G(k) then
gι(g−1) is in G(k) since ι(gι(g−1)) = g−1ι(g) = ι(g)g−1 = (gι(g−1))−1. As
g → gι(g−1) is a group morphism (again since G is commutative) that is de-
fined over k the image of U(x) under this k-morphism is a k-group which is
non trivial. Furthermore this k-group consists of unipotent elements. Since
G is commutative the connected component of the 1 in this k-group is a nor-
mal unipotent connected subgroup of G that contains non trivial k-rational
elements. Therefore G was not k-reductive but this is a contradiction.

Lemma 4.9. Let G be a classical k-group associated to the commutative
semisimple k-algebra with involution (A, ι). Then G is k-reductive.

Proof: This is a consequence of lemma 4.7. As A is commutative the nor-
malizer of G(k) is A×. As A is a commutative semisimple k-algebra A is a
direct sum of fields. But is is clear that the maximal multiplicative subgroup
of a direct sum of fields spans A. Therefore the prerequisites of lemma 4.7
are fulfilled and G is k-reductive.

This enables us to show the remaining part of the equivalence.

Theorem 4.7. Let Q be a k-pseudotorus in the classical k-group G that
is associated to the semisimple k-algebra with involution (A, ι). Then Q is
k-reductive.

Proof: We have seen in the remark after theorem 4.3 that Q lies in the k-
pseudotorus ((k ⊗ k[Q(k)]) ∩ G)0. If we can see that ((k ⊗ k[Q(k)]) ∩ G)0

is k-reductive then it follows by commutativity that Q is k-reductive. We
have seen that ((k ⊗ k[Q(k)]) ∩ G) is the classical k-group associated to
the commutative semisimple k-algebra A(Q(k)) with involution ι|A(Q(k)) and
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therefore all prerequisites of lemma 4.9 are fulfilled. Thus ((k⊗k[Q(k)])∩G)
is k-reductive. This implies that the identity component ((k⊗k[Q(k)])∩G)0

is k-reductive and therefore Q is k-reductive.

Remark:
Another possible proof for the last theorem would be to use that Q is
a classical k-group associated to the semisimple k-algebra with involution
(k[Q(k)], ι|k[Q(k)]). As Q(k) spans the corresponding algebra k[Q(k)] we may
apply lemma 4.7 to see that Q is k-reductive.
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5 The Weil restriction
In this chapter we will deal with field extensions of k. We denote by K a
finite algebraic field extension of k. Our main interest lies in classical k-groups
associated to some semisimple k-algebras A with involution ι considered as
linear algebraic groups that are defined over k. When dealing with linear
algebraic groups one starts with algebraically closed fields but since our fields
k won’t be algebraically closed in general, restriction of fields will be an
important tool. The Weil restriction is a method to assign a k-group (resp.
affine k-algebra) with some universal property to a given linear algebraic
K-group (resp. affine K-algebra). One may consider any k-group also as a
K-group and we will frequently make use of this fact. If there is no possible
confusion we will do that without mentioning it.

5.1 Definition and basic results

The Weil restriction was introduced by Andre Weil in [Wei82]. We will fol-
low the book [Spr09] which defines the Weil restriction for affine varieties and
linear algebraic groups. In [CGP10] there is a longer discussion about Weil
restriction in the more general case of schemes. Anyway for us this level of
generality is not necessary. We will only need the Weil restriction in the case
of classical k-groups. Since classical k-groups are just a special case of linear
algebraic groups we can use the well known fact that any connected alge-
braic group is smooth and irreducible. For a proof of this result see [Spr09]
(theorem 4.3.7.).

Theorem 5.1. Let B be an affineK-algebra, then there exists a pair (RK/kB, ρ)
where RK/k(B) is a k-algebra and ρ is a K-algebra homomorphism

ρ : B → K ⊗k RK/k(B)

with the following universal property: for any pair (B0, σ) of a k-algebra B0

and a K-homomorphism
σ : B → K ⊗k B0

there exists some unique k-homomorphism

τ : RK/k(B)→ B0
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with σ = (id⊗ τ) ◦ ρ. This pair (RK/k(B), ρ) is called the Weil restriction of
B.

The existence of the Weil restriction for affine algebras is shown in [Spr09]
(corollary 11.4.3. and proposition 11.4.2.). In the same source one can
also find the following corresponding statement for affine varieties(theorem
11.4.16.).

Theorem 5.2. Let X be an irreducible, smooth, affine K-variety. There
exists an irreducible, smooth, affine k-variety RK/k(X) together with a sur-
jective K-morphism

π : RK/k(X)→ X

such that the following holds: for any affine k-variety Y together with a K-
morphism

φ : Y → X

there exists a unique k-morphism

ψ : Y → RK/k(X)

with φ = π ◦ ψ. The pair (RK/k(X), π) is unique up to isomorphism and is
called the Weil restriction.

When dealing with linear algebraic groups G the Weil restriction of G is not
only a k-variety but also a k-group, as we will see in the following theorem.

Theorem 5.3. Let G be a linear algebraic K-group. Then the Weil restric-
tion RK/k(G) is a linear algebraic group over k. There exists a surjective
homomorphism of K-groups

π : RK/k(G)→ G

with the following universal property: if H is a k-group and

φ : H → G

a homomorphism of K-groups, there is a unique homomorphism of k-groups

ψ : H → RK/k(G)

such that φ = π ◦ ψ.
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See [Spr09] (Proposition 12.4.2.).
The following commutative diagram will illustrate the situation for linear
algebraic K-groups.

G

H

RK/k(G)
π

∃!ψ
φ

Remarks:

1. In the book [Spr09] the Weil restriction of a linear algebraic group G is
denoted by ΠG and the Weil restriction of an affine variety is denoted
by R(K[X]). As there will be no possible confusion we will use the
same notation for the Weil restriction in the case of affine algebras and
the Weil restriction of linear algebraic groups. The notation RK/k is
taken from the book [CGP10].

2. In the proof of theorem 5.2 it is shown thatRK/k(K[X]) is an affine alge-
bra and the varietyRK/k(X) is defined by the affine algebraRK/k(K[X]).
The map π : RK/k(X) → X is induced by the corresponding map
ρ : K[X] → RK/k(K[(X)]). Thus we can say that RK/k(K[X]) =
k[RK/k(X)].

3. In particular if X is itself a k-variety then we may choose Y = X and
φ = id to obtain an injective map ψ0 : X → RK/k(X) with the property
id = π ◦ ψ0. Actually ψ0 is a k-isomorphism from X to ψ0(X).

From now on ρ will always denote the K-homomorphism from K[X] to K ⊗
RK/k(K[X]) and π the K-homomorphism from RK/k(X) to X, both from the
definition of the Weil restriction in the case of affine K-algebras resp. affine
K-varieties. If we consider different K-varieties and their Weil restrictions
that we will denote them with a subscript. (i.e. πX for the morphism from
RK/k(X) to X) Furthermore ψ0 will denote the k-homomorphism from the
remark 3. As linear algebraic k-groups are just a special case of affine k-
varieties we will use the same notations for them.
Another result from [Spr09] (corollary 11.4.3.) that will be of some use for
us is the following corollary.
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Corollary 5.1. Ker π contains no non-trivial closed, normal k-subgroup of
RK/k(G).

We want to prove a very important fact about the k-rational points in
RK/k(X) for some affine K-variety X. Actually this is one of the main
ideas that lead to the definition of the Weil restriction. In fact this lemma is
a special case of the fact that there exists a natural map

HomK(K(X), K ⊗k B) ∼= Homk(RK/k(K[X]), B).

where B is a k-algebra. In our case we have B = k. This statement can be
found in [Spr09] (11.4.6).

Lemma 5.1. There exists a natural bijection between the functors X →
X(K) and X → RK/k(X)(k) in the categori of K-varieties.

Proof: LetK[X] be the affineK-algebra ofX. Then RK/k(K[X]) is the affine
k-algebra of the k-variety RK/k[X]. Any K-rational x ∈ X corresponds to
some K-homomorphism σx from K[X] to K = K ⊗k k. By the universal
property of RK/k(K[X]) there exists some unique k-homomorphism τx from
RK/k(K[X]) to k such that (id ⊗ τx) ◦ ρ = σx. By definition, the k-rational
points in RK/k(X) correspond to the k-homomorphisms from RK/k(K[X])
to k. Therefore any such τx is in accordance to some k-rational element
x′ ∈ RK/k(X).
Since the map π is induced by ρ the picture of x′ under π equals x and since
τx is unique x′ is the only k-rational element with this property. It is clear
that this bijection is natural.

We could also reformulate this and say that for x some K-rational element
in the affine K-variety X there exists exactly one element x′ ∈ π−1(x) that
is k-rational. Next we want to prove some properties of the Weil restriction
that will be important for us. It is well known that RK/k is a functor from the
category of K-algebras (resp.groups) into the category of k-algebras (resp.
groups). For Y a K-subvariety of X we want to describe the k-subvariety
RK/k(Y ) of RK/k(X) in matters of maximality to get a better understanding
of it.

Lemma 5.2. Let Y be a K-subvariety of X. Then RK/k(Y ) is a k-subvariety
of RK/k(X) and πY = π|Y . In fact it is the maximal k-subvariety in π−1(Y )
i.e. a k-subvariety that contains any other k-subvariety in π−1(Y ). In par-
ticular such a maximal k-subvariety exists.
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Proof: As Y is a K-subvariety of X there exists some surjective K-morphism
from φ : K[X] → K[Y ]. As a consequence of the considerations in [Spr09]
(11.4.1) the induced k-homomorphismRK/k(φ) : RK/k(K[X])→ RK/k(K[Y ])
is also surjective. This shows that RK/k(Y ) is a k-subvariety of RK/k(X).
Consider RK/k(Y ) together with the map πY from the definition of the Weil
restriction. Then we may consider the K-homomorphism πY : RK/k(Y )→ Y
as aK-homomorphism toX. But by the universal property of RK/k(X) there
exists some unique k-homomorphism τY from RK/k(Y ) to RK/k(X) such that
πY = π ◦ τY . It is clear that τY is the comorphism of RK/k(φ) and therefore
the image of τY in RK/k(X) is RK/k(Y ).
Let W be a k-subvariety in π−1(Y ). Then the universal property of RK/k(X)
tells us that there exists a unique k-homomorphism τ from W to RK/k(X)
such that π = π ◦ τ . It is clear that id is a k-homomorphism with this
property and by the uniqueness we have τ = id. But this implies that W
lies in RK/k(Y ) and thus the latter is a maximal k-subvariety in π−1(Y ). In
particular this implies that such a variety exists.

Remark:

1. In the case of linear algebraic groups the Weil restriction of some K-
subgroup G1 is the maximal k-subgroup in π−1(G1).

2. Let Y be a K-subvariety of X and π the map from RK/k(X) to X.
Then with lemma 5.1 this result shows that the k-rational element in
π−1(y) for y ∈ Y lies in RK/k(Y ).

Next we want to show that the Weil restriction respects direct products.

Lemma 5.3. Let X and Y be linear algebraic K-varieties. Then RK/k(X ×
Y ) = RK/k(X)×RK/k(Y ).

Proof: We denote by π the K-morphism from RK/k(X × Y ) to X × Y , by
πX the K-morphism from RK/k(X) to X and by πY the K-morphism from
RK/k(Y ) to Y . We claim that RK/k(X) × RK/k(Y ) together with the K-
morphism (πX ◦ pr1, πY ◦ pr2) fulfils the universal property of the Weil re-
striction of X × Y and is therefore k-isomorphic to RK/k(X × Y ). Here pri
denotes the projection of RK/k(X)×RK/k(Y ) on the i’th factor.
The composition of π and the projection on the first variable is aK-morphism
π1 from RK/k(X × Y ) to X and therefore by the universal property there
exists some unique k-morphism ψX from RK/k(X×Y ) to RK/k(X) such that
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πX ◦ ψX = π1. Replacing X by Y and using the projection on the second
variable we obtain a k-morphism ψY from RK/k(X×Y ) to RK/k(Y ) with the
according property. Thus by definition we know that

(πX ◦ ψX , πY ◦ ψY ) = (π1, π2) = π (7)

Furthermore by the universal property of the direct product there exists some
unique k-morphism γ from RK/k(X × Y ) to RK/k(X) × RK/k(Y ) such that
ψX = pr1 ◦ γ and ψY = pr2 ◦ γ.
Now let C be some arbitrary k-variety and let φ be a K-morphism from
C to X × Y . By the universal property of RK/k(X × Y ) there exists some
k-morphism ψ such that π ◦ ψ = φ. Applying equation (7) we obtain (πX ◦
ψX , πY ◦ ψY ) ◦ ψ = φ. Finally using the universal property of the direct
product we get

(πX ◦ pr1, πY ◦ pr2) ◦ γ ◦ ψ = φ.

The map γ ◦ψ is a k-morphism from C to RK/k(X×Y ). Thus all that is left
to show is that γ◦ψ is the unique k-morphism with this property. So suppose
there was another k-morphism λ = (λ1, λ2) from C to RK/k(X) × RK/k(Y )
with (πX ◦ pr1, πY ◦ pr2) ◦ λ = φ. But then it is easy to see that λ1 = φX ◦ ψ
and λ2 = φY ◦ ψ which shows that λ = γ ◦ ψ.

We want to make use of the Weil restriction to show some results concerning
the k-radical and the unipotent k-radical of linear algebraic k-groups. Thus
it is a question whether the Weil restriction preserves normality and this is
the next thing we want to see.

Lemma 5.4. Let H be a normal K-subgroup in G. Then RK/k(H) is a
normal k-subgroup in RK/k(G).

Proof: Consider the K-morphism ΦG × H → G given by Φ(g, h) = ghg−1.
The group N is normal in G if and only if there exists a K-morphism ψ :
G ×H → H such that Φ = i ◦ ψ, where i : H → G is the embedding. Now
we use the functoriality of RK/k and the lemma 5.3.

Now we want to give some results that will be helpful in the following. The
first one will show that the Weil restriction does not only preserve normality
but also conjugation, i.e. if G1 and G2 are conjugate K-subgroups of G
then RK/k(G1) and RK/k(G2) are conjugate k-subgroups in RK/k(G). After
that we will see that the Weil restriction of a commutative K-group is a
commutative k-group.
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Lemma 5.5. Let G1 and G2 be two K-subgroups of G with gG1g
−1 = G2

for some g ∈ G(K). Then there exists some g′ ∈ RK/k(G)(k) such that
g′RK/k(G1)g

′−1 = RK/k(G2).

Proof: Since g is K-rational we can conclude by help of lemma 5.1 that
there exists a k-rational element g′ ∈ π−1(g). Since π(RK/k(G1)) = G1

we have π(g′RK/k(G1)g
′−1) = G2 and therefore g′RK/k(G1)g

′−1 ⊂ π−1(G2).
Since g′ is k-rational Int(g′) is a k-morphism on the k-group RK/k(G) and
since RK/k(G1) is a k-subgroup Int(g′)(RK/k(G1)) is also a k-subgroup in
π−1(G2), hence a subgroup of the maximal k-subgroup RK/k(G2) in π−1(G2).
The same way we can see that g′−1RK/k(G2)g

′ ⊂ RK/k(G1) and therefore
g′RK/k(G1)g

′−1 = RK/k(G2).

The following lemma is formulated as an exercise in [Spr09](Exercise 12.4.7.
(3)).

Lemma 5.6. Let G be a commutative group. Then RK/k(G) is also commu-
tative.

Proof: Consider the two morphisms G × G → G that map (g1, g2) once to
g1g2 and once to g2g1. As G is commutative these two morphisms are equal.
Now use again the functoriality of RK/k and lemma 5.3.

Lemma 5.7. Let G be a K-group and H a normal K-subgroup. Then
RK/k(G/H) = RK/k(G)/RK/k(H).

Proof: We want to use the following commutative diagram to illustrate the
situation.

1 RK/k(H) RK/k(G) RK/k(G/H) 1

1 H G G/H 1

RK/k(i) RK/k(p)

i p

πH πG πG/H

By lemma 5.4 RK/k(H) is a normal k-subgroup of RK/k(G) and thus by
[Spr09] (proposition 5.5.10.) RK/k(G)/RK/k(H) is a k-group. Denote the
projection from G to G/H by p and the embedding of H into G by i. Both
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are K-morphisms (resp. a k-morphism). By the functoriality of RK/k we
obtain k-morphisms RK/k(i) from RK/k(H) to RK/k(G) and RK/k(p) from
RK/k(G) to RK/k(G/H) such that the diagram commutes. The second line
in this diagram is a short exact sequence and if we can see that the first one
is also a short exact sequence then the statement is clear.
At first we want to show that ImRK/k(i) ⊂ KerRK/k(p). This follows from
the functoriality of RK/k. As ImRK/k(i) = RK/k(Im(i)) and p ◦ i = 0 we
know that RK/k(p)(RK/k(Im(i))) = 0 which proves the claim.
On the other side ImRK/k(i) ⊃ KerRK/k(p) as πG(KerRK/k(p)) ⊂ i(H).
Then the using the functoriality of RK/k again we see that KerRK/k(p) ⊂
ImRK/k(i). Next we want to see that RK/k(i) is injective. By exactness of
the second line we know that πG(KerRK/k(p)) ⊂ i(H) and thus we have a
K-morphism from KerRK/k(p) to H. The universal property of RK/k(H)
shows that there exists some k-morphism φ from KerRK/k(p) to RK/k(H)
such that i−1 ◦ πG = πH ◦ φ. This shows that πG = i ◦ πH ◦ φ and as the
diagram is a commutative diagram we have

i ◦ πH ◦ φ ◦RK/k(i) = i ◦ πH

which shows that φ inverts RK/k(i) and therefore RK/k(i) is injective.
The fact that RK/k(p) is surjective follows as p is an isomorphism from
G/ Im(i) to G/H and thus functoriality shows that RK/k(p) is an isomor-
phism from RK/k(G)/ Im(RK/k(i)) to RK/k(G).

Like lemma 5.6 the following two lemmata are again formulated as exercises
in [Spr09](Exercise 12.4.7.(3) and 11.4.7.(4)).

Lemma 5.8. Let G be a connected linear algebraic K-group. Then the Weil
restriction RK/k(G) is also connected.

Proof: If G is a connected linear algebraic K-group it is in particular an
irreducible K-variety. By theorem 5.2 the Weil restriction is an irreducible
k-variety. Thus if we take the Weil restriction as a k-group it is a connected
k-group.

Lemma 5.9. Let X be a K-variety and K1 be a field extension intermediate
between k and K then RK/k(X) = RK1/k(RK/K1(X)).

Proof: We show that RK1/k(RK/K1(X)) fulfils the universal property of the
Weil restriction RK/k(X). Thus let Y be an arbitrary k-group and φ a K-
morphism from Y to X. As Y is in particular a K1-variety by the universal
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property of the Weil restriction RK/K1(X) there exists a uniqueK1-morphism
ψK1 from Y to RK/K1(X). Thus we obtain for every k-variety Y with given
K-morphism a unique K1-morphism from Y to RK/K1(X) and thus by the
universal property of the Weil restriction RK1/k(RK/K1(X)) there exists some
unique k-morphism ψ from Y to RK1/k(RK/K1(X)). But this is exactly the
universal property of the Weil restriction RK/k(X).

Corollary 5.2. Let G be a linear algebraic K1-group where K1 is a field
extension intermediate between k and K. Then RK/k(G) is k-isomorphic to
a k-subgroup of RK1/k(G).

Proof: As G is a K1-group we may also consider it as a K-group. We saw
that there exists some K1-isomorphism ψ0 from G to ψ0(G) ⊂ RK/K1(G).
Therefore we may consider G as a K1-subgroup of RK/K1(G). But then
RK1/k(G) is k-isomorphic to a k-subgroup of RK1/k(RK/K1(G)). As the last
lemma showed that RK1/k(RK/K1(G)) = RK/k(G) the corollary is proven.

5.2 Examples and calculation of the Weil restriction

We want to make use of the Weil restriction to show some interesting re-
sults for k-pseudotori. But before doing this we want to give a more explicit
description of the Weil restriction of the affine algebra of a linear algebraic
k-group G. We do this to calculate the Weil restriction in a special case.
This will show that there is a connection between the Weil restriction of the
multiplicative group of certain fields and k-pseudotori.

In the following calculation we will use a simplified notation. Instead of
writing K[T1, . . . , Tn]/(P1, . . . , Pm) for the affine algebra of the group G that
is the zero set of the ideal that is spanned by P1, . . . , Pm in the affine space of
dimension n we just write K[T ]/(P ). Here P (T ) equals the K-regular map
Kn → Km

(T1, . . . , Tn)→ (P1(T1, . . . , Tn), . . . , Pm(T1, . . . , Tn)).

Consider G as a K-group with affine algebra K[G] = K[T ]/(P ). Now con-
sider K as a k-vector space and let v1, . . . , vd be a k-basis of K. We may
perceive the underlying affine K-space of dimension n as an affine k-space of
dimension nd and the map P as the k-rational map Pk : knd → kmd

(T11, . . . , Tnd)→ (P11(T11, . . . , Tnd), . . . , Pmd(T11, . . . , Tnd))

61



where Pij(T11, . . . , Tnd) ∈ k[T11, . . . , Tnd] and Pij is defined by the equation
Pi(T11, . . . , Tnd) =

∑
j Pij((T11, . . . , Tnd)vj).

We claim that the Weil restriction RK/k(K[G]) is the k-algebra

k[T11, . . . , Tnd]/(Pk) (8)

To see that this is really the Weil restriction define the K-homomorphism
ρ : K[G]→ K ⊗RK/k(K[G]) the following way:

ρ(Ti) =
d∑
j=1

vj ⊗ Tij

Next we have to see that the universal property of the Weil restriction is
fulfilled. Thus consider an arbitrary k-algebra B and a K-homomorphism
σ : K[G] → K ⊗ B. Let σ(Ti) =

∑d
j=1 vj ⊗ σj(Ti) where σj(Ti) is a k-

homomorphism from K[G] to B. Now define the corresponding map τ by

τ(Tij) = σj(Ti)

It is obvious that σ = (id⊗ τ)◦ρ and since τ is defined uniquely on every Tij
it is also unique. Now the Weil restriction of the K-group G is the k-group
that is induced by RK/k(K[G]).

Lemma 5.10. If G is the classical K-group associated to the semisimple K-
algebra with involution (A, ι), then RK/k(G) is the classical k-group associated
to the semisimple k-algebra with involution (Ak, ιk) where ιk is ι considered
as k-antiautomorphism.

Proof: We use the methods we just introduced to calculate the Weil restric-
tion of the classical K-group G. For this purpose consider the semisimple
K-algebra with involution (A, ι). Then we may consider A as a k-vector
space and the involution ι as a k-antiautomorphism. We can carry over the
multiplication and this way we obtain the semisimple k-algebra with involu-
tion we denoted by (Ak, ιk). As G is the zero set of gι(g)− 1 we see that the
algebra A plays the same role as the affine space in the calculations we just
made.
The polynomials that are defined by the term gι(g) − 1 give rise to a k-
regular map knd → knd. It is clear that every element gk in the zero set

62



of the emerging k-regular polynomials thus satisfies gkιk(gk)− 1. Hence the
Weil restriction of G is the zero set of gkι(gk)−1 in the semisimple k-algebra
Ak. Therefore the Weil restriction of a classical K-group is a classical k-
group.

Now we want to calculate the Weil restriction of some classical k-groups
explicitly.

Example. 1. Let k be a field of characteristic p such that a ∈ k but
the p’th root of a denoted by u is not in k. Furthermore let K =
k(u) and consider the group G = Gm(K). The affine algebra of G
is K[x, y]/(xy − 1). As a basis for K as k-vector space we choose
1, u, . . . , up−1. Define x =

∑p−1
i=0 xiu

i and y =
∑p−1

i=0 yiu
i. This yields

the following equations for xy − 1 = 0

x0y0 +
∑

i+j≡0 mod p
i 6=0

xiyja = 1

x0y1 + y0x1 +
∑

i+j≡1 mod p
i 6=0,j 6=0

xiyja = 0

...∑
i+j≡p−1 mod p

xiyj = 0

We may rewrite this in the following way
x0 axp−1 axp−2 . . . ax1
x1 x0 axp−1 . . . ax2
... . . .

...
xp−1 xp−2 xp−3 . . . x0




y0
y1
...

yp−1

 =


1
0
...
0


We already calculated the determinant of this matrix in lemma 4.3 and
it equalled xp0 + axp1 + a2xp2 + . . . + ap−1xpp−1 which is never 0 if xi 6= 0
for at least one i. This implies that we can find a solution for these
equations for all (x0, . . . , xp−1) 6= (0, . . . , 0). In particular if we map u
to ga and choose arbitrary (x0, . . . , xp−1) 6= (0, . . . , 0) then the set of∑p−1

i=0 xiu
i is indeed isomorphic to the k-pseudotorus k[ga]\{0}.
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We want to have a similar statement in a more general setting. Thus let K
be a field extension of k and denote by K̃ the variety with K-rational points
K. On the other side K may also be considered as a [K : k]-dimensional
k-vector space which we denote by Kk. Then Kk equals the set of k-rational
points in some k-variety K̃k. By all we have seen about the calculation of
the Weil restriction it is clear that K̃k = RK/k(K̃).
As K̃k and K̃ are additive groups the map π is a homomorphism of additive
K-groups. This is a consequence of the proof of theorem 5.3. By lemma 5.1
π is a bijection between K and Kk and therefore π is a bijection between
Kk\ {0} and K\ {0}. Denote by K̃× the corresponding K-variety then we
just showed that Kk\ {0} is in RKA/k(K̃

×). Restricting π on this k-variety
it becomes a morphism of multiplicative K-groups. Thus π is a k-algebra
homomorphism between Kk and K. Given a k-involution ι on Kk we may
define an involution ι1 on K by ι1(x) = π(ι(a)) where a ∈ Kk ∩ π−1(x).
Actually this uniquely defines a and ι1 is an involution as π is a k-algebra
homomorphism. By definition we have ι1◦π = π◦ι. This implies that π maps
the group G = {g ∈ Kk | gι(g) = 1} to a group G1 = {g1 ∈ K | g1ι1(g1) = 1}
resp. π is a K group morphism between the corresponding linear algebraic
groups which will be denoted by the same letters. Finally this shows that
any k-pseudotorus is a direct product of Weil restrictions of fields intersected
with groups of the form G1. Here we want to stress that G1 is no classical
K-group as ι1 is no K-linear involution.

We are in particular interested in the Weil restriction of the group of diag-
onal matrices Dn and the group of upper triangular matrices Tn which are
subgroups of GLn. Especially the latter group is important if we want to
show some results about the k-radical and the unipotent k-radical. When
working with algebraically closed fields we already saw that the theorem of
Lie-Kolchin states that any solvable subgroup of GLn is conjugate to a sub-
group of Tn and this will play an important role for us. For the rest of the
chapter we assume that K is a field extension of degree d of k.
We want to start with the Weil restriction of Dn(K). Since Dn(K) =∏n

1 Gm(K) lemma 5.3 shows that RK/k(Dn) =
∏n

1 RK/k(Gm). If we let
this group act on some vector space then we can choose a basis such that it
becomes a subgroup of the set of nd× nd matrices with d× d blocks on the
diagonal and zeroes everywhere else.
Furthermore we want to see that RK/k(Gm) consists of k-semisimple ele-
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ments. We just saw that RK/k(G) is a classical k-group for G a classical
K-group and thus we have a definition for k-semisimplicity of elements in
RK/k(G). Now let G = Gm and consider the Weil restriction RK/k(G). We
saw that the set of k-rational points in this group is isomorphic to K×. But
there are no nilpotent elements in K× and thus the minimal polynomial of
any k-rational element g ∈ RK/k(G) is square free and therefore any such el-
ement is k-semisimple. Since the blocks commute RK/k(G) is commutative.
By lemma 5.8 the group RK/k(G) is connected and thus it is a connected
commutative linear algebraic group such that all k-rational elements are k-
semisimple. This implies that the Weil restriction of Gm is a k-pseudotorus.
We will see that in general the Weil restriction of a K-pseudotorus is a k-
pseudotorus but we need some more results before we can show this.

Now we want to consider Tn(K). Denote by Nn(K) the K-algebra of upper
triangular matrices with 0 on the diagonal. This is a K-variety with affine
K-algebra K[Tij]/(Tαβ) for α ≥ β. Thus the Weil restriction of Nn(K) is a
k-variety and by equation (8) we know that its affine algebra is

k[(Tij)1, . . . , (Tij)d]/((Tαβ)1, . . . (Tαβ)d) for α ≥ β.

If we let RK/k(Nn(K)) act on a vector space then we can choose a basis
such that RK/k(Nn(K)) becomes a subalgebra of the nd × nd block-upper
triangular matrices with d× d blocks with zero on the diagonal.
Observe that Tn(K) = Dn(K) ×Nn(K). Therefore lemma 5.3 shows that
RK/k(Tn(K)) = (RK/k(Dn(K)), RK/k(Nn(K))) and thus if we letRK/k(Tn(K))
act on some vector space we may choose a basis such that this group becomes
a k-subgroupgroup of the nd × nd block upper triangular matrices with in-
vertible d× d blocks on the diagonal.
Consider the special case Un(K) of upper triangular matrices with 1 on the
diagonal. As the Weil restriction of the trivial group 1 is the trivial group
1 we see that RK/k(Un(K)) is the k-group of nd× nd block upper diagonal
matrices with d×d blocks on the diagonal that equal the identity element Ed.

5.3 The Weil restriction of the (unipotent) k-radical

Now take a look at the commutator [RK/k(Tn(K)), RK/k(Tn(K))]. Since
the single blocks on the diagonal commute [RK/k(Tn(K)), RK/k(Tn(K))] is a
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subgroup of Tnd(k) and therefore solvable. Hence RK/k(Tn(K)) is solvable.
Furthermore lemma 5.5 implies that, if G1 is a subgroup of GLn(K) such that
there exists some K-rational element g such that gG1g

−1 is a K-subgroup of
Tn(K) then RK/k(G1) is conjugate to some k-subgroup of RK/k(Tn(K)) via
a k-rational element.

Corollary 5.3. Let K be a finite field extension of k and let G be a solvable
K-group, then RK/k(G) is solvable.

Proof: As G is solvable there exists a sequence of subgroups

G = G0 ⊃ G1 ⊃ . . . ⊃ Gn0 = {1}

such that the image of the morphismGi×Gi → Gi defined by the commutator
(g, h) = ghg−1h−1 lies in Gi+1. Applying the functor RK/k we see that the
sequence of the groups RK/k(Gi) has the same property.

As RK/k(Un(K)) is a k-subgroup ofUnd(k) one sees that it should be possible
to generalise this to a statement for arbitrary unipotent K-groups and their
Weil restriction.

Theorem 5.4. Let G be a unipotent linear algebraic K-group. Then RK/k(G)
is a unipotent linear algebraic k-group.

Proof: We may assume that G is a subgroup of GLn for some natural number
n. As G is a unipotent group there exists some element g such that gGg−1
is a subgroup of Un. The element g need not be K-rational and thus the
group gGg−1 need not be a K-group. Anyway there exists some finite field
extension K1 of K such that g is K1-rational and thus gGg−1 is a K1-group.
As G is a K-group we may consider it also as a K1-group and since g is a
K1-rational element with gGg−1 a K1-subgroup of Un we know that there
exists some k-rational element g1 in RK1/k(G) such that g1RK1/k(G)g−11 is
a k-subgroup of RK1/k(Un). The latter is a subgroup of Und. Therefore
RK1/k(G) is a unipotent k-group.
By corollary 5.2 we may consider RK/k(G) as a k-subgroup of RK1/k(G). This
implies that RK/k(G) is a unipotent k-group.

Remarks:

1. It is clear that a closely related argument shows that π maps a unipotent
k-subgroup in RK/k(G) to a unipotent K-subgroup of G.
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2. If g is a unipotent K-rational element in G then the same proof shows
that the unique k-rational element in RK/k(G) is also unipotent.

This allows us to proof the following lemma that will give us a connection
between the unipotent K-radical of a K-group G and the unipotent k-radical
of its Weil restriction.

Lemma 5.11. Let G be a a k-subgroup of GLn. Then RK/k(RK,u(G)) =
Rk,u(RK/k(G)).

Proof: We just saw that RK/k(RK,u(G)) is unipotent. Furthermore by lemma
5.4 it is a normal subgroup and by lemma 5.8 the Weil restriction of a con-
nected group is connected itself. Thus RK/k(RK,u(G)) is a normal, unipo-
tent, connected k-subgroup. Now suppose that there exists some normal,
unipotent, connected k-group H ∈ RK/k(G) with RK/k(Rk,u(G)) ⊂ H.
Then π(H) is a normal, unipotent, connected K-group in G that contains
RK,u(G) and hence π(H) = RK,u(G). But then H ⊂ RK/k(RK,u(G)). Thus
RK/k(RK,u(G)) is the maximal unipotent normal connected k-subgroup in
RK/k(G).

Remark:
It is clear that a similar statement is true for Rk(G).

Theorem 5.5. The group G is K-reductive if and only if RK/k(G) is k-
reductive.

Proof: Let G be K-reductive and suppose that RK/k(G) was not k-reductive.
Then Rk,u(RK/k(G)) was a non-trivial k-subgroup. Lemma 5.11 shows that
Rk,u(RK/k(G)) = RK/k(RK,u(G)). But as RK,u(G) is trivial RK/k(RK,u(G))
is also trivial. This is a contradiction.
Now suppose RK/k(G) was k-reductive but the unipotent K-radical of G was
not trivial. Then RK/k(RK,u) was not trivial. By theorem 5.4 this k-group
is unipotent, by lemma 5.4 it is normal and by lemma 5.8 it is connected.
Thus it is a connected, normal unipotent non-trivial k-subgroup of RK/k(G).
But then RK/k(G) was not k-reductive.

We already mentioned that the Weil restriction of a K-pseudotorus is a K-
pseudotorus and now we are able to prove this.

Corollary 5.4. Let Q be a K-pseudotorus in the classical K-group G. Then
the Weil restriction RK/k(Q) is a k-pseudotorus in RK/k(G).
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Proof: Theorem 4.7 shows that Q is K-reductive and therefore the last the-
orem shows that RK/k(Q) is k-reductive. Furthermore we saw in lemma 5.6
that the Weil restriction of Q is commutative and in lemma 5.8 that it is
connected. Thus RK/k(Q) is a connected commutative k-reductive linear al-
gebraic k-group. But then theorem 4.6 shows that it is a k-pseudotorus.

Corollary 5.5. Let g be a K-rational K-semisimple element in the classical
k-group G associated to the semisimple k-algebra with involution (A, ι). Then
the unique k-rational element in π−1(g) ∈ RK/k(G) is k-semisimple.

Proof: Consider the group (k ⊗ k[g]) ∩ G. By theorem 4.3 this group is
a commutative, classical K-group. We have seen in lemma 5.6 that the
Weil restriction RK/k((k ⊗ k[g]) ∩ G) is commutative and in lemma 5.10
that it is a classical k-group in a semisimple commutative k-algebra. Thus
RK/k((k⊗k[g])∩G)(k) is a group in a direct product of fields and thus every
element in RK/k((k ⊗ k[g]) ∩G)(k) is k-semisimple.

Lemma 5.12. Lewt G be a linear algebraicK-group. ThenRK,u ⊃ [RK ,RK ].

Proof: We know that every linear algebraic k-group G is isomorphic to a k-
subgroup of GLn for some natural number n. By the theorem of Lie-Kolchin
there exists some g ∈ GLn such that gRk(G)g−1 is a subgroup of Tn. The
element g need not be k-rational but there exists some finite field extension
K of k such that g is a K-rational element. Furthermore since K is a field
extension of k any k-group is also a K-group. Now consider the Weil re-
striction RK/k(GLn) and the K-morphism Int(g) from the k-group Rk(G) to
GLn. By the universal property of the Weil restriction there exists some k-
morphism ψ from Rk(G) to RK/k(GLn) such that Int(g) = π◦ψ. As the map
g1 → gg1g

−1 is injective the map ψ is also injective and therefore defines a k-
isomorphism to its image ψ(Rk(G)). Since π maps this image to a subgroup
of Tn and as ψ(Rk(G)) is a k-group it is a k-subgroup of RK/k(Tn). We al-
ready saw that RK/k(Tn) can be considered as a subgroup of the upper block
diagonal matrices. But then it is clear that the set [ψ(Rk(G)), ψ(Rk(G))]
which is also a k-subgroup of RK/k(Tn) is unipotent. But this implies that
ψ−1([ψ(Rk(G)), ψ(Rk(G))]) is a unipotent k-subgroup in the k-radical of G
and thus by lemma 4.5 it is in the unipotent k-radical.

Now we can use this result.

Corollary 5.6. Let G be a classical k-reductive k-group. Then the k-radical
Rk(G) is a k-pseudotorus.
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Proof: The last lemma shows that RK,u ⊃ [RK ,RK ]. Since G is k-reductive
and thus the unipotent k-radical is trivial the k-radical is commutative.
Therefore the k-radical is a k-reductive connected commutative k-group and
thus by theorem 4.6 it is a k-pseudotorus.

Theorem 5.6. Let g be a k-rational element in the k-group G. Then there
exists a finite field extension K of k such that there exists exactly one k-
semisimple, k-rational element g′s and exactly one unipotent, k-rational ele-
ment g′u in RK/k(GLn) such that g′sg′u = ψ0(g).

Proof: Again we consider the k-group G as a k-subgroup of the k-group
GLn for some n. Then there exists some semisimple element gs and some
unipotent element gu such that g = gsgu = gugs. By Lie-Kolchin there
exists some element x such that xgux−1 lies in Un. Neither gs nor gu or
x need to be k-rational but again there exists some finite field extension
K such that all of them are K-rational and of course again GLn is also a
K-group. Now consider again the Weil restriction RK/k(GLn). Lemma 5.1
tells us that there exists exactly one k-rational element g′s in π−1(gs) and
exactly one k-rational element g′u in π−1(gu). Finally the same is true for g
and since g is k-rational the corresponding g′ equals ψ0(g) where ψ0 is the
k-morphism from G to RK/k(GLn) that fulfils the universal property of the
Weil restriction for the embedding of G into GLn. But this implies that g′
is in RK/k(G). Furthermore we have g′ug′s = g′. This is true since g′ug′s is a k
rational element in π−1(g) and g′ is the unique element with these properties.
We saw in corollary 5.5 that g′s is k-semisimple.
Thus all that is left to show is that g′u is unipotent. It is enough to show that
gu lies in some unipotent K-subgroup of G. Then theorem 5.4 shows that g′u
lies in a unipotent k-subgroup and is therefore unipotent. But as xgux−1 lies
in the unipotent K-group Un and x is K-rational we see that gu lies in the
unipotent K-group xUnx

−1.
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