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1 Introduction

Central Limit Theorem and Law of the Iterated Logarithm

Discrepancy and Uniform Distribution

A sequence of vectors (xn)n≥1 = (xn,1, . . . , xn,d)n≥1 of real numbers in [0, 1)d is called
uniformly distributed modulo one if

lim
N→∞

1

N

N∑
n=1

1A(xn) = λ(A) (1.0.1)

for any axis-parallel box A ⊂ [0, 1)d where 1A denotes the indicator function on the
set A and λ denotes the Lebesgue-measure on [0, 1)d. The discrepancy resp. the star
discrepancy of the first N elements of (xn)n≥1 is defined by

DN (x1, . . . , xN ) = sup
A∈B

∣∣∣∣∣ 1

N

N∑
n=1

1A(xn)− λ(A)

∣∣∣∣∣ ,
D∗N (x1, . . . , xN ) = sup

A∈B∗

∣∣∣∣∣ 1

N

N∑
n=1

1A(xn)− λ(A)

∣∣∣∣∣ ,
(1.0.2)

where B denotes the set of all axis-parallel boxes A =
∏d
i=1[αi, βi) ⊂ [0, 1)d and fur-

thermore B∗ denotes the set of all axis-parallel boxes A =
∏d
i=1[0, βi) ⊂ [0, 1)d with

one corner in 0. It is well-known that (1.0.1) is equivalent to DN (x1, . . . , xN )→ 0 resp.
D∗N (x1, . . . , xN )→ 0 for N →∞. By a classical result of Weyl [57] it is known that for
any increasing sequence (Mn)n≥1 of positive integers the sequence (〈Mnx〉)n≥1, where 〈·〉
denotes the fractional part, is uniformly distributed modulo one for almost all x ∈ [0, 1).
This result naturally extends to the multidimensional case. Sequences with vanishing
star-discrepancy have applications in the theory of numerical integration. The connec-
tion is established by the Koksma-Hlawka inequality (see [23]) which states that for any
sequence of vectors (xn)n≥1 ⊂ [0, 1)d we have∣∣∣∣∣ 1

N

N∑
n=1

f(xn)−
∫

[0,1)d
f(x) dx

∣∣∣∣∣ ≤ D∗N (x1, . . . , xN ) · VHK(f) (1.0.3)

for any function f on [0, 1)d where VHK denotes the total variation in the sense of Hardy
and Krause. Thus the integral can be approximated by the mean of the values which
some points have under f where the approximation error is given by the total variation
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1 Introduction

of f and the star-discrepancy of the points. Although (1.0.3) is interesting form a
theoretical point of view, it is of little use in practice. In general the total variation is
more difficult to compute than the integral. But nevertheless, it becomes evident that
sequences of points with low discrepancy give small approximation errors. Therefore we
are not only interested in sequences such that the star-discrepancy tends to 0, but also in
the speed of convergence. For d = 1 Erdős and Koksma [25] and independently Cassels
[16] showed

DN (M1x, . . . ,Mnx) = O

(
(log(N))5/2+ε

N1/2

)
a.e.

for any sequence (Mn)n≥1 of distinct integers and any ε > 0 where for simplicity we write
DN (M1x, . . . ,Mnx) = DN (〈M1x〉, . . . , 〈Mnx〉). Later Baker [9] improved the result by
replacing 5/2 by 3/2. By constructing a particular sequence Berkes and Philipp [13]
gave the lower bound

DN (M1x, . . . ,Mnx) = Ω

(
(log(N))1/2

N1/2

)
a.e.

Lacunary sequences

If the sequence (Mn)n≥1 is growing fast enough, better results can be achieved. Thus we
now introduce lacunary sequences, i.e. sequences which grow very rapidly. We already
give the definition for general dimension d ≥ 1. Let (Mn)n≥1 be a sequence of non-
singular integer-valued d× d-matrices satisfying a Hadamard gap type condition of the
form

||MT
n+kj||∞ ≥ qk||MT

n ||∞ (1.0.4)

for all j ∈ Zd\{0}, n ∈ N, k ≥ logq(||j||∞) and some absolute constant q > 1. Here

AT denotes the transpose of a matrix A. Since this extends the definition of lacunary
sequences for d = 1 to the multivariate case we call this system a multivariate lacunary
sequence satisfying a Hadamard gap condition. Now let (Mn)n≥1 be a sequence of d×d-
matrices such that Mn,i,i′ = 0 for all n ∈ N and i, i′ ∈ {1, . . . , d} with i 6= i′. If any
sequence (Mn,i,i)n≥1 for i ∈ {1, . . . , d} is an increasing sequence of integers and if

||MT
n+1||∞ ≥ q||MT

n ||∞ (1.0.5)

for all n ∈ N and some absolute constant q > 1 we call the sequence (Mn)n≥1 a lacunary
sequence satisfying a weak Hadamard gap condition. The first function system related
to lacunary sequences which was investigated is the system of Rademacher functions
which are defined by

rn(x) = sgn(sin(2nπx))

for all n ∈ N. Khintchine [40] showed the Law of the Iterated Logarithm for Rademacher
functions, i.e.

lim sup
N→∞

∑N
n=1 rn(x)√

2N log(log(N))
= 1 a.e.
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With f = r1 and Mn = 2n−1 for all n ∈ N we have f(Mnx) = rn(x) and thus Rademacher
functions form a lacunary function system. Since their behaviour is similar to that of
independent, identically distributed random variables, it is reasonable to study systems
(f(Mnx))n≥1 for general one-periodic functions f of mean zero. Of particular interest
are functions of the form 1A(〈·〉)− λ(A) for some box A ⊂ [0, 1)d because they are used
to define (1.0.2). For d = 1 and some sequence (Mn)n≥1 satisfying (1.0.4) Salem and
Zygmund [49] proved that for any sequence of integers (an)n≥1 with

aN = o(AN ) for AN =
1

2

(
N∑
n=1

a2
n

)1/2

we have

lim
N→∞

P

(
1

AN

N∑
n=1

an cos(2πMnx) ≤ t

)
= Φ(t) (1.0.6)

where P denotes the probability measure induced by the Lebesgue measure on [0, 1)d

and Φ denotes the standard normal distribution, i.e. for all t ∈ R we have

Φ(t) =
1√
2π

∫ t

−∞
e−

1
2
y2 dy.

Furthermore Weiss [56] (see also Salem and Zygmund [50], Erdős and Gál [24]) showed
that

lim sup
N→∞

∑N
n=1 an cos(2πMnx)√

2A2
N log log(N)

= 1 a.e. (1.0.7)

under the condition

aN = o

(
AN√

log(log(AN ))

)
.

With coefficients satisfying aN = o(A1−δ
N ) for some δ > 0 Philipp and Stout [47] showed

that there exists a Brownian Motion {W (t) : t ≥ 0} such that

N∑
n=1

an cos(2πMnx) = W (AN ) +O(A
1/2−%
N ) a.e.

for some % > 0. Therefore for lacunary (Mn)n≥1 the sequence (an cos(2πMnx))n≥1 shows
a behaviour typical for independent, identically distributed random variables. One could
ask whether this holds for other periodic functions as well. The answer is negative in
general. By a result of Erdős and Fortet (see [39]) for f(x) = cos(2πx) + cos(4πx) and
Mn = 2n − 1 we have

lim
N→∞

P

(
1√
N

N∑
n=1

f(Mnx) ≤ t

)
=

1√
π

∫ 1

0

∫ t| cos(πs)|/2

−∞
e−u

2
duds (1.0.8)
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1 Introduction

and

lim sup
N→∞

∑N
n=1 f(Mnx)√
N log(log(N))

= 2 cos(πx) a.e. (1.0.9)

Thus neither the Central Limit Theorem nor the Law of the Iterated Logarithm is
satisfied. This result was later generalized by Conze and Le Borgne [18] (see also [4] for
further information). On the other hand Kac [38] showed that any one-periodic function
f : R→ R of mean zero which is of bounded variation on [0, 1) or Lipschitz-continuous
satisfies

lim
N→∞

P

(
1√
N

N∑
n=1

f(2nx) ≤ tσ

)
= Φ(t) (1.0.10)

if

σ2 = E[f ] + 2

∞∑
n=1

E[f(x)f(2nx)] 6= 0. (1.0.11)

Furthermore Maruyama [43] and Izumi [37] proved

lim sup
N→∞

∑N
n=1 f(2nx)√

2N log(log(N))
= σ a.e. (1.0.12)

This illustrates that the behaviour of (f(Mnx))n≥1 does not only depend on the speed
of growth of (Mn)n≥1 but also on number theoretic properties of the sequence (Mn)n≥1.
Later on the Central Limit Theorem was shown for more general lacunary sequences.
By a result of Gaposhkin [30]

lim
N→∞

P

(
N∑
n=1

f(Mnx) ≤ tσN

)
= Φ(t) (1.0.13)

holds for sequences (Mn)n≥1 satisfying

σ2
N =

∫ 1

0

(
N∑
i=1

f(Mnx)

)2

dx ≥ CN, (1.0.14)

for an absolute constant C > 0 and one of the following conditions

• Mn+1

Mn
∈ N, for all n ∈ N,

• limn→∞
Mn+1

Mn
= θ, such that θr irrational for all r ∈ N.

Takahashi [53] showed (1.0.13) forMn+1/Mn →∞ and α-Lipschitz-continuous functions.
The connection between the Central Limit Theorem and the number of solutions of
certain Diophantine equations is due to Gaposhkin [31]. The Central Limit Theorem
holds for lacunary sequences (Mn)n≥1 satisfying (1.0.14), if for any fixed j, j′, ν the
number of solutions of the Diophantine equation

Mnj ±Mn′j
′ = ν (1.0.15)
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is bounded by an absolute constant Cj,j′ > 0 which is independent of ν. Observe that
“nice” periodic functions can be approximated by trigonometric polynomials very well.
Thus because of the product-to-sum identities of trigonometric functions the behaviour of
the moments of

∑
f(Mnx) depends on the number of solutions of Diophantine equations

of certain length. Recently Aistleitner and Berkes [2] improved this result: For a lacunary
sequence (Mn)n≥1 satisfying the Hadamard gap condition set

L(N,G, ν) = |{1 ≤ |j|, |j′| ≤ G, 1 ≤ n, n′ ≤ N : Mnj ±Mn′j
′ = ν}|,

L∗(N,G, ν) = |{1 ≤ |j|, |j′| ≤ G, 1 ≤ n, n′ ≤ N,n 6= n′ : Mn ± jMn′j
′ = ν}|,

L(N,G) = sup
ν 6=0

L(N,G, ν)

(1.0.16)
for any G ≥ 1, ν ∈ Z. Let f : R → R be some function of finite total variation which
is one-periodic and satisfies E[f ] = 0 as well as (1.0.14) for some lacunary sequence
satisfying the Hadamard gap condition (1.0.4). Aistleitner and Berkes showed that if
L(N,G) = o(N) for N →∞ and any fixed G ≥ 1 then (1.0.13) holds.

Law of the Iterated Logarithm for the discrepancy of lacunary point sets

The Law of the Iterated Logarithm for the discrepancy of an one-dimensional lacunary
point set was shown by Philipp [45]. He proved

1

4
√

2
≤ lim sup

N→∞

NDN (M1x, . . . ,MNx)√
2N log(log(N))

≤ C a.e.

where the constant C > 0 depends on q only. This corresponds to the Chung-Smirnov
Law of the Iterated Logarithm, that is

lim sup
N→∞

NDN (ξ1, . . . , ξN )√
2N log(log(N))

=
1

2
a.s. (1.0.17)

for any sequence of independent, identically distributed non-degenerate random variables
(ξn)n≥1 in [0, 1) with E[ξ1] = 0 and E[ξ2

1 ] = 1. For sequences of type (Mn)n≥1 = (θn)n≥1

for θ > 0 the precise value of the Law of the Iterated Logarithm was determined by
Fukuyama [28], i.e. for a.e. x we have

lim sup
N→∞

NDN (θ1x, . . . , θNx)√
2N log(log(N))

=



√
42/9, if θ = 2,√
(θ+1)θ(θ−2)

2
√

(θ−1)3
, if θ ≥ 4 is an even integer,

√
(θ+1)

2
√
θ−1

, if θ ≥ 3 is an odd integer,

1/2, if θr 6∈ Q for all r ∈ N.

Therefore the probabilistic analogy is not complete. The precise value depends sensi-
tively on number theoretic properties of the sequence (Mn)n≥1, mainly on the number
of non-trivial solutions of the Diophantine equations MT

n j ±MT
n′j
′ = 0.
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1 Introduction

Aistleitner [1] used the method applied in [2] to prove the Law of the Iterated Logarithm
for function systems (f(Mnx))n≥1 as well as for the discrepancy DN (M1x, . . . ,MNx) for
point sets defined by a lacunary sequence (Mn)n≥1 satisfying the Hadamard gap condi-
tion (1.0.4) under the condition max(L(N,G), L∗(N,G, 0)) = O(N/(log(N))1+ε). Later
Aistleitner, Fukuyama and Furuya [5] improved this result by proving sufficiency of
L(N,G) = O(N/(log(N))1+ε) for the Law of the Iterated Logarithm for lacunary func-
tion systems and L∗(N,G, 0) = o(N) in addition to the former condition for the Law of
the Iterated Logarithm for discrepancy of lacunary point sets.

Functions in several variables

The Central Limit Theorem for lacunary sequences (Mn)n≥1 of d×d-matrices satisfying
(1.0.4) was proved by Conze, Le Borgne and Roger [19]. There it was shown that the
Central Limit Theorem holds if the sequence is satisfying a strong number theoretic
condition, i.e. there is an absolute constant C such that for any integers G and N the
following condition holds: For 2s integers 1 ≤ n1 ≤ n′1 < n2 ≤ n′2 < · · · < ns ≤ n′s ≤ N
with nk+1 ≥ n′k + C logq(G) for k ∈ {1, . . . , s − 1} and vectors j1, j

′
1, . . . , js, j

′
s with

||jk||∞, ||j′k||∞ ≤ G for k ∈ {1, . . . , s} we have

MT
nsjs +MT

n′s
j′s 6= 0 =⇒

s∑
k=1

MT
nk
jk +MT

n′k
j′k 6= 0.

Such condition for example is satisfied in the product case, i.e. there exists a se-
quence of matrices (An)n≥1 with MT

n = AT1 · · ·ATn for all n ∈ N. Although it was
stated that the Central Limit Theorem is satisfied with a rate of convergence of order
O((log(N))2/5N−1/20) with an implied constant independent of d, it was actually only
proved for some constant depending on d since it was only shown that∫

[0,1)

(
N∑
n=1

f(Mnx)

)2

dx ≤ CN

for some constant C > 0 depending on d.

Sublacunary sequences

The probabilistic behaviour becomes more complicated in the case of sequences (Mn)n≥1

with subexponential growth, i.e. ||MT
n+1||∞/||MT

n ||∞ → 1. Although there are such se-
quences which show a similar probabilistic behaviour, there are others for which the
Central Limit Theorem or the Law of the Iterated Logarithm is not satisfied even for
f(x) = cos(2πx). Bobkov and Götze [14] proved that any orthonormal system (Xn)n≥1

where 1/
√
N ·
∑N

n=1XMn for some strictly increasing sequence of integers (Mn)n≥1 con-
verges weakly to some random variable ξ satisfies E[ξ2] ≤ 1 − limn→∞ n/Mn. Thus
for systems like Xn =

√
2 · cos(2πMnx) with some sublacunary integer-valued sequence
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(Mn)n≥1 the Central Limit Theorem does not hold in general. For further information
on the behaviour of sublacunary systems see e.g. [11].
One of the most interesting examples of sub-lacunary sequences which show the be-
haviour of independent random variables are so-called Hardy-Littlewood-Pólya-sequences,
i.e. sequences which consist of elements of a semigroup generated by a finite number of
coprime integers sorted in increasing order. Philipp [46] showed the almost sure invari-
ance principle for (cos(2πMnx))n≥1 for some Hardy-Littlewood-Pólya sequence (Mn)n≥1

and furthermore the Law of the Iterated Logarithm for the discrepancy of (Mn)n≥1.
Later on Fukuyama and Petit [29] showed the Central Limit Theorem for this kind of
sequences. This result was later extended to the multidimensional case. Let S be an
abelian semigroup of endomorphisms of the d-dimensional torus with finitely many gen-
erators A1, . . . ,As. For suitable periodic functions f of mean zero Cohen and Conze [17]
and Levin [42] proved

lim
min(N1,...,Nd)→∞

P

 N1∑
n1=1

. . .

Nd∑
nd=1

f
(
AN1

1 · · · A
Nd
d x

)
≤ tσN1,...,Nd

 = Φ(t) (1.0.18)

where

σ2
N1,...,Nd

=

∫
[0,1)2

 N1∑
n1=1

. . .

Nd∑
nd=1

f
(
AN1

1 · · · A
Nd
d x

)2

dx.

Results of this thesis

The methods used in early results in this area are based on substantial use of Fourier
analysis such as bounding the size of Fourier coefficients, the tails of Fourier series etc.
In [2] a new method effectively reducing the use of Fourier analysis was introduced which
was used in [1] resp. [5] to show the Law of the Iterated Logarithm.
In chapter 3 we adopt this method to prove the Central Limit Theorem and the Law of
the Iterated Logarithm for lacunary sequences (Mn)n≥1 satisfying a Hadamard gap con-
dition (1.0.4) under some weak conditions on the number of solutions of the Diophantine
equation MT

n j ±MT
n′j
′ = ν. We extend (1.0.16) to the multivariate case by setting

L(N,G, ν) = |{1 ≤ n, n′ ≤ N :

∃j, j′ ∈ Zd, 1 ≤ ||j||∞|, ||j′||∞ ≤ G,MT
n j ±MT

n′j
′ = ν}|,

L∗(N,G, ν) = |{1 ≤ n, n′ ≤ N,n 6= n′ :

∃j, j′ ∈ Zd, 1 ≤ ||j||∞|, ||j′||∞ ≤ G,MT
n j ±MT

n′j
′ = ν}|,

L(N,G) = sup
ν 6=0

L(N,G, ν).

(1.0.19)

and for all N ≥ 1 we assume

σ2
N :=

∫
[0,1)d

(
N∑
n=1

f(Mnx)

)2

dx ≥ C ·N

7
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for some absolute constant C > 0. We prove that for L(N,G) = o(N) for all G ≥ 1 we
have

lim
N→∞

∣∣∣∣∣P
(

N∑
n=1

f(Mnx) ≤ tσN

)
− Φ(t)

∣∣∣∣∣ = 0.

If furthermore there exists some 0 < β < 1 such that L(N,GN ) = o(Nβ) for any
sequences (GN )N≥1 we show an upper bound on the rate of convergence. Moreover if
Σf,Mn = limN→∞ σ

2
N > 0 and L∗(N,G) = L(N,G) = O(N/(logN)1+ε) for some ε > 0

we prove the Law of the Iterated Logarithm, i.e.

lim sup
N→∞

|
∑N

n=1 f(Mnx)|√
2N log(log(N))

=
√

Σf,Mn a.e.

If the sequence (Mn)n≥1 furthermore satisfies L(N,G, 0) = o(N) we obtain the Law of
the Iterated Logarithm for the star-discrepancy, i.e.

lim sup
N→∞

ND∗N (M1x, . . . ,Mnx)√
2N log(log(N))

=
1

2
a.e.

We also prove similar results for lacunary sequences satisfying only a weak Hadamard
gap condition (1.0.5).
The main idea in the proof of the Central Limit Theorem is to apply a Theorem due to
Heyde and Brown [36] which ensures the Central Limit Theorem for martingale differ-
ences sequences satisfying certain moment conditions resp. a consequence of Strassen’s
almost sure invariance principle [52] for which we get the Law of the Iterated Logarithm
under similar moments conditions. The elements of the martingale differences are de-
fined by sums of the form

∑
n∈∆k

ϕn(x) where ϕn(x) is a piecewise constant function
approximating f(Mnx). The blocks ∆k form a sequence of growing blocks which decom-
poses the set of natural numbers except for small gaps between consecutive blocks. The
filtration is defined by a sequence of σ-fields which are generated by a decomposition of
[0, 1)d into “dyadic” blocks, i.e. their side lengths are negative powers of 2 where the
exponents depend on the magnitude of the “frequencies” Mn in the corresponding block
in a certain manner. The Central Limit Theorem is ensured by a Berry-Esseen type
inequality which gives an upper bound on the mutual distance between the distribution
function of the normalized sums of the martingales and the distribution function of a
standard normal distributed random variable which only depends on second and fourth
moments conditions. In fact only for an upper bound of the conditional variances a
condition on the number of solutions of the Diophantine equations are necessary since
all other moments for which we need upper bounds can be estimated in a different way.

Double infinite matrices and the inverse of the discrepancy

Low-discrepancy sequences

Levin proved the Central Limit Theorem for the discrepancy of particular sequences
with small discrepancy which are constructed by ergodic transformations of [0, 1)d or

8



sequences obtained from lattices (see [42] and the references therein for further infor-
mation). One class of this sequences which are obtained via ergodic transformations
is the class of Halton sequences which we introduce now. Halton sequences extend the
definition of Van der Corput sequences to the multidimensional case. For an integer
d ≥ 1 let (pi)1≤i≤d be a system of d pairwise coprime integers. Then for any integer n
and i ∈ {1, . . . , d} let the pi-adic decomposition of n be given by

n =

∞∑
j=0

α(j, i)pji

with α(j, i) ∈ {0, . . . , pi − 1} for all j ≥ 0 where |{j ∈ N ∪ {0} : α(j, i) 6= 0}| <∞ for all
n ∈ N and i ∈ {1, . . . , d}. For n ∈ N and i ∈ {1, . . . , d} define

xn,i =
∞∑
j=0

α(j, i)p−j−1
i .

The sequence (xn)n≥1 = (xn,1, . . . , xn,d)n≥1 is called a Halton sequence in base (p1, . . . , pd).
The discrepancy of a Halton sequence satisfies

DN (x1, . . . , xN ) ≤ Cd
log(N)d

N
(1.0.20)

with some constant Cd > 0 which depends on d (see [33]). Observe that the one-
dimensional projection can be represented as the orbit of a von Neumann-Kakutani
transformation. By using a randomly chosen starting point for this transformation Wang
and Hickernell [55] introduced the so-called randomized Halton sequences. Sequences
with a discrepancy satisfying (1.0.20) are called low-discrepancy sequences. Numerical
integration using deterministic low-discrepancy sequences is called Quasi-Monte Carlo
(QMC) integration in contrast to classical Monte Carlo integration which uses indepen-
dent randomly chosen points. Many examples of deterministic low-discrepancy sequences
can be found in the books of Dick and Pillichshammer [21] and also Niederreiter [44]. A
lower bound on the discrepancy was given by Roth [48] who proved

DN (x1, . . . , xN ) ≥ Cd
log(N)d/2

N

for infinitely many N , some constant Cd > 0 depending only on d and any sequence of
points (xn)n≥1.
Although low-discrepancy sequences have best known asymptotic bounds there are diffi-
culties in applying them in practice. There are many applications which demand evalu-
ation of high-dimensional integrals. For example a typical task in finance is to calculate
the expected payoff of a derivative which usually depends on the values of underlying
assets for a long period of time which basically means to evaluate an integral over some
d-dimensional domain where d mainly is the product of the number of time steps and
the number of underlying assets. Therefore dimensions d ≥ 365 are not unlikely in prac-
tical applications. Another example is sampling from the stationary distribution of an

9



1 Introduction

aperiodic irreducible Markov Chain with a large state space. In the Glauber Dynamics
and also in other Markov Chains the probability of a single state is known only up to
some normalizing factor but the transition probabilities are precisely known. Therefore
it is reasonable to start with some fixed initial state and run the Markov Chain by using
a proposal function which depending on the current state and some random bits deter-
mines the next state of the Chain. Observe that for each step a new random variable is
needed. If the number of time steps is large enough and therefore the number of random
variables is large, the resulting empirical distribution gives a good approximation for the
stationary distribution.
The upper bound on the right-hand side of (1.0.20) only is vanishing if N ≥ ed and thus
such an upper bound is not feasible for high-dimensional integration in practice. There
are some particular low-discrepancy sequences which provide good results in some special
applications. For example, Atanassov [8] modified the definition of a Halton sequence
obtaining a constant Cd on the right-hand side of (1.0.20) vanishing exponentially in d.
But in general the situation is dissatisfying. Therefore randomized Quasi-Monte Carlo
methods were introduced which try to combine the advantages of Quasi-Monte Carlo
methods and classical Monte Carlo methods. Observe that the latter ones provide er-
ror bounds which are independent of the dimension while the former ones provide good
asymptotic error bounds. Randomized Halton sequences are one example. For further
example see the book of Lemieux [41] and the references therein.

Inverse of the discrepancy

Since low-discrepancy sequence only give good error bounds if the number of points is
large in comparison with the dimension, one could ask about sequences which have small
discrepancy in the special case of a “small” number of sample points in comparison with
the dimension. This led to the introduction of the “inverse of the star-discrepancy”

n(d, ε) = min{N ∈ N : ∃x1, . . . , xN ∈ [0, 1)d, D∗N (x1, . . . , xN ) ≤ ε}

which states the smallest number of points in [0, 1)d having the upper bound ε on the
star-discrepancy. Heinrich, Novak, Wasilkowski and Woźniakowski [34] showed

n(d, ε) = O(dε−2) (1.0.21)

with some implied constant which is independent of d and ε. Thus there is a sequence
of points in [0, 1)d with

D∗N (x1, . . . , xN ) ≤ C
√
d√
N

(1.0.22)

which for small N compared with d gives a better bound than (1.0.20). Furthermore
Hinrichs [35] proved

n(d, ε) = Ω(dε−1). (1.0.23)

Thus the dependence of d in (1.0.22) is optimal, only the precise order of ε is unknown.
In applications it often is desirable to have a sequence which is extendable not only

10



in the number of points but also in dimension. Therefore Dick [20] proved that there
exists a double infinite matrix (xn,i)n≥1,i≥1 with numbers xn,i ∈ [0, 1) such that for any
pair of natural numbers N, d ≥ 1 the projection (xn,i)1≤n≤N,1≤i≤d defines an N -element
sequence of points

{(x1,1, . . . , x1,d), . . . , (xN,1, . . . , xN,d)} ⊂ [0, 1)d

with star-discrepancy

D∗N (x1, . . . , xN ) ≤ C
√
d log(N)√
N

(1.0.24)

for some absolute constant C > 0 independent of d. Observe that the logarithmic term
is due to the fact that Dick actually proved that any matrix generated by independent
uniformly distributed random variables satisfies the upper bound with positive proba-
bility. The result was later improved by Doerr, Gnewuch, Kritzer and Pillichshammer
[22] who showed

D∗N (x1, . . . , xN ) ≤ C
√
d log(1 +N/d)√

N
. (1.0.25)

Aistleitner and Weimar [6] later obtained

D∗N (x1, . . . , xN ) ≤
√
C1d+ C2 log(log(N))√

N
(1.0.26)

which is the best possible result because of the Chung-Smirnov Law of the Iterated
Logarithm (1.0.17).
To avoid the iterated logarithm term in the upper bound hybrid sequences which are
partly constructed by random numbers and partly by elements of a low-discrepancy se-
quence were introduced. Aistleitner [3] constructed a matrix where for large n compared
to i the entries xn,i are taken from a Halton sequence while for small n compared to i
they are randomly chosen. He proved that there exists a matrix which satisfies (1.0.22)
uniformly in N and d. In order to prove the upper bound he defined for any dimension
d a system of subsets of [0, 1)d such that each subset is a finite union of axis-parallel
boxes and any block A ⊂ B∗ can be approximated well enough by a disjoint union of
a subsystem of this subsets. Furthermore he used the maximal Bernstein inequality to
show that for any of this subsets A and any number N of points the relative number
of points inside A deviates from its Lebesgue measure by C

√
d/
√
N · g(A) only with

very small probability. Here C > 0 is some absolute constant and g(A) is some function
which decays fast enough for λ(A)→ 0.

Results of this thesis

In chapter 4 we consider a similar constructed double infinite matrix. We define a double
infinite matrix (xn,i)n,i≥1 where (x1,i)i≥1 forms a family of independent uniformly in [0, 1)

distributed random variables. While for large n compared to i, i.e. 212·2i < n − 1 or
i = 1, we define xn+1,i by taking elements of randomized Halton sequences, for small

11



1 Introduction

n compared to i we take fractional parts of some lacunary sequences, i.e. we have
xn+1,i = 〈2(dlog2(i)+1e)nx1,i〉, instead of independent random numbers xn,i. We prove
that for any ε > 0 we have

D∗N (x1, . . . , xN ) ≤ (2576 + 357 log(ε−1))

√
d√
N

with probability at least 1 − ε. Observe that in this setup we can not directly use
the maximal Bernstein inequality any more since this inequality only holds for mar-
tingales like the sum of independent random variables of mean zero. Nevertheless, if
the system of subsets is chosen well enough, i.e. any subset has corners of the form
(2−(dlog2(1)+1e)ha1, . . . , 2

−(dlog2(d)+1e)had) for integers a1, . . . , ad and some small enough
integer h, the points defined by any subsequence nk = k · 2κ + γ for suitable integers
κ, γ ≥ 1 depending on h are stochastically independent. Thus by decomposing the
sequence of points into such subsequences we may still apply the maximal Bernstein
inequality. The practical purpose of having points defined by such a lacunary sequence
instead of independent random points is reducing the number of digits which are neces-
sary to simulate those points. To simulate N random points in [0, 1)d with a precision of
H digits requires a simulation of dHN digits while by using points from such a lacunary
sequence this number may be reduced to O(dH + d log(d)N).

Random Matrix ensembles with correlated entries

Previous results

Lacunary function systems also have applications in random matrix theory. Random
matrices are of particular interest in theoretic physics. Initially they were introduced by
Wigner [58] to describe properties of atoms with heavy nuclei. Consider an ensemble
XN = ( 1√

N
Xn,n′)1≤n,n′≤N of symmetric random N × N matrices such that except for

the symmetry condition the entries Xn,n′ are independent random variables with mean
zero, unit variance and universally bounded moments. Wigner showed that the mean
empirical eigenvalue distribution converges weakly to the semicircle law as the size of
the matrix tends to infinity. Being more precise he proved

lim
N→∞

E
[

1

N
Tr
(
XK
N

)]
=

{
CK/2 = K!

(K/2)!(K/2+1)! , K even,

0, K odd
(1.0.27)

where the coefficients CK denote the Catalan numbers. Note that many problems in
combinatorics have solutions which are related to Catalan numbers. For example, CK/2
is the number of non-crossing pair partitions of {1, . . . ,K} for some even K, i.e. there
exist precisely CK/2 pair partitions ∆ such that there are no k1 < k2 < k3 < k4 with
k1, k3 ∈ S and k2, k4 ∈ S ′ for some S,S ′ ∈ ∆ with S 6= S ′. This fact plays an important
part in the proof that in the limit the mean expectation the values of the traces of XK

N

coincide with the moments of the semicircle law which has density 1/2π ·
√

4− x2 ·1x2≤4.
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Having many other applications in physics, e.g. in quantum chaos or in telecommuni-
cations, in pure mathematics, e.g. in number theory, and further areas, random matrix
models have been studied intensively in the last decades. In recent years the ques-
tion arose whether the asymptotic behaviour still holds if the independence condition is
weakened. Besides investigations on some specific models so far there are only some few
attempts in this area. Schenker and Schulz-Baldes [51] defined an ensemble of random
matrices XN where for any N there exists an equivalence relation ∼N on the set of
entries of XN such that entries from different equivalence classes are independent while
entries from the same class may be correlated. Observe that this model generalizes the
classical case where the equivalence classes are of the form {Xn,n′ , Xn′,n}. They showed
that if the classes are not too large, i.e.

max
n∈{1....,N}

|{n′,m,m′ ∈ {1, . . . , N} : (n, n′) ∼N (m,m′)}| = o(N2)

and

max
n,n′,m∈{1,...,N}

|{m′ ∈ {1, . . . , N} : (n, n′) ∼N (m,m′)}| = C

for some absolute constant C > 0, and if not too many different entries of the same class
lie on the same row resp. the same column, i.e.

|{n, n′,m′ ∈ {1, . . . , N} : (n, n′) ∼N (n′,m′), n 6= m′}| = o(N2),

then the mean empirical eigenvalue distribution converges weakly to the semicircle law.
They proved the result without any further condition on the correlation of two entries in
the same equivalence class. It is natural to consider random matrices such the correlation
decays with the distance of two entries. Therefore it is reasonable to study matrix models
where each entry has except for some small errors only a finite range of dependence. As
Anderson and Zeitouni [7] showed the converge to the semicircle law does not hold in
general under this assumption, but further conditions are necessary. Thus although the
conditions given by Schenker and Schulz-Baldes appear to be too strict they can not be
weakened without further constraints on the correlation of different entries. Friesen and
Löwe [27] studied random matrix ensembles with stochastically independent diagonals
but correlated entries on the diagonal. They showed convergence to the semicircle law
for

max
n,n′∈{1,...,N}

E[Xn,n′Xn+t,n′+t] ≤ Ct−ε

for some absolute constants C > 0 and ε > 0. Although it seems to be more reasonable to
study ensembles with independent rows or columns rather than ensembles with indepen-
dent diagonals these ensembles provide some difficulties. Since the symmetry condition
is necessary to have real eigenvalues it implies that the columnwise independence and
rowwise dependence turns into rowwise independence and columnwise dependence by
crossing the main diagonal. This not only seems to be not natural from a stochastic
point of view, but also the mean empirical eigenvalue does not appear to converge to
the semicircle law in general as simulations show.
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1 Introduction

Results of this thesis

In chapter 5 we introduce random matrix ensembles with

Xn,n′ = f(Mn+n′,1x1,M|n−n′|,2x2)

for two integer-valued lacunary sequences (Mn,1)n≥2, (Mn,2)n≥0 and suitable functions
f . We prove weak convergence of the mean empirical eigenvalue distribution towards the
semicircle law under some further number theoretic properties of the sequence (Mn,1)n≥1.
To prove this result we show (1.0.27). Furthermore we give examples to show that even
in this particular class of random matrix ensembles the asymptotic behaviour of the
spectrum becomes delicate. We prove that the empirical spectral distribution does not
converge to the semicircle law in general even if the correlation of two entries decays
exponentially in the distance. For f(x1, x2) = 1/

√
2·(cos(2π(x1+x2))+cos(4π(x1+x2)))

and Mn,1 = 2n we show that the mean empirical spectral distribution does not converge
to semicircle law while for any sequence (Mn,1)n≥1 with Mn+1,1/Mn,1 → ∞ for n → ∞
and any periodic function f of finite total variation in the sense of Hardy and Krause with
mean zero and unit variance the mean spectral distribution converges to the semicircle
law.
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2 Preliminaries

In this chapter we repeat some basic results on periodic functions of finite total variation
resp. lacunary sequences which are going to be used in the subsequent chapters.
For some integer d ≥ 1 set I = {1, . . . , d}. We now introduce the total variation in
the sense of Hardy and Krause for periodic functions on Rd. Let f : Rd → R be some
periodic function, i.e. f satisfies f(x + z) = f(x) for all x ∈ Rd and z ∈ Zd. For some
subset J ⊆ I and points a, b ∈ [0, 1)|J | with ai ≤ bi for all i ∈ J and some z ∈ [0, 1)|I\J |

define
∆J(f, a, b, z) =

∑
δ∈{0,1}|J|

(−1)
∑
i∈J δif(cδ)

where cδ = (cδ,1, . . . , cδ,d) is defined by cδ,i = δiai + (1 − δi)bi for i ∈ J and ci = zi for
i /∈ J . A finite set Yi = {y1 . . . , ym(i)} ⊂ [0, 1) with 0 = y1 < . . . < ym(i) < 1 for some

positive integer m(i) is called a ladder. A multidimensional ladder on [0, 1)d has the
form Y =

∏
i∈I Yi. For a multidimensional ladder Y, a subset J ⊆ I and z ∈ [0, 1)d set

YJ,z =
∏
i∈J Yi ×

∏
i/∈J{zi}. For y ∈ YJ,z define y+ ∈ [0, 1)|J | ×

∏
i/∈J{zi} such that y+,i

is the successor of yi in Yi resp. 1 if yi is the largest element in Yi. Then we define the
variation of f over YJ by

VYJ,z(f) =
∑
y∈YJ,z

|∆J(f, y, y+, z)|.

Denote the set of all ladders YJ,z by YJ,z. Then the total variation of f over [0, 1)|J | is
defined by

VJ(f) = sup
z∈[0,1)|I|

sup
YJ,z∈YJ,z

VYJ,z(f).

The total variation of f on [0, 1)d in the sense of Hardy and Krause is

VHK(f) =
∑

J⊆I,J 6=∅

VJ(f).

A function f is called to be of finite total variation if VHK(f) <∞.
The following Lemma was proved in [59]:

Lemma 2.0.1 Let f(x) =
∑

j∈Zd\{0} aj cos(2π〈j, x〉)+bj sin(2π〈j, x〉) be a periodic func-
tion of finite total variation in the sense of Hardy and Krause. Then we have

|aj |, |bj | ≤ C

 ∏
i∈I,ji 6=0

1

2π|ji|

V{i∈I:ji 6=0}(f).

for some absolute constant C > 0 and all j ∈ Zd\{0}.
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2 Preliminaries

Observe that hereafter we always write C for some absolute constant which may vary
from line to line. Furthermore we always assume that f : Rd → R is a periodic function
of mean zero such that the Fourier series of f exists and converges to f .
Thus we have f(x) =

∑
j∈Zd\{0} aj cos(2π〈j, x〉) + bj sin(2π〈j, x〉) with suitable numbers

aj , bj ∈ R for all j ∈ Zd\{0}. For Γ ∈ Nd0 we denote the Γth partial sum of f by

ψΓ(x) =
∑

j∈Zd,|ji|≤Γi

aj cos(2π〈j, x〉) + bj sin(2π〈j, x〉) (2.0.1)

and set ρΓ(x) = f(x)− p(x). If Γi = G for all i ∈ I we simply write ψG(x) resp. ρG(x).
The Gth Fejér mean of f is defined by

pG(x) =
1

(G+ 1)d

∑
Γ∈Nd0,||Γ||∞≤G

ψΓ(x)

=
∑

j∈Zd,|ji|≤G

a′j cos(2π〈j, x〉) + b′j sin(2π〈j, x〉)
(2.0.2)

where

a′j = aj
∏
i∈I

G+ 1− |ji|
G+ 1

, b′j = bj
∏
i∈I

G+ 1− |ji|
G+ 1

for all j ∈ Zd with ||j||∞ ≤ G. Observe that

pG(x) =

∫
[0,1)d

f(x+ t)KG(t) dt

where KG(t) = KΓ(t) with Γi = G for all i ∈ I and KΓ(t) =
∏
i∈I KΓi(ti) =

∏
i∈I KG(ti)

is the d-dimensional Gth Fejér kernel and KG(ti) is the one-dimensional Gth Fejér kernel
defined by

KG(ti) =
1

G+ 1

G∑
l=0

l∑
ji=−l

cos(2π〈ji, x〉)

=
1

G+ 1

G∑
l=0

sin(2π〈l + 1/2, ti〉)
sin(2π〈1/2, ti〉)

=
1

G+ 1

(sin(2π〈(G+ 1)/2, ti〉))2

2(sin(2π〈1/2, ti〉))2

≥ 0.

Therefore we have

|pG(x)| =

∣∣∣∣∣
∫

[0,1)d
f(x+ t)KG(t) dt

∣∣∣∣∣
≤ ||f ||∞

∣∣∣∣∣
∫

[0,1)d
KG(t) dt

∣∣∣∣∣
≤ ||f ||∞.
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Now we define rG(x) = f(x)− pG(x). Thus we have

rG(x) =
∑

j∈Zd\{0}

ãj cos(2π〈j, x〉) + b̃j sin(2π〈j, x〉) (2.0.3)

where

ãj =

{
aj , ||j||∞ > G,

aj

(
1−

∏
i∈I

(
1− |ji|

G+1

))
, ||j||∞ ≤ G

and b̃j is defined analogously.

Lemma 2.0.2 Let f(x) =
∑

j∈Zd\{0} aj cos(2π〈j, x〉) + bj sin(2π〈j, x〉) be some periodic
function satisfying VHK(f) ≤ 1. Then there exists some absolute constant C > 0 such
that for any G ≥ d the function rG as defined in (2.0.3) satisfies

||rG||22 ≤ CdG−1.

Proof. We have

||rG||22 =
∑

j∈Zd\{0}

ã2
j + b̃2j =

∑
0<||j||∞≤G

ã2
j + b̃2j︸ ︷︷ ︸

(∗)

+
∑

||j||∞>G

ã2
j + b̃2j︸ ︷︷ ︸

(∗∗)

. (2.0.4)

For some given nonempty J ⊆ I set

D(G, J) = {j ∈ Zd : 1 ≤ |ji| ≤ G for i ∈ J, ji = 0 for i /∈ J},
D′(G, J) = {j ∈ Zd : ji 6= 0 for i ∈ J, ji = 0 for i /∈ J, j /∈ D(G, J)}.

To estimate (∗) we first by Lemma 2.0.1 observe

∑
0<||j||∞≤G

ã2
j + b̃2j ≤ 2

∑
J⊆I,J 6=∅

∑
j∈D(G,J)

(∏
i∈J

1

2π|ji|

)2(
1−

∏
i∈J

(
1− |ji|

G+ 1

))2

VJ(f)2.

By definition of VHK(f) it is enough to show

V (G, J) = 2
∑

j∈D(G,J)

(∏
i∈J

1

2π|ji|

)2(
1−

∏
i∈J

(
1− |ji|

G+ 1

))2

≤ CG−1 (2.0.5)

for some absolute constant C > 0. By decomposing we have

V (G, J) = 2
∑

K,K′⊆J,K,K′ 6=0

∑
j∈D(G,J)

∏
i∈K

1

2π|ji|
|ji|
G+ 1

∏
i∈J\K

1

2π|ji|

(
1− |ji|

G+ 1

)

·
∏
i∈K′

1

2π|ji|
|ji|
G+ 1

∏
i∈J\K′

1

2π|ji|

(
1− |ji|

G+ 1

)
.
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2 Preliminaries

Thus we get

V (G, J) = 2
∑

K,K′⊆J,K,K′ 6=0

W1(K,K ′) ·W2(K,K ′) ·W3(K,K ′) ·W4(K,K ′)

where

W1(K,K ′) =
∏

i∈K∩K′

1

(2π)2

G∑
ji=−G

1

(G+ 1)2
≤

∏
i∈K∩K′

1

4G
,

W2(K,K ′) =
∏

i∈K∩J\K′

1

(2π)2

G∑
ji=−G

1

G+ 1

(
1

|ji|
− 1

G+ 1

)
≤

∏
i∈K∩J\K′

log(G)

4G
,

W3(K,K ′) =
∏

i∈J\K∩K′

1

(2π)2

G∑
ji=−G

(
1

|ji|
− 1

G+ 1

)
1

G+ 1
≤

∏
i∈J\K∩K′

log(G)

4G
,

W4(K,K ′) =
∏

i∈J\K∩J\K′

1

(2π)2

G∑
ji=−G

(
1

|ji|
− 1

G+ 1

)2

≤
∏

i∈J\K∩J\K′

1

4
.

Since K ∩K ′ 6= ∅ or K ∩ J\K ′ 6= ∅ and J\K ∩K ′ 6= ∅ we conclude

V (G, J) ≤
∑

K,K′⊆J,K,K′ 6=0

C

4|J |G
≤ CG−1 (2.0.6)

for some absolute constant C > 0 and therefore (2.0.5) is verified. We now estimate
(∗∗). By Lemma 2.0.1 we have∑

||j||∞>G

ã2
j + b̃2j ≤

∑
J⊆I,J 6=∅

∑
j∈D′(G,J)

a2
j + b2j

≤ 2
∑

J⊆I,J 6=∅

∑
j∈D′(G,J)

(∏
i∈J

1

(2π|ji|)2

)
Vj(f)2.

We furthermore for some nonempty J ⊆ I get

∑
j∈D′(G,J)

(∏
i∈J

1

(2π|ji|)2

)
≤

|J |∑
l=1

(
|J |
l

)2
G∑
j=1

1

(2πj)2

|J |−l ·
2

∞∑
j=G+1

1

(2πj)2

l

≤
|J |∑
l=1

(
|J |
l

)(
1

2π2G

)l

≤
|J |∑
l=1

(
d

2π2G

)l
≤ CdG−1
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for some absolute constant C > 0. Therefore we have∑
||j||∞>G

ã2
j + b̃2j ≤ CdG−1

and the Lemma is proved.

With L(N,G, ν) as defined in (1.0.19) we have

Lemma 2.0.3 Let f : Rd → R be a periodic function satisfying VHK(f) ≤ 1 and
let (Mn)n≥0 be a lacunary sequence of matrices satisfying the Hadamard gap condition
(1.0.4). Then we have∫

[0,1)d

(
N∑
n=1

f(Mnx)

)2

dx ≤ C(log(d)||f ||22 + ||f ||2)N (2.0.7)

where C > 0 is an absolute constant depending only on q. If the sequence (Mn)n≥1

furthermore satisfies L(N,G, 0) = o(N) for any fixed G ≥ 1 then we have

lim
N→∞

1

N

∫
[0,1)d

(
N∑
n=1

f(Mnx)

)2

dx = ||f ||22. (2.0.8)

Note that hereafter we write log(x) for max(1, log(x)).

Proof. For ||j||∞, ||j′||∞ ≤ G and k > logq(G) we have

||MT
n j
′||∞ ≤ ||MT

n ||∞||j′||∞ ≤ q−k||MT
n+kj||∞||j′||∞ < ||MT

n+kj||∞. (2.0.9)

Therefore we obtain MT
n j
′ 6= MT

n+kj. Now let pG be the Gth Fejér mean of f . Then for
some k > logq(G) we have

pG(Mnx)pG(Mn+kx) =
∑
u

αu cos(2π〈u, x〉) + βu sin(2π〈u, x〉)

where any u is of the form MT
n j±MT

n+kj
′ for some 1 ≤ ||j||∞, ||j′||∞ ≤ G. Therefore by

(2.0.9) we get ∫
[0,1)d

pG(Mnx)pG(Mn+kx) dx = 0 (2.0.10)

for k > logq(G). By Lemma 2.0.2 for any k ≥ 1 there is a trigonometric polynomial gk
with dq2k − 1 < deg(gk) ≤ dq2k such that

||f − gk||2 ≤ Cq−k.
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2 Preliminaries

Therefore for k′ > logq(dq
2k) by (2.0.10) and Cauchy-Schwarz inequality we have

∣∣∣∣∣
∫

[0,1)d
f(Mnx)f ′(Mn+k′x) dx

∣∣∣∣∣ ≤
∣∣∣∣∣
∫

[0,1)d
(f − gk)(Mnx)f(Mn+k′x) dx

∣∣∣∣∣
+

∣∣∣∣∣
∫

[0,1)d
gk(Mnx)gk(Mn+k′x) dx

∣∣∣∣∣
+

∣∣∣∣∣
∫

[0,1)d
gk(Mnx)(f − gk)(Mn+k′x) dx

∣∣∣∣∣
≤ 2C||f ||2q−k

(2.0.11)

since ||gk||2 ≤ ||f ||2. We obtain

∫
[0,1)d

(
N∑
n=1

f(Mnx)

)2

dx

≤N ||f ||22 + 2

N∑
n=1

N−n∑
k′=1

∣∣∣∣∣
∫

[0,1)d
f(Mnx)f(Mn+k′x) dx

∣∣∣∣∣
≤N ||f ||22 + 2N(logq(d) + 2)||f ||22 + 2

N∑
n=1

N−n∑
k′=logq(d)+3

∣∣∣∣∣
∫

[0,1)d
f(Mnx)f(Mn+k′x) dx

∣∣∣∣∣
≤N ||f ||22 + CN logq(d)||f ||22 +

N∑
n=1

∞∑
k=1

C||f ||2q−k

≤C(log(d)||f ||22 + ||f ||2)N.

Thus (2.0.7) is shown.
The proof of (2.0.8) is similar. For k′ > logq(q

2k) instead of (2.0.11) we get

∣∣∣∣∣
∫

[0,1)d
f(Mnx)f(Mn+kx) dx

∣∣∣∣∣ ≤ C||f ||2d1/2q−k

and similarly ∣∣∣∣∣
∫

[0,1)d
s1(Mnx)s2(Mn+kx) dx

∣∣∣∣∣ ≤ C||f ||2d1/2q−k

where for i ∈ {1, 2} the function si is of the form pGi or rGi for some suitable number
Gi > 0.
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For any G ≥ 1 we obtain∣∣∣∣∣∣ 1

N

∫
[0,1)d

(
N∑
n=1

f(Mnx)

)2

dx− ||f ||22

∣∣∣∣∣∣
≤ 2

N

N∑
n=1

N−n∑
k=1

∣∣∣∣∣
∫

[0,1)d
f(Mnx)f(Mn+kx) dx

∣∣∣∣∣
≤C
N

N∑
n=1

N−n∑
k=1

||f ||2d1/2 min(G−1/2, q−k)

+
2

N

N∑
n=1

N−n∑
k=1

∣∣∣∣∣
∫

[0,1)d
pG(Mnx)pG(Mn+kx) dx

∣∣∣∣∣
≤C||f ||2d1/2G−1/2

+ (2G+ 1)2dh(N)

N

for some function h(N) with h(N)/N → 0. Observe that such a function exists by
assumption on L(N,G, 0). Since the constant G ≥ 1 can be chosen arbitrary, (2.0.8) is
shown.

Lemma 2.0.4 Let (Mn)n≥1 be some lacunary sequence satisfying the Hadamard gap
condition (1.0.4). For any n, n′ ∈ N and j ∈ Zd with ||j||∞ ≤ G for some G ≥ 2 there
exists at most one j′ ∈ Zd with ||j′||∞ ≤ G such that

||MT
n j ±MT

n′j
′||∞ < ||MT

n′′ ||∞ (2.0.12)

where n′′ ≤ min(n, n′)− logq(G).

Here (2.0.12) has to be understood in the following sense: For n, n′, j there exists at
most one j′ with ||MT

n j + MT
n′j
′||∞ < ||MT

n′′ ||∞ and at most one possibly different j′

with ||MT
n j −MT

n′j
′||∞ < ||MT

n′′ ||∞.

Proof. Suppose that (2.0.12) is satisfied for some n, n′, j, j′. Now take some j′′ 6= j′. We
observe

||MT
n j ±MT

n′j
′′||∞ ≥ ||MT

n′(j
′′ − j′)||∞ − ||MT

n j ±MT
n′j
′||∞

> G||MT
n′′ ||∞ − ||MT

n′′ ||∞
≥ ||MT

n′′ ||∞.

Therefore the Lemma is proved.
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Lemma 2.0.5 Let p(x) =
∑

j∈Zd,0<||j||∞≤G aj cos(2π〈j, x〉) + bj sin(2π〈j, x〉) with G ≥ 2
be some trigonometric polynomial satisfying ||p||∞ ≤ 1 and VHK(p) ≤ 1. Let (Mn)n≥1

be a lacunary sequence satisfying the Hadamard gap condition (1.0.4). Then we have∫
[0,1)d

(
N∑
n=1

p(Mnx)

)4

dx ≤ CN2 (2.0.13)

for some constant C > 0 which depends on q and d. If furthermore N ≥ max(Gd−1, d)
then we have ∫

[0,1)d

(
N∑
n=1

p(Mnx)

)4

dx ≤ C(log(d))2/3N2 (2.0.14)

for some absolute constant C > 0 depending only on q.

Proof. We only prove (2.0.14). The proof of (2.0.13) is essentially the same.
First we are going to show

P

(∣∣∣∣∣
N∑
n=1

p(Mnx)

∣∣∣∣∣ > t
√
N

)
≤ C exp

(
− t3/2

8C log(d)

)
(2.0.15)

for some constant C > 0 depending only on q. For some 0 < β < 1 set P = bNβc and

l = dN/2P e. Without loss of generality we may assume 3N4 ≤ qN
β−1. There exists

some N0 ∈ N depending only on q with 3N4 ≤ qN
β−1 for N ≥ N0. Therefore there is

some constant Cq > 0 which depends only on q and β such that (2.0.14) is satisfied with
Cq and any N < N0. Since N ≥ G2 we have logq(G) + logq(3G) ≤ bNβc for N ≥ N0.
Now define

Um(x) =

min(P (m+1),N)∑
n=Pm+1

p(Mnx).

By Markov’s inequality and Cauchy-Schwarz inequality we obtain

P

(∣∣∣∣∣
N∑
n=1

p(Mnx)

∣∣∣∣∣ > t
√
N

)
≤ 2 exp(−κN t

√
N)

∫
[0,1)d

exp

(
κN

N∑
n=1

p(Mnx)

)
dx

≤ 2 exp(−κN t
√
N)I(κN , l)

1/2I ′(κN , l)
1/2

(2.0.16)
where κN > 0 and

I(κN , l) =

∫
[0,1)d

l−1∏
m=0

exp (2κNU2m(x)) dx,

I ′(κN , l) =

∫
[0,1)d

l∏
m=1

exp (2κNU2m−1(x)) dx.

Since I(κN , l) and I(κN , l) can be estimated similarly, we only estimate the first one.
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Using e|z| ≤ (1 + z + z2)e|z|
3

we observe

I(κN , l) ≤ exp

(
l−1∑
m=0

|κNU2m(x)|3
)∫

[0,1)d

l−1∏
m=0

(1 + κNU2m(x) + (κNU2m(x))2) dx

(2.0.17)
For some m ≥ 0 we have

U2
2m(x) =

∑
j∈Zd

αj cos(2π〈j, x〉) + βj sin(2π〈j, x〉)

for suitable numbers αj , βj for all j ∈ Zd. Now set

V2m(x) =
∑

j∈Zd,||j||∞<||MT
m′ ||∞

αj cos(2π〈j, x〉) + βj sin(2π〈j, x〉)

for m′ = b2Pm − logq(G)c and furthermore W2m(x) = U2
2m(x) − V2m(x). To estimate

|V2m(x)| observe that by Lemma 2.0.4 for any 1 ≤ n, n′ ≤ N and j ∈ Zd with ||j||∞ ≤ G
there is at most one j′ ∈ Zd with ||j′||∞ ≤ G such that ||MT

n j ±MT
n′j
′||∞ < ||MT

n′′ ||∞
where n′′ ≤ min(n, n′)− logq(G). For ||j||∞, ||j′||∞ ≤ 1/2 · q|n−n′| we have

||MT
n j ±MT

n′j
′||∞ ≥

1

2
q|n−n

′|||MT
n′ ||∞.

Thus for |n − n′| ≥ logq(2) we obtain ||MT
n j ±MT

n′j
′||∞ ≥ ||MT

n′′ ||∞. Then by Lemma
2.0.1 and Cauchy-Schwarz inequality we have

|V2m(x)| ≤
N∑

n,n′=1

∑
1≤||j||∞,||j′||∞≤G,

||MT
n j±MT

n′j
′||∞<||MT

m′ ||∞

(|aj |+ |bj |)(|aj′ |+ |bj′ |) ≤ C||p||2N (2.0.18)

where the constant C > 0 depends only on q. Since

0 ≤ 1 + κnU2m(x) + (κnU2m(x))2

by Lemma 2.0.3 we obtain

I(κN , l) ≤ exp(Cκ3
NN

1+2β)

·

∫
[0,1)d

l−1∏
m=0

(1 + C(log(d)||p||22 + ||p||2)P + κNU2m(x) + κ2
NW2m(x)) dx. (2.0.19)

Furthermore we get

κNU2m(x) + κ2
NW2m(x) =

∑
j

αj cos(2π〈j, x〉) + βj sin(2π〈j, x〉)

for suitable αj , βj and j ∈ Zd satisfying ||MT
m′ ||∞ ≤ ||j||∞ ≤ 2G||MT

P (2m+1)||∞.
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Now for 0 ≤ k ≤ m let j2k be any frequency vector of the trigonometric polynomial
1 + C(log(d)||p||22 + ||p||2)N + κNU2m(x) + κ2

NW2m(x). If j2m 6= 0 then we get

||j2m||∞ −
m−1∑
k=0

||j2k||∞

≥ ||MT
m′ ||∞ − 2G

m−1∑
k=0

||MP (2k+1)T ||∞

≥ 3G||MP (2m−1)T ||∞ − 2G||MP (2m−1)T ||∞
m−1∑
k=0

qP (2k+1)−P (2m−1)

≥
(

3− 2
1

1− q−2P

)
G||MT

P (2m−1)||∞

> 0

(2.0.20)

where the second inequality follows by assumption on P > logq(G) + logq(3G) and the

fourth inequality follows by P > logq(
√

3) which without loss of generality we may
assume. Therefore by (2.0.19) we have

I(κN , l) ≤ exp(Cκ3
NN

1+2β)

∫
[0,1)d

l−1∏
m=0

(1 + C(log(d)||p||22 + ||p||2)P ) dx.

Plugging this into (2.0.16) yields

P

(∣∣∣∣∣
N∑
n=1

p(Mnx)

∣∣∣∣∣ > t
√
N

)
≤ 2 exp

(
−κN t

√
N + C0κ

3
NN

1+2β + C0 log(d)κ2
NN

)
(2.0.21)

for some absolute constant C0. Choose β = 1/4. Then for

κN =
t

2C0 log(d)
√
N

and 0 ≤ t ≤ C0 log(d)2 we observe

exp
(
−κN t

√
N + C0κ

3
NN

1+2β + C0 log(d)κ2
NN

)
= exp

(
C0 log(d)

t2

4C2
0 log(d)2

+ C0
t3

8C3
0 log(d)3

− t2

2C0 log(d)

)
= exp

(
− t2

4C0 log(d)

(
1− t

2C0 log(d)2

))
≤ exp

(
− t2

8C0 log(d)

)
.

(2.0.22)
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A similar calculation for

κN =

√
t

2
√
C0N

and t > C0 log(d)2 yields

exp
(
−κN t

√
N + C0κ

3
NN

1+2β + C0 log(d)κ2
NN

)
= exp

(
C0 log(d)

t

4C0
+ C0

t3/2

8C
3/2
0

− t3/2

2C
1/2
0

)

= exp

(
− t3/2

8C
1/2
0

(
3− 2C

1/2
0

t1/2
log(d)

))

≤ exp

(
− t3/2

8C
1/2
0

)
.

(2.0.23)

Combining (2.0.21), (2.0.22) and (2.0.23) we get (2.0.15). Therefore we have∫
[0,1)d

(
N∑
n=1

p(Mnx)

)4

dx ≤

∫ ∞

0

tN2dP

(∣∣∣∣∣
N∑
n=1

p(Mnx)

∣∣∣∣∣ > t1/4N1/2

)

≤ N2

∫ ∞

0

Ct
t1/2

log(d)
exp

(
− t3/2

8C log(d)

)
dt

≤ N2

∫ ∞

0

C
(t′)3/2

log(d)
exp

(
−(t′)3/2

8C

)
(log(d))2/3 dt′

where in the last line we substituted t′ = t/(log(d))2/3. Thus we observe∫
[0,1)d

(
N∑
n=1

p(Mnx)

)4

dx ≤ C(log(d))2/3N2

for some constant C > 0 which only depends on q. Therefore the Lemma is proved.
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3 Central Limit Theorem and Law of the
Iterated Logarithm

In this chapter we discuss the fundamental results on the probabilistic behaviour of
multivariate lacunary sequences satisfying the Hadamard gap condition (1.0.4). After
presenting the main theorems in section 3.1 we prove the Central Limit Theorem in
section 3.2. The Law of the Iterated Logarithm is shown in section 3.3. On this basis
we establish the Law of the Iterated Logarithm for lacunary point sets in section 3.4.
Furthermore in section 3.5 we demonstrate modifications of the theorems discussed so
far resp. their proofs for multivariate lacunary sequences satisfying the weak Hadamard
gap condition (1.0.5)

3.1 Main results

The Central Limit Theorem for multivariate lacunary systems reads as follows

Theorem 3.1.1 (Central Limit Theorem) Let (Mn)n≥1 be a lacunary sequence of
non-singular d×d-matrices satisfying the Hadamard gap condition (1.0.4). Furthermore
assume that L(G,N) = o(N) for any fixed G ≥ 2. Let f : Rd → R be a bounded,
periodic function of finite total variation in the sense of Hardy and Krause. Assume
that the Fourier series of f exists and converges to f and assume that there exists some
absolute constant C > 0 such that

σ2
N :=

∫
[0,1)d

(
N∑
n=1

f(Mnx)

)2

dx ≥ C ·N. (3.1.1)

for any N ≥ 1. Then for all t ∈ R we have

lim
N→∞

∣∣∣∣∣P
(

N∑
n=1

f(Mnx) ≤ tσN

)
− Φ(t)

∣∣∣∣∣ = 0. (3.1.2)

If furthermore for some 0 < β < 1 we have L(N,GN ) = O(Nβ) for any sequence
(GN )N≥1 with GN ≤ dN for all N ≥ 1 then for all t ∈ R and sufficiently large N we get∣∣∣∣∣P

(
N∑
n=1

f(Mnx) ≤ tσN

)
− Φ(t)

∣∣∣∣∣ ≤ Cd1/5 log(N)3/5 + log(d) log(N)

Nmin(1/8,(1−β)/5)
(3.1.3)

with some absolute constant C > 0 which only depends only on q.
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Under a slightly stronger condition on the number of solutions of the Diophantine equa-
tion we also obtain

Theorem 3.1.2 (Law of the Iterated Logarithm) Let (Mn)n≥1 be a sequence of
non-singular d×d-matrices satisfying the Hadamard gap condition (1.0.4). Furthermore
assume that for any fixed G ≥ 1 and some ε > 0 we have L(N,G) = O(N/(logN)1+ε).
Let f : Rd → R be a bounded, periodic function of finite total variation in the sense
of Hardy and Krause. Assume that the Fourier series of f exists and converges to f .
Additionally, let f and (Mn)n≥1 be given such that for

σ2
N :=

∫
[0,1)d

(
N∑
n=1

f(Mnx)

)2

dx

there exists Σf,Mn > 0 with

lim
N→∞

σ2
N

N
= Σf,Mn . (3.1.4)

Then we have

lim sup
N→∞

|
∑N

k=1 f(Mnx)|√
2N log(log(N))

=
√

Σf,Mn a.e. (3.1.5)

We now state a version of the Law of the Iterated Logarithm for the discrepancy of point
sets defined by multivariate lacunary sequences with not too many non-trivial solutions
of the Diophantine equation:

Theorem 3.1.3 Let (Mn)n≥1 be a lacunary sequence of non-singular d×d-matrices sat-
isfying the Hadamard gap condition (1.0.4). Assume that L(N,G) = O(N/(logN)1+ε)
and furthermore L∗(N,G, 0) = o(N). Then the discrepancy of (Mnx)n≥1 resp. the star
discrepancy satisfies the Law of the Iterated Logarithm, i.e.

lim sup
N→∞

NDN (M1x, . . . ,MNx)√
2N log(log(N))

= lim sup
N→∞

ND∗N (M1x, . . . ,MNx)√
2N log(log(N))

=
1

2
a.e. (3.1.6)

3.2 Central Limit Theorem

The proof of Theorem 3.1.1 is essentially based on the following Theorem due to Heyde
and Brown [36] which is a consequence of Strassen’s almost sure invariance principle for
martingale differences sequences. We will use a generalized version stated in [2].

Theorem 3.2.1 ([2, Theorem B],[36]) Let (Xk,Fk, k ≥ 1) be a martingale differ-
ences sequence with finite fourth moments. Set VK =

∑K
k=1 E[X2

k |Fk−1] and let (bK)K≥1

be a sequence of positive numbers. Then we have

sup
t

∣∣∣∣∣P
(

1√
bK

K∑
k=1

Xk < t

)
− Φ(t)

∣∣∣∣∣ ≤ A
(∑K

k=1 E[X4
k ] + E

[
(VK − bK)2

]
b2K

)1/5

, (3.2.1)
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3.2 Central Limit Theorem

where A is an absolute constant.

Proof of Theorem 3.1.1. First we are going to show (3.1.3). Therefore for some fixed
but large enough integer N ≥ 1 set G = bdmax(2, Nα)c for some 0 < α ≤ 1 and
define p = pG and r = rG as in (2.0.2). Without loss of generality we may assume
||f ||∞ ≤ 1 and VHK(f) ≤ 1. Therefore it is easy to see that ||p||2 ≤ ||f ||2 ≤ 1 and
||p||∞ ≤ ||f ||∞ ≤ 1 as well as ||r||∞ ≤ ||f ||∞ + ||p||∞ ≤ 2. We now decompose the set
{1, . . . , N} into consecutive blocks ∆1,∆

′
2,∆2, . . . ,∆

′
k, ∆k, . . . such that the blocks have

length

|∆′k| = d2(1 + 2η) logq(k) + Cd,Ge, |∆k| = b12η−1C1+η
d,G k

ηc.

for some 0 < η < 1. The constant Cd,G is defined by

Cd,G = C(log(G) + log(d) + d log(5 log(G))) (3.2.2)

for some large enough C depending only on q. It can easily be shown that |∆′k+1| ≤ |∆k|
for all k ≥ 1. In order to define a suitable martingale differences sequence we replace f
by its low-frequency part p which is a finite trigonometric polynomial. Furthermore we
will neglect the indices in ∆′k. The purpose of this is having a fast enough decreasing
ratio

||M(k−1)+ ||∞
||Mk− ||∞

≤ k−2(1+2η)q−Cd,G ,

where k+, k− is the largest resp. the smallest integer in ∆k. Later on it will be shown
that the asymptotic size of

∑N
n=1 r(Mnx) and

∑
k

∑
n∈∆′k

p(Mnx) can be neglected. We

now approximate p(Mnx) by a piecewise constant function ϕn(x) which is necessary to
define the martingale differences sequence. Let

m(n) = dlog2(||MT
k+ ||∞) + (1 + 2η) log2(k) + C ′d,Ge

where k = kn is defined by n ∈ ∆kn and C ′d,G is a constant depending on q, d and G
such that

2(1 + η) log2(Cd,G) + log2(G) + log2(d) + (2d+ 1) log2(5 log(G))

≤ C ′d,G
≤ log2(q)Cd,G − 2(1 + η) log2(Cd,G)− d log2(5 log(G)).

(3.2.3)

Observe that such a constant C ′d,G exists if Cd,G in (3.2.2) is chosen large enough. Let
Fk be the σ-field generated all sets of the form[

v1

2m(k+)
,
v1 + 1

2m(k+)

)
× · · · ×

[
vd

2m(k+)
,
vd + 1

2m(k+)

)
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3 Central Limit Theorem and Law of the Iterated Logarithm

with some vi ∈ {0, 1, . . . , 2m(k+) − 1} and i ∈ {1, . . . , d}. With x, x′ ∈ Ak for some atom
Ak =

∏d
i=1Ak,i ∈ Fk we have

|p(Mnx)− p(Mnx
′)| ≤

d∑
i=1

sup
y∈Ak

∣∣∣∣ ∂∂yi p(Mny)

∣∣∣∣ 2−m(n)

≤ Cd||MT
n ||∞G(5 log(G))d2−m(n)

≤ C · C−2(1+η)
d,G k−(1+2η).

Here the second inequality follows by Lemma 2.0.1. The third inequality follows by
(3.2.3). Therefore on any atom of Fk we easily can find some constant function, say ϕ̂n,
such that

|p(Mnx)− ϕ̂n(x)| ≤ C · C−2(1+η)
d,G k−(1+2η). (3.2.4)

We have
p(Mnx) =

∑
1≤||j||∞≤G

a′j cos(2π〈MT
n j, x〉) + b′j sin(2π〈MT

n j, x〉).

Thus for any atom Ak−1 ⊂ Fk−1 we obtain

1

λ(Ak−1)

∣∣∣∣∣
∫
Ak−1

p(Mnx) dx

∣∣∣∣∣
≤ 1

λ(Ak−1)

∑
1≤||j||∞≤G

|a′j |

∣∣∣∣∣
∫
Ak−1

cos(2π〈MT
n j, x〉) dx

∣∣∣∣∣+ |b′j |
∣∣∣∣∣
∫
Ak−1

sin(2π〈MT
n j, x〉) dx

∣∣∣∣∣
where λ denotes the Lebesgue-measure on [0, 1)d. For fixed n and j choose i ∈ {1, . . . , d}
such that |(MT

n j)i| = ||MT
n j||∞. Then we observe by angle sum and difference identities

of trigonometric functions that∫
Bk

cos(2π〈MT
n j, x〉) dx =

∫
Bk

sin(2π〈MT
n j, x〉) dx = 0

for any box Bk such that Bk,i′ = Ak,i′ for i 6= i′ and λ(Bk,i) = v/||MT
n j||∞ for some

integer v. Thus we have

1

λ(Ak−1)

∣∣∣∣∣
∫
Ak−1

p(Mnx) dx

∣∣∣∣∣
≤

∑
1≤||j||∞≤G

|a′j |+ |b′j |
||MT

n j||∞
2m((k−1)+)

≤
∑

1≤||j||∞≤G

(|a′j |+ |b′j |) ·
||MT

(k−1)+ ||∞
qdlogq(G)e||MT

k−−dlogq(G)e||∞
k1+2η2C

′
d,G

≤ C · (5 log(G))dq−Cd,Gk−(1+2η)2C
′
d,G

≤ C · C−2(1+η)
d,G k−(1+2η).

(3.2.5)
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3.2 Central Limit Theorem

Now set

ϕn(x) = ϕ̂n(x)− E[ϕ̂n|Fk−1].

Then by (3.2.4) we have

|p(Mnx)− ϕn(x)| ≤ |p(Mnx)− ϕ̂n(x)|+ |ϕ̂n(x)− ϕn(x)|

≤ C · C−2(1+η)
d,G k−(1+2η)

(3.2.6)

for some absolute constant C > 0 depending only on q. Thus p(Mnx) can be approxi-
mated by a function ϕn(x), which is constant on any atom of Fk and satisfies:

1. |p(Mnx)− ϕn(x)| ≤ C · C−2(1+η)
d,G k−(1+2η) for all x ∈ [0, 1)d,

2. E[ϕn|Fk−1] = 0 for all n ∈ ∆k.

We now define

Xk =
∑
n∈∆k

ϕn(x), VK+1 =
K+1∑
k=1

E[X2
k |Fk−1],

where K is given such that N ∈ ∆′K+1 ∪ ∆K+1. It is easy to see that (Xk,Fk) is

a martingale differences sequence. We are going to approximate
∑N

n=1 f(Mnx) by∑K
k=1Xk in order to apply Theorem 3.2.1. Therefore we need some more notations.

For k ∈ {1, . . . ,K + 1} define

Yk =
∑
n∈∆k

p(Mnx), Y ′k =
∑
n∈∆′k

p(Mnx).

We observe

N ≤
K+1∑
k=1

|∆′k|+ |∆k| ≤ 2
K+1∑
k=1

|∆k| ≤ Cη−1 · C1+η
d,G K

1+η

and

N ≥
K∑
k=1

|∆′k|+ |∆k| ≥
K∑
k=1

|∆k| ≥ Cη−1 · C1+η
d,G K

1+η.

There are constants C1, C2 > 0 such that

C1η
−1/(1+η)C−1

d,GN
1/(1+η) ≤ K ≤ C2η

−1/(1+η)C−1
d,GN

1/(1+η). (3.2.7)

By definition we have the following decomposition

N∑
n=1

f(Mnx) =

K+1∑
k=1

Xk +

K+1∑
k=1

(Yk −Xk) +

K+1∑
k=1

Y ′k +

N∑
n=1

r(Mnx).
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3 Central Limit Theorem and Law of the Iterated Logarithm

Then standard estimates give

P

(
N∑
n=1

f(Mnx) ≤ tσN

)
≤ P

(
K+1∑
k=1

Xk ≤ (t+ ε)σN

)
+ P

(∣∣∣∣∣
K+1∑
k=1

(Xk − Yk)

∣∣∣∣∣ > εσN
3

)

+ P

(∣∣∣∣∣
K+1∑
k=1

Y ′k

∣∣∣∣∣ > εσN
3

)
+ P

(∣∣∣∣∣
N∑
n=1

r(Mnx)

∣∣∣∣∣ > εσN
3

)
,

(3.2.8)
for some ε > 0 as well as

P

(
N∑
n=1

f(Mnx) ≥ tσN

)
≥ P

(
K+1∑
k=1

Xk ≥ (t− ε)σN

)
− P

(∣∣∣∣∣
K+1∑
k=1

(Xk − Yk)

∣∣∣∣∣ > εσN
3

)

− P

(∣∣∣∣∣
K+1∑
k=1

Y ′k

∣∣∣∣∣ > εσN
3

)
− P

(∣∣∣∣∣
N∑
n=1

r(Mnx)

∣∣∣∣∣ > εσN
3

)
.

Since both inequalities can be estimated analogously we will only focus on the first one.
First we estimate the three latter terms before we estimate the first one by applying
Theorem 3.2.1. In order to estimate the second term by (3.2.6) we have∣∣∣∣∣

K+1∑
k=1

(Xk − Yk)

∣∣∣∣∣ =

∣∣∣∣∣∣
K+1∑
k=1

∑
n∈∆k

ϕn(x)−
∑
n∈∆k

p(Mnx)

∣∣∣∣∣∣
≤

K+1∑
k=1

C|∆k| · C
−2(1+η)
d,G k−(1+2η)

≤ Cη−1C
−(1+η)
d,G

for some constant C > 0 depending only on q. Therefore by Chebyshev’s inequality we
see that

P

(∣∣∣∣∣
K+1∑
k=1

(Xk − Yk)

∣∣∣∣∣ > εσN
3

)
≤ Cη−2C

−2(1+η)
d,G ε−2N−1. (3.2.9)

To estimate the third term we use the definition of Y ′k, Lemma 2.0.3 and (3.2.7) to get∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1

Y ′k

∣∣∣∣∣
∣∣∣∣∣
2

2

≤ C
K+1∑
k=1

|∆′k| log(d)

≤ C log(d)N1/(1+η) log(N).

Thus by (3.1.1) and Chebyshev’s inequality we obtain

P

(∣∣∣∣∣
K+1∑
k=1

Y ′k

∣∣∣∣∣ > εσN
3

)
≤ C log(d)ε−2N−η/(1+η) log(N). (3.2.10)

32



3.2 Central Limit Theorem

With another application of Chebyshev’s inequality, Lemma 2.0.2 and Lemma 2.0.3 we
get the following estimate for the fourth term

P

(∣∣∣∣∣
N∑
n=1

r(Mnx)

∣∣∣∣∣ > εσN
3

)
≤ C log(d)ε−2d1/2G−1/2. (3.2.11)

Thus by (3.2.8),(3.2.9),(3.2.10) and (3.2.11) we have

P

(
N∑
n=1

f(Mnx) ≤ tσN

)

≤ P

(
K+1∑
k=1

Xk ≤ (t+ ε)σN

)
+ Cη−2 log(d)ε−2(N−η/(1+η) log(N) + d1/2G−1/2).

(3.2.12)

Now for any integer k ∈ {1, . . . ,K + 1} define

s2
k =

k∑
l=1

∫
[0,1]d

∑
n∈∆l

p(Mnx)

2

dx.

Thus by we obtain

∣∣∣∣∣P
(

N∑
n=1

f(Mnx) ≤ tσN

)
− Φ(t)

∣∣∣∣∣
≤

∣∣∣∣∣P
(
K+1∑
k=1

Xk ≤ sK+1(t+ ε)
σN
sK+1

)
− Φ

(
(t+ ε)

σN
sK+1

)∣∣∣∣∣
+

∣∣∣∣Φ((t+ ε)
σN
sK+1

)
− Φ(t)

∣∣∣∣
+ Cη−2 log(d)ε−2(N−η/(1+η) log(N) + d1/2G−1/2).

(3.2.13)

To apply Theorem 3.2.1 we need a sequence of positive numbers (bK)K≥1. In [36] the
sequence was given by

∑K
k=1 E

[
E[X2

k |Fk−1]
]
. Here we take s2

K instead since later we
are going to estimate the conditional second moments of Xk by those of Yk. In order to
estimate the second term on the right-hand side of (3.2.13) we now show that for some
C > 0 we have

|σN − sK+1| ≤ (Cη−1/(1+η) log(d)(N1/(1+η) log(N) +Nd1/2G−1/2))1/2. (3.2.14)
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3 Central Limit Theorem and Law of the Iterated Logarithm

Therefore we use standard estimates and observe∣∣∣∣∣∣∣s2
K+1 −

∫
[0,1)d

 ∑
n∈∪K+1

k=1

p(Mnx)


2

dx

∣∣∣∣∣∣∣
≤

∣∣∣∣∣∣
∫

[0,1)d

K+1∑
k=1

∑
n∈∆k

p(Mnx)

2

−

 ∑
n∈∪k∆k

p(Mnx)

2 dx

∣∣∣∣∣∣
≤

∑
n,n′∈∪k∆k,

(n,n′)/∈∆k×∆k

∣∣∣∣∣
∫

[0,1)d
p(Mnx)p(Mn′x) dx

∣∣∣∣∣
= 0

(3.2.15)

since ||MT
n j ±MT

n′j
′||∞ > 0 if 1 ≤ ||j||∞, ||j′||∞ ≤ G and |n − n′| ≥ logq(G). We now

decompose

N∑
n=1

f(Mnx) =
∑

n∈∪K+1
k=1 ∆′k

p(Mnx) +
∑

n∈∪K+1
k=1 ∆k

p(Mnx) +
N∑
n=1

r(Mnx)

By (3.2.15) we have ∣∣∣∣∣∣∣
∣∣∣∣∣∣∣

∑
n∈∪K+1

k=1 ∆k

p(Mnx)

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

≤ sK+1. (3.2.16)

Now with Lemma 2.0.3 and (3.2.7) we obtain∣∣∣∣∣∣∣
∣∣∣∣∣∣∣

∑
n∈∪K+1

k=1 ∆′k

p(Mnx)

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

≤
(
Cη−1/(1+η) log(d)N1/(1+η) log(N)

)1/2
. (3.2.17)

By Lemma 2.0.2 and 2.0.3 we observe∣∣∣∣∣∣∣
∣∣∣∣∣∣∣

∑
n∈∪K+1

k=1 ∆k

r(Mnx)

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

≤
(
C log(d)d1/2G−1/2N

)1/2
. (3.2.18)

Therefore we obtain (3.2.14). If we choose N ∈ N large enough such that

N

N1/(1+η) log(N) + d1/2G−1/2N
≥ 9C ′′η−1/(1+η) log(d)

C ′
(3.2.19)

where the constant C ′, C ′′ > 0 are defined such that (3.1.1) is satisfied with C = C ′ resp.
(3.2.14) is satisfied C = C ′′ then we obtain

|σN − sK+1| ≤
√
C ′N

3
.
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3.2 Central Limit Theorem

Immediately we observe

sK+1 ≥ σN − |σN − sK+1| ≥
2
√
C ′N

3
. (3.2.20)

We furthermore get∣∣∣∣ σNsK+1
− 1

∣∣∣∣ ≤ (Cη−1/(1+η) log(d)(N−η/(1+η) log(N) + d1/2G−1/2))1/2 (3.2.21)

Thus it can easily be shown that for a suitable constant C > 0 depending only on q and
some large enough N fulfilling (3.2.19) by Mean Value Theorem we have∣∣∣∣Φ((t+ ε)

σN
sK+1

)
− Φ(t)

∣∣∣∣
≤
(
σN
sK+1

ε+

∣∣∣∣( σN
sK+1

− 1

)
t

∣∣∣∣) sup

{
1√
2π
e−1/2·u2 : t ≤ u ≤ (t+ ε)

σN
sK+1

}
≤ (Cη−1/(1+η) log(d))1/2(ε+ (N−η/(1+η) log(N) + d1/2G−1/2)1/2).

(3.2.22)

We plug this into (3.2.13) and get∣∣∣∣∣P
(

N∑
n=1

f(Mnx) ≤ tσN

)
− Φ(t)

∣∣∣∣∣
≤

∣∣∣∣∣P
(
K+1∑
k=1

Xk ≤ sK+1t

)
− Φ (t)

∣∣∣∣∣
+ (Cη−1/(1+η) log(d))1/2(ε+ (N−η/(1+η) log(N) + d1/2G−1/2)1/2)

+ Cη−2 log(d)ε−2(N−η/(1+η) log(N) + d1/2G−1/2).

(3.2.23)

Therefore it remains to estimate∣∣∣∣∣P
(
K+1∑
k=1

Xk ≤ sK+1t

)
− Φ (t)

∣∣∣∣∣
for which we use Theorem 3.2.1. By Lemma 2.0.5 we easily see

K+1∑
k=1

E[X4
k ] ≤

K+1∑
k=1

C log(d)2/3|∆k|2 ≤ Cη−2 log(d)2/3C
2(1+η)
d,G K1+2η. (3.2.24)

We define

ςk =

∫
[0,1)d

∑
n∈∆k

p(Mnx)

2

dx.
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3 Central Limit Theorem and Law of the Iterated Logarithm

By (3.2.4) we observe |X2
k − Y 2

k | ≤ Cη−2k−1 and therefore we obtain

||VK+1 − s2
K+1||2 ≤

∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1

E
[
Y 2
k − ςk|Fk−1

]∣∣∣∣∣
∣∣∣∣∣
2

+ Cη−2 log(K). (3.2.25)

We now are going to decompose the terms Y 2
k − ςk. Therefore we set

Rk(x) =
∑
n∈∆k

∑
n′∈∆k,

|n−n′|≤1+logq(G+1)

p(Mnx)p(Mn′x),

Qk(x) = Y 2
k −Rk(x).

Furthermore we define

T+(j, j′, n, n′, x) =
a′ja
′
j′

2
cos(2π〈MT

n j +MT
n′j
′, x〉) +

a′jb
′
j′

2
sin(2π〈MT

n j +MT
n′j
′, x〉)

+
b′ja
′
j′

2
sin(2π〈MT

n j +MT
n′j
′, x〉)−

b′jb
′
j′

2
cos(2π〈MT

n j +MT
n′j
′, x〉),

T−(j, j′, n, n′, x) =
a′ja
′
j′

2
cos(2π〈MT

n j −MT
n′j
′, x〉) +

a′jb
′
j′

2
sin(2π〈MT

n j −MT
n′j
′, x〉)

+
b′ja
′
j′

2
sin(2π〈MT

n j −MT
n′j
′, x〉)−

b′jb
′
j′

2
cos(2π〈MT

n j −MT
n′j
′, x〉),

(3.2.26)
for 1 ≤ ||j||∞, ||j′||∞ ≤ G, n, n′ ∈ N and x ∈ [0, 1)d. We set

Rk(x) =
∑

n,n′∈∆k,
|n−n′|≤1+logq(1+G)

∑
1≤||j||∞,||j′||∞≤G,

||MT
n j+M

T
n′j
′||∞≥||MT

(k−1)+
||∞

T+(j, j′, n, n′, x)

+
∑

n,n′∈∆k,
|n−n′|≤1+logq(1+G)

∑
1≤||j||∞,||j′||∞≤G,

||MT
n j−MT

n′j
′||∞≥||MT

(k−1)+
||∞

T−(j, j′, n, n′, x)
(3.2.27)

and

Sk(x) =
∑

n,n′∈∆k,
|n−n′|≤1+logq(1+G)

∑
1≤||j||∞,||j′||∞≤G,

0<||MT
n j+M

T
n′j
′||∞<||MT

(k−1)+
||∞

T+(j, j′, n, n′, x)

+
∑

n,n′∈∆k,
|n−n′|≤1+logq(1+G)

∑
1≤||j||∞,||j′||∞≤G,

0<||MT
n j−MT

n′j
′||∞<||MT

(k−1)+
||∞

T−(j, j′, n, n′, x).
(3.2.28)

Thus we have Y 2
k − ςk = Qk+Rk+Sk. In order to estimate |E[Qk|Fk−1]| we first observe

that for |n′ − n| > 1 + logq(G+ 1) and 1 ≤ ||j||∞, ||j′||∞ ≤ G we get

||MT
n j ±MT

n′j
′||∞ > ||MT

min(n,n′)||∞ ≥ ||M
T
k− ||∞.
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3.2 Central Limit Theorem

Therefore if Cd,G is large enough with a similar argumentation as in the proof of (3.2.6)
we get

|E[Qk|Fk−1] ≤
∑

n,n′∈{1,...,N},
|n−n′|>1+logq(G+1)

∑
1≤||j||∞,||j′||∞≤G

1

λ(Ak−1)

·

∣∣∣∣∣
∫
Ak−1

T+(j, j′, n, n′, x) + T−(j, j′, n, n′, x) dx

∣∣∣∣∣
≤ C(5 log(G))2d|∆k|2

||MT
(k−1)+ ||∞k

1+2η2C
′
d,G

||MT
k− ||∞

≤ Cη−2(5 log(G))2dC
2(1+η)
d,G k2ηk1+2η2C

′
d,Gk−2(1+2η)q−Cd,G

≤ Ck−1

for some constant C > 0 depending only on q. Thus we have∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1

E[Qk|Fk−1]

∣∣∣∣∣
∣∣∣∣∣
2

≤ C log(K). (3.2.29)

By Lemma 2.0.4 for 1 ≤ n, n′ ≤ N and ||j||∞ ≤ G there exists at most one ||j′||∞ ≤ G
such that ||MT

n j ±MT
n′j
′||∞ ≤ ||MT

(k−1)+ ||∞. Hence with Cauchy-Schwarz inequality we

observe ||Sk||∞, ||ςk||∞ ≤ (1+logq(G+1))|∆k|||p||22 ≤ (1+logq(G+1))|∆k|. By definition
we get ||Rk||∞ ≤ (1 + logq(G+ 1))|∆k| and therefore we also have

||Rk||∞ ≤ ||Rk||∞ + ||Sk||∞ + ||ςk||∞ ≤ C(1 + logq(G+ 1))|∆k|.

Now we estimate
∑K+1

k=1 E[Rk|Fk−1] obtaining

E

(K+1∑
k=1

E[Rk|Fk−1]

)2
 ≤ 2E

 K+1∑
k,k′=1

E[Rk|Fk−1]E[Rk′ |Fk′−1]

 .
For k = k′ we have

K+1∑
k=1

E2[Rk|Fk−1] ≤
K+1∑
k=1

||Rk||2∞ ≤ Cη−2C
2(1+η)
d,G (log(G))2K1+2η. (3.2.30)

We may assume k′ > k now. Since E[Rk|Fk−1] is Fk−1-measurable we get∣∣∣∣∣∣E
 ∑

1≤k<k′≤K+1

E[Rk|Fk−1]E[Rk′ |Fk′−1]

∣∣∣∣∣∣Fk−1

∣∣∣∣∣∣
≤

∑
1≤k<k′≤K+1

||Rk||∞|E[Rk′ |Fk−1]|

≤
∑

1≤k<k′≤K+1

Cη−1C1+η
d,G k

η(1 + logq(G+ 1))|E[Rk′ |Fk−1]|.
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3 Central Limit Theorem and Law of the Iterated Logarithm

Furthermore Rk′ can be represented by

Rk′(x) =
∑
j∈Zd,

||MT
(k′−1)+

||∞≤||j||∞≤2G||MT
k′+
||∞

γj cos(2π〈j, x〉) + δu sin(2π〈j, x〉)

where because of constraints on n, n′, j, j′ we have∑
j

|γj |+ |δj | ≤ C(5 log(G))2dη−1C1+η
d,G k

η log(G)

for some constant C > 0 depending only on q. Thus we have by using a similar argu-
mentation as above

|E[Rk′ |Fk−1]|

≤ 1

λ(Ak−1)

∣∣∣∣∣∣
∫
Ak−1

∑
j

γj cos(2π〈j, x〉) + δu sin(2π〈j, x〉) dx

∣∣∣∣∣∣
≤ C(5 log(G))2dη−1C1+η

d,G k
η log(G)

||MT
(k−1)+ ||∞k

1+2η2C
′
d,G

||MT
(k′−1)+

||∞

≤ C(5 log(G))2dη−1C1+η
d,G k

η log(G)k1+2η2C
′
d,Gq−Cη

−1C1+η
d,G (k′−1)η

≤ Ck1+3ηq−(k′−1)η

(3.2.31)

for sufficiently large Cd,G. With (3.2.30) and (3.2.31) we conclude∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1

E[Rk|Fk−1]

∣∣∣∣∣
∣∣∣∣∣
2

≤

Cη−2C
2(1+η)
d,G log(G)2K1+2η +

∑
1≤k<k′≤K+1

k1+3ηq−(k′−1)η

1/2

≤Cη−1C1+η
d,G log(G)K1/2+η.

(3.2.32)

Finally we estimate Sk which can be written as

Sk =
∑

0<||j||∞<||MT
(k−1)+

||∞

γj cos(2π〈j, x〉) + δj sin(2π〈j, x〉),

where
∑

j |γj | + |δj | ≤ Cη−1(5 log(G))2dC1+η
d,G k

η log(G). The fluctuation of Sk on any
atom of Fk−1 is at most∑

0<||j||∞≤||MT
(k−1)+

||∞

(|γj |+ |δj |)2πG||MT
(k−1)+ ||∞ · 2

−m((k−1)+)d ≤ Cη−1k−(1+η).
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3.2 Central Limit Theorem

where the inequality follows by definition of m((k − 1)+) and (3.2.3). Therefore we get

|E[Sk|Fk−1]− Sk| ≤ Cη−1k−(1+η).

Thus we have ∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1

E[Sk|Fk−1]

∣∣∣∣∣
∣∣∣∣∣
2

≤

∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1

Sk

∣∣∣∣∣
∣∣∣∣∣
2

+ Cη−1 (3.2.33)

for some constant depending C > 0 only on q. We write

K+1∑
k=1

Sk(x) =
∑

0<||j||∞<||MT
K+ ||∞

γ′j cos(2π〈j, x〉) + δ′j sin(2π〈j, x〉),

where by L(N,G) ≤ CNβ we have

|γ′j |, |δ′j | ≤ C
(
η−1C1+η

d,G K
1+η
)β
. (3.2.34)

We obtain ∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1

Sk

∣∣∣∣∣
∣∣∣∣∣
2

2

=
∑
j

γ′2j + δ′2j

≤ C
(
η−1C1+η

d,G K
1+η
)β∑

j

|γ′j |+ |δ′j |

≤ C
(
η−1C1+η

d,G K
1+η
)1+β

.

By (3.2.33) we have∣∣∣∣∣
∣∣∣∣∣
K+1∑
k=1

E[Sk|Fk−1]

∣∣∣∣∣
∣∣∣∣∣
2

≤ C
(
η−1C1+η

d,G K
1+η
)(1+β)/2

+ Cη−1. (3.2.35)

Using (3.2.25), (3.2.29), (3.2.32) and (3.2.35) we finally observe

E
[
(VK+1 − s2

K+1)2
]
≤ Cη−2C

2(1+η)
d,G log(G)2K1+η+max(η,β(1+η)). (3.2.36)

With Theorem 3.2.1 and (3.2.20), (3.2.24) and (3.2.36) we obtain

sup
t

∣∣∣∣∣P
(
K+1∑
k=1

Xk ≤ skt

)
− Φ(t)

∣∣∣∣∣
≤A

Cη−2C
2(1+η)
d,G log(G)2K1+η+max(η,β(1+η))

N2

1/5

≤A

Cη−2C
2(1+η)
d,G log(G)2

(
Cη−1/(1+η)C−1

d,GN
1/(1+η)

)1+η+max(η,β(1+η))

N2


1/5

≤Cη−4/5 log(G)2/5C
min(η,(1−β)(1+η))/5
d,G Nmax(−1/(1+η),β−1)/5.
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3 Central Limit Theorem and Law of the Iterated Logarithm

Now we set α = 3/4, η = 3/5 and ε = N−1/8. Thus together with (3.2.23) we have

∣∣∣∣∣P
(

N∑
k=1

f(Mnx) ≤ tσn

)
− Φ(t)

∣∣∣∣∣
≤ C

(
log(d) log(N) + log(G)2/5C

1/5
d,G

)
N−min(1/8,(1−β)/5)

for some C > 0 which depends only on q. With (3.2.2) and N ≥ Cd for some constant
which only depends on q and the constant used in (3.1.1) we obtain

∣∣∣∣∣P
(

N∑
k=1

f(Mnx) ≤ tσn

)
− Φ(t)

∣∣∣∣∣
≤ C

(
d1/5 log(N)3/5 + log(d) log(N)

)
N−min(1/8,(1−β)/5).

Therefore (3.1.3) is proved.

We now show (3.1.2). Therefore we take some arbitrary large G ∈ N and repeat the
proof of (3.1.3). Observe that because of L(N,G) = o(N) instead of (3.2.34) we get

|γ′j |, |δ′j | = o
(
η−1C1+η

d,G K
2(1+η)

)
and instead of (3.2.35) we also have∣∣∣∣∣

∣∣∣∣∣
K+1∑
k=1

E[Sk|Fk−1]

∣∣∣∣∣
∣∣∣∣∣
2

= o
(
η−1C1+η

d,G K
1+η
)

+ Cη−1.

With Lemma 3.2.1 and (3.2.20), (3.2.24), (3.2.25), (3.2.29), (3.2.32), (3.2.35) and (3.2.36)
we observe

sup
t

∣∣∣∣∣P
(
K+1∑
k=1

Xk ≤ skt

)
− Φ(t)

∣∣∣∣∣ ≤ h(K)

for some positive function h with limK→∞ h(K) = 0. Take η = 3/5 and ε = G−1/6 Then
together with (3.2.23) for sufficiently large N we observe∣∣∣∣∣P

(
N∑
k=1

f(Mnx) ≤ tσn

)
− Φ(t)

∣∣∣∣∣ ≤ h(N) + CG−1/6 (3.2.37)

for some constant C > 0 which depends only on q and d. Since G can be chosen arbitrary,
we have shown (3.1.2) which concludes the proof of Theorem 3.1.1.
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3.3 Law of the Iterated Logarithm

3.3 Law of the Iterated Logarithm

The following Theorem due to Strassen plays an important part in the proof of Theorem
3.1.2.

Theorem 3.3.1 ([1, Lemma 2.1],[52, Corollary 4.5]) Let (Xk,Fk, k ≥ 1) be a mar-
tingale differences sequence with finite fourth moments, set VK =

∑K
k=1 E[X2

k |Fk] and
assume V1 > 0 and VK →∞ for K →∞. Furthermore assume

lim
K→∞

VK
bK

= 1 a.s.

for some sequence (bK)K≥1 of positive numbers, and

∞∑
K=1

log(bK)10

b2K
E[X4

K ] <∞.

Then we have

lim sup
K→∞

∑K
k=1Xk√

2bK log(log(bK))
= 1 a.s.

We shall prove Theorem 3.1.2 by using this result which ensures the Law of the Iterated
Logarithm for a martingale differences sequence under certain conditions. Therefore we
define the martingale differences sequence in the same way as in the proof of Theorem
3.1.1, i.e. Xk =

∑
n∈∆k

ϕn(x) where the sums are taken over a certain long blocks
∆k with small gaps between two consecutive blocks. Furthermore the functions ϕn are
piecewise constant functions which are used to approximate the trigonometric polyno-
mials induced by the low-frequency part of f . Thus we need to give bounds for the
remaining parts, i.e. the small blocks between two consecutive long blocks as well as
the high-frequency part of f . Upper bounds shall be given by the following Lemma
which proof is mainly based on [54] and [45] where a similar result was obtained for the
one-dimensional case.

Lemma 3.3.2 Let (Mn)n≥1 be a lacunary sequence of non-singular matrices satisfying
the Hadamard gap condition (1.0.4) . Let f be a bounded periodic function of finite total
variation in the sense of Hardy and Krause satisfying E[f ] = 0 and 0 < ||f ||2 ≤ 1. Then
we have

lim sup
N→∞

∣∣∣∑N
n=1 f(Mnx)

∣∣∣√
2N log(log(N))

≤ C||f ||1/42 a.e.

for an absolute constant C > 0 depending only on q.
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3 Central Limit Theorem and Law of the Iterated Logarithm

Proof. For some integers R,S ∈ N set F (R,S, x) =
∣∣∣∑R+S

n=1+S f(Mnx)
∣∣∣. Furthermore for

m = max{l ∈ N : 2l ≤ N} we have

F (0, N, x)√
2N ||f ||1/22 log log(N))

≤ F (0, 2m, x)√
2 · 2m||f ||1/22 log(log(2m))

+

m−1∑
l=dm/3e

F
(
2m + µl+12l+1, δl2

l, x
)√

2 · 2m||f ||1/22 log(log(2m))

+
F
(
2m + µdm/3e2

dm/3e, N∗, x
)√

2 · 2m||f ||1/22 log(log(2m))

(3.3.1)

where µl ∈ {0, . . . , 2m−l − 1} and δl ∈ {0, 1} for all l and the integer N∗ is given by
N∗ = N − 2m − µdm/3e2dm/3e. Let φ(K) =

√
2K log(log(K)). Now define the sets

D(m) =
{
|F (0, 2m, x)| > 16C1||f ||1/42 φ(2m)

}
,

E(m, l, µl+1) =
{∣∣∣F (2m + µl+12l+1, 2l, x)

∣∣∣ > 16C1 · 2(l−m)/6||f ||1/42 φ(2m)
}
,

for some absolute constant C1 > 0 to be specified later. We are now going to show that
for any ε > 0 there exists some m0 ∈ N such that

P

 ⋃
m≥m0

D(m) ∪
m−1⋃

l=dm/3e

2m−l−1−1⋃
µl+1=0

E(m, l, µl+1)

 < ε. (3.3.2)

In order to show this inequality we apply the following inequality for suitable choices of
R, R′, S, Z and α:

P

(∣∣∣∣∣
R+S∑
n=1+S

f(Mnx)

∣∣∣∣∣ > Z||f ||1/42

√
2R log(log(R′))

)

≤ 4C2

Z2||f ||1/22 Rα/2 log(log(R′))
+ e−Z/4C1·||f ||−1/2

2 log(log(R′)), (3.3.3)

where C2 is defined such that (2.0.7) is satisfied with C = C2 log(d). Let ψRα be the
Rαth partial sum of f as defined in (2.0.1) and let ρRα = f − ψRα . We obtain

P

(∣∣∣∣∣
R+S∑
n=1+S

f(MNx)

∣∣∣∣∣ > Z||f ||1/42

√
2R log(log(R′))

)

≤P

(∣∣∣∣∣
R+S∑
n=1+S

ψRα(Mnx)

∣∣∣∣∣ > Z

2
||f ||1/42

√
2R log(log(R′))

)

+ P

(∣∣∣∣∣
R+S∑
n=1+S

ρRα(Mnx)

∣∣∣∣∣ > Z

2
||f ||1/42

√
2R log(log(R′))

)
.

(3.3.4)
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3.3 Law of the Iterated Logarithm

Using Lemma 2.0.2 and 2.0.3 and also Chebyshev’s inequality the second part can be
estimated by

P

(∣∣∣∣∣
R+S∑
n=1+S

ρRα(Mnx)

∣∣∣∣∣ > Z

2
||f ||1/42

√
2R log(log(R′))

)
≤

2E
[(∑R+S

n=1+S ρRα(Mnx)
)2
]

Z2/4 · 2||f ||1/22 R log(log(R′))

≤ 4C2 log(d)

Z2||f ||1/22 ·Rα/2 log(log(R′))
.

(3.3.5)
In order to estimate the first term on the right-hand side of (3.3.4) we apply the tech-
niques used in the proof of Lemma 2.0.5. We shall show∫

[0,1)d

exp

(
κR

R+S∑
n=1+S

ψRα(Mnx)

)
dx ≤ eC1κ2R||f ||2R (3.3.6)

for large enough R, suitable κR and some absolute constant C1 > 0. Therefore we set

κR =
1

4C1

√
2 log(log(R′))

R

and P = bR1/6αc for some α ≥ 1 as well as l = bR/2P c. Without loss of generality we
may assume κRP ≤ 1. Again we define

Um(x) =

P (m+1)+S∑
n=Pm+1+S

ψRα(x).

By Cauchy-Schwarz inequality we obtain∫
[0,1)d

exp

(
κR

R+S∑
n=1+S

ψRα(Mnx)

)
dx ≤ I(κR, l)

1/2I ′(κR, l)
1/2

where I(κR, l) and I ′(κR, l) are defined similarly as in the proof of Lemma 2.0.5. Since
|κRU2m(x)| ≤ κRP ≤ 1 we estimate I(κR, l) by using ez ≤ 1 + z + z2 which holds for
|z| ≤ 1. Thus we get

I(κR, l) ≤

∫
[0,1)d

l−1∏
m=0

(1 + κRU2m(x) + κ2
RU2m(x)2) dx.

We define

V2m(x) =

(2m+1)P+S∑
n,n′=2Pm+1+S

∑
1≤||j||∞,||j′||∞≤Rα,

||MT
n j+M

T
n′j
′||∞<||MT

m′ ||∞

T+(j, j′, n, n′, x)

+
∑

1≤||j||∞,||j′||∞≤Rα,
||MT

n j−MT
n′j
′||∞<||MT

m′ ||∞

T−(j, j′, n, n′, x)

(3.3.7)
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3 Central Limit Theorem and Law of the Iterated Logarithm

where T+ and T− are defined similarly as in (3.2.26) and m′ = b2Pm − α logq(R)c.
It is easy to see that because of Lemma 2.0.4 for any n, n′ and j there exists at most
one j′ such that ||MT

n j ± MT
n′j
′||∞ < ||MT

m′ ||∞. Furthermore for any n and n′ with
||j||∞, ||j′||∞ ≤ 1/2 · q|n−n′| we have

||MT
n j +MT

n′j
′||∞ ≥

1

2
q|n−n

′|||MT
min(n,n′)||∞ ≥ ||M

T
m′ ||∞

where the second inequality follows for some R large enough. We conclude that for
||MT

n j + MT
n′j
′||∞ < ||MT

m′ ||∞ we have max(||j||∞, ||j′||∞) > 1/2 · q|n−n′|. Therefore by
Cauchy-Schwarz inequality and Lemma 2.0.2 we observe

|V2m(x)| ≤ C
(2m+1)P+S∑

n,n′=2Pm+1+S

||ψRα ||2d1/2q−|n−n
′|/2 ≤ Cd1/2||f ||2P

for some constant C > 0 which only depends on q. Define W2m(x) = U2
2m(x)− V2m(x).

Then we have

κRU2m(x) + κ2
RW2m(x)

=
∑

||MT
m′ ||∞≤||j||∞≤2Rα||MT

(2m+1)P
||∞

αj cos(2π〈j, x〉) + βj sin(2π〈j, x〉)

with suitable αj ,βj for all j ∈ Zd\{0}. Now for 0 ≤ k ≤ m let j2k be any frequency
vector of the trigonometric polynomial Cd1/2P + κRU2k(x) + κ2

RW2k(x). If R is large
enough such that P > logq(R

α) + logq(3R
α) then with a similar argumentation as in

(2.0.20) we get
∑m

k=0 j2k 6= 0 for j2m 6= 0. We observe

I(κR, l) ≤

∫
[0,1)d

l−1∏
m=0

(
1 + Cd1/2κ2

R||f ||2P + κRU2m(x) + κ2
RW2m(x)

)
dx

≤

∫
[0,1)d

(1 + Cd1/2κ2
R||f ||2P ) dx.

Therefore (3.3.6) follows immediately with some constant C1 > 1 which depends on q
and d. Then by Markov’s inequality we observe

P

(∣∣∣∣∣
R+S∑
n=1+S

ψRα(Mnx)

∣∣∣∣∣ > Z

2
||f ||1/42

√
2R log(log(R′))

)

≤ 2
E
[
exp

(
κR
∑R+S

n=1+R ψRα(Mnx)
)]

exp
(
κRZ/2 · ||f ||1/42

√
2R log(log(R′))

)
≤ 2 exp

(
C1κ

2
R||f ||2R− κR

Z

2
||f ||1/42

√
2R log(log(R′))

)
≤ 2 exp

(
−Z log(log(R′))

4C1||f ||1/22

) (3.3.8)
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3.3 Law of the Iterated Logarithm

where the last line follows by

C1κ
2
R||f ||2R ≤ κR

Z

4
||f ||1/42

√
2R log(log(R′))

for ||f ||2 ≤ 1 and Z ≥ 1. Now take R = R′ = 2m, S = 0, Z = 16C1 and α = 2. Then we
have

P(D(m)) ≤ C2

256C2
1 ||f ||

1/2
2 2m log(log(2m))

+ e−4·log(log(2m)).

It is easy to see that for any ε > 0 there is an m0 ∈ N such that∑
m≥m0

P(D(m)) ≤
∑
m≥m0

C · 2−m +
∑
m≥m0

(log(2) ·m)−4 ≤ ε

2
. (3.3.9)

To estimate P(E(m, l, µl+1)) we take R = 2l, R′ = 2m, S = 2m + µl+12l+1, α = 2 and
Z = 16C12(m−l)/3. First observe

P (E(m, l, µl+1)) = P
(
F (2m + µl+12l+1, 2l, x) > Z||f ||1/42

√
2 · 2l log(log(2m))

)
≤ C2||f ||−1/2

2

256C2
122(m−l)/32l log(log(2m))

+ e−4·2(m−l)/3 log(log(2m)).

We have

∑
m≥m0

m−1∑
l=dm/3e

2m−l−1−1∑
µl+1=0

C2||f ||−1/2
2

256C2
122(m−l)/32l log(log(2m))

≤ C
∑
m≥m0

2m/3
m−1∑

l=dm/3e

2−4l/3 ≤ C
∑
m≥m0

2(1/3−4/9)m ≤ ε

4
(3.3.10)

for m0 sufficiently large. Furthermore we obtain

∑
m≥m0

m−1∑
l=dm/3e

2m−l−1−1∑
µl+1=0

exp
(
−4 · 2(m−l)/3 log(log(2m))

)

=
∑
m≥m0

m−1∑
l=dm/3e

exp

((
(m− l − 1) log(2)

log(log(2m))
− 4 · 2(m−l)/3

)
log(log(2m))

)

≤
∑
m≥m0

m−1∑
l=dm/3e

exp
(
−2 · 2(m−l)/3 log(log(2m))

)

≤
∑
m≥m0

b2m/3c∑
ν=1

exp
(
−2 · 2ν/3 log(log(2m))

)
≤
∑
m≥m0

∞∑
ν=2

exp(−ν log(log(2m))) ≤ C
∑
m≥m0

(m log(2))−2 ≤ C

m0

≤ε
4
.

(3.3.11)
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3 Central Limit Theorem and Law of the Iterated Logarithm

Inequalities (3.3.9), (3.3.10) and (3.3.11) yield (3.3.2). With help of this inequality we
know that for any ε > 0 there is an N0 ∈ N such that by (3.3.1) for each N ≥ N0 we
have ∣∣∣∑N

n=1 f(Mnx)
∣∣∣

||f ||1/42

√
2N log(log(N))

≤ 8C1

(
1 +

∞∑
l=1

2−l/6

)
+
||f ||∞
N1/6

on a set of measure which is bounded from below by 1− ε. Thus we obtain

lim sup
N→∞

∣∣∣∑N
n=1 f(Mnx)

∣∣∣√
2N log(log(N))

≤ C||f ||1/42 a.e.

for some absolute constant C which concludes the proof.

Proof of Theorem 3.1.2. In order to proof the Theorem we repeat the prove of (3.2.36).
But here we take some arbitrary fixed integer G which is sufficiently large and without
loss of generality we may assume N ≥ d−1G. Observe that for fixed G the definition of
the blocks ∆′k and ∆k and therefore also the definition of the random variables (Xk)k≥1

does not depend on N . We use L(N,G) = O(N/(log(N))1+ε) where the implied constant
may depend on G. Therefore instead of (3.2.36) we get

||VK − s2
K ||2 ≤ c

K1+η

(log(K))(1+ε)/2
,

where c > 0 as in the remainder of this proof denotes a constant depending on q, d
and G which may vary from line to line. In the remainder of this proof we follow the
ideas used in [1] and [5]. Now we define a new probability space by taking the product
of [0, 1)d on which Xk is defined and another probability space on which independent
random variables ξ1, ξ2, . . . with P(ξn = −1) = P(ξn = 1) = 1/2 for all n ∈ N are
defined. For any k ∈ N we put Ξk =

∑
n∈∆k

ξk. For m ∈ N we define a martingale

differences sequence (X̃m,k, F̃k) by taking the σ-field F̃k = Fk×σ(Ξ1, . . . ,Ξk) and setting

X̃m,k = Xk + Ξk/m. We further put s̃2
K = s2

K +
∑K

k=1 |∆k|/m2. With (3.2.4) we get
||X4

k −Y 4
k ||∞ ≤ ||X2

k −Y 2
k ||∞ · ||X2

k +Y 2
k ||∞ ≤ c|∆k|4k−(1+2η) ≤ c|∆k|2 for some constant

c > 0. By Lemma 2.0.5 we have E[X̃4
m,k] ≤ E[Y 4

k ] + ||Y 4
k − X4

k ||∞ + ckη ≤ c|∆k|2.

Furthermore we obtain E[X̃2
m,k|F̃k] = E[X2

k |Fk] + |∆k|/m2. Thus we have

ṼK =
K∑
k=1

E[X̃2
m,k|F̃k] = VK +

1

m2

K∑
k=1

|∆k| ≥
1

m2

K∑
k=1

|∆k|

and

||ṼK − s̃2
K ||2 ≤ c

K1+η

(log(K))(1+ε)/2
. (3.3.12)

We now are going to show

ṼK = s̃2
K + o

(
s̃2
K

(
log
(
s̃2
K

))−ε/4)
a.s. (3.3.13)
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3.3 Law of the Iterated Logarithm

Since ςK = s2
K − s2

K−1 ≤ cKη we have c1K
1+η ≤ s̃2

K ≤ c2K
1+η for constants c1, c2 > 0

which depend on q, d and G. We also get s2
K′ − s2

K ≤ c2(K ′)η(K ′−K) and furthermore
s̃2
K′ − s̃2

K ≤ c2(K ′)η(K ′−K) for K ′ ≥ K. Set α = 1− ε/2 + ε2/4 and define Kl = b2lαc.
Then we have

Kl+1

Kl
= 1 +O(lα−1) = 1 +O((log(Kl))

(α−1)/α) = 1 + o((log(Kl))
−ε/4)

resp.
|Kl+1 −Kl| = o(Kl(log(Kl))

−ε/4).

We obtain

0 ≤ s̃2
Kl+1

− s̃2
Kl
≤ c2K

η
l+1(Kl+1 −Kl) = Kη

l+1 · o
(
Kl(log(Kl))

−ε/4
)

= o
(
K1+η
l (log(Kl))

−ε/4
)

= o
(
s̃2
Kl

(log(Kl))
−ε/4

)
or

s̃2
Kl+1

s̃2
Kl

= 1 + o
(

(log(Kl))
−ε/4

)
.

Since

∞∑
l=1

P
(∣∣∣ṼKl − s̃2

Kl

∣∣∣ > s̃2
Kl

(log(Kl))
−ε/4

)

≤ 2

∞∑
l=1

E

( ṼKl − s̃2
Kl

s̃2
Kl

(log(Kl))−ε/4

)2
 ≤ c ∞∑

l=1

(log(Kl))
−1−ε/2 <∞

by Borel-Cantelli-Lemma we have∣∣∣ṼKl − s̃2
Kl

∣∣∣ = o
(
s̃2
Kl

(log(Kl))
−ε/4

)
a.s.

For Kl ≤ K < Kl+1 we have(
ṼKl − s̃

2
Kl

)
+
(
s̃2
Kl
− s̃2

Kl+1

)
≤ ṼK − s̃2

K ≤
(
ṼKl+1

− s̃2
Kl+1

)
+
(
s̃2
Kl+1

− s̃2
Kl

)
.

Therefore we have proved (3.3.13). By Lemma 2.0.5 we get E
[
X̃4
m,K

]
≤ c|∆K |2 ≤ cK2η.

Thus we have

∞∑
K=1

(log(s̃2
K))10

(s̃2
K)2

E
[
X̃4
m,K

]
≤ c

∞∑
K=1

(log(K))10

K2
<∞. (3.3.14)

Now we apply Theorem 3.3.1. Therefore we get

lim sup
K→∞

∣∣∣∑K
k=1 X̃m,k

∣∣∣√
2s̃2
K log(log(s̃2

K))
= 1 a.s. (3.3.15)
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By Lemma 2.0.3 for any N ∈ N we see that∣∣∣∣∣ 1√
N

∣∣∣∣∣
∣∣∣∣∣
N∑
n=1

f(Mnx)

∣∣∣∣∣
∣∣∣∣∣
2

− 1√
N

∣∣∣∣∣
∣∣∣∣∣
N∑
n=1

p(Mnx)

∣∣∣∣∣
∣∣∣∣∣
2

∣∣∣∣∣
≤ 1√

N

∣∣∣∣∣
∣∣∣∣∣
N∑
n=1

r(Mnx)

∣∣∣∣∣
∣∣∣∣∣
2

≤ C(log(d)||r||22 + ||r||2)1/2

for some absolute constant C > 0 which depends only on q. Therefore we get∣∣∣∣∣∣Σf,Mn − lim sup
N→∞

1

N

∫
[0,1)d

(
N∑
n=1

p(Mnx)

)2

dx

∣∣∣∣∣∣
≤C

(
Σ

1/2
f,Mn

+ (log(d)||r||22 + ||r||2)1/2
) (

log(d)||r||22 + ||r||2
)1/2

≤Cd1/2 log(d)G−1/2

for some absolute constant C > 0 which only depends on q. A similar estimate holds for
lim inf. We obtain

lim sup
K(N)→∞

s̃2
K log(log(s̃2

K))

s2
K log(log(s2

K))
≤

lim supK(N)→∞ s
2
K(N)/N + 1/m2

lim infK(N)→∞ s
2
K(N)/N

≤
Σf,Mn + Cd1/2 log(d)G−1/2 + 1/m2

Σf,Mn − Cd1/2 log(d)G−1/2
.

Hence by (3.3.15) we have

lim sup
K→∞

∣∣∣∑K
k=1 X̃m,k

∣∣∣√
2s2
K log(log(s2

K))
≤

√
Σf,Mn + Cd1/2 log(d)G−1/2 + 1/m2

Σf,Mn − Cd1/2 log(d)G−1/2
a.s. (3.3.16)

Observe that there is a similar lower bound for the term on the left-hand side. By
definition of X̃m,k we get∣∣∣∣∣∣

∣∣∣∑K
k=1Xk

∣∣∣√
2s2
K log(log(s2

K))
−

∣∣∣∑K
k=1 X̃m,k

∣∣∣√
2s2
K log(log(s2

K))

∣∣∣∣∣∣ ≤
∣∣∣∑K

k=1 Ξk

∣∣∣
m
√

2s2
K log(log(s2

K))
.

Therefore simple calculation shows that∣∣∣∣∣∣ lim sup
K(N)→∞

∣∣∣∑K
k=1Xk

∣∣∣√
2s2
K log(log(s2

K))
− lim sup
K(N)→∞

∣∣∣∑K
k=1 X̃m,k

∣∣∣√
2s2
K log(log(s2

K))

∣∣∣∣∣∣
≤ lim sup

K(N)→∞

∣∣∣∑K
k=1 Ξk

∣∣∣
m
√

2s2
K log(log(s2

K))
. (3.3.17)
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Since
∑K

k=1 Ξk is the sum of independent random variables we have

lim sup
K(N)→∞

∣∣∣∑K
k=1 Ξk

∣∣∣
m
√

2s2
K log(log(s2

K))
≤

√
Σf,Mn + Cd1/2 log(d)G−1/2

m
√

Σf,Mn − Cd1/2 log(d)G−1/2
. (3.3.18)

Because this inequality holds for any integer m by (3.3.16), (3.3.17) and (3.3.18) we get√
Σf,Mn − Cd1/2 log(d)G−1/2

Σf,Mn + Cd1/2 log(d)G−1/2
≤ lim sup

K(N)→∞

∣∣∣∑K
k=1Xk

∣∣∣√
2s2
K log(log(s2

K))

≤

√
Σf,Mn + Cd1/2 log(d)G−1/2

Σf,Mn − Cd1/2 log(d)G−1/2
a.e.

Observe that∣∣∣∣∣
N∑
n=1

p(Mnx)

∣∣∣∣∣ ≤
∣∣∣∣∣
K∑
k=1

Xk

∣∣∣∣∣+

∣∣∣∣∣
K∑
k=1

(Xk − Yk)

∣∣∣∣∣+

∣∣∣∣∣
K∑
k=1

Y ′k

∣∣∣∣∣+

∣∣∣∣∣∣
N∑

n=Ñ+1

p(Mnx)

∣∣∣∣∣∣ (3.3.19)

where K is defined such that N ∈ ∆′K+1 ∪ ∆K+1 and N̂ =
∑K

k=1 |∆′k| + |∆k|. By

using N − N̂ ≤ cNη/(1+η) we have |
∑N

k=N̂+1
p(Mnx)| ≤ cNη/(1+η). By (3.2.6) we have

|
∑K

k=1(Xk − Yk)| ≤ c. To estimate |
∑M

k=1(Y ′k)| we apply Lemma 3.3.2 and obtain∣∣∣∣∣
K∑
k=1

Y ′k

∣∣∣∣∣ ≤ C||p||1/42

√
N1/(1+η) log(N) log(log(N1/(1+η) log(N))) ≤ cN1/(2+2η) log(N)2.

(3.3.20)
Plugging these estimates into (3.3.19) gives∣∣∣∣∣

N∑
n=1

p(Mnx)

∣∣∣∣∣ ≤
∣∣∣∣∣
K∑
k=1

Xk

∣∣∣∣∣+ cN1/(2+2η) log(N)2.

Since s2
K ≥ cN we have

|
∑N

n=1 p(Mnx)|√
2s2
K log(log(s2

K))
≤

∣∣∣∑K
k=1Xk

∣∣∣√
2s2
K log(log(s2

K))
+ c

log(N)2

N (1−η)/(2+2η)
.

It follows that

lim sup
N→∞

|
∑N

n=1 p(Mnx)|√
2s2
K log(log(s2

K))
≤ lim sup

K(N)→∞

∣∣∣∑K
k=1Xk

∣∣∣√
2s2
K log(log(s2

K))
+ lim sup

N→∞
c

log(N)2

N (1−η)/(2+2η)

≤

√
Σf,Mn + Cd1/2 log(d)G−1/2

Σf,Mn − Cd1/2 log(d)G−1/2
a.e.
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Similar arguments yield

lim sup
N→∞

|
∑N

n=1 p(Mnx)|√
2s2
K log(log(s2

K))
≥

√
Σf,Mn − Cd1/2 log(d)G−1/2

Σf,Mn + Cd1/2 log(d)G−1/2
a.e.

By a similar argumentation as in (3.2.21) we have

Σf,Mn − Cd1/2 log(d)G−1/2 ≤ lim
N→∞

s2
K

N
= lim

N→∞

σ2
N

N

≤ Σf,Mn + Cd1/2 log(d)G−1/2

and we observe

Σf,Mn − Cd1/2 log(d)G−1/2√
Σf,Mn + Cd1/2 log(d)G−1/2

≤ lim sup
N→∞

|
∑N

n=1 p(Mnx)|√
2N log(log(N))

≤
Σf,Mn + Cd1/2 log(d)G−1/2√
Σf,Mn − Cd1/2 log(d)G−1/2

a.e.

(3.3.21)

By Lemma 3.3.2 for almost any x we get

lim sup
N→∞

∣∣∣∑N
n=1 f(Mnx)

∣∣∣√
2N log(log(N))

≤ lim sup
N→∞

∣∣∣∑N
k=1 p(Mnx)

∣∣∣√
2N log(log(N))

+ lim sup
N→∞

∣∣∣∑N
n=1 r(Mnx)

∣∣∣√
2N log(log(N))

≤
Σf,Mn + Cd1/2 log(d)G−1/2√
Σf,Mn − Cd1/2 log(d)G−1/2

+ C||r||1/42

≤
Σf,Mn + Cd1/2 log(d)G−1/2√
Σf,Mn − Cd1/2 log(d)G−1/2

+ C(dG−1)1/8

and also

lim sup
N→∞

∣∣∣∑N
n=1 f(Mnx)

∣∣∣√
2N log(log(N))

≥
Σf,Mn − Cd1/2 log(d)G−1/2√
Σf,Mn + Cd1/2 log(d)G−1/2

− C(dG−1)1/8.

Since G can be chosen arbitrary large, we finally observe that

lim sup
N→∞

∣∣∣∑N
n=1 f(Mnx)

∣∣∣√
2N log(log(N))

=
√

Σf,Mn a.e. (3.3.22)

which concludes the proof.
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3.4 Law of the iterated Logarithm for the Discrepancy of
Multivariate Lacunary Point Sets

The proof of this Theorem is mainly based on [45], [28] and [1]. We only show the Law
of the Iterated Logarithm for D∗N , the proof of the Law of the Iterated Logarithm for
DN is essentially the same. For some integer h > 0 and β ∈ [0, 1)d set βh such that
βh,i ≤ βi < βh,i + 1/h and βh ∈ Bh = {β ∈ [0, 1)d : 2hβi ∈ {0, . . . , 2h − 1}, i = 1, . . . , d}.
Furthermore set [α, β) = [0, β)\[0, α) for α, β ∈ [0, 1)d with αi ≤ βi for all i ∈ {1, . . . , d}.
Let fβ(x) = 1[0,β)(x) − λ([0, β)) denote the centered indicator function on [0, β) and

fα,β(x) = 1
[α,β)

(x) − λ([0, β)) the centered indicator function on [α, β). Now choose

some arbitrary fixed integer L > 0. We have

D∗N (M1x, . . . ,MNx) = sup
β∈[0,1)d

∣∣∣∣∣
∑N

n=1 fβ(Mnx)

N

∣∣∣∣∣
≤ max

βL∈BL

∣∣∣∣∣
∑N

n=1 fβL(Mnx)

N

∣∣∣∣∣+ sup
β∈[0,1)d

∣∣∣∣∣
∑N

n=1 fβL,β(Mnx)

N

∣∣∣∣∣ .
(3.4.1)

Then, since L can be chosen arbitrary large, (3.1.6) is shown if we prove

lim sup
N→∞

max
βL∈BL

∣∣∣∑N
n=1 fβL(Mnx)

∣∣∣√
2N log(log(N))

=
1

2
a.e. (3.4.2)

and

lim sup
N→∞

sup
β∈[0,1)d

∣∣∣∑N
n=1 fβL,β(Mnx)

∣∣∣√
2N log(log(N))

≤ C2−L/8 a.e. (3.4.3)

for some constant C depending only on d. For fβL by the second part of Lemma 2.0.3 we
obtain limN→∞ σ

2
N/N = ||fβL ||22 = λ([0, βL)) − λ([0, βL))2 ≤ 1/4 where equality holds

for λ([0, βL)) = 1/2. By Theorem 3.1.2 we have

lim sup
N→∞

max
βL∈BL

∣∣∣∑N
n=1 fβL(Mnx)

∣∣∣√
2N log(log(N))

= max
βL∈BL

lim sup
N→∞

∣∣∣∑N
n=1 fβL(Mnx)

∣∣∣√
2N log(log(N))

= max
βL∈BL

||fβL ||2 =
1

2
a.e.

(3.4.4)

Now we are going to prove (3.4.3). For some given N we set H = dm/2 + log2(d)e where
m = max{l ∈ Z : 2l ≤ N}. Without loss of generality we may assume H > L. It is easy
to see that for any x ∈ [0, 1)d we have

1[0,βH)(x) ≤ 1[0,β)(x) ≤ 1[0,βH+1)(x)

where for convenience we set βH+1 such that βH+1,i = βH,i+ 1/H for all i ∈ {1, . . . , d}d.
Therefore we get

1[0,βH)(x)− λ([0, βH))− d · 2−H ≤ 1[0,β)(x)− λ([0, β))

≤ 1[0,βH+1/H)(x)− λ([0, βH + 1/H)) + d · 2−H .
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3 Central Limit Theorem and Law of the Iterated Logarithm

Thus we obtain∣∣∣∣∣
N∑
n=1

1[0,β) − λ([0, β))

∣∣∣∣∣ ≤∑
J⊂I,
J 6=∅

∑
h∈{L+1,...,H+1}|J|

∣∣∣∣∣
N∑
n=1

ϕJ,h(x)

∣∣∣∣∣+ d2−HN. (3.4.5)

Here the sum is taken over all non-empty subsets J of I = {1, . . . , d} and ϕJ,h denotes
the centered indicator function on the set∏

i∈I\J

[0, βL,i)×
∏
i∈J

[βhi−1,i, βhi,i)

for any h ∈ {L + 1, . . . ,H + 1}|J |. Now with FϕJ,h(R,S, x) =
∣∣∣∑R+S

n=1+S ϕJ,h(Mnx)
∣∣∣ we

have∣∣∣∣∣
N∑
n=1

ϕJ,h(x)

∣∣∣∣∣ ≤ FϕJ,h(0, 2m, x) +
m−1∑

l=dm/3e

FϕJ,h(2m + µl+12l+1, 2l, x) + CN1/3. (3.4.6)

As we shall later show the system of inequalities

FϕJ,h(0, 2m, x) ≤ 16C1||ϕJ,h||
1/4
2

√
2 · 2m log(log(2m)),

FϕJ,h(2m + µl+12l+1, 2l, x) ≤ 16C12(l−m)/6||ϕJ,h||
1/4
2

√
2 · 2m log(log(2m))

(3.4.7)

holds for all m ≥ m0, l ∈ {dm/3e, . . . ,m − 1}, J ⊂ I, h ∈ {L + 1, . . . ,H + 1}|J | with
H = dm/2 + log2(d)e and β ∈ [0, 1)d on a set of measure which is bounded from below
by 1− ε where ε > 0 can be chosen arbitrary and m0 depends on the choice of ε. Simple
calculation shows

1

2

∏
i∈I\J

ci2
−L
∏
i∈J

2−hi ≤ ||ϕJ,h||22 ≤
∏
i∈I\J

ci2
−L
∏
i∈J

2−(hi−1). (3.4.8)

where ci = 2LβL,i ∈ {0, . . . , 2L − 1} for all i ∈ I\J . Therefore we have∑
J⊂I,
J 6=∅

∑
h∈{L+1,...,H+1}|J|

||ϕJ,h||
1/4
2 ≤ C

∑
J⊂I,
J 6=∅

∑
h∈{L+1,...,H+1}|J|

∏
i∈I\J

(ci2
−L)1/8

∏
i∈J

2−hi/8

≤ C
∑
J⊂I,
J 6=∅

∑
h∈{L+1,...,H+1}|J|

∏
i∈J

2−hi/8

≤ C
∑
J⊂I,
J 6=∅

2−L/8 ≤ C · 2−L/8

(3.4.9)
where the constant C > 0 depends only on d. Furthermore we have 1 +

∑∞
l=1 2−l/6 ≤ C

for some absolute constant C > 0. Combining (3.4.5), (3.4.6), (3.4.7) and (3.4.9) we
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finally obtain (3.4.3). Thus it remains to show (3.4.7). To prove (3.4.7) we apply the
techniques used in the proof of Lemma 3.3.2. Since (3.4.7) shall hold for any function
ϕJ,h we first encounter all possible choices for given J and h. We set h′i = hi for hi ≤ H
and h′i = H for hi = H + 1. Therefore by definition ϕJ,h is a centered indicator function
on a set of the form∏

i∈I\J

[0, 2−Lci)×
∏
i∈J

[2−(hi−1)ai, 2
−(hi−1)ai + 2−h

′
i)

with c ∈ {1, . . . , 2L}|I\J | and a ∈
∏
i∈J{0, . . . , 2hi−1 − 1}. Thus each choice of c and a

defines a function which we denote by ϕ
(c,a)
J,h . We define the sets

D(m,J, h, c, a)

=

{
F
ϕ
(c,a)
J,h

(0, 2m, x) > 16C1||ϕ(c,a)
J,h ||

1/4
2 φ(2m)

}
,

E(m, l, µl+1, J, h, c, a)

=

{
F
ϕ
(c,a)
J,h

(2m + µl+12l+1, 2l, x) > 16C1 · 2(l−m)/6||ϕ(c,a)
J,h ||

1/4
2 φ(2m)

}
,

where φ(K) =
√

2K log(log(K)). Now we are going to prove that for any ε > 0 there
is some integer m0 such that the union of all these sets with m ≥ m0 has total measure
which is bounded from above by ε. This shall be done by estimating the measure of each
set with the help of (3.3.3). We take the same choices for S, R, R′ and Z as in (3.3.9),
(3.3.10) and (3.3.11) but we take α = 4d+ 6. It is enough to prove

∑
J⊂I,
J 6=∅

∑
h∈{L+1,...,H+1}|J|

∑
c∈{1,...,2L}|I|−|J|

∑
a∈

∏
i∈J{0,...,2hi−1−1}

e−4·2(m−l)/3||ϕ(c,a)
J,h ||

−1/2
2 log(log(2m))

≤ Ce−4·2(m−l)/3 log(log(2m)) (3.4.10)

for some absolute constant C > 0 depending only on d where the factor 2(m−l)/3 on the
right-hand side of the first line in the case of D(m,J, h, c, a) becomes 1 and∑
J⊂I,
J 6=∅

∑
h∈{L+1,...,H+1}|J|

∑
c∈{1,...,2L}|I|−|J|

∑
a∈

∏
i∈J{0,...,2hi−1−1}

||ϕc,aJ,h||
−1/2
2 ≤ C ·25/8·dm (3.4.11)

for some absolute constant C > 0 depending only on d. Then the conclusion follows by
similar arguments as in (3.3.9), (3.3.10) and (3.3.11). Observe that with α = 4d+ 6 we
get

∑
m≥m0

m−1∑
l=dm/3e

2m−l−1−1∑
µl+1=0

4C2

256C2
1 (2l)α/2 log(log(2m))

· C · 25/8·dm ≤ C
∑
m≥m0

2−dm/24 ≤ ε

4
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3 Central Limit Theorem and Law of the Iterated Logarithm

for m0 sufficiently large and we get a similar replacement for the upper bounds on the
measure of the sets D(m,J, h, c, a). Without loss of generality we may assume L large
enough. Therefore for hi > L for all i ∈ I by (3.4.8) we have

∑
J⊂I,
J 6=∅

∑
h∈{L+1,...,H+1}|J|

∑
c∈{1,...,2L}|I|−|J|

∑
a∈

∏
i∈J{0,...,2hi−1−1}

e−4·2(m−l)/3||ϕ(c,a)
J,h ||

−1/2
2 log(log(2m))

≤
∑
J⊂I,
J 6=∅

2dL
∑

h∈{L+1,...,H+1}|J|
elog(2)·

∑
i∈J (hi−1)e−4·2(m−l)/3

∏
i∈J 2hi/4 log(log(2m))

≤
∑
J⊂I,
J 6=∅

2dL
∑

h∈{L+1,...,H+1}|J|
e−4·2(m−l)/3

∏
i∈J 2hi/8 log(log(2m)).

≤ C
∑
J⊂I,
J 6=∅

2dLe−4·2(m−l)/3
∏
i∈J 2L/8 log(log(2m))

≤ Ce−4·2(m−l)/3 log(log(2m))

(3.4.12)

for some constant C depending only on d and thus (3.4.10) is proved. Moreover we have∑
J⊂I,
J 6=∅

∑
h∈{L+1,...,H+1}|J|

∑
c∈{1,...,2L}|I|−|J|

∑
a∈

∏
i∈J{0,...,2hi−1−1}

||ϕc,aJ,h||
−1/2
2

≤
∑
J⊂I,
J 6=∅

∑
h∈{L+1,...,H+1}|J|

25/4·(|I|−|J |)L
∏
i∈J

25/4·hi

≤ C
∑
J⊂I,
J 6=∅

25/4·(|I|−|J |)L25/4·|J |H

≤ C · 25/8·dm

(3.4.13)

for some constant C > 0 depending only on d. Observe that the last line follows by
H ≤ m/2 + log2(d) + 1. Thus (3.4.11) is proved which finally concludes the proof of
Theorem 3.1.3.

3.5 Weakly lacunary sequences

Let (Mn)n≥1 be a sequence of non-singular d×d-matrices satisfying the weak Hadamard
gap condition (1.0.5). Under some stronger conditions the Central Limit Theorem and
the Law of the Iterated Logarithm hold for lacunary sequences which only satisfy the
weak Hadamard gap condition.
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3.5 Weakly lacunary sequences

Theorem 3.5.1 Let (Mn)n≥1 be a lacunary sequence of non-singular d × d-matrices
satisfying the weak Hadamard gap condition (1.0.5). Assume that L(G,N) = o(N) for
any fixed G ≥ 1. Let f : Rd → R be a bounded, periodic function of finite total variation
in the sense of Hardy and Krause such that the Fourier series of f exists and converges
to f and is of the form

f(x) =
∑

j∈(Z\{0})d
aj cos(2π〈j, x〉) + bj sin(2π〈j, x〉).

Furthermore assume that there exists some absolute constant C > 0 such that

σ2
N :=

∫
[0,1)d

(
N∑
n=1

f(Mnx)

)2

dx ≥ C ·N. (3.5.1)

for any N ≥ 1. Then for all t ∈ R we have

lim
N→∞

∣∣∣∣∣P
(

N∑
n=1

f(Mnx) ≤ tσN

)
− Φ(t)

∣∣∣∣∣ = 0. (3.5.2)

Theorem 3.5.2 Let (Mn)n≥1 be a sequence of non-singular d × d-matrices satisfying
the weak Hadamard gap condition (1.0.5). Assume that L(N,G) = O(N/(logN)1+ε) for
any fixed G ≥ 1 and some ε > 0. Let p : Rd → R be a trigonometric polynomial of order
G such that

p(x) =
∑

j∈(Z\{0})d,
||j||∞≤G

aj cos(2π〈j, x〉) + bj sin(2π〈j, x〉).

Assume that for

σ2
N :=

∫
[0,1)d

(
N∑
i=1

p(Mnx)

)2

dx

there exists Σp,Mn > 0 with

lim
N→∞

σ2
N

N
= Σp,Mn . (3.5.3)

Then we have

lim sup
N→∞

∣∣∣∑N
k=1 p(Mnx)

∣∣∣√
2N log(log(N))

=
√

Σp,Mn a.e. (3.5.4)

The proofs of both Theorems are similar to those of Theorem 3.1.1 resp. Theorem
3.1.2. Therefore we only briefly discuss the differences. We have to restrict ourselves
to functions f(x) =

∑
j∈Zd\{0} aj cos(2π〈j, x〉) + bj sin(2π〈j, x〉) with aj , bj = 0 for j ∈

Zd with ji = 0 for at least one i ∈ {1, . . . , d}. Consider f(x) = cos(2π〈(1, 0)T , x〉).
Furthermore let (Mn)n≥1 be some lacunary sequence of 2 × 2-matrices satisfying the
weak Hadamard gap condition (1.0.5) such that ((Mn)1,1)n≥1 regarded as a sequence of
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integers does not satisfy (1.0.4). The system (f(Mnx))n≥1 easily translates into some
one-dimensional function system with some non-lacunary sequence (Mn)n≥1 and thus
the Central Limit Theorem does not hold in general. Besides, observe that Lemma 2.0.3
does not apply in the case of lacunary sequences which only satisfy the weak Hadamard
gap condition ( ref255) since ||MT

n+kj||∞ ≥ qk||MT
N ||∞ for some k ≥ logq(||j||)∞ and all

j ∈ Zd\{0} is not necessarily satisfied. Instead we use the following

Lemma 3.5.3 Let (Mn)n≥1 be a lacunary sequence of non-singular d× d-matrices sat-
isfying the weak Hadamard gap condition (1.0.5). Let f be a periodic functions of mean
zero with VHK(f) ≤ 1. Assume that the Fourier series exists and converge to f . Then
there is some absolute constant C > 0 which only depends on q such that∣∣∣∣∣∣

∫
[0,1)d

(
N∑
n=1

f(Mnx)

)2

dx

∣∣∣∣∣∣ ≤ CN
for all n ∈ N.

Proof. For notational convenience we assume f(x) =
∑

j∈(Z\{0})d aj cos(2π〈j, x〉). The
general case is similar. We have∣∣∣∣∣∣
∫

[0,1)d

(
N∑
n=1

f(Mnx)

)2

dx

∣∣∣∣∣∣
≤

∑
j,j′∈(Z\{0})d

N∑
n,n′=1

∣∣∣∣∣
∫

[0,1)d
aj cos(2π〈Mnj, x〉)aj′(2π〈Mnj, x〉) dx

∣∣∣∣∣
≤

∑
j,j′∈(Z\{0})d

N∑
n,n′=1

|ajaj′ |
2

(1Mnj+Mn′j
′=0 + 1Mnj−Mn′j

′=0)

≤2
∑

j,j′∈(Z\{0})d

∑
1≤n≤n′≤N

|ajaj′ |1|ji|= (Mn′ )i,i
(Mn)i,i

|j′i|∀i
.

By Lemma 2.0.1 we have |aj | ≤
∏d
i=1(2π|ji|)−1. Therefore we conclude∣∣∣∣∣∣

∫
[0,1)d

(
N∑
n=1

f(Mnx)

)2

dx

∣∣∣∣∣∣
≤ 2

∑
j,j′∈(Z\{0})d

∑
1≤n≤n′≤N

|aj′ |
d∏
i=1

(2π|ji|)−11
|ji|=

(Mn′ )i,i
(Mn)i,i

|j′i|∀i
.

Since for any n ∈ N there is some i ∈ {1, . . . , d} with (Mn+1)i,i ≥ q(Mn)i,i and
(Mn+1)i′,i′ ≥ (Mn)i′,i′ for i′ 6= i it is easy to see that

d∏
i=1

|ji|−1 ≤ qn−n′
d∏
i=1

|j′i|−1
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3.5 Weakly lacunary sequences

if |ji| = (Mn′ )i,i
(Mn)i,i

|j′i| for all i ∈ {1, . . . , d}. Thus we get∣∣∣∣∣∣
∫

[0,1)d

(
N∑
n=1

f(Mnx)

)2

dx

∣∣∣∣∣∣ ≤ 2

N∑
1≤n≤n′≤N

qn−n
′ ∑
j′∈(Z\{0})d

1

(2π)d
|aj′ |

d∏
i=1

|j′i|−1.

With an application of Cauchy-Schwarz inequality we obtain∣∣∣∣∣∣
∫

[0,1)d

(
N∑
n=1

f(Mnx)

)2

dx

∣∣∣∣∣∣
≤2

N∑
1≤n≤n′≤N

qn−n
′

 ∑
j′∈(Z\{0})d

a2
j′

1/2

1

(2π)d

 ∑
j′∈(Z\{0})d

|j′i|−2

1/2

≤C||f ||2N

for some constant which only depends on q and therefore the Lemma is proved.

Since we assume

f(x) =
∑

j∈(Z\{0})d
aj cos(2π〈j, x〉) + bj sin(2π〈j, x〉)

we ensure that ||MT
n j||∞ ≥ ||MT

n ||∞ for all j and therefore the conclusion of (3.2.5)
remains valid in the case of lacunary sequences satisfying only the weak Hadamard gap
condition. Furthermore Lemma 2.0.4 in general is not true for lacunary sequences which
satisfy only the weak Hadamard gap condition. This Lemma was used in the proof of
Lemma 2.0.5 to estimate |V2m(x)| in (2.0.18). Since p is a trigonometric polynomial of
order G we see by VHK(p) ≤ 1 and Lemma 2.0.1 that

∑
||j||∞≤G |aj |+ |bj | ≤ c for some

absolute constant c > 0 which depends on d and G. With L(N,G) ≤ cN we easily
obtain |V2m(x)| ≤ cN for some constant which depends on q, d and G. Repeating the
further calculation we finally observe∫

[0,1)d

(
N∑
n=1

p(Mnx)

)4

dx ≤ cN2 (3.5.5)

for some constant c > 0 which depends on q, d and G. Moreover we used Lemma 2.0.4
to estimate ||Rk||∞ in (3.2.27) resp. ||Sk||∞ in (3.2.28). With a similar argumentation
as above we see that ||Rk||∞, ||Sk||∞ ≤ c(1+logq(G+1))|∆k| for some absolute constant
c > 0 which only depends on q, d and G. Instead of (3.2.36) further calculation yield

E
[
(VK+1 − s2

K+1)2
]
≤ o(K2(1+η))

where the implied constant only depends on q, d and G. Together with (3.5.5) we repeat
the further calculation and finally observe (3.2.37) which concludes the proof of Theorem
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3 Central Limit Theorem and Law of the Iterated Logarithm

3.5.1. To prove Theorem 3.5.2 we observe that a similar argumentation as above yields

||VK − s2
K ||2 ≤ c

K1+η

(log(K))(1+ε)/2

for some constant c > 0 which depends on q, d and G. The remainder of this Theorem
remains the same except for (3.3.20) where we applied Lemma 3.3.2. Observe that for
proving Lemma 3.3.2 we need changes similar to those in the proof of Lemma 2.0.5,
i.e. we have to show |V2m(x)| ≤ c||p||2P for some constant c > 0 which only depends
on q, d and G where V2m is defined in (3.3.7). By definition V2m is a trigonometric
polynomial such that any frequency vector u is of the form u = MT

n j ± MT
n′j
′ with

||MT
n j ±MT

n′j
′||∞ < ||MT

m′ ||∞. It is easy to see that for such u we have

|(MT
n )i,iji ± (MT

n′)i,ij
′
i| < ||MT

m′ ||∞ for all i ∈ {1, . . . , d}.

Without loss of generality we assume n′ ≥ n. Therefore for any i ∈ {1, . . . , d} we get∣∣∣∣ji ± (MT
n′)i,i

(MT
n )i,i

j′i

∣∣∣∣ < ||MT
m′ ||∞

(MT
n )i,i

.

Denote the number of l ∈ {n + 1, . . . , n′} with (Ml)i,i ≥ q||MT
l−1||∞ by ri,n,n′ . Assume

ri,m′,n ≥ 1. For ri,n,n′ ≥ 1 and we have∣∣∣∣ji ± (MT
n′)i,i

(MT
n )i,i

j′i

∣∣∣∣ < 1

and thus we obtain |ji| > qri,n,n′ |j′i| − 1. Since |ji| ≥ 1 it is easy to see that there is
some constant C > 0 such that |ji| ≥ Cqri,n,n′ for all i ∈ {1, . . . , d} with ri′,m,n ≥ 1. For
ri,m′,n = 0 using a similar argumentation we have |ji| ≥ C ′qri,n,n′−1 ≥ Cqri,n,n′ for some
constants C,C ′ > 0 depending only on q. Furthermore there is some constant C > 0 such
that

∏d
i=1 |ji|−1 ≤ Cqn−n′

∏d
i=1 |j′i|−1. By Lemma 2.0.1 and Cauchy-Schwarz inequality

we see

|V2m(x)| ≤
∑
n,n′

∑
j,j′

|ajaj′ |+ |ajbj′ |+ |bjaj′ |+ |bjbj′ |

≤ C
∑
n≤n′

qn−n
′∑
j,j′

(|aj′ |+ |bj′ |)
d∏
i=1

1

2π|j′i|

≤ C
∑
n≤n′

qn−n
′
(2G)d

∑
j′

(|aj′ |+ |bj′ |)
d∏
i=1

1

2π|j′i|

≤ C
∑
n≤n′

qn−n
′
(2G)d

∑
j′

a2
j′ + b2j′

1/2∑
j′

d∏
i=1

1

2π|j′i|

1/2

≤ C||p||2P

for some constant C > 0 which only depends on q, d and G and therefore Theorem 3.5.2
is proved.
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4 Double infinite matrices and the inverse
of the discrepancy

In this chapter we discuss a double infinite matrix such that each N × d-projection
defines a sequence of N points in [0, 1)d which is constructed partly by a randomized
Halton sequence and partly by a certain lacunary sequence. We show that with large
probability the star-discrepancy of this sequences is bounded by C

√
d/
√
N for some

universal constant C independent of N and d which so far is up to some constant the
best known upper bound for the star-discrepancy of a point set such that the number
of points is “small” in comparison with the dimension. The main result is presented in
section 4.1. In section 4.2 we review some tools for proving the main theorem, especially
the maximal Bernstein inequality and δ-bracketing covers. In section 4.3 we give an
upper bound on the star-discrepancy of a subsequence of a randomized Halton sequence
which is induced by a certain modulo class. Finally in section 4.4 we prove the main
theorem.

4.1 Main result

Let x = (x1, . . . , xd) ∈ [0, 1)d. For i ∈ {1, . . . , d} and some integer pi ≥ 2 we define the
pi-adic decomposition of xi by xi =

∑∞
j=0 α(j, i)p−j−1

i where α(j, i) ∈ {0, . . . , pi − 1} for
all i ∈ {1, . . . , d} and j ≥ 0. Now set

Tpi(xi) =
α(m, i) + 1

pm+1
i

+
∑
j>m

α(j, i)

pj+1
i

where m = min{j : α(j, i) 6= pi − 1}. Furthermore for a collection of pairwise coprime
odd integers p = (p1, . . . , pd) set Tp(x) = (Tp1(x1), . . . , Tpd(xd)). Observe that for x0 = 0
the sequence (xn)n≥1 with xn = Tp(xn−1) for n ≥ 1 defines a Halton sequence. Therefore
for some uniformly distributed x0 ∈ [0, 1)d and pairwise coprime odd integers p1, . . . , pd
we call this sequence a randomized Halton sequence.

Theorem 4.1.1 Let (x1,i)i≥1 be a sequence of independent random variables which are
uniformly distributed in [0, 1) and let (pi)i≥1 be the sequence of all odd prime numbers.
For all integers n ≥ 1 and i ≥ 1 define

xn+1,i =

{
Tpi(xn,i), if i = 1 or 212·2i < n− 1,

〈2dlog2(i)e+1xn,i〉, if i ≥ 2 and 212·2i ≥ n− 1.
(4.1.1)
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4 Double infinite matrices and the inverse of the discrepancy

Then for any ε > 0 the probability, that for any integers N ≥ 1 and d ≥ 1 the set of
points P = {(x1,1, . . . , x1,d), . . . , (xN,1, . . . , xN,d)} ⊂ [0, 1)d satisfies

D∗N (P ) ≤ (2576 + 357 log(ε−1))

√
d√
N
, (4.1.2)

is at least 1− ε.

4.2 Auxiliary lemmata

Lemma 4.2.1 (Maximal Bernstein inequality, [26, Lemma 2.2]) For some inte-
ger N ≥ 1 let Z1, . . . , ZN be a sequence of i.i.d. random variables with mean zero and
variance σ2 > 0 such that |Z1| ≤ 1. Then for any t > 0 we have

P

(
max

M∈{1,...,N}

∣∣∣∣∣
M∑
n=1

Zn

∣∣∣∣∣ > t

)
≤ 2 exp

(
− t2

2Nσ2 + 2t/3

)
. (4.2.1)

For integers N ≥ 1 and d ≥ 1 and an N -element set of d-dimensional points

{(x1,1, . . . , x1,d), . . . , (xN,1, . . . , xN,d)}

denote the star-discrepancy by Dd
N (xn,i). Furthermore for an integer 0 ≤M < N write

Dd
M,N (xn,i) for the star-discrepancy of the N −M -element point set

{(xM+1,1, . . . , xM+1,d), . . . , (xN,1, . . . , xN,d)} .

Lemma 4.2.2 ([21, Proposition 3.16]) Let 0 ≤M < N be integers. Then for points
y1, . . . , yN ∈ [0, 1)d we have

Dd
N (y1, . . . , yN ) ≤

MDd
M (y1, . . . , yM )

N
+

(N −M)Dd
M,N (yM+1, . . . , yN )

N

and

Dd
M,N (yM+1, . . . , yN ) ≤

NDd
N (y1, . . . , yN )

N −M
+
MDd

M (y1, . . . , yM )

N −M
.

Let v, w ∈ [0, 1)d. We write v ≤ w if vi ≤ wi for all i ∈ {1, . . . , d}. For some δ > 0 a
set ∆ of elements in [0, 1)d × [0, 1)d is called a δ-bracketing cover if for every x ∈ [0, 1)d

there exists (v, w) ∈ ∆ with v ≤ x ≤ w and λ([v, w)) ≤ δ for [v, w) = [0, w)\[0, v). The
following Lemma gives an upper bound on the cardinality of a δ-bracketing cover.

Lemma 4.2.3 ([32, Theorem 1.15]) For any d ≥ 1 and δ > 0 there exists some δ-
bracketing cover ∆ with

|∆| ≤ 1

2
(2e)d(δ−1 + 1)d.

60
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Corollary 4.2.4 For any integers d ≥ 1 and h ≥ 1 there exists some 2−h-bracketing
cover ∆ with

|∆| ≤ 1

2
(2e)d(2h+2 + 1)d

such that for any (v, w) ∈ ∆ and any i ∈ {1, . . . , d} we have

vi = 2−(dlog2(i)e+1)(h+1)ai,

wi = 2−(dlog2(i)e+1)(h+2)bi

for some integers ai ∈ {0, 1, . . . , 2(dlog2(i)e+1)(h+1)} and bi ∈ {0, 1, . . . , 2(dlog2(i)e+1)(h+2)}.

Proof. Let ∆ be some 2−(h+2)-bracketing cover of [0, 1)d. By Lemma 4.2.3 we have

|∆| ≤ 1

2
(2e)d(2−(h+2) + 1)d.

For (v, w) ∈ ∆ and i ∈ {1, . . . , d} define

yv,i = max
{

2−(dlog2(i)e+1)(h+1)ai ≤ vi : ai ∈ Z
}
,

zw,i = min
{

2−(dlog2(i)e+1)(h+2)bi ≥ wi : bi ∈ Z
}
.

For yv = (yv,i)i∈{1,...,d} ∈ [0, 1)d we obtain

λ([yv, v)) ≤
d∑
i=1

2−(dlog2(i)e+1)(h+1) ≤ 2−(h+1)
d∑
i=1

i−(h+1) ≤ 2−(h+1).

Analogously for zw = (zw,i)i∈{1,...,d} ∈ [0, 1)d we have

λ([z, zw)) ≤ 2−(h+2).

Thus we get
λ([yv, zw)) ≤ λ([yv, v)) + λ([v, w)) + λ([w, zw)) ≤ 2−h.

Set ∆̃ = {(yv, zw) : (v, w) ∈ ∆}. Since ∆ is a 2−(h+2)-bracketing cover for any x ∈ [0, 1)d

there exists (v, w) ∈ ∆ and (yv, zw) ∈ ∆̃ with yv ≤ v ≤ x ≤ w ≤ zw. Therefore ∆̃ is a
2−h-bracketing cover and the conclusion of the proof follows by |∆̃| ≤ |∆|.

4.3 Randomized Halton sequences

Note that we assume that the integers p1, . . . , pd are odd since we later need sequences
such that not only (xn)n≥1 is a low-discrepancy sequence but also subsequences (xnl)l≥1

where the elements nl belong to one particular modulo class with modulo 2κ for some
integer κ have sufficiently small discrepancy. This shall be ensured by the following
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Lemma 4.3.1 For some integer d ≥ 2 let (xn)n≥1 be a randomized Halton sequence in

[0, 1)d constructed by the first d odd primes. Let N ≥ 212·2d be the number of points. For
some integers 1 ≤ κ ≤ log2(8 log2(N)) and γ ∈ {0, . . . , 2κ − 1} set

Nκ,γ = {n : n ∈ {1, . . . , N}, n ≡ γ (mod 2κ)}

and define PN,κ,γ = {xn : n ∈ Nκ,γ}. Then the star-discrepancy of PN,κ,γ satisfies

D∗N,κ,γ({xn : n ∈ Nκ,γ}) = D∗|Nκ,γ |(PN,κ,γ) ≤
√
d√
|Nκ,γ |

. (4.3.1)

Proof. The proof of this Lemma which is an application of the Chinese Remainder
Theorem is mainly based on the proofs of [44, Theorem 3.6] and [3, Corollary 1]. For
some x0 let the pi-adic decomposition of xn,i = (Tnpi(x0))i be given by

xn,i =

∞∑
j=0

α(j, i, x0, n)p−j−1
i

for suitable integers α(j, i, x0, n) ∈ {0, 1, . . . , pi− 1}. Observe that for any i ∈ {1, . . . , d}
there exists at most one Ni ∈ {1, . . . , N} such that

α(j, i, x0, 1) = α(j, i, x0, 2) = · · · = α(j, i, x0, Ni)

6= α(j, i, x0, Ni + 1) = · · · = α(j, i, x0, N)

for all j ≥ dlogpi(N)e. Let π : {1, . . . , d} → {1, . . . , d} be a permutation satisfying
Nπ(i) ≥ Nπ(j) if i ≥ j and set π(0) = 0 and π(d + 1) = N . Therefore there exist
constants gm,i for any m ∈ {1, . . . , d+ 1} and i ∈ {1, . . . , d} such that

∞∑
j=dlogpi (N)e

α(j, i, x0, n)pi
−j−1 = gm,i (4.3.2)

for all n ∈ {Nπ(m−1) + 1, . . . , Nπ(m)}. Now fix some set N = {Nπ(m−1) + 1, . . . , Nπ(m)}
and define

Ψi(xn) = Ψi

dlogpi (N)e−1∑
j=0

α(j, i, x0, n)pi
−j−1 + gm,i

 =

dlogpi (N)e−1∑
j=0

α(j, i, x0, n)pi
j .

Set nl = 2κ(l−1)+γ for any integer l ≥ 1 and some γ ∈ {0, . . . , 2κ−1}. By definition of Tp
it is easy to see that for n, n+ 1 ∈ N and i ∈ {1, . . . , d} we have Ψi(xn+1) = Ψi(xn) + 1.
Thus we obtain Ψi(xnl+1

) = Ψi(xnl) + 2κ for nl+1, nl ∈ N . We now shall show the
following version of the Chinese Remainder Theorem:
Let β1, . . . , βd and s1, . . . , sd be positive numbers, then there exists some integer β such
that any solution of

Ψ1(xnl) ≡ β1 (mod ps11 )

...

Ψd(xnl) ≡ βd (mod psdd )

(4.3.3)

62



4.3 Randomized Halton sequences

satisfies
l ≡ β (mod ps11 p

s2
2 · · · p

sd
d ). (4.3.4)

Observe that we have Ψi(xnl′ ) ≡ Ψi(xnl) (mod psii ) only if 2κ(l′ − l) ≡ 0 (mod psii ).
Since 2κ and psii are coprime we have (l′ − l)|psii . Now for any i ∈ {1, . . . , d} define the
map Ξi : Z → Z/psii Z with Ξi(l) = Ψi(xnl) + psii Z. Observe that Ξi is periodic, i.e.
Ξi(l) = Ξi(l + αpsii ) for any integer α, and Ξi|{1,...,psii } is bijective, i.e. Ξi(l) 6= Ξi(l

′) for

l, l′ ∈ {1, . . . , psii } with l 6= l′. Since the system (4.3.3) only has a solution if Ξi(l) ≡ βi
(mod psii ) for i ∈ {1, . . . , d} we see that are integers α1, . . . , αd such any solution satisfies
l ≡ αi (mod psii ) for i ∈ {1, . . . , d}. By classical Chinese Remainder Theorem there

exists some integer β such for any solution l we conclude (4.3.4). Thus among
∏d
i=1 p

si
i

consecutive numbers of the sequence (nl)n≥1 there is exactly one l such that Ψi(xnl) = ai
for any collection of numbers ai ∈ {0, . . . , psii − 1} with i ∈ {1, . . . , d}. Let B be any box
of the form

B =
d∏
i=1

[aip
−si
i , (ai + 1)p−sii )

with ai ∈ {0, . . . , psii − 1} and i ∈ {1, . . . , d}. Observe that x ∈ B if for i ∈ {1, . . . , d}
the first si digits in the pi-adic decomposition of xi are uniquely defined, i.e. we have∑si−1

j=0 α(j, i)p−j−1
i = ai for all

xi =
∞∑
j=0

α(j, i)p−j−1
i ∈ Bi = [aip

−si
i , (ai + 1)p−sii ).

By definition of the Ψi this is equivalent to Ψi(x) ≡
∑si−1

j=0 α(j, i)pji (mod psii ) for all

i ∈ {1, . . . , d}. Thus there is exactly one l with xnl ∈ B among
∏d
i=1 p

si
i consecutive

numbers of the sequence (xnl)l≥1. Therefore we obtain∣∣∣∣∣
{
l : xnl ∈ B, l ∈

{
L+ 1, . . . , L+

d∏
i=1

psii

}
⊂ N

}∣∣∣∣∣ = 1. (4.3.5)

Now for i ∈ {1, . . . , d} and integers ri ≥ 0 let

Ci(ri) =
{

[0, cip
−ri
i ) : ci ∈ {0, . . . , prii − 1}

}
be a family of intervals. Furthermore set

Ai(ri) =
{

[aip
−si
i , (ai + 1)p−sii ) : ai ∈ {0, 1 . . . , psii − 1}, si ∈ {0, . . . , ri}

}
.

For integers r1, . . . , rd ≥ 0 let

B(r1, . . . , rd) =

{
B =

d∏
i=1

Bi : Bi ∈ Ci(ri) ∪ Ai(ri) for any i ∈ {1, . . . , d}

}

be a collection of boxes.
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4 Double infinite matrices and the inverse of the discrepancy

For any box B ⊆ [0, 1)d and any set M of positive integers set

DM(B) =

∣∣∣∣∣∑
n∈M

(1B(xn)− λ(B))

∣∣∣∣∣ .
Furthermore for integers κ, γ ≥ 0 with γ ∈ {0, . . . , 2κ − 1} and any set N as defined
above let

Nκ,γ = {n ∈ N : n ≡ γ (mod 2κ)} .

Now we shall show that for any set of integers r1, . . . , rd ≥ 0 and any box

B =

d∏
i=1

Bi ∈ B(r1, . . . , rd)

we have

DNκ,γ (B) ≤
∏

i∈{1,...,d},
Bi /∈Ai(ri)

(
pi − 1

2
ri + 1

)
. (4.3.6)

We are going to prove this inequality by induction on the number k of indices i such
that Bi /∈ Ai(ri). Thus we first assume k = 0. We have B =

∏d
i=1[aip

−si
i , (ai + 1)p−sii )

for suitable integers s1, . . . , sd and a1, . . . , ad. By (4.3.5) we obtain⌊
|Nκ,γ |

d∏
i=1

p−sii

⌋
≤

∑
n∈Nκ,γ

1B(xn) ≤

⌈
|Nκ,γ |

d∏
i=1

p−sii

⌉
.

Since
∑

n∈Nκ,γ λ(B) = |Nκ,γ |
∏d
i=1 p

−si
i we conclude DNκ,γ (B) ≤ 1 for k = 0. Now

assume that (4.3.6) has been proved for |{i : Bi /∈ Ai(ri)}| = k − 1. Consider some
box B ∈ B(r1, . . . , rd) with |{i : Bi /∈ Ai(ri)}| = k. Without loss of generality we
may assume Bi /∈ Ai(ri) for i ∈ {1, . . . , k} and Bi ∈ Ai(ri) for i ∈ {k + 1, . . . , d}.
Then we have Bk = [0, ckp

−rk
k ) for some integer ck with ck ∈ {0, . . . , prkk − 1}. We get

ckp
−rk
k =

∑rk
j=1 ejp

−j
k for integers ej with ej ∈ {0, . . . , pk − 1} for 1 ≤ j ≤ rk. Therefore

the interval Bk can be decomposed into e1 intervals of length p−1
k , e2 intervals of length

p−2
k and so on. Set e =

∑rk
j=1 ej . Then

Bk =

e⋃
t=1

Et

for pairwise disjoint Et ∈ Ak(rk) with t ∈ {1, . . . , e}. Thus we obtain

B =

e⋃
t=1

(B1 × · · · ×Bk−1 × Et ×Bk+1 × · · · ×Bd).
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4.3 Randomized Halton sequences

By induction hypothesis we observe

DNκ,γ (B) ≤
e∑
t=1

DNκ,γ (B1 × · · · ×Bk−1 × Et ×Bk+1 × · · · ×Bd)

≤ e

k−1∏
i=1

(
pi − 1

2
ri + 1

)
.

(4.3.7)

Furthermore set F = [ckp
−rk
k , 1) = [0, 1)\Bk. We have

DNκ,γ (B) ≤ DNκ,γ (B1 × · · · ×Bk−1 × [0, 1)×Bk+1 × · · · ×Bd)
+DNκ,γ (B1 × · · · ×Bk−1 × F ×Bk+1 × · · · ×Bd) .

Thus we get

DNκ,γ (B) ≤
k−1∏
i=1

(
pi − 1

2
ri + 1

)
+DNκ,γ (B1 × · · · ×Bk−1 × F ×Bk+1 × · · · ×Bd) .

Observe that F can be decomposed into 1+
∑rk

j=1 pk−1−ej = (pk−1)rk−e+1 intervals
in Ak(rk). Thus we get

DNκ,γ (B) ≤ ((pk − 1)rk − e+ 2)
k−1∏
i=1

(
pi − 1

2
ri + 1

)
.

By (4.3.7) we have

DNκ,γ (B) ≤ e+ (pk − 1)rk − e+ 2

2

k−1∏
i=1

(
bi − 1

2
ri + 1

)
.

Hence (4.3.6) is proved for any k. Now let J =
∏d
i=1[0, vi) ⊂ [0, 1)d be some arbitrary

box. For any i ∈ {1, . . . , d} set ri = dlogpi(N)e and furthermore let ci be the integer

such that cip
−ri
i ≤ vi < (ci + 1)p−rii . Take some

Nκ,γ,m = {n ∈ {Nπ(m−1) + 1, . . . , Nπ(m)}, n ≡ γ (mod 2κ)}.

By definition of Nκ,γ,m for any i ∈ {1, . . . , d} we have xn,i = zn,ip
−ri
i + gm,i for some

integer zn,i depending on n ∈ Nκ,γ,m and 0 ≤ gm,i < p−rii independent of n. For

vi−cip−rii ≤ gm,i set v′i = cip
−ri
i , otherwise set v′i = (ci+1)p−rii and let Bm =

∏d
i=1[0, v′i).

It is easy to see that ∑
n∈Nκ,γ,m

1J(xn) =
∑

n∈Nκ,γ,m

1Bm(xn).
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4 Double infinite matrices and the inverse of the discrepancy

Thus by (4.3.6) we get

DNκ,γ (J) ≤
d+1∑
m=1

DNκ,γ,m(J)

≤
d+1∑
m=1

∣∣∣∣∣∣
∑

n∈Nκ,γ,m

(1J(xn)− λ(J))

∣∣∣∣∣∣
≤

d+1∑
m=1

∣∣∣∣∣∣
∑

n∈Nκ,γ,m

(1Bm(xn)− λ(Bm))

∣∣∣∣∣∣+

d+1∑
m=1

|Nκ,γ,m| · |λ(J)− λ(Bm)|

≤
d+1∑
m=1

DNκ,γ,m(Bm) + |Nκ,γ |
d∑
i=1

p−rii

≤ (d+ 1)
d∏
i=1

(
pi − 1

2
ri + 1

)
+ |Nκ,γ |

d∑
i=1

p−rii .

Since ri = dlogpi(N)e we observe

D∗|Nκ,γ |(PN,κ,γ) = sup
J

DNκ,γ (J)

|Nκ,γ |

≤ d

N
+

1

|Nκ,γ |

d∏
i=1

i+ 1

i

(
pi − 1

2 log(pi)
log(N) +

pi + 1

2

)
.

(4.3.8)

Next we shall show

i+ 1

i

(
pi − 1

2 log(pi)
log(N) +

pi + 1

2

)
≤ (i+ 1) log(N). (4.3.9)

for all i ∈ {1, . . . , d}. This is easy to see for i ≤ 4. It is well-known that for i ≥ 5 we
have i ≤ pi ≤ 1 + 7/4 · i log(i) (see, e.g. [15, Theorem 8.8.4]). Therefore we get

i+ 1

i

(
pi − 1

2 log(pi)
log(N) +

pi + 1

2

)
≤ i+ 1

i

(
7/4 · i log(i)

2 log(i)
log(N) + 2i log(i)

)
≤ i+ 1

i

(
7

8
i log(N) + 2i log(i)

)
≤ (i+ 1) log(N).

Thus (4.3.9) is proved. Together with (4.3.8) we have

D∗|Nκ,γ |(PN,κ,γ) ≤ d

N
+

(d+ 1)!(log(N))d

|Nκ,γ |
. (4.3.10)

It remains to show √
d√
|Nκ,γ |

+
(d+ 1)!(log(N))d√

d|Nκ,γ |
≤ 1. (4.3.11)
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4.3 Randomized Halton sequences

Then the statement of the Lemma follows by (4.3.10) and

D∗|Nκ,γ |(PN,κ,γ) ≤ d

|Nκ,γ |
+

(d+ 1)!(log(N))d

|Nκ,γ |

≤
√
d√
|Nκ,γ |

( √
d√
|Nκ,γ |

+
(d+ 1)!(log(N))d√

d|Nκ,γ |

)

≤
√
d√
|Nκ,γ |

.

In order to show (4.3.11) we estimate the second term and observe

(d+ 1)!(log(N))d√
d|Nκ,γ |

≤ (d+ 1)!(log(N))d√
2−κ−1dN

≤ 4√
log(2)

(d+ 1)!(log(N))d+1/2

√
dN

(4.3.12)

where we used κ ≤ log2(8 log2(N)) for the second inequality. Since for any fixed d the
derivative of (log(N))d+1/2/

√
N is negative for N ≥ e2(d+1/2) it is enough to restrict

ourselves to the case N = 212·2d > e2(d+1/2). Therefore we first shall show

4√
log(2)

(d+ 1)!√
d
≤ 1

2
(log(N))d−1/2 (4.3.13)

resp. equivalently
8(d+ 1)!

12d−1/2(log(2))d
√
d
≤ 2d

2−d/2. (4.3.14)

This shall be done by induction. It can easily be verified that (4.3.14) is true for d = 2.
Thus we may assume that (4.3.14) holds for some integer d ≥ 2. We get

8((d+ 1) + 1)!

12(d+1)−1/2(log(2))(d+1)
√
d+ 1

≤ (d+ 2)
8(d+ 1)!

12d−1/2(log(2))d
√
d

≤ 22d+1/2 8(d+ 1)!

12d−1/2(log(2))d
√
d

≤ 22d+1/2 · 2d2−d/2

≤ 2(d+1)2−(d+1)/2

and therefore we have (4.3.13) for any integer d ≥ 2. For d ≥ 2 we get

(12 · 2d)2d ≤ 22d2+2 log2(12)d ≤ 26·2d ≤
√
N.

Hence (log(N))2d/
√
N ≤ 1 immediately follows. With

√
d/
√
|Nκ,γ | ≤ 1/2 and (4.3.13)

we observe (4.3.11) which finally concludes the proof.
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4 Double infinite matrices and the inverse of the discrepancy

4.4 Proof of Theorem 4.1.1

The proof of this Theorem is mainly based on [3]. For some integers N ≥ 1 and d ≥ 1
we simply write

Dd
N (xn,i) = Dd

N ((x1,1, . . . , x1,d), . . . , (xN,1, . . . , xN,d)).

For all integers m ≥ 1 and d ≥ 1 we define

Fm,d,ε =

{
max

M∈{2m+1,...,2m+1}
MDd

M (xn,i) ≥ Cm,d,ε
√
d
√

2m+1

}
with

Cm,d,ε =

{
1819 + 252 log(ε−1), if 12 · 2d > m,

1821 + 252 log(ε−1), if 12 · 2d ≤ m.

We shall show that

P

⋃
d≥1

⋃
m≥1

Fm,d,ε

 ≤ ε. (4.4.1)

Therefore on the complement of ∪d≥1 ∪m≥1 Fm,d,ε which has measure bounded from
below by 1− ε for any integer N ≥ 1 and d ≥ 1 we have

NDd
N (xn,i) ≤ (1821 + 252 log(ε−1))

√
d
√

2N ≤ (2576 + 357 log(ε−1))
√
d
√
N

which concludes the proof. By (4.3.8) which also holds in the case d = 1 and N ≥ 3 it
is easy to see that for d = 1 and m ≥ 1 we observe

P(Fm,d,ε) = 0. (4.4.2)

Therefore we may assume d ≥ 2. We now claim

P

⋃
d≥2

⋃
m≥1

Fm,d.ε

 = P

⋃
d≥2

⋃
m∈{1,...,12·2d−1}

Fm,d.ε

 . (4.4.3)

Let d ≥ 2 be given and assume m ≥ 12 · 2d. Furthermore set µ = 12 · 2d. By Lemma
4.2.2 for M ∈ {2m + 1, . . . , 2m+1} we obtain

MDd
M (xn,i) ≤ 2µDd

2µ(xn,i) + (M − 2µ)Dd
2µ,M (xn,i). (4.4.4)

Now observe that since (x2µ,1, . . . , x2µ,d) is uniformly distributed the points

{(x2µ+1,1, . . . , x2µ+1,d), . . . , (xM,1, . . . , xM,d)}

68



4.4 Proof of Theorem 4.1.1

are elements of a randomized Halton sequence denoted by (qn)n≥1. Therefore by Lemma
4.3.1 and another application of Lemma 4.2.2 we have

Dd
2µ,M (xn,i) = Dd

2µ,M (qn,i) ≤
2µDd

2µ(qn,i) +MDd
M (qn,i)

M − 2µ

≤ 2µ
√
d/
√

2µ +M
√
d/
√
M

M − 2µ

<
2
√
d
√

2m+1

M − 2µ
.

(4.4.5)

Together with (4.4.4) we get

Fm,d,ε\Fµ−1,d,ε ⊂
{

max
M∈{2m+1,...,2m+1}

MDd
M (xn,i) ≥ (1821 + 252 log(ε−1))

√
d
√

2m+1

}
\{

2µDd
2µ(xn,i) ≥ (1819 + 252 log(ε−1))

√
d
√

2µ
}

⊂
{

max
M∈{2m+1,...,2m+1}

(M − 2µ)Dd
2µ,M (xn,i) > 2

√
d
√

2m+1

}
=∅.

Therefore for m ≥ µ we have P(Fm,d,ε\Fµ−1,d,ε) = 0 and (4.4.3) follows immediately.
Thus we may assume d ≥ 2 and m ∈ {1, . . . , 12 · 2d − 1} now. Furthermore we may
assume √

d√
2m+1

≤ 1

64
(4.4.6)

since otherwise Fm,d,ε = ∅. Let k̃(m) = max{k ≥ 1 : 12 · 2k ≤ m} and for m ≥ 48 set

Lm = 212·2k̃(m)
resp. for m < 48 set Lm = 0. Moreover we define the sets

Gm,d,ε =

{{
LmD

d
Lm

(xn,i) ≥ (910 + 126 log(ε−1))
√
d
√
Lm

}
, if Lm > 0,

∅, if Lm = 0,

Hm,d,ε =

{
max

Lm+1≤M≤2m+1
(M − Lm)Dd

Lm,M (xn,i) ≥ (909 + 126 log(ε−1))
√
d
√

2m+1

}
.

Now we claim
Fm,d,ε ⊆ Gm,d,ε ∪Hm,d,ε (4.4.7)

for all d ≥ 2 and m ∈ {1, . . . , 12 · 2d − 1}. Since this trivially holds for Lm = 0 we may
assume Lm ≥ 1 and therefore we have m ≥ 48 and k̃(m) ≥ 2. By Lemma 4.2.2 for the
complement of Gm,d,ε ∪Hm,d,ε we observe

max
Lm+1≤M≤2m+1

MDd
M (xn,i) ≤ max

Lm+1≤M≤2m+1
(LmD

d
Lm(xn,i) + (M − Lm)Dd

Lm,M (xn,i))

≤ (910 + 126 log(ε−1))
√
d
√
Lm

+(909 + 126 log(ε−1))
√
d
√

2m+1

≤ (1819 + 252 log(ε−1))
√
d
√

2m+1.
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Thus we have (4.4.7). Now for any d ≥ 2 we shall show⋃
m∈{1,...,12·2d−1}

Fm,d,ε ⊆
⋃

m∈{1,...,12·2d−1}

Hm,d,ε. (4.4.8)

For any k ≥ 2 by definition of Lm we have

G12·2k,m,ε = G12·2k+1,m,ε = · · · = G12·2k+1−1,m,ε.

Therefore by (4.4.7) we obtain⋃
m∈{1,...,12·2d−1}

Fm,d,ε ⊆
⋃

k∈{2,...,d−1}

G12·2k,d,ε ∪
⋃

m∈{1,...,12·2d}

Hm,d,ε. (4.4.9)

For k = 2 we have m = 12 · 22 = 48 and Lm = 248. With L47 = 0 we get

G48,d,ε ⊆
{

248Dd
248(xn,i) ≥ (910 + 126 log(ε−1))

√
d
√

248
}

⊆
{
L47 + (248 − L47)Dd

L47,248
(xn,i) ≥ (910 + 126 log(ε−1))

√
d
√

248
}

⊆
{

(248 − L47)Dd
L47,248

(xn,i) ≥ (909 + 126 log(ε−1))
√
d
√

248
}

⊆ H47,d,ε

where the second line follows by Lemma 4.2.2. For k ≥ 3 and m = 12 · 2k we have
k̃(m) = k and Lm = 212·2k . Moreover we obtain k̃(m − 1) = k − 1 and furthermore

Lm−1 = 212·2k−1
=
√
Lm. Thus we have

Gm,d,ε ⊆
{
LmD

d
Lm(xn,i) ≥ (910 + 126 log(ε−1))

√
d
√
Lm

}
⊆

{
Lm−1 + (Lm − Lm−1)Dd

Lm−1,Lm(xn,i) ≥ (910 + 126 log(ε−1))
√
d
√
Lm

}
⊆

{
(Lm − Lm−1)Dd

Lm−1,Lm(xn,i) ≥ (909 + 126 log(ε−1))
√
d
√
Lm

}
⊆ Hm−1,d,ε.

Together with (4.4.9) we observe (4.4.8). Thus by (4.4.1), (4.4.2) and (4.4.3) the Theorem
is proved if we show ∑

d≥2

∑
m∈{1,...,12·2d−1}

P(Hm,d,ε) ≤ ε. (4.4.10)

Now we shall prove

P(Hm,d,ε) ≤
ε

6 · 22d
(4.4.11)

for all d ≥ 2 and m ∈ {1, . . . , 12 · 2d − 1}. Then (4.4.10) follows by∑
d≥2

∑
m∈{1,...,12·2d−1}

P(Hm,d,ε) ≤
∑
d≥2

12 · 2d · ε
6
· 2−2d = ε.
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To prove (4.4.11) let d ≥ 2 and m ∈ {1, . . . , 12 · 2d − 1} be fixed now. To estimate
Dd
Lm,M

(xn,i) we define a finite system of subsets of [0, 1)d with the help of δ-bracketing

covers such that [0, x) for any x ∈ [0, 1)d can be approximated well enough by a union
of this sets. Set

H =

⌈
m+ 1

2
− log2(d)

2
− 2

⌉
. (4.4.12)

As a consequence for any h ∈ {0, . . . ,H} we have

√
d
√

2m+1 ≤ 2m−h. (4.4.13)

For any h ∈ {1, . . . ,H} let ∆h be an 2−h-bracketing cover of [0, 1)d. By Corollary 4.2.4
we may assume

|∆h| ≤
1

2
(2e)d(2h+2 + 1)d. (4.4.14)

For any x ∈ [0, 1)d we now define a finite sequence of points βh(x) for h ∈ {0, . . . ,H+1}
in the following manner. Let (v, w) ∈ ∆H such that v ≤ x ≤ w. We set βH+1(x) = w
and βH(x) = v. The points β1(x), . . . , βH−1(x) are defined by induction. Thus assume
that for some h ∈ {1, . . . ,H − 1} the point βh+1(x) is already defined. Let (v, w) ∈ ∆h

with v ≤ βh+1(x) ≤ w and set βh(x) = v. Moreover set β0(x) = 0. Therefore we observe

0 = β0(x) ≤ β1(x) ≤ · · · ≤ βH(x) ≤ x ≤ βH+1(x) ≤ 1.

For h ∈ {0, . . . ,H−1} we have (βh(x), w) ∈ ∆h for some point w ∈ [0, 1)d. Furthermore
we have (βH(x), βH+1(x)) ∈ ∆H . Then by Corollary 4.2.4 for h ∈ {0, . . . ,H + 1} and
i ∈ {1, . . . , d} there exist integers ah,i ∈ {0, . . . , 2(dlog2(i)+1e)(h+1)} such that

(βh(x))i = 2−(dlog2(i)+1e)(h+1)ah,i. (4.4.15)

For h ∈ {0, . . . ,H} set Kh(x) = [βh(x), βh+1(x)). Note that the sets Kh(x) are pairwise
disjoint and satisfy

H−1⋃
h=0

Kh(x) ⊆ [0, x) ⊆
H⋃
h=0

Kh(x) (4.4.16)

By definition βh(x) ≤ βh+1(x) ≤ w for some w ∈ [0, 1)d with (βh(x), w) ∈ ∆h and hence

λ(Kh(x)) ≤ λ
(

[βh(x), w)
)
≤ 2−h (4.4.17)

for any h ∈ {0, . . . ,H}. Now define

Sh =
{

[βh(x), βh+1(x)) : x ∈ [0, 1)d
}
.

Observe that we may define the points βh such that βh(x) = βh(y) for x, y ∈ [0, 1)d with
βh+1(x) = βh+1(y). Therefore by Corollary 4.2.4 we have

|Sh| =
∣∣∣{βh+1(x) : x ∈ [0, 1)d

}∣∣∣ ≤ |∆h+1| ≤
1

2
(2e)d(

√
5)(h+3)d (4.4.18)
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for any integer h ∈ {0, . . . ,H}. For m ≥ 48 we set s = k̃(m). Otherwise we set s = 1.
Let now n ∈ {Lm + 1, . . . , 2m+1} be an integer. For m < 48 we have s = 1 and therefore
we obtain xn,i = Tpi(xn−1,i) for i ≤ s by definition while for i > s we get

n ≤ 2m+1 ≤ 248 ≤ 212·2i .

Thus for i ≥ 2 we have xn,i = 〈2dlog2(i)e+1xn−1,i〉. For m ≥ 48 and i ≤ s = k̃(m) we get

n > Lm = 212·2k̃(m) ≥ 212·2i

and thus we obtain xn,i = Tpi(xn−1,i). Furthermore for i > s = k̃(m) we observe

n ≤ 2m+1 ≤ 212·2i

and we obtain xn,i = 〈2dlog2(i)e+1xn−1,i〉. We see that in the sequence{
(xLm,1, . . . , xLm,d), . . . , (x2m+1,1, . . . , x2m+1,d)

}
the first s coordinates form a randomized Halton sequence while the sequence formed by
the remaining coordinates is a sequence of fractional parts of the product of some initial
value and elements of a lacunary sequence. Hence for any M ∈ {2m + 1, . . . , 2m+1} by
Lemma 4.2.2 and 4.3.1 we have

(M − Lm)Ds
Lm,M (xn,i) ≤ LmD

s
Lm(xn,i) +MDs

M (xn,i)

≤
√
s
√
Lm +

√
s
√
M ≤ 2

√
s
√
M.

(4.4.19)

For some h ∈ {1, . . . ,H + 1} and a point y ∈ [0, 1)d the point βh(y) can be written as
(uh(y), vh(y)) for uh(y) ∈ [0, 1)s and vh(y) ∈ [0, 1)d−s. Moreover set Uh(y) = [0, uh(y))
and Vh(y) = [0, vh(y)). Thus we have Uh(y) × Vh(y) = [0, βh(y)). Observe that any set
Kh(y) ∈ Sh may be written as

Kh(y) = [βh(y), βh+1(y))

= ((Uh+1(y)\Uh(y))× Vh+1(y)) ∪ (Uh(y)× (Vh+1(y)\Vh(y))).

For h = 0 we simply have K0(y) = U1(y) × V1(y). Furthermore set U0(y) = V0(y) = ∅.
Thus by (4.4.17) we observe

λ(Uh+1(y)\Uh(y))·λ(Vh+1(y))+λ(Uh(y))·λ(Vh+1(y)\Vh(y)) ≤ λ(Kh(y)) ≤ 2−h (4.4.20)

for h ∈ {0, . . . ,H}. Now let y ∈ [0, 1)d be some arbitrary fixed point. Note that hereafter
we skip the point y in the notation of the points βh and the sets Kh resp. Uh and Vh to
simplify notations. Furthermore let Lm + 1 ≤ M ≤ 2m+1 be an integer. For simplicity
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we write qn = (xn,1, . . . , xn,s) and rn = (xn,s+1, . . . , xn,d). Then by (4.4.16) we have

M∑
n=Lm+1

1[0,y)(xn) ≥
M∑

n=Lm+1

1βH (xn)

=

M∑
n=Lm+1

1UH (qn) · 1VH (rn)

=
M∑

n=Lm+1

1U1(qn) · 1V1(rn)

+
H−1∑
h=1

M∑
n=Lm+1

(
1Uh+1\Uh(qn) · 1Vh+1

(rn) + 1Uh(qn) · 1Vh+1\Vh(rn)
)
.

(4.4.21)
Analogously we also get

M∑
n=Lm+1

1[0,y)(xn) ≤
M∑

n=Lm+1

1U1(qn) · 1V1(rn)

+

H∑
h=1

M∑
n=Lm+1

(
1Uh+1\Uh(qn) · 1Vh+1

(rn) + 1Uh(qn) · 1Vh+1\Vh(rn)
)
.

(4.4.22)
By using maximal Bernstein inequality we now shall give a lower bound on the proba-
bility that the system of inequalities

max
Lm+1≤M≤2m+1

∣∣∣∣∣∣
M∑

h=Lm+1

1Uh+1\Uh(qn)1Vh+1
(rn)− 1Uh+1\Uh(qn)λ(Vh+1)

∣∣∣∣∣∣ > t, (4.4.23)

max
Lm+1≤M≤2m+1

∣∣∣∣∣∣
M∑

h=Lm+1

1Uh(qn)1Vh+1\Vh(rn)− 1Uh(qn)λ(Vh+1\Vh)

∣∣∣∣∣∣ > t, (4.4.24)

max
Lm+1≤M≤2m+1

∣∣∣∣∣∣
M∑

h=Lm+1

1U1(qn)1V1(rn)− 1U1(qn)λ(V1)

∣∣∣∣∣∣ > t (4.4.25)

holds for all sets Uh, Uh+1, Vh and Vh+1 with h ∈ {1, . . . ,H} and some t > 0 to specified
later. Set κ = κh = dlog2(h+ 2)e. By Lemma 4.3.1 and (4.4.19) for any h ∈ {1, . . . ,H}
we have

2m+1∑
n=Lm+1

1Uh+1\Uh(qn) ≤
∑

M∈{Lm+1,...,2m+1},
M≡γ (mod 2κ)

λ(Uh+1\Uh) +
√
s ·
√
M − Lm

2κ
+ 1

≤
(
2m+1−κ + 1

)
λ(Uh+1\Uh) +

√
s ·
√

2m+1−κ + 1
(4.4.26)
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and

2m+1∑
n=Lm+1

1Uh(qn) ≤
(
2m+1−κ + 1

)
λ(Uh+1\Uh) +

√
s ·
√

2m+1−κ + 1. (4.4.27)

Now let h ∈ {0, . . . ,H} be fixed and set Ah = Vh+1\Vh resp. Ah = Vh+1. Furthermore
define by fAh(x) = fAh(rn) = 1Ah(x) − λ(Ah) a real-valued function on [0, 1)d−s. We
now shall show that for any system of indices n1, . . . , nk with nl+1 − nl ≥ h + 2 for all
l ∈ {1, . . . , k − 1} the random variables fAh(rn) are stochastically independent, i.e.

P (fAh(rn1) = c1, . . . , fAh(rnk) = ck) =
k∏
l=1

P (fAh(rnl) = cl) . (4.4.28)

We only prove the case k = 2. The general case follows by induction. By (4.4.15) the
set Ah is a union of axis-parallel boxes such that each corner of any box is of the form(

2−(dlog2(s+1)e+1)(h+2)as+1, . . . , 2
−(dlog2(d)e+1)(h+2)ad

)
(4.4.29)

such that ai ∈ {0, 1, . . . , 2(dlog2(d)e+1)(h+2)} for any i ∈ {s + 1, . . . , d}. Furthermore let
n, n′ ∈ {Lm + 1, . . . ,M} be two indices with n′ − n ≥ h+ 2. We define a decomposition
of [0, 1)d−s by

Σ =

{
d∏

i=s+1

[
2−(dlog2(i)e+1)n′ai, 2

−(dlog2(i)e+1)n′(ai + 1)
)

:

ai ∈
{

0, 1, . . . , 2(dlog2(i)e+1)n′ − 1
}
, i ∈ {s+ 1, . . . , d}

}
.

Note that by (4.4.29) the function fAh is constant on any box B ∈ Σ. For some c1 ∈ R
define

Σc1 = {B ∈ Σ : fAh(rn) = c1 for all r1 = (r1,s+1, . . . , r1,d) ∈ B} .

Since xn′,i = 2(dlog2(i)e+1)(n′−1)x1,i for all i ∈ {s+ 1, . . . , d} we have fAh(rn′) = fAh(r′n′)
where r′n′ = (x′n′,s+1, . . . , x

′
n′,d) with x′n,i = 2(dlog2(i)e+1)(n′−1)x′1,i is an instance of the

matrix for some initial value r′1 = (x′1,s+1, . . . , x
′
1,d) with x′1,i = x1,i+2−(dlog2(i)e+1)(n′−1)ai

and ai ∈ {0, 1, . . . , 2(dlog2(i)e+1)(n′−1) − 1} for all i ∈ {s + 1, . . . , d}. Therefore for any
c2 ∈ R and any B,B′ ∈ Σ we have

P (fAh(rn′) = c2|r1 ∈ B) = P
(
fAh(rn′) = c2|r1 ∈ B′

)
.

Hence for any c2 ∈ R and any B ∈ Σ we get

P (fAh(rn′) = c2) =
∑
B′∈Σ

P
(
fAh(rn′) = c2|r1 ∈ B′

)
P(r1 ∈ B′)

= P (fAh(rn′) = c2|r1 ∈ B)
∑
B′∈Σ

P(r1 ∈ B′)

= P (fAh(rn′) = c2|r1 ∈ B) .
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Moreover for any c1, c2 ∈ R we obtain

P (fAh(rn′) = c2|fAh(rn) = c1)

=
P (fAh(rn′) = c2, fAh(rn) = c1)

P (fAh(rn) = c1)

=

∑
B∈Σ P (fAh(rn′) = c2, fAh(rn) = c1|r1 ∈ B)P(r1 ∈ B)

P (fAh(rn) = c1)

=
∑
B∈Σc1

P (fAh(rn′) = c2|r1 ∈ B)
P(r1 ∈ B)

P (fAh(rn) = c1)

=P (fAh(rn′) = c2) .

Thus (4.4.28) is proved. Furthermore set

Q(Lm,M, γ) = {n ∈ {Lm + 1, . . . ,M} : qn ∈ Uh+1\Uh, n ≡ γ (mod 2κ)} ,
Q′(Lm,M, γ) = {n ∈ {Lm + 1, . . . ,M} : qn ∈ Uh, n ≡ γ (mod 2κ)} .

Then for h ∈ {1, . . . ,H} by Lemma 4.2.1 we have

P

(
max

M∈{Lm+1,...,N}

∣∣∣∣∣
N∑

n=Lm+1

1Uh+1\Uh(qn) · 1Vh+1
(rn)− 1Uh+1\Uh(qn)λ(Vh+1)

∣∣∣∣∣ > t

)

≤
2κ∑
γ=1

P

 max
n∈{Lm+1,...,M}

∣∣∣∣∣∣
∑

n∈Q(Lm,M,γ)

1Vh+1
(rn)− λ(Vh+1)

∣∣∣∣∣∣ > t

2κ


≤2

2κ∑
γ=1

exp

− t2/22κ

2
(∑

n∈Q(Lm,M,γ) 1
)
λ(Vh+1)(1− λ(Vh+1)) + 2t/(3 · 2κ)

 .

Thus by (4.4.26) we obtain

P

(
max

M∈{Lm+1,...,N}

∣∣∣∣∣
N∑

n=Lm+1

1Uh+1\Uh(qn) · 1Vh+1
(rn)− 1Uh+1\Uh(qn)λ(Vh+1)

∣∣∣∣∣ > t

)

≤ 2κ+1 exp

(
− t2/21.5κ

2m+3λ(Uh+1\Uh)λ(Vh+1) + 2
√

2 ·
√
s ·
√

2m+1λ(Vh+1) + 2t/3

)
.

Furthermore (4.4.13) and (4.4.20) yield

P

(
max

M∈{Lm+1,...,N}

∣∣∣∣∣
N∑

n=Lm+1

1Uh+1\Uh(qn) · 1Vh+1
(rn)− 1Uh+1\Uh(qn)λ(Vh+1)

∣∣∣∣∣ > t

)

≤ 2κ+1 exp

(
− t2/21.5κ

(8 + 2
√

2) · 2m−h + 2t/3

)
. (4.4.30)
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Similarly using (4.4.27) we get

P

(
max

M∈{Lm+1,...,N}

∣∣∣∣∣
N∑

n=Lm+1

1Uh(qn) · 1Vh+1\Vh(rn)− 1Uh(qn)λ(Vh+1\Vh)

∣∣∣∣∣ > t

)

≤2κ+1 exp

(
− t2/21.5κ

(8 + 2
√

2) · 2m−h + 2t/3

)
. (4.4.31)

Now set t = C1

√
d
√

2m+1
√
h · 21.5κ−h for some constant C1 > 0 to specified later. Ob-

serve that by (4.4.13) we have t ≤ 2m−h+1C1.

Therefore by (4.4.30) we get

P

(
max

M∈{Lm+1,...,N}

∣∣∣∣∣
N∑

n=Lm+1

1Uh+1\Uh(qn) · 1Vh+1
(rn)− 1Uh+1\Uh(qn)λ(Vh+1)

∣∣∣∣∣ > t

)

≤4(h+ 2) exp

−
(
C1

√
d
√

2m+1
√
h · 21.5κ−h

)2

21.5κ(8 + 2
√

2 + 2C1)2m−h


≤4 exp

(
−
(

2C2
1

8 + 2
√

2 + 2C1

− 1

)
hd

) (4.4.32)

where the last line follows by (h+ 2) ≤ ehd for d ≥ 2. Similarly using (4.4.31) we have

P

(
max

M∈{Lm+1,...,N}

∣∣∣∣∣
N∑

n=Lm+1

1Uh(qn) · 1Vh+1\Vh(rn)− 1Uh(qn)λ(Vh+1\Vh)

∣∣∣∣∣ > t

)

≤ 4 exp

(
−
(

2C2
1

8 + 2
√

2 + 2C1

− 1

)
hd

)
. (4.4.33)

For h = 0 set t = C2

√
d
√

2m+1 for some constant C2 > 0 to be specified later. Thus by
using a similar argumentation as above we get

P

(
max

M∈{Lm+1,...,N}

∣∣∣∣∣
M∑

n=Lm+1

1U1(qn)1V1(rn)− 1U1(qn)λ(V1)

∣∣∣∣∣ > t

)

≤ 4 exp

(
− t2/2

(8 + 2
√

2) · 2m + 2t/3

)
≤ 4 exp

(
− C2

2

8 + 2
√

2 + 2/3 · C2

d

)
. (4.4.34)

Define

C3 =
2C2

1

8 + 2
√

2 + 2C1

− 1, C4 =
C2

2

8 + 2
√

2 + 2/3 · C2

. (4.4.35)

Observe that by (4.4.18) and sufficiently large constants C1, C2 resp. C3, C4 the system
of inequalities (4.4.23), (4.4.24) and (4.4.25) hold on a set of measure which is bounded
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from below by

1− 1

2
(2e)d(

√
5)3d · 4e−C4d − (2e)d

H∑
h=1

(
√

5)(h+3)d · 4e−C3d ≥ 1− ε

6 · 22d
. (4.4.36)

Now we shall find some constants C1 and C2 such that (4.4.36) is true. It is easy to see
that for C3 ≥ 2.7 we have

4(50e)d
H∑
h=1

(
√

5)(h−1)de−C3hd = 4(50e)de−C3d
H∑
h=1

(
√

5e−C3)(h−1)d ≤ 4.1(50e)de−C3d.

Therefore we can estimate the left-hand side of (4.4.36) by

1− 1

2
(2e)d(

√
5)3d · 4e−C4d − (2e)d

H∑
h=1

(
√

5)(h+3)d · 4e−C3d

≥1−
(

2/(
√

5)d + 4.1
)

(50e)de−min(C3,C4)d

≥1− 4.5 · e(1+log(50)−min(C3,C4))d.

Thus (4.4.36) holds if

− log(4.5) + (min(C3, C4)− 1− log(50)) d ≥ log(ε−1) + log(6) + 2d.

By d ≥ 2 it can easily be shown that (4.4.36) is true for

min(C3, C4) ≥ 7.947 +
log(ε−1)

2
. (4.4.37)

By (4.4.35) this holds for

C2 ≥
15.894 + log(ε−1)

6
+

√
86.054 + (4 +

√
2) log(ε−1) +

(
15.894 + log(ε−1)

6

)2

and because of
√
A+B ≤

√
A+
√
B we may choose

C2 = 14.575 + 5.748 log(ε−1). (4.4.38)

Similarly (4.4.37) holds for

C1 ≥
17.894 + log(ε−1)

4
+

√
48.441 + 2.708 log(ε−1) +

(
17.894 + log(ε−1)

4

)2

.

Thus we may take

C1 = 15.907 + 2.146 log(ε−1). (4.4.39)
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Therefore for any M ∈ {Lm + 1, . . . , 2m+1} by using (4.4.22), (4.4.32), (4.4.33), (4.4.34),
(4.4.35), (4.4.36), (4.4.38) and (4.4.39) we get

M∑
n=Lm+1

1[0,y)(xn)

≤
M∑

n=Lm+1

1U1(qn) · 1V1(rn)

+

H∑
h=1

M∑
n=Lm+1

(
1Uh+1\Uh(qn) · 1Vh+1

(rn) + 1Uh(qn) · 1Vh+1\Vh(rn)
)

≤
M∑

n=Lm+1

λ(UH+1)λ(VH+1) +

M∑
n=Lm+1

λ(VH+1)
(
1UH+1

(qn)− λ(UH+1)
)

+ 2(15.907 + 2.146 log(ε−1))
√
d
√

2m+1

H∑
h=1

√
h · 21.5(1+log2(h+2))−h

+ (14.575 + 5.748 · log(ε−1))
√
d
√

2m+1

with probability at least 1− ε/6 · 2−2d. Thus with

H∑
h=1

√
h · 21.5(1+log2(h+2))−h ≤ 27.917

we obtain

M∑
n=Lm+1

1[0,y)(xn)

≤
M∑

n=Lm+1

λ(UH+1)λ(VH+1) +

M∑
n=Lm+1

λ(VH+1)
(
1UH+1

(qn)− λ(UH+1)
)

+ (902.726 + 125.568 log(ε−1))
√
d
√

2m+1.

By (4.4.12) and (4.4.19) we have

M∑
n=Lm+1

1[0,y)(xn)

≤(M − Lm)λ([0, βH+1(x)) + 2
√
d
√

2m+1 + (902.726 + 125.568 log(ε−1))
√
d
√

2m+1

≤(M − Lm)(λ([0, y)) + 2−H) + (904.726 + 125.568 log(ε−1))
√
d
√

2m+1

≤(M − Lm)λ([0, y)) + (908.726 + 125.568 log(ε−1))
√
d
√

2m+1

(4.4.40)
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on a set with probability at least 1 − ε/6 · 2−2d. Similarly by using (4.4.21) instead of
(4.4.22) we obtain

M∑
n=Lm+1

1[0,y)(xn)

≥
M∑

n=Lm+1

1U1(qn) · 1V1(rn)

+

H−1∑
h=1

M∑
n=Lm+1

(
1Uh+1\Uh(qn) · 1Vh+1

(rn) + 1Uh(qn) · 1Vh+1\Vh(rn)
)

≥(M − Lm)λ([0, y))− (908.726 + 125.568 log(ε−1))
√
d
√

2m+1

(4.4.41)

on the same set of probability bounded from below by 1− ε/6 · 2−2d. Therefore we have
proved (4.4.11) which finally concludes the proof of the Theorem.
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5 Random Matrix ensembles with
correlated entries

In this chapter we discuss a random matrix ensemble where the entries are taken from
a multivariate lacunary system and show that the mean spectral distribution of this
ensemble converges weakly to the semicircle law. In section 5.1 we present the main
result which is proved in section 5.2. Furthermore in section 5.3 we give examples.

5.1 Main result

Theorem 5.1.1 Let (Mn,1)n≥1 and (Mn,2)n≥0 be two integer-valued lacunary sequences
satisfying the Hadamard gap condition (1.0.4) such that there exist C > 0 and ε > 0
with ∑

n,n′∈{1,...,2N},
n>n′

∑
j,j′∈{1,...,NK}

(jj′)−11|jMn,1−j′Mn′,1|<1/2·q−CN1−εMn′,1
= o(N) (5.1.1)

for any K ∈ N. Furthermore let f : R2 → R be some function of finite total variation in
the sense of Hardy and Krause satisfying

f(x+ z) = f(x) for all x ∈ [0, 1)2, z ∈ Z2,

∫
[0,1)2

f(x) dx = 0,

∫
[0,1)2

f2(x) dx = 1.

(5.1.2)
Additionally assume that f satisfies∫

[0,1)
f(x1, y2) dx1 =

∫
[0,1)

f(y1, x2) dx2 = 0 (5.1.3)

for any fixed y1, y2 ∈ [0, 1). Let the Fourier series of f exist and converge to f . Now
define a symmetric random matrix ensemble (XN )N≥1 by setting XN = (Xn,n′)1≤n,n′≤N
with

Xn,n′ =
1√
N
f(Mn+n′,1x1,M|n−n′|,2x2) (5.1.4)

for any n, n′ ∈ {1, . . . , N} and N ∈ N. Then the mean empirical distribution of the
eigenvalues converges almost surely weakly to the semicircle law, i.e.

lim
N→∞

E
[

1

N
Tr
(
XK
N

)]
=

{
K!

(K/2)!(K/2+1)! , K even,

0, K odd.
(5.1.5)
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5.2 Proof of Theorem 5.1.1

For K,N ∈ N let p = pNK be the NKth Fejér mean of f as defined in (2.0.2) and set
r = rNK = f − p. By Lemma 2.0.2 we have ||r||22 ≤ CN−K for some absolute constant
C > 0. We define the random matrix (X̃n,n′)1≤n,n′≤N by

X̃n,n′ =
1√
N
p(Mn+n′,1x1,M|n−n′|,2x2) (5.2.1)

for any n, n′ ∈ {1, . . . , N}. Now we claim

lim
N→∞

E
[

1

N
Tr
(
XK
N

)]
= lim

N→∞
E
[

1

N
Tr
(
X̃K
N

)]
. (5.2.2)

It is easy to see that

E
[

1

N
Tr
(
XK
N

)]
= E

 1

N

N∑
n1,...,nK=1

K∏
k=1

Xnk,nk+1


= E

 1

NK/2+1

N∑
n1,...,nK=1

K∏
k=1

f(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)


where n1 = nK+1. By decomposing f = p+ r we observe

E
[

1

N
Tr
(
XK
N

)]
=

1

NK/2+1

N∑
n1,...,nK=1

E

[
K∏
k=1

p(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)

]

+
1

NK/2+1

N∑
n1,...,nK=1

∑
J⊆{1,...,K},

J 6=∅

E

[∏
k∈J

r(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)

·
∏
k/∈J

p(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)

]
.

(5.2.3)

Since any set J is nonempty there exists some kJ ∈ J for each J . Thus by Cauchy-
Schwarz inequality we get∣∣∣∣∣E

[∏
k∈J

r(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)
∏
k/∈J

p(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)

]∣∣∣∣∣
≤E

[
r2(MnkJ+nkJ+1,1x1,M|nkJ−nkJ+1|,2x2)

]1/2

· E

 ∏
k∈J\{kJ}

r2(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)
∏
k/∈J

p2(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)

1/2

82



5.2 Proof of Theorem 5.1.1

and therefore we obtain∣∣∣∣∣E
[∏
k∈J

r(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)
∏
k/∈J

p(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)

]∣∣∣∣∣
≤CN−K/2

 ∏
k∈J\{kJ}

||r||2∞

1/2(∏
k/∈J

||p||2∞

)1/2

≤CN−K/2||f ||K−1
∞

for some constant C > 0 which only depends on K. Plugging this into (5.2.3) we have

E
[

1

N
Tr
(
XK
N

)]
=

1

NK/2+1

N∑
n1,...,nK=1

E

[
K∏
k=1

p(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)

]

+
1

NK/2+1

N∑
n1,...,nK=1

∑
J⊆{1,...,K},

J 6=∅

CN−K/2||f ||K−1
∞ .

Hence (5.2.2) follows immediately. Thus it is enough to study the asymptotic behaviour
of E[1/N · Tr(X̃K

N )]. We have

f(x) =
∑

j∈(Z\{0})2
aj cos(2π〈j, x〉) + bj sin(2π〈j, x〉) (5.2.4)

for suitable numbers aj , bj where without loss of generality we may assume bj = 0 for
all j ∈ (Z\{0})2. The general case is similar. Hence by definition we obtain

E
[

1

N
Tr
(
X̃K
N

)]
=

1

NK/2+1

∑
n1,...,nK∈{1,...,N}

E

[
K∏
k=1

p(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)

]

=
∑

δ1,...,δK∈{0,1}K

∑
j1,...,jK∈(Z\{0})2,
||jk||∞|≤NK∀k

∑
n1,...,nK∈{1,...,N}

1

2K
1

NK/2+1

K∏
k=1

a′jk

· E

[
cos

(
2π

(
K∑
k=1

(−1)δkjk,1Mnk+nk+1,1x1 +
K∑
k=1

(−1)δkjk,2M|nk−nk+1|,2x2

))]
.

(5.2.5)

Now we decompose the system of solutions for
∑K

k=1(−1)δkjk,1Mnk+nk+1,1 = 0 and∑K
k=1(−1)δkjk,2M|nk−nk+1|,2 = 0 into different sets. Therefore we rearrange the sequence

(Mnk+nk+1,1)k∈{1,...,K} resp. (M|nk−nk+1|,2)k∈{1,...,K} in decreasing order. Let π1 and π2
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5 Random Matrix ensembles with correlated entries

be permutations of {1, . . . ,K} such that we have nπ1(k) + nπ1(k)+1 ≥ nπ1(k′) + nπ1(k′)+1

resp. |nπ2(k) − nπ2(k)+1| ≥ |nπ2(k′) − nπ2(k′)+1| for any k ≤ k′. For i ∈ {1, 2} we define
sequences (lk,i)1∈{1,...,K} by setting lk,1 = nπ1(k) + nπ1(k)+1 and lk,2 = |nπ2(k) − nπ2(k)+1|
for any k ∈ {1, . . . ,K}. For any two sets J1, J2 ⊂ {1, . . . ,K} let the set AJ1,J2 consist
of any solution δ1, . . . , δK , j1, . . . , jK , n1, . . . , nK such that for any i ∈ {1, 2} we have∣∣∣∣∣

H∑
k=1

(−1)δπi(k)jπi(k),iMlk,i,i

∣∣∣∣∣ < 1

2
MlH,i,i (5.2.6)

if and only if H ∈ Ji. If H /∈ Ji for some H ∈ {1, . . . ,K} then we have∣∣∣∣∣
K∑

k=H+1

(−1)δπi(k)jπi(k),iMlk,i,i

∣∣∣∣∣ =

∣∣∣∣∣
H∑
k=1

(−1)δπi(k)jπi(k),iMlk,i,i

∣∣∣∣∣ ≥ 1

2
MlH,i,i.

Thus we get

KNKMlH+1,i,i ≥
1

2
MlH,i,i.

Simple calculation shows

lH,i − lH+1,i ≤ logq(2K) +K logq(N). (5.2.7)

Now let H ∈ Ji for some H ≥ 2. We have∣∣∣∣∣
H−1∑
k=1

(−1)δπi(k)jπi(k),iMlk,i,i

∣∣∣∣∣ ≥ ∣∣jπi(H),iMlH,i,i

∣∣− ∣∣∣∣∣
H∑
k=1

(−1)δπi(k)jπi(k),iMlk,i,i

∣∣∣∣∣
>

1

2
MlH,i,i.

Assume that there exists another solution δ′1, . . . , δ
′
K , j

′
1,i, . . . , j

′
K,i, n

′
1, . . . , n

′
K in AJ1,J2

with δ′πi(k) = δπi(k),j
′
πi(k),i = jπi(k),i and l′k,i = lk,i for k ∈ {1, . . . ,H − 1} where any l′k,i

is defined analogously to lk,i. Without loss of generality we may assume that lH,i ≥ l′H,i.
Then similar calculation as above shows

lH,i − l′H,i < logq(2K) +K logq(N). (5.2.8)

Now we are going to estimate

∑
δ1,...,δK ,j1,...,jK ,
n1,...,nK∈AJ1,J2

1

2K
1

NK/2+1

K∏
k=1

a′jk (5.2.9)

for any particular pair of sets J1, J2. Therefore at first we encounter all possible choices
for l1,i, . . . , lK,i and i ∈ {1, 2}. Observe that by (5.2.7) and (5.2.8) the number of choices
for lk,i is bounded by C log(N) for some constant C > 0 independent of N if k−1 /∈ Ji or
k ∈ Ji, otherwise it is bounded by 2N . Now we assume that J1 or J2 is not {2, 4, . . . ,K}
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5.2 Proof of Theorem 5.1.1

for an even integer K. Then the total number of choices for l1,i, . . . , lK,i is bounded by
CN bK/2c−1 log(N)dK/2e+1 for some constant C > 0 independent of N . Furthermore there
are at most N choices for n1 and together with l1,i, . . . , lK,i this uniquely determines any
nk for k ∈ {2, . . . ,K}. Thus the total number of choices for n1, . . . , nK is bounded by
CN bK/2c log(N)dK/2e+1. By Lemma 2.0.1 we have

∣∣∣∣∣∣∣∣
∑

δ1,...,δK ,
j1,...,jK

1

2K

K∏
k=1

a′jk

∣∣∣∣∣∣∣∣ ≤ C log(N)K (5.2.10)

for some constant C > 0 independent of N . We conclude

∣∣∣∣∣∣∣∣
∑

δ1,...,δK ,j1,...,jK ,
n1,...,nK∈AJ1,J2

1

2K
1

NK/2+1

K∏
k=1

a′jk

∣∣∣∣∣∣∣∣ = o(1) (5.2.11)

if J1 or J2 is not {2, 4, . . . ,K} for an even integer K. Thus from now on we may assume

J1 = J2 = {2, 4, . . . ,K} (5.2.12)

and we simply write A{2,4,...,K} = AJ1,J2 . We further may assume that for any C > 0
and ε > 0 we have

lk,i ≥ lk+1,i + 2CN1−ε (5.2.13)

for any k ∈ {2, 4, . . . ,K−2} and sufficiently large N where C denotes the constant used
in (5.1.1) since repeating the above argumentation reveals that all other solutions may
be neglected. Observe that π1 and π2 define decompositions ∆π1 and ∆π2 of {1, . . . ,K}
into pairs such that for i ∈ {1, 2} any pair {k, k′} ∈ ∆πi satisfies πi(k) + 1 = πi(k

′) with
πi(k) odd. We now claim that all solutions δ1, . . . , δK , j1, . . . , jK , n1, . . . , nK such that
∆π1 6= ∆π2 may be neglected. Therefore we define a decomposition ∆ of {1, . . . ,K}
such that for any k, k′ in different subsets we have {k, k′} /∈ ∆πi for any i ∈ {1, 2}.
Observe that for ∆π1 6= ∆π2 there are at most K/2 − 1 subsets. Now we encounter
all solutions. The number of possibilities to decompose {1, . . . ,K} into pairs in two
different ways is independent of N . Thus we may assume that ∆ is fixed. We determine
the nk with k ∈ {1, . . . ,K} in increasing order of the index k. There are N choices for
n1. Furthermore any choice of nk and nk+1 uniquely defines lπ−1

i (k),i for i ∈ {1, 2}. If

{1, . . . , k − 1} ∩ S 6= ∅ with k ∈ S for S ∈ ∆ then by (5.2.7) and (5.2.12) the number of
choices for nk+1 is bounded by C1 log(N)C2 for some constants C1, C2 > 0 independent
of N . Otherwise the number of choices is bounded by N . Hence the total number of
choices for n1, . . . , nK is bounded by C1N

|∆|+1 log(N)C2 for some constants C1, C2 > 0
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5 Random Matrix ensembles with correlated entries

independent of N . Together with (5.2.10) we obtain∣∣∣∣∣∣∣∣∣∣∣
∑

δ1,...,δK ,j1,...,jK ,
n1,...,nK∈A{2,4,...,K},

∆π1 6=∆π2

1

2K
1

NK/2+1

K∏
k=1

a′jk

∣∣∣∣∣∣∣∣∣∣∣
= o(1). (5.2.14)

Thus we restrict ourselves to the case ∆π1 = ∆π2 . Now we claim that pair partitions
which are not non-crossing may be neglected. Thus we encounter all pair partitions with
{k1, k3}, {k2, k4} ∈ ∆ for some k1 < k2 < k3 < k4. We begin by counting the choices for
nk4+1, . . . , nK , nK+1 = n1, . . . , nk2 . By (5.2.7) the number of choices for lk3,1 and lk3,2
is bounded by C log(N) with some constant C > 0 independent of N for any fixed nk1
and nk1+1. Consequently, the number of choices for nk3 is bounded by C log(N)2 for
some constants C > 0 independent of N . Therefore we now determine nk3−1, . . . , nk2+1

in decreasing order and nk3+1, . . . , nk4 in increasing order. Thus lk2 and lk4 already are
uniquely defined by n1 and (lk,1)k∈{1,...,K}\{k2,k4}. Then using a similar argumentation
as above we have ∣∣∣∣∣∣∣∣∣∣∣

∑
δ1,...,δK ,j1,...,jK ,

n1,...,nK∈A{2,4,...,K},
∆/∈D

1

2K
1

NK/2+1

K∏
k=1

a′jk

∣∣∣∣∣∣∣∣∣∣∣
= o(1) (5.2.15)

where D denotes the set of all non-crossing pair partitions of {1, . . . ,K}. In the final
step of the proof we further show that all solutions with lk−1,1 6= lk,1 for even integers
k may be neglected as well. Therefore we first prove that for δ1, δ2 ∈ {0, 1} and any
constant R ∈ R we have∑

0<|jk−1,1|,|jk,1|≤NK

∑
0≤lk,1≤lk−1,1≤2N

|jk−1,1|−1|jk,1|−1 = O(N) (5.2.16)

where the sum is taken over all solutions with∣∣∣(−1)δ1jk−1,1Mlk−1,1,1 + (−1)δ2jk,1Mlk,1,1 −R
∣∣∣ < 1

2
Mlk,1,1. (5.2.17)

With R = αlk−1,1
Mlk−1,1,1 this condition is equivalent to∣∣∣∣∣((−1)δ1jk−1,i − αlk−1,1

)Mlk−1,1,1

Mlk,1,1
+ (−1)δ2jk,1

∣∣∣∣∣ < 1

2
. (5.2.18)

By Lemma 2.0.4 for each choice of lk−1,1,lk,1 and jk−1,1 there exists at most one choice
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5.2 Proof of Theorem 5.1.1

for jk,1 = jk,1(jk−1,1). Thus we estimate the left-hand side of (5.2.16) by∑
0≤lk,1≤lk−1,1≤2N

∑
0<|jk−1,1|,|jk,1|≤NK

|jk−1,1|−1|jk,1|−1

≤
∑

0≤lk,1≤lk−1,1≤2N

∑
dαlk−1,1

e+1≤(−1)δ1jk−1,1≤NK ,

jk−1,1 6=0

|jk−1,1|−1|jk,1(jk−1,1)|−1

+
∑

0≤lk,1≤lk−1,1≤2N

∑
−NK≤(−1)δ1jk−1,1≤bαlk−1,1

c−1,

jk−1,1 6=0

|jk−1,1|−1|jk,1(jk−1,1)|−1

+
∑

0≤lk,1≤lk−1,1≤2N

∑
bαlk−1,1

c≤(−1)δ1jk−1,1≤dαlk−1,1
e

|jk−1,1|−1|jk,1(jk−1,1)|−1.

(5.2.19)

There exists at most two jk−1,1 such that |(−1)δ1jk−1,1 − αlk−1,1
| < 1. Observe that in

this case we have bαlk−1,1,1c ≤ (−1)δ1jk−1,1 ≤ dαlk−1,1,1e. Therefore in any other case we

have |(−1)δ1jk−1,1 − αlk−1,1
| ≥ z for some z ≥ 1. By (5.2.18) we get

|jk,1(jk−1,1)| ≥ min(zqlk−1,1−lk,1 − 1/2, 1) ≥ min(qlk−1,1−lk,1 + z − 3/2, 1).

Therefore using Cauchy-Schwarz inequality we obtain∑
0≤lk,1≤lk−1,1≤2N

∑
0<|jk−1,1|,|jk,1|≤NK

|jk−1,1|−1|jk,1|−1

≤
∑

0≤lk,1≤lk−1,1≤2N

2

 ∞∑
(−1)δ1jk,1=min(q

lk−1,1−lk,1−1/2,1)

j−2
k,1


1/2

·


 NK∑

(−1)δ1jk−1,1=dαlk−1,1
e+1

j−2
k−1,1


1/2

+

 bαlk−1,1
c−1∑

(−1)δ1jk−1,1=−NK

j−2
k−1,1

1/2


+
∑

0≤lk,1≤lk−1,1≤2N

∑
bαlk−1,1

c≤(−1)δ1jk−1,1≤dαlk−1,1
e

|jk−1,1|−1|jk,1(jk−1,1)|−1

≤
∑

0≤lk,1≤lk−1,1≤2N

C max(qlk−1,1−lk,1 − 3/2, 1)−1/2

+
∑

0≤lk,1≤lk−1,1≤2N

∑
bαlk−1,1

c≤(−1)δ1jk−1,1≤dαlk−1,1
e

|jk−1,1|−1|jk,1(jk−1,1)|−1.

(5.2.20)

Since the first term is bounded by CN for some constant C > 0 which only depends on
q it only remains to bound the second term. Let lk−1,1 be some fixed integer. Now let
l̃k−1,1 be the largest integer such that (5.2.18) holds with l̃k−1,1 = lk,1 for some arbitrary
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5 Random Matrix ensembles with correlated entries

lk,1. With |(−1)δ2jk,1| ≥ 1 we get∣∣∣(−1)δ1jk−1,1 − αlk−1,1

∣∣∣Mlk−1,1,1

Ml̃k−1,1

> 1/2.

For some lk,1 ≤ l̃k−1,1 − logq(2)− 1 we obtain

∣∣∣(−1)δ1jk−1,1 − αlk−1,1

∣∣∣Mlk−1,1,1

Mlk,1,1
>

1

2

Ml̃k−1,1,1

Mlk,1,1
≥ q l̃k−1,1−lk,1

and therefore |jk,1| > 1/2 · q l̃k−1,1−lk,1 . Using a similar argumentation as above we have∑
0≤lk,1≤lk−1,1≤2N

∑
bαlk−1,1

c≤(−1)δ1jk−1,1≤dαlk−1,1
e

|jk−1,1|−1|jk,1(jk−1,1)|−1

≤2(logq(2) + 1)(2N + 1) + C
2N∑
l=0

l∑
l′=0

ql
′−l

≤CN

for some constant C > 0 which only depends on q. Plugging this into (5.2.20) we get
(5.2.16). With Lemma 2.0.1 we get∣∣∣∣∣∣∣∣∣∣∣∣∣

∑
δ1,...,δK ,j1,...,jK ,

n1,...,nK∈A{2,4,...,K},
lk−1,1 6=lk,1 for some even k,

∆∈D

1

2K
1

NK/2+1

K∏
k=1

a′jk

∣∣∣∣∣∣∣∣∣∣∣∣∣
≤

∑
δ1,...,δK∈{0,1}

∑
n1,...,nK∈{1,...,N}

C

·
∑

0<|j1,1|,...,|jK,1|≤NK

K∏
k=1

|jk,1|−11
|
∑H
k=1(−1)

δπ1(k)jπ1(k),1Mlk,1,1
|<1/2·MlH,1,1

if and only if H is even

·
∑

0<|j1,2|,...,|jK,2|≤NK

K∏
k=1

|jk,2|−11
|
∑H
k=1(−1)

δπ2(k)jπ2(k),2Mlk,2,2
|<1/2·MlH,2,2

if and only if H is even

(5.2.21)

for some constant C > 0 independent of N . For any fixed δ1, . . . , δK , n1, . . . , nK and
jπ2(k),2 for π2(k) ≤ π2(H − 2) there exists at most one jπ2(H),2 for any jπ2(H−1),2 and
vice versa such that ∣∣∣∣∣

H∑
k=1

(−1)δπ2(k)jπ2(k),2Mlk,2,2

∣∣∣∣∣ < 1

2
MlH,2,2
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holds. By Cauchy-Schwarz inequality we obtain

∑
0<|j1,2|,...,|jK,2|≤NK

K∏
k=1

|jk,2|−11
|
∑H
k=1(−1)

δπ2(k)jπ2(k),2Mlk,2,2
|<1/2·MlH,2,2

if and only if H is even

≤

2
∞∑
j=1

j−2

K/2

≤ C (5.2.22)

for some constant C > 0 independent of N . Let H be the smallest even positive integer
such that lH−1,1 6= lH,1. We use condition (5.1.1) and (5.2.13) for k = H and apply

(5.2.16) with R =
∑k−2

m=1(−1)δπ1(m)jπ1(m),1Mlm,1,1 for any other even integer k. By
(5.2.21) and (5.2.22) we conclude∣∣∣∣∣∣∣∣∣∣∣∣∣

∑
δ1,...,δK ,j1,...,jK ,

n1,...,nK∈A{2,4,...,K},
lH−1,1 6=lH,1,

∆∈D

1

2K
1

NK/2+1

K∏
k=1

a′jk

∣∣∣∣∣∣∣∣∣∣∣∣∣
= o(1) (5.2.23)

since K ·NK ·q−2CN1−ε ≤ 1/2 ·qCN1−ε
for sufficiently large N . Therefore we may assume

lk′,1 = lk,1 for any {k, k′} ∈ ∆.

We now show that we may also assume lk′,2 = lk,2 for {k, k′} ∈ ∆. This immediately
follows by proving nk+1 = nk′ resp. nk′+1 = nk for any S = {k, k′} ∈ ∆ which we are
going to show by induction. For K = 2 this is trivial. For K ≥ 4 there exists some
{H−1, H} ∈ ∆ since ∆ is non-crossing. Furthermore by lπ−1

1 (H−1),1 = lπ−1
1 (H),1 we have

nH−1 = nH+1. Set k̃ = k for k ∈ {1, . . . ,H−1} and k̃ = k−2 for k ∈ {H+1, . . . ,K−1}.
Thus it may be reduced to the case K − 2 and the conclusion follows by induction
hypothesis. Observe that there are N choices for n1 and for k ∈ {2, . . . ,K} the number
of choices for nk+1 is either 1, in the case {k′, k} ∈ ∆ for some k′ ∈ {1, . . . , k− 1}, or N
otherwise. Thus we have

#n1, . . . , nK = NK/2+1. (5.2.24)

Now let {k, k′} ∈ ∆. With (5.2.6) it is easy to see that (−1)δk′ jk′,i + (−1)δkjk,i = 0 for
any i ∈ {1, 2} resp. jk′ = ±jk. Hence we get

a′jk′ =

2∏
i=1

NK + 1− |jk,i|
NK + 1

∫
[0,1)2

f(x) cos(2π〈jk′ , x〉) dx

=

2∏
i=1

NK + 1− |jk,i|
NK + 1

∫
[0,1)2

f(x) cos(2π〈jk, x〉) dx = a′jk . (5.2.25)
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5 Random Matrix ensembles with correlated entries

Therefore we obtain

∑
δ1,...,δK ,j1,...,jK ,

n1,...,nK∈A{2,4,...,K},
lk−1,1=lk,1∀k∈{2,4,...,K},

∆∈D

1

2K
1

NK/2+1

K∏
k=1

a′jk = |D|

 ∑
j∈(Z\{0})2,
||j||∞≤NK

a′2j


K/2

. (5.2.26)

By (5.1.2) and ||f−p||22 ≤ CN−K we have 1 ≥
∑

j∈(Z\{0})2 a
′2
j ≥ 1−CN−K . With (5.2.2),

(5.2.5), (5.2.11), (5.2.14), (5.2.15) and (5.2.23) we get (5.1.5) which finally concludes the
proof.

5.3 Examples

5.3.1 Superlacunary sequences

Consider a random matrix ensemble where the first generating lacunary sequence is
superlacunary, i.e. let (Mn,1)n≥1 be some sequence of positive integers such that

qn =
Mn+1,1

Mn,1
→∞

for n→∞. In order to prove weak convergence to the semicircle law we have to verify
(5.1.1). Repeating the proof of (5.2.16) with R = 0 we obtain by applying Cauchy-
Schwarz inequality

∑
n,n′∈{1,...,2N},

n>n′

∑
j,j′∈{1,...,NK}

(jj′)−11|jMn,1−j′Mn′,1|<1/2·q−CN1−εMn′,1

≤
∑

n,n′∈{1,...,2N},
n>n′

∑
j,j′∈{1,...,NK}

(jj′)−11|jMn,1/Mn′,1−j′|<1/2

≤
∑

n,n′∈{1,...,2N},
n>n′

 ∞∑
j=1

j−2

1/2
 ∞∑
j′=max(qn−n

′
n′ −1/2,1)

(j′)−2


1/2

≤
∑

n,n′∈{1,...,2N},
n>n′

C min
(

(qn−n
′

n′ − 3/2)−1/2, 2
)
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5.3 Examples

for some constants C > 0 independent of N . With ñ = min{n : qn ≥ 2} we have
(qn′ − 3/2)−1/2 ≤ 2(qn′)

−1/2 ≤ 2 for n′ ≥ ñ. Thus we get∑
n,n′∈{1,...,2N},

n>n′

∑
j,j′∈{1,...,NK}

(jj′)−11|jMn,1−j′Mn′,1|<1/2·q−CN1−εMn′,1

≤ Cñ+
2N∑
n=1

n−1∑
k=1

Cq
−k/2
n−1 .

Since q−1
n → 0 for n→∞ we easily verify (5.1.1).

5.3.2 The sequence 2n

We now are going to show that besides the Hadamard gap condition (1.0.4) further
conditions on the generating lacunary sequences are necessary. Therefore we prove that
for the sequences Mn,1 = Mn,2 = 2n which do not satisfy (5.1.1) the mean empirical
eigenvalue distribution does not converge to the semicircle law in general. Here we
consider f(x1, x2) = 1/

√
2 · (cos(2π(x1 + x2)) + cos(4π(x1 + x2))). We restrict ourselves

to the case K = 4 and repeat the proof of Theorem 5.1.1 until (5.2.15). Observe that
there are precisely two non-crossing pair partitions of {1, 2, 3, 4} which are {{1, 2}, {3, 4}}
resp. {{1, 4}, {2, 3}}. Thus E[1/N · X4

N ] is the sum over solutions δ1, . . . , δ4,j1, . . . , j4
and n1, . . . , n4 such that

(−1)δ1j1,1Mn1+n2,1 + (−1)δ2j2,1Mn2+n3,1 = (−1)δ3j3,1Mn3+n4,1 + (−1)δ4j4,1Mn4+n1,1 = 0

or

(−1)δ1j1,1Mn1+n2,1 +(−1)δ4j4,1Mn4+n1,1 = (−1)δ2j2,1Mn2+n3,1 +(−1)δ3j3,1Mn3+n4,1 = 0.

Without loss of generality by (5.2.13) we may assume that both cases are distinct.
Hereafter we only focus on the first case. The second case is similar. We further get

(j2,1, j2,2) = (−1)δ1+δ2(2n1−n3j1,1, 2
|n1−n2|−|n2−n3|j1,2),

(j4,1, j4,2) = (−1)δ3+δ4(2n3−n1j3,1, 2
|n3−n4|−|n4−n1|j3,2).

Therefore we have

lim
N→∞

1

N
E[X4

N ] =
2

N3

N∑
n1,n3=1

(
N∑
n=1

E
[
f
(

2n3−n1∨0x1, 2
|n−n3|−|n1−n|∨0x2

)
·f
(

2n1−n3∨0x1, 2
|n1−n|−|n−n3|∨0x2

)])2
.

For n1 = n3 we easily observe

2

N3

N∑
n1=1

(
N∑
n=1

E[f2]

)2

= 2 = C2.
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5 Random Matrix ensembles with correlated entries

Thus it is enough to show

N∑
n=1

E
[
f
(

2n3−n1∨0x1, 2
|n−n3|−|n1−n|∨0x2

)
f
(

2n1−n3∨0x1, 2
|n1−n|−|n−n3|∨0x2

)]
6= 0

(5.3.1)
for some n1 6= n3 in order to prove that the mean empirical eigenvalue distribution does
not converge to the semicircle law. Now choose some n1 = n3 + 1 > 1. Then we have

|n1 − n| − |n− n3| =

{
1, n ≤ n3,

−1, n ≥ n1.

Plugging this into the left-hand side of (5.3.1) and using the definition of f yields

n3∑
n=1

E [f(x1, x2)f (2x1, 2x2)] +

N∑
n=n1

E [f(x1, 2x2)f (2x1, x2)] =
n3

2
> 0.

Therefore we obtain

lim
N→∞

1

N
E[X4

N ] 6= 2.

By assumption on f we trivially have

lim
N→∞

1

N
E[X2

N ] = E[f2] = 1.

We conclude that the limiting mean empirical eigenvalue distribution does not have the
density 1/Rπ ·

√
R2 − x2 · 1x2≤R2 for any R > 0 and hence it is not a semicircle law.
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[29] Fukuyama, K., Petit, B.: Le théoréme limite central pour les suites de R.C.
Baker, Ergod. Theory Dyn. Syst. 21, 479-492 (2001)

94



References

[30] Gaposhkin, V.F.: Lacunary series and independent functions, Russian Math.
Surv. 21, 3-82 (1966)

[31] Gaposhkin, V.F.: The central limit theorem for some weakly dependent se-
quences, Theory Probab. Appl. 15, 649-666 (1970)

[32] Gnewuch, M.: Bracketing numbers for axis-parallel boxes and applications to
geometric discrepancy, J. Complexity 24, 154-172 (2008)

[33] Halton, J.H.: On the efficiency of certain quasi-random sequences of points in
evaluating multi-dimensional integrals, Numer. Math. 2, 84-90 (1960)

[34] Heinrich, S., Novak E., Wasilkowski, G.W., Woźniakowski, H.: The inverse of
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