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0.1 Introduction

This dissertation describes the overgroups H of an elementary block-diagonal subgroup
EU(ν) of an even unitary group U over a quasi-finite form ring, under the assumption
that the minimal size of a self-conjugate block of EU(ν) is at least 6 (or 4 in the case
that the form parameter of the ground ring is sufficiently large) and the minimal size
of a non-self-conjugate block of EU(ν) is at least 5. The main result is the following
sandwich classification theorem: let H, EU(ν) and U be as above. Then there exists a
unique major exact form net of ideals (σ,Γ) over the ground form ring such that H fits
into the sandwich

EU(σ,Γ) ≤ H ≤ NU(U(σ,Γ)),

where NU(U(σ,Γ)) denotes the normalizer in U of the form net subgroup U(σ,Γ) of U
of level (σ,Γ) and EU(σ,Γ) the elementary form net subgroup of U(σ,Γ).

To put this result into context we provide a brief overview of related results describing
the subgroup structure of linear groups over fields. In [Dyn57a, Dyn57b] Dynkin deter-
mined the maximal closed connected subgroups of classical algebraic groups over C. In
particular, he showed that all reductive maximal closed connected subgroups are pre-
cisely the stabilizers of totally isotropic or non-degenerate subspaces. Similar results for
classical groups over algebraically closed fields of positive characteristic were obtained
by Gary Seitz [Sei87] and for exceptional groups by Donna Testerman [Tes88]. In the
papers [Asc84, Asc85, Asc86] Michael Aschbacher described the maximal subgroups of
finite simple classical groups. The subgroup structure theorem of Aschbacher says that
every maximal subgroup of a finite simple classical group belongs to either one of 8
explicitly defined classes C1—C8 of large subgroups or to the class S of almost simple
groups in irreducible representations. An exposition of results regarding the members
of Aschbacher classes in finite classical groups can be found in the book of Kleidman
and Liebeck [KL90]. The Aschbacher classes which are relevant for us are the classes
C1 and C2. The subgroups of class C1 are stabilizers of proper totally isotropic or non-
degenerate submodules of the module on which the group is acting. The subgroups of
class C2 are the stabilizers of direct decompositions of that module into the summands of
a fixed dimension. Given a member H of an Aschbacher class the book of Kleidman and
Liebeck provides a recipe for constructing a maximal overgroup of H that is in turn also
a member of some not necessarily the same Aschbacher class. Unfortunately, a similar
result for classical groups over arbitrary commutative rings or more generally unitary
groups over form rings has not yet been obtained. However, it is possible to describe the
lattice structure of the set of all overgroups of a given member of an Aschbacher class or
of an appropriate modified notion thereof in terms of the structure of the ground ring.

The literature contains several modifications of the notion of Aschbacher classes. The
current dissertation focuses on a specific simultaneous modification of the Aschbacher
classes C1 and C2 which we call block-diagonal subgroups. These subgroups are the
stabilizers of certain direct decompositions of the quadratic module on which the unitary
group is acting into totally isotropic or non-degenerate submodules. As our methods only
employ the elementary unitary matrices contained in these block-diagonal subgroups,
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we will describe the overgroups of elementary block-diagonal subgroups instead of full
block-diagonal subgroups. The problem of describing overgroups of elementary block-
diagonal matrices was first considered for the case of the general linear group in papers
[BVN70, BV82, Vav83, BV84, Vav87] of Z.I. Borewicz, N. A. Vavilov and W. Narkiewicz
over commutative rings and rings satisfying a stable rank condition. These papers
do not use localization. Over quasi-finite rings the problem is solved in [BS01] using
localization. For the case of other classical groups over a commutative ring with 2
invertible, this classification was generalized in chapter V of the habilitation of Nikolai
Vavilov, although complete proofs were only published much later in [Vav04] for the split
orthogonal case and [Vav08] for the symplectic case. Important auxiliary results can be
also found in [Vav93], [Vav88] and in the references therein. Roughly the main results
in the above references can be described as follows. Let G denote a Chevalley group of
type Al, Bl, Cl or Dl over a commutative ring R or the general linear group GL(n,R)
over a quasi-finite ring R. If G 6= G(Al, R) or GL(n,R), assume that 2 ∈ R∗. Let H be a
subgroup of G containing a group of elementary block-diagonal matrices whose minimal
block size is sufficiently large. Then there exists a unique net of ideals σ such that H
fits into the sandwich

E(σ) ≤ H ≤ N(σ),

where E(σ) is the elementary subgroup associated with σ and N(σ) is the normalizer in
G of the net subgroup G(σ). In [BV84] such a description was called standard. We shall
refer to it as standard sandwich classification.

Unfortunately, due to known counterexamples the standard sandwich classification
in [Vav08] for the symplectic group Sp(2n,R) when 2 is invertible in the ring R does
not generalize to the case of an arbitrary commutative ring. The obstacle is that the
notion of a net of ideals is not fine enough when 2 is not invertible in the ring and
has to be replaced by the notion of a form net of ideals. This is analogous to the
situation encountered in the sandwich classification of subgroups of Bak unitary groups
[Bak69], which are normalized by the elementary subgroup. Here the notion of ideal
had to be refined by the notion of form ideal when 2 is not invertible in the ground
ring. Significant work on developing the concept of a form net of ideals in the context
of even unitary groups over fields and simple Artinian rings was done already by E.
Dybkova [Dyb98, Dyb99, Dyb06, Dyb07, Dyb09]. Further review of known results on
the problem of describing overgroups of subsystem subgroups in classical-like and some
exceptional groups can be found in [VS13]. As mentioned there, no steps have yet been
taken towards describing overgroups of subsystem subgroups in classical (other than
GL) groups over an arbitrary commutative ring or Bak unitary groups over form rings
other than simple Artinian form rings.

Historically, results regarding the subgroup structure of even unitary groups were
usually proved first for the classical symplectic group, then for the classical orthogonal
group, and only after that carried over to the general case of an arbitrary even dimen-
sional Bak unitary group. Also, most of the results in this area involve versions of the
localization-completion method, first introduced by Bak in [Bak91] for the general linear
group and further developed by Bak, Golubchik, Hazrat, Mikhalev, Stepanov, Suslin,
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Vaserstein, Vavilov and many others. Following both of these trends, this dissertation
consists first of analysing the case of the classical symplectic group over a commuta-
tive ring and then the general case of an even unitary group over a quasi-finite ring.
This leaves open the problem of describing the overgroups of a block-diagonal subgroup
in classical odd dimensional orthogonal groups, namely Chevalley groups of type Bn,
over an arbitrary commutative ring and more generally its generalization the Bak odd
dimensional unitary groups over form rings.

We sketch now in more detail the main results in this dissertation. Given an ab-
stract group G and two subgroups A and B of G, call the subset TranspG(A,B) =
{g ∈ G | gA ≤ B} the transporter in G from the subgroup A to the subgroup B. In
general, a transporter is not necessarily a subgroup. In fact, it contains the identity
element if and only if A ≤ B and is in general not closed under taking products or
multiplicative inverses. However, in some situations it turns out to be a subgroup, for
example, when A ≤ B and B is normal. Furthermore, the normalizer NG(B) of B in G,
which is a group, is by definition TranspG(B,B) and in general NG(B) ≤ TranspG(A,B)
whenever A ≤ B.

Given an exact form net of ideals (σ,Γ) over a form ring (R,Λ) denote by U(σ,Γ)
the net subgroup of the even dimensional unitary group U(2n,R,Λ) defined by the
form net (σ,Γ). Let EU(σ,Γ) denote the subgroup of U(σ,Γ) generated by the (σ,Γ)-
elementary unitary matrices. For a unitary equivalence relation ν on the index set
{1, . . . , n,−n, . . . ,−1} denote by EU(ν) the group of elementary block-diagonal unitary
matrices defined by ν. We will call (σ,Γ) a major form net of ideals with respect to
ν if EU(ν) ≤ EU(σ,Γ). Finally, let h(ν) denote the ordered pair (p, q), where p is the
minimal size of a self-conjugate equivalence class of ν and q is the minimal size of a
non-self-conjugate equivalence class of ν.

Theorem 1. Let (R,Λ) be a quasi-finite form ring. Let h(ν) ≥ (4, 5) and suppose
either h(ν) ≥ (6, 5) or RΛ + ΛR = R. Let H be a subgroup of U(2n,R,Λ) such that
EU(ν) ≤ H. Then there exists a unique major form net of ideals (σ,Γ) over (R,Λ) such
that

EU(σ,Γ) ≤ H ≤ TranspU(2n,R,Λ)(EU(σ,Γ),U(σ,Γ)).

Furthermore, (σ,Γ) is the maximal form net of ideals such that EU(σ,Γ) ≤ H.

The next theorem shows that indeed the transporter TranspU(2n,R,Λ)(EU(σ,Γ),U(σ,Γ))
in Theorem 1 is a group which is equal to the normalizer NU(2n,R,Λ)(U(σ,Γ)) of the net
subgroup U(σ,Γ). Moreover it can be defined in terms of congruences as in the theorem
below.

Theorem 2. Let (R,Λ) be an arbitrary form ring with respect to an involution · with
symmetry λ. Let h(ν) ≥ (4, 3) and suppose either h(ν) ≥ (6, 4) or RΛ + ΛR = R. Let
(σ,Γ) be an exact major form net over (R,Λ). Then TranspU(2n,R,Λ)(EU(σ,Γ),U(σ,Γ))
coincides with the normalizer NU(2n,R,Λ)(U(σ,Γ)) and consists precisely of all matrices a
in U(2n,R,Λ) that satisfy the following three conditions: for an invertible matrix a let
a′ij = (a−1)ij and Sk,−k(a

−1) be the length of the k’th row of a−1.
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(T1) aijσjka
′
kl ≤ σil for all i, j, k, l ∈ I

(T2) aijξSk,−k(a
−1)λ(ε(k)−1)/2ξλ(1−ε(j))/2a′−j,−i ≤ Γi for all i, j, k ∈ I and ξ ∈ σjk.

(T3) aijΓja
′
−j,−i ≤ Γi for all i, j ∈ I.

The rest of this dissertation is organized as follows. Basic notation regarding matrices
and equivalence relations is given in Section 0.2. After that, the dissertation is divided
into three chapters. Each chapter begins with an outline of the results of that chapter.
Chapter 1 treats the special case of Theorem 1 for the classical symplectic group and
assumes that the elementary block-diagonal subgroup has no non-self-conjugate blocks.
This is designed to make the proofs more transparent, while at the same time to highlight
certain basic constructions, such as major and exact form nets of ideals. Chapter 2
presents the general symplectic case. Whereas the treatment in Chapter 1 does not
use localization, Chapter 2 does and paves the way for its extensive use in Chapter 3.
Chapter 3 proves the general case of Theorems 1 and 2.

0.2 Notations

Throughout this paper we will adhere to the following notations and conventions. By
ring we will always mean associative unital ring. Given a ring R and a natural number
n we will denote by M(n,R) the full matrix ring of rank n over R and by GL(n,R) the
group of invertible elements of M(n,R). For any matrix a in M(n,R) we will denote by
aij the entry of a at the position (i, j) and by a′ij the corresponding entry of the matrix
inverse to a. We will denote by at the matrix transpose of a, i.e. the matrix in M(n,R)
such that (at)ij = aji. By ai∗ and a∗j we will denote the i’th row and j’th column of a
respectively. Naturally, a′i∗ and a′∗j should be read as the i’th row and j’th column of
a−1 respectively. We will also use the notation diag(ξ1, . . . , ξn) for the diagonal matrix
with entries ξ1, . . . ξn reading from the top-left corner and sdiag(ξ1, . . . , ξn) for the skew-
diagonal matrix with entries ξ1, . . . ξn reading from the top-right corner. When the rank
of the matrix ring is clear from the context, we will also denote by diag the diagonal
embedding of R into M(n,R), i.e. diag : R→ M(n,R) is a ring homomorphism sending
each ξ ∈ R to the diagonal matrix diag(ξ) = diag(ξ, . . . , ξ). We will denote by en the
identity of the matrix ring M(n,R). When the rank is clear from the context, we will
simply write e. The entries of e, as an exception from the above convention, will be
denoted by δij (Kronecker delta), while eij will stand for the corresponding standard
matrix unit, i.e the matrix in M(n,R) whose (i, j)’th entry equals 1 and whose other
entries are zero. Given a ring morphism ϕ : R→ Q we will denote by Mn(ϕ) = M(ϕ) the
induced ring morphism of the matrix rings M(n,R) and M(n,Q). If we consider M(ϕ)
as a morphism of the multiplicative monoids of M(n,R) and M(n,Q) then its kernel is
precisely the set M(n,R, ker(ϕ)) = {a ∈ M(n,R) | aij ≡ δij mod ker(ϕ) for all i, j}.
Note that GL(2n,R, ker(ϕ)) = GL(2n,R) ∩ M(2n,R, ker(ϕ)) is a normal subgroup in
GL(2n,R).
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In our applications it is convenient to index the rows and columns of 2n×2n matrices
by the ordered set I = I2n = {1, . . . , n,−n, . . . ,−1}. We equip the poset I with the sign
map ε : I −→ {±1}, defined by

ε(i) =

{
+1 i > 0

−1 i < 0
.

For the sake of shortening formulas we will also denote ε(i) by εi.
Now consider an equivalence relation ν on the set I. If two indices i and j are

equivalent under ν, we will write i ∼ν j or just i ∼ j when the equivalence relation
is clear from the context. The equivalence class of an index i will be denoted by ν(i).
Call ν unitary if for any equivalent indices i and j the indices −i and −j are also
equivalent. All the equivalence relations mentioned in this paper are unitary and thus
we will sometimes omit the word “unitary”. The index set I can be decomposed as a
disjoint union of equivalence classes:

I = C1 t C2 t · · · t Ct.

We can introduce a left action of {±1} on the set Cl(ν) = {C1, . . . , Ct} of all equivalence
classes Cl of ν by putting: 1 · ν(i) = ν(i) and −1 · ν(i) = ν(−i), for any i ∈ I. Following
[Vav08] we will call the classes stable under this action self-conjugate (i.e. the classes Cl
such that for every i ∈ Cl one has also −i ∈ Cl). Accordingly the non-stable classes will
be called non-self-conjugate. We will denote by h(ν) the ordered pair consisting of the
minimum size (as a set) of all self-conjugate equivalence classes of ν and the minimum size
(also as a set) of all non-self-conjugate equivalence classes of ν. Note, that an arbitrary
equivalence relation does not necessary have equivalent classes of both types; therefore
h(ν) is an element in N∪{∞}×N∪{∞}. We will always view N∪{∞}×N∪{∞} as a
partially ordered set with the product order, i.e. (a1, b1) ≤ (a2, b2) if and only if a1 ≤ a2

and b1 ≤ b2.
We call a k-tuple (i1, . . . , ik) of indices in I a C-type base k-tuple [of indices ] if for each

1 ≤ r 6= s ≤ k, we have ir 6= ±is and ir ∼ is ∼ −is ∼ −ir. Similarly, we call a k-tuple
(i1, . . . , ik) of indices in I an A-type base k-tuple [of indices ] if for each 1 ≤ r 6= s ≤ k,
we have ir 6= ±is and ir ∼ is. The condition h(ν) ≥ (a, b) is equivalent to the condition
that every index i ∈ I can be included in either an A-type base b-tuple, or a C-type base⌈
a
2

⌉
-tuple. This simple observation will be used repeatedly without specific mention in

the rest of the paper.
Finally, by angular brackets 〈·〉 we will denote the subgroups and ideals defined in

terms of generators. The rest of the notations are standard for the field of this research.
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1 Standard sandwich classification for
symplectic subsystems in symplectic
subgroups

In this chapter we classify the overgroups of elementary block-diagonal subgroups in
symplectic groups over arbitrary commutative rings provided that all the blocks are self-
conjugate. The methods we use to prove the standard sandwich classification theorem
in this case closely resemble those used in [Vav08] with two main differences. First, we
use long root unipotents, that are conjugates of long elementary symplectic transvec-
tions, rather than long root involutions, that are conjugates of long elementary diagonal
matrices, as in [Vav08]. Second, we remove the assumption that 2 is invertible in the
ground ring. As a result, we will have to deal with form nets of ideals instead of just
nets of ideals.

Let R denote a commutative ring and Sp(2n,R) the classical simplectic group with
coefficients in R. Let Ep(2n,R) denote the elementary subgroup of Sp(2n,R). Given a
form net of ideals (σ,Γ) denote by EpL(σ,Γ) the subgroup of Ep(2n,R) generated by
all long symplectic transvections Ti,−i(α), where i ∈ I and α ∈ Γi. The central result of
this chapter is the following theorem.

Theorem 3. Let ν be a unitary equivalence relation on the index set I such that
h(ν) ≥ (4, 5). Let Ep(ν,R) denote the block-diagonal elementary subgroup of Sp(2n,R)
defined by ν. Let H be a subgroup of Sp(2n,R) such that Ep(ν,R) ≤ H. Denote by
(σ,Γ) the form net of ideals associated with H. Then

H ≤ TranspSp(2n,R)(EpL(σ,Γ), Sp(σ,Γ)).

Another important result is that the transporter TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)) co-
incides with the normalizer in Sp(2n,R) of Sp(σ,Γ) and can be described in terms of
congruences.

Theorem 4. Let ν be a unitary equivalence relation on the index set I such that all the
equivalence classes of ν contain at least 3 elements. Let (σ,Γ) be a form net of ideals
over R such that [ν]R ≤ (σ,Γ). Then the transporter TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ))
coincides with the normalizer NSp(2n,R)(Sp(σ,Γ)) and consists precisely of all matrices a
in Sp(2n,R) such that the following three properties hold:

(T1) aijσjka
′
kl ≤ σil for all i, j, k, l ∈ I

(T2) a2
ijσ

2
jkSk,−k(a

−1) ∈ Γi for all i, j, k ∈ I
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(T3) a2
ijΓj ≤ Γi for all i, j ∈ I.

Note that both Theorem 3 and Theorem 4 hold without the assumption that all the
equivalence classes of ν are self-conjugate. However, the conclusion of Theorem 3 is too
weak for us. We want the stronger conclusion of Theorem 5 below. This is where we
use the assumption that all the equivalence classes of ν are self-conjugate. With this
assumption we will show that Theorem 5 follows already from Theorem 3. Theorem 5
is already a generalization of the main result in [Vav08].

Theorem 5. Let ν be a unitary equivalence relation on the index set I such that all the
equivalence classes of ν are self-conjugate and contain at least 4 elements. Let H be a
subgroup of Sp(2n,R) such that Ep(ν,R) ≤ H. Then there exists a unique exact form
net of ideals (σ,Γ) ≥ [ν]R such that

Ep(σ,Γ) ≤ H ≤ NSp(2n,R)(Sp(σ,Γ)).

An important difference in the methodology of the current chapter compared to that
of successive ones is the absence of localizing, radical reduction, direct decomposition,
scaling, and Morita equivalence. Theorem 5 is the frontier of results that can be proved
without using localization methods.

The rest of this chapter is organized as follows. In Section 1.1 we give all the required
definitions. In Section 1.2 we define the net associated with a subgroup and prove The-
orem 4. In Section 1.3 we collect the results on extracting transvections from parabolic
subgroups. Finally, in Section 1.4 we describe the method of extracting transvections
from a long root element, which mimics the extracting transvections from a long root
involution which is used in [Vav08], but without the assumption that 2 is invertible in
the ground ring. Theorems 3 and 5 are proved there.

1.1 Preliminaries

Symplectic group Let R be a commutative ring. Fix a natural number n. Let
Sp(2n,R) denote the classical symplectic group of rank 2n. It is known that a ma-
trix a in GL(2n,R) belongs to Sp(2n,R) if and only if the equality

a′ij = εiεja−j,−i

holds for all possible indices. In the future, this property will be used without refer-
ence. We will also use the extension to a column or a row rather then single matrix
element. The extension is given in the following proposition and can be checked by a
straightforward calculation.

Proposition 1.1.1. Let ·t denote the transpose operator in matrices. Let a be a matrix
in Sp(2n,R). Fix arbitrary indices i and j. Then

ai∗ = εi(pa
′
∗,−i)

t and a∗j = −εj(a−j,∗p)t,

where p = sdiag(1, .., 1,−1, ..,−1). Obviously

p−1 = pt = −p.
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Given an element ξ ∈ R and an index i ∈ I we will call the matrix

Ti,−i(ξ) = e+ ξei,−i

the [elementary ] long [symplectic] transvection. Given an additional index j 6= ±i we
will call the matrix

Tij(ξ) = e+ ξeij − εiεjξe−j,−i
the [elementary ] short [symplectic] transvection.

It’s a well known fact, that all the long and short elementary symplectic transvections
are containd in Sp(2n,R) and satisfy the following relations known as the Steinberg
relations for all ξ, ζ in R:

(R1) Tij(ξ) = T−j,−i(−εiεjξ) for all i 6= ±j

(R2) Tij(ξ)Tij(ζ) = Tij(ξ + ζ) for all i 6= j

(R3) [Tij(ξ), Thk(ζ)] = e for all h 6= j,−i and k 6= i,−j

(R4) [Tij(ξ), Tjh(ζ)] = Tih(ξζ) for all i, h 6= ±j and i 6= ±h

(R5) [Tij(ξ), Tj,−i(ζ)] = Ti,−i(2ξζ) for all i

(R6) [Ti,−i(ξ), T−i,j(ζ)] = Tij(ξζ)T−j,j(εiεjξζ
2) for all i 6= ±j.

In future we will sometimes use these relations without a reference.
For any matrix g in Sp(2n,R), any short symplectic transvection Tsr(ξ) and any

long symplectic transvection Ts,−s(ζ), we call the matrices gTsr(ξ) = gTsr(ξ)g
−1 and

gTs,−s(ζ) = gTs,−s(ζ)g−1 [elementary ] short and long root elements respectively.

Equivalence relations and block-diagonal subgroups Given a unitary equivalence
relation ν on the index set I we will call the subgroup

Ep(ν) = Ep(ν,R) = 〈Ti,−i(ξ), Tjk(ξ) | i ∼ −i, j ∼ k, j 6= ±k, ξ ∈ R〉

the elementary block-diagonal subgroup of type ν in Sp(2n,R). Note that Ep(ν,R) does
not necessarily consist of block-diagonal matrices. It can only be the case if all (or at
least all but one of) the equivalence classes of ν are non-self-conjugate. However, these
groups behave like block-diagonal matrices because for each such group Ep(ν,R) there
exists a permutation matrix B in GL(2n,R), but not necessarily in Sp(2n,R), such that
B · Ep(ν,R) ·B−1 is block-diagonal in the usual sense.

From the point of view of Chevalley groups, the elementary block-diagonal subgroup
is precisely the elementary subsystem subgroup. Namely, let C1,−C1, . . . Cs,−Cs be all
the non-self-conjugate classes, and Cs+1, . . . , Ct be the self-conjugate ones. Set ni = |Ci|
for 1 ≤ i ≤ s and li = |Ci|/2 for s + 1 ≤ i ≤ t. Then n1 + · · ·+ ns + ls+1 + · · ·+ lt = n
and

Ep(ν,R) ≈ E(n1, R)× · · · × E(ns, R)× Ep(2ls+1, R)× · · · × Ep(2lt, R),
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where E(ni, R) denotes the usual elementary subgroup of GL(ni, R) appearing in the
hyperbolic embedding and the product is meant as a product of linear groups. From the
viewpoint of algebraic groups this is exactly the elementary Chevalley group of type ∆,
where

∆ = An1−1 + · · ·+ Ans−1 + Cls+1 + · · ·+ Clt .

The reader is referred to [Vav08] and the references therein for further details.
This analogy allows the following geometric interpretation of concepts of A-type and

C-type base tuples By choosing an equivalence relation ν we fix a subsystem ∆ ≤ Cn
consisting of all roots αij ∈ Cn where i ∼ν j. Irreducible components of ∆ are in
one to one correspondence with equivalence classes of ν, namely the components of
type Cl correspond to self-conjugate equivalence classes and the components of type
Al correspond to pairs of non-self-conjugate classes. Then an A- or C- type base k-
tuple (i1, . . . , ik) provides us with a root subsystem in ∆ of type Ak−1 or Ck respectively,
namely

〈
αi1,i2 , . . . , αik−1,ik

〉
or
〈
αi1,i2 , . . . , αik−1,ik , αik

〉
, respectively. Moreover, both gen-

erating sets above can be chosen as systems (or bases) of simple roots in the subsystems
they generate.

Form nets of ideals and corresponding groups Consider a square array σ = (σij)i,j∈I
of (2n)2 ideals of the ring R. We will call it a net of ideals over R if for any indices i, j
and k, we have the following inclusions:

σikσkj ≤ σij.

A net of ideals σ is called unitary, if σij = σ−j,−i for each i and j. We will call σ a
D-net, if σii = R for every i in I. Equip the net of ideals σ with 2n additive subgroups
Γ = (Γi)i∈I of R such that for any indices i, j ∈ I the following inclusions hold:

1. 2σi,−i ≤ Γi ≤ σi,−i

2. σ2
ijΓj ≤ Γi,

where 2σi,−i = {2α | α ∈ σi,−i} and σ2
ij = {ξ2|ξ ∈ σij}. In this situation Γ is called

a column of form parameters for σ and the pair (σ,Γ) a form net of ideals. It is the
analogue for nets of ideals of the concept of form ideal of Bak [Bak69] for form rings. A
form net of ideals (σ,Γ) is said to be exact if for any index i the equality

σi,−i =
∑
k 6=±i

σikσk,−i + 〈Γi〉

holds. Any form net of ideals is assumed to be a unitary exact form D-net of ideals.
Introduce a partial ordering on the set of all form nets of ideals over R by setting

(σ′,Γ′) ≤ (σ′′,Γ′′) whenever for all i, j ∈ I the inclusions σ′ij ≤ σ′′ij and Γ′i ≤ Γ′′i hold.
As a matter of convenience, given an element ξ ∈ R and indices s and r we will write
“ξ ∈ (σ,Γ)sr” instead of “ξ ∈ σsr if r 6= −s and ξ ∈ Γs otherwise”.
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We can associate two kinds of subgroups of Sp(2n,R) to each form net of ideals (σ,Γ)
over R. We call the subgroup

Ep(σ,Γ) = 〈Tij(ξ), Ti,−i(α) | i 6= ±j, ξ ∈ σij, α ∈ Γi〉

the elementary form net subgroup of level (σ,Γ). We call the above generators of Ep(σ,Γ)
the short and long (σ,Γ)-elementary symplectic transvections, respectively. Note that
any equivalence relation ν on the set of indices I defines a form net

[ν]R = (σν ,Γν),

where

(σν)ij =

{
R, if i ∼ν j
0, if i �ν j

(Γν)i =

{
R, if i ∼ν −i
0 i �ν −i

.

This is clearly a D-net. Clearly the elementary block-diagonal subgroup is a special
case of an elementary form net subgroup. We will call a form net of ideals (σ,Γ) major
[with respect to ν] if [ν]R ≤ (σ,Γ). The notion of elementary form net subgroup is a
generalization of that of relative elementary subgroup of even unitary groups introduced
in Bak [Bak81, p. 66]. The concept of the relative principal congruence subgroups
therein is generalized as follows. We will call the subgroup

Sp(σ,Γ) = {g ∈ Sp(2n,R) | ∀i, j ∈ I gij ∈ σij, Si,−i(g) ∈ Γi},

the form net subgroup of level (σ,Γ), where

Si,−i(g) =
∑
j>0

gijg
′
j,−i

is the so called length of the row gi∗. The element Si,−i(g) is clearly in σi,−i, by definition
of a net of ideals, and insisting that Si,−i(g) ∈ Γi ≤ σi,−i is a further restrinction on g.
The word “length” was introduced by You in [You12].

In the situation when Γi = R for all i the form net subgroup coincides with the regular
net subgroup Sp(σ) = {g ∈ Sp(2n,R) | ∀i, j ∈ I gij ∈ σij}. The next proposition allows
us to compute lengths of rows of products of two matrices in terms of lengths of rows of
factors.

Proposition 1.1.2. Let a and b be two matrices in Sp(2n,R). Then

Si,−i(ab) = Si,−i(a) +
∑
k

aikSk,−k(b)a
′
−k,−i−

− 2
∑
j,k,l>0

ai,lbl,−jb
′
−j,ka

′
k,−i−

− 2
∑
j,k>0

∑
l>k

(ai,−kb−k,−jb
′
−j,la

′
l,−i + aikbk,−jb

′
−j,−la

′
−l,−i).
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Proof. By the definition of the length of a row and the formula for the coefficients of the
product of two matrices we get:

Si,−i(ab) =
∑
j>0

(ab)ij(ab)
′
j,−i =

∑
j>0

∑
k,l

aikbkjb
′
jla
′
l,−i.

Next we collect the summands corresponding to the four different combinations of signs
of the indices k and l, rewrite them in a way that all the sums are taken over positive
indices and then group them in the following way:

Si,−i(ab) =
∑
j,k,l>0

(aikbkjb
′
jla
′
l,−i + ai,−kb−k,jb

′
j,−la

′
−l,−i)+

+
∑
j,k,l>0

(ai,−kb−k,jb
′
jla
′
l,−i + aikbkjb

′
j,−la

′
−l,−i). (1.1)

Denote the first sum of (1.1) by X and the second by Y . In X swap the indices k and
l in the second summand in brackets and then replace every matrix entry in the same
summand with the corresponding one of the inverse matrix. Doing this, we get

X =
∑
j,k,l>0

(aikbkjb
′
jla
′
l,−i − ai,kbk,−jb′−j,la′l,−i).

Now as
∑
j

bkjb
′
jl = (b · b−1)kl = δkl we have

X =
∑
k>0

aika
′
k,−i − 2

∑
j,k,l>0

ai,kbk,−jb
′
−j,la

′
l,−i = Si,−i(a)− 2

∑
j,k,l>0

ai,kbk,−jb
′
−j,la

′
l,−i. (1.2)

Consider the summand Y . We group together the summands of Y such that l > k, l = k
and l < k to obtain three summands. In the last summand swap the indices l and k.
Finally we join the first and last summands together. Summing up,

Y =
∑
j,k>0

∑
l>k

((
ai,−kb−k,jb

′
jla
′
l,−i + ai,−lb−l,jb

′
jka
′
k,−i
)

+
(
aikbkjb

′
j,−la

′
−l,−i + ailbljb

′
j,−ka

′
−k,−i

))
+
∑
j,k>0

(
ai,−kb−k,jb

′
jka
′
k,−i + aikbkjb

′
j,−ka

′
−k,−i

)
.

(1.3)

Denote the first sum in (1.3) by Z and the second by W . Clearly

W =
∑
k

aik

(∑
j>0

bkjb
′
j,−k

)
a′−k,−i =

∑
k

aikSk,−k(b)a
′
−k,−i. (1.4)

As for Z, passing where necessary to the elements of inverse matrices we get:

Z =
∑
j,k>0

∑
l>k

((ai,−kb−k,jb
′
jla
′
l,−i − ai,−kb−k,−jb′−j,la′l,−i)

+ (aikbkjb
′
j,−la

′
−l,−i − aikbk,−jb′−j,−la′−l,−i))
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and using the formula
∑

j b−k,jb
′
jl = 0 whenever k, l > 0 we get

Z =
∑
j,k>0

∑
l>k

(−2ai,−kb−k,−jb
′
−j,la

′
l,−i − 2aikbk,−jb

′
−j,−la

′
−l,−i). (1.5)

Combining the equalities (1.1), (1.2), (1.4) and (1.5) we get the required formula.

Corollary 1.1.3. Let (σ,Γ) be a form net of ideals over R. Suppose a, b ∈ Sp(σ), then

Si,−i(ab) ≡ Si,−i(a) +
∑
k

a2
ikSk,−k(b) mod Γi. (1.6)

In particular, the form net subgroup Sp(σ,Γ) is indeed a group.

Proof. Clearly e ∈ Sp(σ,Γ). Next the congruences (1.6) together with the condition
σ2
ikΓk ≤ Γi show that Sp(σ,Γ) is closed under taking products. Let a ∈ Sp(σ,Γ). By

(1.6) we get that

0 = Si,−i(e) = Si,−i(a
−1a) ≡ Si,−i(a

−1) +
∑
k

(a′ik)
2Sk,−k(a) ≡ Si,−i(a

−1) mod Γi.

Therefore a−1 ∈ Sp(σ,Γ) and Sp(σ,Γ) is a group.

The following two corollaries allow us to compute the lengths of rows in products of
matrices in Sp(σ) and short (σ,Γ)-symplectic transvection as well as lengths of rows of
some root elements.

Corollary 1.1.4. Let a ∈ Sp(σ) and Tpq(ξ) be a short symplectic transvection in
Ep(σ,Γ). Then

Si,−i(Tpq(ξ)a) ≡


Si,−i(a) if i 6= p,−q
Sp,−p(a) + ξ2Sq,−q(a) if i = p

S−q,q(a) + ξ2S−p,p(a) if i = −q
mod Γi

and for all i ∈ I
Si,−i(aTpq(ξ)) ≡ Si,−i(a) mod Γi.

Corollary 1.1.5. Let a ∈ Sp(σ), Tsr(ξ), Tst(ζ) be short root elements in Ep(σ) and
s 6= ±r,±t and r 6= ±t. Then

Si,−i(aTsr(ξ)Tst(ζ)a−1) ≡ a2
isζ

2St,−t(a
−1) + a2

isξ
2Sr,−r(a

−1)+

+ a2
i,−tζ

2S−s,s(a
−1) + a2

i,−rξ
2S−s,s(a

−1) mod Γi.

In particular if ζ = 0 then

Si,−i(aTsr(ξ)a
−1) ≡ a2

isξ
2Sr,−r(a

−1) + a2
i,−rξ

2S−s,s(a
−1) mod Γi.
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Proof. Clearly aTsr(ξ)Tst(ζ)a−1 ∈ Sp(σ). Then combining Proposition 1.1.2 and Corol-
lary 1.1.4 we get

Si,−i(aTsr(ξ)Tst(ζ)a−1) ≡ Si,−i(a) +
∑
k

εiεka
2
ikSk,−k(Tsr(ξ)Tst(ζ)a−1)

≡ Si,−i(a) +
∑
k

εiεka
2
ik(Sk,−k(a

−1)+

+ δksζ
2St,−t(a

−1) + δksξ
2Sr,−r(a

−1)+

+ δk,−tζ
2S−s,s(a

−1) + δk,−rξ
2S−s,s(a

−1))

≡ Si,−i(a · a−1) + εiεsa
2
isζ

2St,−t(a
−1) + εiεsa

2
isξ

2Sr,−r(a
−1)+

+ εiε−ta
2
i,−tζ

2S−s,s(a
−1) + εiε−ra

2
i,−rξ

2S−s,s(a
−1).

Clearly Si,−i(e) = 0 for all i and the signs are insignificant due to the inclusion 2σi,−i ≤
Γi. Therefore we get the required congruence.

We finish this section with two technical results which will be used repeatedly and
without reference in proofs throughout the paper. The first one shows that major form
nets of ideals are partitioned into blocks in which all ideals are equal and all form
parameters are equal. The second one allows simplifying reasoning dealing with case-
by-case analysis of small equivalence classes. The proofs of both results can be checked
straightforwardly and are left to the reader.

Proposition 1.1.6. Let (σ,Γ) be a form net of ideal such that Ep(ν) ≤ Ep(σ,Γ), with
h(ν) ≥ (4, 3). Then for any indices i, j, k, l such that k ∼ i, l ∼ j, we have:

1. σkj = σij = σil

2. Γi = Γk.

Proposition 1.1.7. Let ν be a unitary equivalence relation on the index set I such that
h(ν) ≥ (4, 3). Let i, j be two indices in I such that i 6= j. Then one of the following
holds:

1. ν(i) = {i,−i, j,−j}

2. There exists an index k in I such that k 6= ±i,±j and k ∼ν i.

1.2 Form net associated with a subgroup and the
description of the transporter

Form net of ideals associated with a subgroup. Let ν be a unitary equivalence
relation on the index set I such that h(ν) ≥ (4, 3). Let H be a subgroup of Sp(2n,R)
such that Ep(ν,R) ≤ H. An exact form net of ideal (σ,Γ) is called the net associated with
H if Ep(σ,Γ) ≤ H and if for any exact form net of ideals (σ′,Γ′) such that Ep(σ′,Γ′) ≤ H,
it follows that (σ′,Γ′) ≤ (σ,Γ). Clearly, if (σ,Γ) exists then it is unique. The next lemma
shows that (σ,Γ) exists.
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Lemma 1.2.1. Let ν be a unitary equivalence relation on I such that h(ν) ≥ 3 and H
a subgroup of Sp(2n,R) that contains the subgroup Ep(ν,R). For each i 6= ±j ∈ I set

σij = {ξ ∈ R | Tij(ξ) ∈H}, Γi = {α ∈ R | Ti,−i(α) ∈ H}, σii = R,

σi,−i =
∑
j 6=±i

σijσj,−i + 〈Γi〉 . (1.7)

Then (σ,Γ) is the form net of ideals associated with H.

Proof. First, we will prove that (σ,Γ) is a form net of ideals. We will split the proof of
this into the following steps:

1. σij is an ideal of R for any indices i, j ∈ I and Γi is an additive subgroup for all
i ∈ I.

2. 2σi,−i ≤ Γi for any i ∈ I.

3. σijσjk ≤ σik for any i, j and k.

4. Γi ≤ σi,−i for all i ∈ I.

5. σ2
ijΓj ≤ Γi for any i and j.

The rest of the properties required for (σ,Γ) being a form net of ideals are obviously
fulfilled.

1. Due to the Steinberg relation (R2) it’s clear that all σij and Γi are additive sub-
groups in R. Moreover, for any i, j ∈ I such that i ∼ν j as well as j = ±i, σij is an ideal
by definition. To prove, that all σij are ideals it only remains to handle the case when
i 6= ±j and i �ν j. In this situation, according to Proposition 1.1.7, it’s possible to pick
an index k 6= ±i such that (j, k) is an A-type base pair. Take any ξ in σij and any ζ in
R = σjk = σkj. By the Steinberg relation (R4) we get

Tij(ξζ) = [[Tij(ξ), Tjk(ζ)], Tkj(1)] ∈ H

and thus ξζ ∈ R. Therefore σij is an ideal in R.
2. Next we will show that for every index i the ideal 2σi,−i is contained in Γi. As

we already know that Γi is an additive subgroup, it’s sufficient to check this property
separately for each summand in the definition of σi,−i. Let α ∈ σi,−i. First suppose α
admits a decomposition α = α1α2, where α1 ∈ σij and α2 ∈ σj,−i for some j 6= ±i. This
means that Tij(α1) and Tj,−i(α2) are contained in H. Then, by the Steinberg relation
(R5):

Ti,−i(2α1α2) = [Tij(α1), Tj,−i(α2)] ∈ H,

and thus 2α ∈ Γi. Now take α in Γi. We will show that 2αξ lies in Γi for any ξ ∈ R.
Take any index j such that j 6= ±i and ζ ∈ σji. According to the relation (R6) we get

Ti,−j(αζ)Tj,−j(εiεjαζ
2) = [Ti,−i(α), T−i,−j(ζ)] ∈ H.
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Then if i � −j, it follows from Proposition 1.1.7 that there exists an index k 6= ±j such
that (i, k) is an A-type base pair. Then

Ti,−j(αζ) = [Tik(1), [Tki(1), Ti,−j(αζ)Tj,−j(εiεjαζ
2)]] ∈ H,

hence αζ ∈ σi,−j. In the case when i ∼ −j this inclusion is trivial. Thus we have proved
the following useful relation:

σjiΓi ≤ σj,−i (1.8)

for all j 6= ±i.
Now take j such that (i, j) is an A-type base pair. Then (1.8) yields the inclusion

α ∈ σj,−i and it’s only left to notice that

Ti,−i(2αξ) = [Tij(ξ), Tj,−i(α)] ∈ H.

3. Now we prove the inclusions σijσjk ≤ σik for all indices i, j and k in I.
For indices i, j, k such that i 6= ±j,±k and j 6= ±k these relations obviously follow from

the Steinberg relation (R4). Note also, that for k ∼ν i the corresponding inclusions are
redundant as the right-hand side equals R by definition. The inclusions are also obvious
for the case k = −i due to the definition of σi,−i. If j = i or j = k, the inclusion follows
from the fact that every σij is an ideal. Thus, we can assert that k 6= ±i, j 6= i, j 6= k
and k �ν i. Therefore it’s enough to consider the case j = −i, k 6= ±i. But in this case,
as j � k there exists an extra index l ∼ i such that l 6= ±i,±k. Thus

σi,−iσ−i,k =
∑
t6=±i

σitσt,−iσ−i,k + 〈Γi〉σ−i,k.

We already know that σitσt,−iσ−i,k ≤ σik for all t 6= ±i,±k. By (1.8) we get that
〈Γi〉σ−i,k = Γiσ−i,k ≤ σik. Obviously σikσk,−iσ−i,k ≤ σik and so it’s only left to prove
that σi,−kσ−k,−iσ−i,k ≤ σik. But

σi,−kσ−k,−iσ−i,k = σi,−kσ−k,−iσ−i,kσkl ≤ σi,−kσ−k,−iσ−i,l ≤ σi,−kσ−k,l ≤ σil

and it’s clear that σil ≤ σilR = σilσlk ≤ σik. So σi,−kσ−k,−iσ−i,k ≤ σik.
4. Fix an index i ∈ I. Pick another index j such that (i, j) is an A-type base pair. By

(1.8) we get σjiΓi ≤ σj,−i. We have already proved that σj,−i ≤ Rσj,−i = σijσj,−i ≤ σi,−i.
As σji contains the identity it follows that Γi ≤ σi,−i for all i in I.

5. Finally we prove that for any indices i, j we have the following inclusion: σ2
ijΓj ≤ Γi.

Let α ∈ Γj and ξ ∈ σij. If j 6= ±i, then by the Steinberg relation (R6) we get

Tj,−i(αξ)Ti,−i(εiεjαξ
2) = [Tj,−j(α), T−j,−i(ξ)] ∈ H.

Recall that according to (1.8) we have Tj,−i(αξ) ∈ H and thus also Ti,−i(εiεjαξ
2) ∈ H

which proves that σ2
ijΓj ≤ Γi for all j 6= ±i.

Now the case when i = j is quite obvious. Pick any index k such that (i, k) is an
A-type base pair. By (1.8) we get

σ2
iiΓi = R2Γi = σ2

kiΓi ≤ Γk ≤ R2Γk = σ2
ikΓk ≤ Γi.
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Finally it remains to consider the case j = −i. Again pick an index j such that (i, j)
is an A-base pair. Then

σ2
i,−iΓ−i = (σjiσi,−i)

2Γ−i ≤ σ2
j,−iΓ−i ≤ Γj ≤ σ2

ijΓj ≤ Γi.

Therefore σ2
ijΓj ≤ Γi for all i and j. Hence, (σ,Γ) is an exact major form net of ideals.

By construction, Ep(σ,Γ) ≤ H and for any exact form net of ideals (σ′,Γ′) such that
Ep(σ′,Γ′) ≤ H, it follows that (σ′,Γ′) ≤ (σ,Γ). This completes the proof.

Description of the transporter. The rest of this section is devoted to the proof of
Theorem 4. The following proposition shows that the lengths of rows of matrices in
Sp(2n,R) that already satisfy the property (T1) look relatively simple modulo minimal
form parameters. This is an analogue and a generalization of Proposition 1.1.2.

Proposition 1.2.2. Let (σ,Γ) be an exact form net. Suppose a ∈ Sp(2n,R) satisfies
the condition

aijσjka
′
kl ≤ σil

for all i, j, k, l ∈ I. Then for any matrix g ∈ Sp(σ,Γ) and any i ∈ I the following
congruence holds:

Si,−i(aga
−1) ≡

∑
k∈I

a2
ik

(
Sk,−k(g) + Sk,−k(a

−1) +
∑
t∈I

g2
ktSt,−t(a

−1)

)
mod Γi.

Proof. By Proposition 1.1.2 we get

Si,−i(aga
−1) = Si,−i(a) +

∑
k∈I

εiεka
2
ikSk,−k(ga

−1)

− 2
∑
j,k,l>0

ail(ga
−1)l,−j(ag

−1)−j,ka
′
k,−i

− 2
∑
j,k>0

∑
l>k

(ai,−k(ga
−1)−k,−j(ag

−1)−j,la
′
l,−i+

aik(ga
−1)k,−j(ag

−1)−j,−la
′
−l,−i).

(1.9)

Consider the summand of the second big sum above. By the assumption that aijσjka
′
kl ≤

σil we get

ail(ga
−1)l,−j(ag

−1)−j,ka
′
k,−i =

∑
p,q∈I

(ailglpa
′
p,−j)(a−j,qg

′
qka
′
k,−i) ≤ σi,−jσ−j,−i ≤ σi,−i (1.10)

and therefore the doubled second big sum in (1.9) is contained in 2σi,−i ≤ Γi. Applying
the same principle to the last summand in (1.9) we get the inclusion

ai,−k(ga
−1)−k,−j(ag

−1)−j,la
′
l,−i + aik(ga

−1)k,−j(ag
−1)−j,−la

′
−l,−i) ∈ σi,−i. (1.11)
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Combining (1.9), (1.10) and (1.11) we get

Si,−i(aga
−1) ≡ Si,−i(a) +

∑
k∈I

εiεka
2
ikSk,−k(ga

−1) mod Γi. (1.12)

Expand (1.12) further using Proposition 1.1.2:

Si,−i(aga
−1) ≡ Si,−i(a) +

∑
k∈I

εiεka
2
ikSk,−k(ga

−1)

≡ Si,−i(a) +
∑
k∈I

εiεka
2
ik

(
Sk,−k(g) +

∑
t∈I

εkεtg
2
ktSt,−t(a

−1)

−2
∑
j,t,l>0

gkla
′
l,−ja−j,tg

′
t,−k

−2
∑
j,t>0

∑
l>t

(
gk,−ta

′
−t,−ja−j,lg

′
l,−k + gita

′
t,−ja−j,−lg

′
−l,−l

))

≡ Si,−i(a) +
∑
k∈I

εiεka
2
ik

(
Sk,−k(g) +

∑
t∈I

εkεtg
2
ktSt,−t(a

−1)

)
− 2

∑
j,t,l>0

aikgkla
′
l,−ja−j,tg

′
t,−ka

′
−k,−i

− 2
∑
j,t>0

∑
l>t

(
aikgk,−ta

′
−t,−ja−j,lg

′
l,−ka

′
−k,−i

+aikgita
′
t,−ja−j,−lg

′
−l,−la

′
−k,−i

)
mod Γi.

(1.13)

Using the same trick as before we may conclude that both doubled terms of (1.13) are
contained in 2σi,−i ≤ Γi. Summing up, we get the congruence

Si,−i(aga
−1) ≡ Si,−i(a) +

∑
k∈I

εiεka
2
ik

(
Sk,−k(g) +

∑
t∈I

εkεtg
2
ktSt,−t(a

−1)

)
mod Γi.

(1.14)
Finally it’s easy to see that

εiεka
2
ikSk,−k(g) =

∑
l>0,p∈I

(aikgkla
′
lp)(aplg

′
l,−ka

′
−k,−i) ∈ σi,−i

and
εiεkεkεta

2
ikg

2
ktSt,−t(a

−1) =
∑
l>0

(aikgkta
′
tl)(a

′
l,−tg

′
−t,−ka

′
−k,−i) ∈ σi,−i.

Therefore the choice of signs in (1.14) is insignificant and we can rewrite (1.14) as follows

Si,−i(aga
−1) ≡ Si,−i(a) +

∑
k∈I

a2
ik

(
Sk,−k(g) +

∑
t∈I

g2
ktSt,−t(a

−1)

)
mod Γi. (1.15)
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It’ clear that Si,−i(e) = 0 for all i. Rewrite the formula (1.15) for g = e. As Si,−i(a) =∑
j>0 aijδjja

′
j,−i ≤ σi,−i, we can also change the sign at the first term:

0 = Si,−i(a · a−1) ≡ −Si,−i(a) +
∑
k∈I

a2
ikSk,−k(a

−1) mod Γi. (1.16)

Finally, adding (1.16) to (1.15) we get the required inclusion

Si,−i(aga
−1) ≡

∑
k∈I

a2
ik

(
Sk,−k(g) + Sk,−k(a

−1) +
∑
t∈I

g2
ktSt,−t(a

−1)

)
mod Γi.

This completes the proof.

Proof of Theorem 4. Denote by N the set of all matrices in Sp(2n,R) satisfying the
conditions (T1) – (T3). It’s easy to see that N ≤ NSp(2n,R)(Sp(σ,Γ)). Indeed, pick any
g ∈ Sp(σ,Γ) and any a ∈ N . Then condition (T1) guarantees that

(aga−1)ij =
∑
p,q∈I

aipgpqa
′
qj ≤

∑
p,q∈I

aipσpqa
′
qj ≤ σij

for all i, j ∈ I. Now applying Proposition 1.2.2 we get

Si,−i(aga
−1) ≡

∑
k∈I

(
a2
ikSk,−k(g) + a2

ikSk,−k(a
−1) +

∑
t∈I

a2
ikg

2
ktSt,−t(a

−1)

)
mod Γi.

Observe that by condition (T3) it follows that a2
ikSk,−k(g

−1) ∈ a2
ikΓk ≤ Γi. Next, by

condition (T2) we get a2
ikg

2
ktSt,−t(a

−1) ∈ a2
ikσ

2
ktSt,−t(a

−1) ≤ Γi and a2
ikSk,−k(a

−1) = a2
ik ·

12 ·Sk,−k(a−1) ∈ a2
ikσ

2
kkSk,−k(a

−1) ≤ Γi. Therefore, Si,−i(aga
−1)) ∈ Γi for all i. It follows

that aga−1 ∈ Sp(σ,Γ) and thus a ∈ NSp(2n,R)(Sp(σ,Γ)).
The proof of the inclusion TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)) ≤ N is slightly trickier.

Consider an arbitrary matrix a in TranspSp(2n,R)(Ep(σ,Γ), Sp(σ)) and a short (σ,Γ)-
transvection Trs(ξ). By definition of the transporter we get

δij + airξa
′
sj − ε(r)ε(s)ai,−sξa′−r,j = (aTrs(ξ))ij ∈ σij. (1.17)

Now given two short (σ,Γ)-transvections Trs(ξ) and Tst(ζ) such that r 6= ±t we get by
a straightforward computation

δij + airξζa
′
tj = (aTrs(ξ)Tst(ζ)a−1)ij − (aTrs(ξ)a

−1)ij − (aTst(ζ)a−1)ij + δij. (1.18)

And therefore using (1.17) we get the inclusions hirσrsσsrζa
′
tj ≤ σij for all i, j, s, r, t ∈ I

such that s 6= ±r,±t and r 6= ±t.
Next for a long (σ,Γ)-elementary transvection Ts,−s(α) we get

δij + aisαa
′
−s,j = (aTs,−s(α))ij ∈ σij. (1.19)
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Finally for r, s ∈ I such that r 6= ±s we get

δij + airξαa
′
−s = (aTrs(ξ)Ts,−s(α)a−1)ij − (aTrs(ξ)a

−1)ij − (aTs,−s(α)a−1)ij + δij (1.20)

and therefore by (1.19) we get the inclusions airσrsΓs,−sa
′
rj ≤ σij for all i, j ∈ I and all

r, s ∈ I such that s 6= ±r.
Now let r and t be two indices such that r 6= ±t. Then either ν(r) = {±r,±t}, or

there exists an index s ∼ t such that s 6= ±r,±t. In the former case using (1.20) we get

airσrta
′
tj = airRσrta

′
tj = airσr,−tΓ−t,ta

′
tj ≤ σij

for all i, j ∈ I. In the latter case using (1.18) we get

airσrta
′
tj = airσrtRa

′
tj = airσrsσsta

′
tj ≤ σij

for all i, j ∈ I.
Now assume t = r. Then there exists an index s ∼ r such that s 6= ±r and using the

fact that
∑

l∈I a
′
slals = 1 we get

airσrra
′
rj =

∑
l∈I

(airσrsa
′
sl)(alsσsra

′
rj) ≤

∑
l∈I

σilσlj ≤ σij.

Finally if t = −r then σr,−r =
∑

l 6=±r σrlσl,−r + 〈Γr〉. By (1.19) it follows that

air 〈Γr〉 a′−r,j ≤ σij.

It’s only left to notice that

airσrlσl,−ra
′
rj =

∑
k

(airσrla
′
lk)(aklσl,−ra

′
−r,j) ≤

∑
k

σikσkj ≤ σij.

Therefore, any matrix a in the transporter satisfies condition (T1). In particular, we
can apply Proposition 1.2.2 to any such matrix a.

Pick any short (σ,Γ)-elementary transvection Tjk(ξ). By Proposition 1.2.2 we get

Si,−i(aTjk(ξ)a
−1) ≡ a2

ijξ
2Sk,−k(a

−1) + a2
i,−kξ

2S−j,j(a
−1) mod Γi. (1.21)

Now, given a long (σ,Γ)-elementary transvection Tj,−j(α) we obtain by the same propo-
sition

Si,−i(aTj,−j(α)a−1) ≡ a2
ijα + a2

ijα
2S−j,j(a

−1) mod Γi. (1.22)

Given two short (σ,Γ)-elementary transvections Tjk(ξ) and Tkm(ζ) such that j 6= ±m
we get

Si,−i(aTjk(ξ)Tkm(ζ)a−1) ≡ a2
ijξ

2Sk,−k(a
−1) + a2

i,−kξ
2S−j,j(a

−1)

+ a2
ikζ

2Sm,−m(a−1) + a2
i,−mζ

2s−k,k(a
−1)

+ a2
ijξ

2ζ2Sm,−m(a−1) mod Γi.

(1.23)
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Finally given a short and a long (σ,Γ)-elementary transvections Tjk(ξ) and Tk,−k(α) we
get

Si,−i(aTjk(ξ)Tk,−k(ζ)a−1) ≡ a2
ijξ

2Sk,−k(a
−1) + a2

i,−kξ
2S−j,j(a

−1)

+ a2
ikα + a2

ikα
2S−k,k(a

−1)

+ a2
ijξ

2α2S−k,k(a
−1) mod Γi.

(1.24)

Comparing (1.23) and (1.21) we get the inclusions

a2
ijσ

2
jkσ

2
kmSk,−k(a

−1) ∈ Γi

for all i, j, k,m ∈ I such that j 6= ±k,±m and k 6= ±m. Similarly comparing (1.24)
with (1.22) and (1.21) we get the inclusions

a2
ijσ

2
jmΓ2

mS−m,m(a−1) ∈ Γi

for all i, j,m ∈ I such that j 6= ±m.
Now let j,m ∈ I such that j 6= ±m. As h(ν) ≥ (4, 3) either there exists an index

k ∼ m such that k 6= ±j,±m or −m ∼ m. In the first case we get

a2
ijσ

2
jmSm,−m(a−1) = a2

ijσ
2
jkR

2Sm,−m(a−1) = a2
ijσ

2
jkσ

2
kmSm,−m(a−1) ≤ Γi

for all i ∈ I. In the second case we get similarly

a2
ijσ

2
jmSm,−m(a−1) = a2

ijσ
2
j,−mR

2Sm,−m(a−1) = a2
ijσ

2
j,−mΓ2

−mSm,−m(a−1) ≤ Γi

for all i ∈ I. To prove the inclusions (T2) for the matrix a it’s only left to consider the
cases when m = j and m = −j. Fix an index k ∼ j such that k 6= ±j. Observe that

1 =

(∑
t∈I

a′ktatk

)2

≡
∑
t∈I

a′2kta
2
tk mod 2R

and therefore

a2
ijσ

2
jmSm,−m(a−1) = a2

ijσ
2
jk

(∑
t∈I

a′ktatk

)2

σ2
kmSm,−m(a−1)

≡
∑
t

(
a2
ijσ

2
jk(a

′2
kt)
) (
a2
tkσ

2
kmSm,−m(a−1)

)
≤
∑
t∈I

σ2
itΓt ≤ Γi,

where the congruence is meant modulo Γi.
Thus a satisfies condition (T2). Finally using (1.22) and (T2) we get the inclusions

(T3) for all i, j ∈ I. Thus we have proved that

TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)) ≤ N.
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Finally, it is easy to see that Transp is contravariant in the first variable and therefore

NSp(2n,R)(Sp(σ,Γ)) ≤ TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)).

Hence also

NSp(2n,R)(Sp(σ,Γ)) = TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)) = N.

1.3 Extraction of transvections in parabolic subgroups

The current section is devoted to the extraction of transvections in parabolic subgroups
of Sp(2n,R). We will show that the matrices in H lying in some explicitly defined
subgroups of parabolic subgroups lie in Sp(σ,Γ), where (σ,Γ) is the form net of ideals
associated with H. The results of this section as well as the methods involved in their
proofs are standard for this area of research. However, there are not many papers where
similar results are stated for form nets of ideals. In this sense, the results of this sections
are new.

Till the end of this section we fix a subgroup H of Sp(2n,R) such that Ep(ν,R) ≤ H
and denote by (σ,Γ) the form net of ideals associated with H. We will start with the
extraction of transvections from the unipotent radical of type U1.

Lemma 1.3.1. Assume h(ν) ≥ (4, 3). Let a be a matrix in H such that for some index
p, aij = δij whenever i 6= −p and j 6= p. Additionally assume that app = a−p,−p = 1.
Then a is contained in Ep(σ,Γ) and consequently in Sp(σ,Γ).

Proof. A direct calculation using only the fact that a is a symplectic matrix shows that
a can be decomposed in Ep(2n,R) as follows:

a =

(
n∏
j=1

T−p,j(a−p,j)T−p,−j(a−p,−j)

)
T−p,p(S−p,p(a)). (1.25)

Our goal is to prove, that each short elementary transvection on the right-hand side of
the equation (1.25) is contained in H and thus in Ep(σ,Γ). Then, as a is contained in
H, the last multiplier T−p,p(S−p,p(a)) is also contained in H and the proof is complete.

Fix any j 6= ±p. We will show that T−p,j(a−p,j) ∈ Ep(σ,Γ). For j ∼ −p this inclusion
is trivial as σ−p,j = R. Suppose that j � −p. According to Proposition 1.1.7 there
exists an index k 6= ±p such that (k, j) is an A-type base pair. Consider the matrix
b = [a, Tjk(1)] in H. Using the Steinberg relations (R3) and (R4) we get that b is actually
a product of two commuting short elementary transvections

b = T−p,k(a−p,j)T−p,−j(∗),

and the parameter of the second one is not important. Now if −j ∼ −p, then the
second elementary transvection in the decomposition of b above automatically lies in H.
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Therefore so does the first one. Finally, assuming that ±j � −p, either there exists an
index h ∼ j ∼ k such that h 6= ±j,±h,±p or k ∼ −k. In the first case it follows again
from the Steinberg relations that

T−p,h(a−p,j) = [b, Tkh(1)] ∈ H

and thus also T−p,j(a−p,j) ∈ H by Proposition 1.1.6. In the last case, one gets that

T−p,j(a−p,j) = [[b, Tk,−k(1)], T−k,j(1)] ∈ H.

This completes the proof.

The next lemma allows us to perform the extraction of elementary transvections in
the whole parabolic subgroup of type P1.

Lemma 1.3.2. Assume h(ν) ≥ (4, 3). Let (p, q) be an A-type base pair and a a matrix
in H such that a∗p = e∗p. Then aqj, a−j,−q ∈ σqj for all j 6= −p. Moreover if a ∈ Sp(σ)
then also Sq,−q(a) ∈ Γq.

Proof. First, as a is symplectic, we also have a′∗p = e∗p and also a−p,∗ = a′−p,∗ = e−p,∗.
Consider the matrix b = a−1Tpq(1)a. It’s easy to see that

b = e+ a′∗paq∗ − εpεqa′∗,−qa−p,∗ = e+ e∗paq∗ − εpεqa′∗,−qe−p,∗,

and thus b satisfies the conditions of Lemma 1.3.1. Therefore b ∈ Ep(σ,Γ). In particular,
aqj = bpj ∈ σqj for all j 6= ±p and Sp,−p(b) ∈ Γp. Applying all the above to the matrix
a−1 we get the inclusions a−q,−j = ±a′jq ∈ σjq for all j 6= −p.

Now if a ∈ Sp(σ) then by Corollary 1.1.5 we get

Sp,−p(b) ≡ (a′)2
ppSq,−q(a) + (a′)2

p,−qS−p,p(a) mod Γp.

By the conditions of the lemma a′pp = 1 and S−p,p(a) = 0, therefore Sq,−q(a) ∈ Γq.

The next lemma allows us to extract elementary transvections from matrices having
zeros in some specific positions.

Corollary 1.3.3. Assume h(ν) ≥ (4, 3). Let a be a matrix in H. Pick two indices k
and p. If there exist two more indices h, l ∼ k such that k, l 6= ±h (but l can be equal
to k or −k) and a−h,−h = 1, ak,−h = akl = a−h,l = 0, then akj ∈ σkj for all j 6= −l.
Moreover if a ∈ Sp(σ) then Sk,−k(a) ∈ Γk.

Proof. Consider the short root element

b = a−1Thk(1)a = e+ a′∗hak∗ − εhεka′∗,−ka−h,∗.

As akl = a−h,l = 0 it follows that b∗l = e∗l. Thus by lemma 1.3.2 we get bhj ∈ σhj for all
j 6= −l. It’s only left to notice that bhj = δhj + a′hhakj ± a′h,−ka−h,j = δhj + akj.
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Now if a ∈ Sp(σ) then also b ∈ Sp(σ). By Lemma 1.3.2 we get Sh,−h(b) ∈ Γh. Now
by Corollary 1.1.5 we get

Sh,−h(b) ≡ (a′)2
hhSk,−k(a) + (a′)2

h,−kS−h,h(a) mod Γh.

By the conditions of the lemma a′hh = 1 and a′h,−k = 0. Therefore

Sk,−k(a) ≡ Sh,−h(b) ≡ 0 mod Γk.

The next three lemmas are direct corollaries of the last two results. The classes of
matrices described below may look artificial, however they represent some subgroups of
a parabolic subgroup which appear in the proof of Theorem 3.

Lemma 1.3.4. Assume h(ν) ≥ (4, 3). Let (p, q) be a C-type base pair and let a be a
matrix in H such that aij = δij whenever i 6= ±p,−q and j 6= ±p, q. Then a ∈ Sp(σ).

Proof. It’s enough to prove the inclusions akp, ak,−p, akq ∈ σkp for all k. If k ∼ p then
the inclusions akp, ak,−p, akq ∈ σkp are trivial. Thus assume from now on that k � p. As
h(ν) ≥ (4, 3) the index k can either be included into an A-type base triple (k, h, l) or a
C-type base pair (k, h). In the last case put l = −k. Then h 6= ±k and a−h,−h = 1 and
ak,−h = akl = a−h,l = 0. Using Corollary 1.3.3 we get the inclusions akp, akq, ak,−p ∈ σkp
for ll k.

Lemma 1.3.5. Assume h(ν) ≥ (4, 4). Let (p, q) be an A-type base pair such that the
equivalence class of p is non-self-conjugate. Let a ∈ H be a matrix such that aij = δij
whenever i 6= −p,−q and j 6= p, q. Then akp ∈ σkp for all k 6= −p,−q. If additionally
a ∈ Sp(σ) then also S−p,p(a) ∈ Γ−p.

Proof. As h(ν) ≥ (3, 4) and p � −p it follows that p can be included into some A-type
base quadruple (p, q, h, l). Consider the matrix

b = T−p,−h(−a−p,−h)T−q,−h(−a−q,−h)a.

Clearly b ∈ H and b∗,−h = e∗,−h. By Lemma 1.3.2 we get bip ∈ σip for all i 6= −h.
Therefore aip = bip ∈ σip for all i 6= −p,−q,±h, in particular a−k,p ∈ σ−k,p. Swapping
the indices k and h above we get the last inclusion a−h,p ∈ σ−h,p.

Now if a ∈ Sp(σ) then by Lemma 1.3.2 we get S−p,p(b) ∈ Γ−p. According to Corollary
1.1.4 we get

S−p,p(b) ≡ S−p,p(a) + a2
−p,−kS−k,k(a) mod Γ−p.

It’s only left to notice that S−k,k(a) = 0.

Lemma 1.3.6. Assume h(ν) ≥ (4, 5). Let (p, q, t) be an A-type base triple such that
p � −p and let a be an element of H such that aij = δij whenever i 6= −q,−t,±p and
j 6= q, t,±p. Then akp, akq ∈ σkp for all k 6= −p,−q,−t. If additionally a ∈ Sp(σ), then
also S−q,q(a) ∈ Γ−q.
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Proof. Fix an index k � p such that k 6= −p,−q,−t. As h(ν) ≥ (4, 5), there exists an
index h ∼ k such that h 6= ±k,−p,−q,−t. If the class of k is self-conjugate, put l = −k.
Otherwise, if k � −p there exists another l ∼ k such that l 6= ±k,±h,−p,−q,−t. If
k ∼ −p set l = −t. In any case, a−h,−h = 1 and ak,−h = akl = a−h,l = 0 and l 6= −p,−q.
Therefore by Corollary 1.3.3 we get akp, akq ∈ σkp for all k 6= −p,−q,−t.

Suppose that a ∈ Sp(σ). By Corollary 1.3.3 we also get Sk,−k(a) ∈ Γk for all k � p
such that k 6= −p,−q,−t. Finally assuming that the p � −p there exist indices h, l such
that (p, q, t, h, l) is an A-type base quintuple. Consider the matrices

b = T−q,h(−a−q,h)a c = T−q,−l(−b−q,−l)b.

Clearly b, c ∈ Sp(σ). It’s easy to see that chh = 1 and c−q,h = c−q,−l = ch,−l = 0. Thus
by Corollary 1.3.3 we get the inclusion S−q,q(c) ∈ Γq. Now by Corollary 1.1.4 we get

S−q,q(c) ≡ S−q,q(b) + b2
−q,−lS−l,l(b) = S−q,q(a) + a2

−q,hSh,−h(a) + b2
−q,−lS−l,l(a) mod Γ−q.

We have already proved that Sh,−h(a) ∈ Γ−l. Also, note that ah,−l = 0 and thus
b−q,−l = a−q,−l. Therefore

S−q,q(a) + a2
−q,−lS−l,l(a) ∈ Γ−q. (1.26)

To eliminate this last summand we have to perform one more trick. First of all after
swapping the indices l and h in (1.26) we get

S−q,q(a) + a2
−q,−hS−h,h(a) ∈ Γ−q. (1.27)

Consider the matrix d = T−q,−h(a−q,−h)a. It’s clear that d ∈ Sp(σ) and d itself satisfies
the conditions of this lemma. Therefore we get the inclusion (1.26) for the matrix d also
and with the use of Corollary 1.1.4 we get:

S−q,q(a) + a2
−q,−hS−h,h(a) + (a−q,−l + a−h,−l)

2S−l,l(a) = S−q,q(d) + d2
−q,−lS−l,l(d) ∈ Γ−q.

(1.28)

Now recall that a−h,−l = 0 and subtract (1.27) from (1.28). We get

a2
−q,−lS−l,l(a) ∈ Γ−q. (1.29)

Combining (1.26) and (1.29) we get S−q,q(a) ∈ Γ−q. This completes the proof.

1.4 Extraction of transvections using a long root
element

Suppose h(ν) ≥ (4, 5). Let H be a subgroup of Sp(2n,R) such that Ep(ν,R) ≤ H and
let (σ,Γ) be the form net of ideals associated with H. In this section we will show that
any long root element

b = aTs,−s(ξ)a
−1 = e+ a∗sξa

′
−s,∗,
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where a ∈ H and ξ ∈ Γs, is contained in Sp(σ,Γ).
For any g ∈ Sp(2n,R) let ĝ = g − e. We don’t require that the matrix ĝ belongs

to Sp(2n,R). The hat notation will be used only to shorten the formulas. We set
ĝij = gij − δij for any i, j ∈ I and ĝ′ij = g′ij − δij for any i, j ∈ I.

The following property of long root elements can be checked straightforwardly. For
any i, j ∈ I,

b̂∗ib̂
′
j∗ = −εiεj b̂∗,−j b̂′−i,∗,

b̂∗ib̂j∗ = −εiεj b̂∗,−j b̂−i,∗.
(1.30)

A slightly more sophisticated calculation shows that for the long root element b and
any indices i, j, k ∈ I we have the equality

b̂2
ijSk,−k(b

−1) = −εjεkb̂2
i,−kS−j,j(b

−1) + (εk + εj )̂b
2
i,−kb̂

′
−j,j. (1.31)

Indeed using (1.30) we get

b̂2
ijSk,−k(b

−1) = −εk

(∑
m>0

(
b̂ij b̂

′
km

)(
b̂ij b̂

′
k,−m

))
− εkb̂2

ij b̂
′
k,−k

= −εk

(∑
m>0

(
b̂i,−kb̂

′
−j,m

)(
b̂i,−kb̂

′
−j,−m

))
− εkb̂2

ij b̂
′
k,−k

= −εkεj b̂2
i,−kS−j,j(b

−1) + εkb̂
2
i,−kb̂

′
−j,j − εkb̂2

ij b̂
′
k,−k

= −εkεj b̂2
i,−kS−j,j(b

−1) + (εk + εj )̂b
2
i,−kb̂

′
−j,j.

The last two formulas will be used repeatedly in the proofs of the current section.
The following lemma is the analogue of Lemma 12 of [Vav08] although with slightly

different conditions on α and β and covering the case of long root elements as opposed
to long root involutions in the mentioned paper. Note, that this is indeed a more general
case as any long root involution is a product of some long root elements.

Lemma 1.4.1. Assume h(ν) ≥ (4, 5). Let H be a subgroup in Sp(2n,R) such that
Ep(ν,R) ≤ H and let (σ,Γ) be the form net of ideals associated with H. Let a be a
matrix in H and Ts,−s(ξ) be a (σ,Γ)-elementary long transvection. Let b denote the long
root element aTs,−s(ξ)a

−1. If (p, h) is an A-type base pair then

apsbih ∈ σih for all i 6= −p,−q. (1.32)

If additionally b ∈ Sp(σ) then also

a2
psS−h,h(b

−1) ∈ Γ−h. (1.33)

Proof. If the class of p is non-self-conjugate, let q be an index in I such that (p, q, h) is an
A-type base triple. If the class of p is self-conjugate, set q = −p. If i ∼ h the inclusions
(1.32) are trivial. Assume i � h and consider the matrix c = bThp(α)Thq(β)b−1 where
α, β ∈ R such that αaps + βaqs = 0. Then

c = e+ b∗h(αb
′
p∗ + βb′q∗)− εh(εpαb∗,−p + εqβb∗,−q)b

′
−h,∗.
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As αaps + βaqs = 0 it’s easy to see that

αb̂′p∗ + βb̂q∗ = 0 and εpαb̂∗,−p + εqβb̂∗,−q = 0.

Therefore
c = b∗h(αep∗ + βeq∗)− εh(εpαe∗,−p + εqβe∗,−q)b

′
−h,∗.

In particular cij = δij for all i 6= −q,−p and j 6= p, q. Hence, the matrix c satisfies the
conditions of Lemma 1.3.4 if q = −p or Lemma 1.3.5 if q 6= −p. Therefore ciq ∈ σiq
for all i 6= −p,−q. Put α = −aqs, β = aps and note that ciq = βbih for all i 6= −p,−q.
Therefore apsbih ∈ σih for all i 6= −p,−q.

Now suppose b ∈ Sp(σ). If p ∼ −p, the inclusions (1.33) are trivial. If p � −p,
it is clear that the matrix c is also contained in Sp(σ) and by the lemma 1.3.5 we get
S−q,q(c) ∈ Γ−q. By Corollary 1.1.5 we get

S−q,q(c) ≡ b2
−q,hα

2Sp,−p(b
−1) + b2

−q,hβ
2Sq,−q(b

−1)+

+ b2
−q,−pα

2S−h,h(b
−1) + b2

−q,−qβ
2S−h,h(b

−1)
(1.34)

Now using (1.31) we get

b2
−q,hSp,−p(b

−1) = −εhεpb2
−q,−pS−h,h(b

−1) + (εh + εp)b
2
−q,−pb

′
−h,h (1.35)

b2
−q,hSq,−q(b

−1) = −εhεq b̂2
−q,−qS−h,h(b

−1) + (εh + εq )̂b
2
−q,−qb

′
−h,h. (1.36)

Therefore as 2S−h,h(b
−1) ∈ 2σ−h,h ≤ Γ−h, we get combining (1.34), (1.35) and (1.36)

that

S−q,q(c) ≡ β2S−h,h(b
−1) + α2(εh + εp)b

2
−q,−pb

′
−h,h + β2(εh + εq )̂b

2
−q,−qb

′
−h,h. (1.37)

It’s only left to notice that ±α2b2
−q,−p ± β2b̂2

−q,−q ∈ 2R and therefore we get from (1.37)
that S−q,q(c) ≡ β2S−h,h(b

−1) mod Γ−h. Therefore

a2
psS−h,h(b

−1) = β2S−h,h(b
−1) ∈ Γ−h.

This completes the proof.

In the next two lemmas we use short root elements to extract more transvections. It
turns out to suffice for the proof of Theorem 3.

Lemma 1.4.2. Assume h(ν) ≥ (4, 5). Let H be a subgroup of Sp(2n,R) such that
Ep(ν,R) ≤ H and let (σ,Γ) be the form net of ideals associated with H. Let a be a
matrix in H, Ts,−s(ξ) a long (σ,Γ)-elementary transvection and b the long root element
aTs,−s(ξ)a

−1. Let p be an index in I such that the equivalence class of p ∈ I is non-self-
conjugate. Then for any i ∈ I we have the inclusion

bip ∈ σip. (1.38)

If additionally b ∈ Sp(σ), then S−p,p(b
−1) ∈ Γ−p.
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Proof. By the assumptions of the lemma we can choose an A-type base quintuple
(p, q, h, t, l) containing p. The proof is made by applying Lemma 1.4.1 to the matrix
b and then a modification of Lemma 1.4.1 to the short root element c = bTph(1) ∈ H.
The element c has the difficulty that it is not a long root element but a short one and
thus does not fit Lemma 1.4.1. However it turns out that for our goals it suffices that b
itself is a long root element.

Take take any α and β in R such that α(1+2b̂pp)+β2aqp = 0 and consider the matrix

d = cThp(α)Thq(β)c−1 = e+ c∗h(αc
′
p∗ + βc′q∗)− εh(εpαc∗,−p + εqβc∗,−q)c

′
−h,∗. (1.39)

We will show that d satisfies the conditions of Lemma 1.3.6 and moreover that diq = βbih
for all i 6= −p,−q,−h.

Denote by d̃ the first term c∗h(αc
′
p∗ + βc′q∗) of the right-hand side of the expression in

(1.39). A direct calculation using the formulas (1.30) shows that

d̃ = c∗h(α(ep∗ − bppb′h∗ + εpεhbp,−hb
′
−p,∗) + β(eq∗ − bqpb′h∗ + εpεhbq,−hb

′
−p,∗)) =

= c∗h(α(ep∗ − bppb′h∗ − b̂ppb′h∗ + b̂ppeh∗ + εpεhbp,−he−p,∗)+

+ β(eq∗ − bqpb′h∗ − bqpb′h∗ + bqpeh∗ + εpεhbq,−he−p,∗)) =

= c∗h(−(α(1 + 2b̂pp) + β(2bqp))b
′
h∗+

+ α(ep∗ + b̂ppeh∗ + εpεhbp,−he−p,∗) + β(eq∗ + bqpeh∗ + εpεhbq,−he−p,∗))

= c∗h(α(ep∗ + b̂ppeh∗ + εpεhbp,−he−p,∗) + β(eq∗ + bqpeh∗ + εpεhbq,−he−p,∗)).

This formula shows that d̃ is a matrix all columns of whose except for the ones indexed
by p,−p, q and h are zero and d̃∗q = βc∗h. Symmetrically the last term of d, namely
−εh(εpαc∗,−p+εqβc∗,−q)c′−h,∗ is a matrix all the rows of whose except for the ones indexed
by p,−p,−q,−h are zero. Indeed using Proposition 1.1.1 one gets

−εh(εpαc∗,−p + εqβc∗,−q)c
′
−h,∗ = (pc∗h(αc

′
p∗ + βc′q∗)p)t = −(p d̃ p−1)t,

where p is a product of a permutation matrix swapping the indices i and −i for all i and
a scalar matrix with entries ±1.

Therefore d satisfies the conditions of Lemma 1.3.6 and thus βcih = diq ∈ σiq for all
i 6= p,−p,−q,−h while the inclusion corresponding to i = p is trivial.

We are ready to prove the inclusions bip ∈ σip. Take i � p. Thus i 6= p, q, h, t, l.
Suppose i 6= −p,−q,−h. Using (1.30) we get

σip 3 diq = βcih = (1 + 2b̂pp)(bipb
′
hh − εhεpbi,−hb′−p,h) = (1 + 2b̂pp)(bip + 2bipb̂

′
hh) =

= bip + 2bipb̂
′
hh + 2b̂ppbip + 4b̂ppbipb̂

′
hh. (1.40)

The second and the fourth summands immediately above, namely 2bipb̂
′
hh and 4b̂ppbipb̂

′
hh,

are both multiples of ahsbip which belongs to σip by Lemma 1.4.1 for all i 6= −h,−q.
Thus so does the rest of (1.40), in other words

bip + 2b̂ppbip ∈ σip. (1.41)
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Now recall that ξ is an arbitrary element of the additive subgroup Γs,−s and thus we
can get the inclusion (1.41) with ξ substituted by −ξ. Combining it with the original
inclusion (1.41) we get

2bip ∈ σip.

This inclusion in turn together with (1.41) gives us the required inclusions (1.38) for all
i 6= −p,−q,−h, in particular b−t,p ∈ σ−t,p.

Applying the inclusions (1.38) to the matrix f = T−t,−p(1)aTs,−s(ξ)a
−1T−t,−p(−1)

instead of to b we get
b−t,p + b−p,p = f−t,p ∈ σ−t,p,

and therefore also
b−p,p ∈ σ−p,p.

Finally, the inclusions for i = −h and i = −q are obtained by swapping the indices t, q
and h in all the reasoning above. Therefore the inclusions (1.38) hold for any i ∈ I.

Now assume b ∈ Sp(σ). Then c, d ∈ Sp(σ). By Corollary 1.1.5 we get

Si,−i(c
−1) ≡ b2

ipSh,−h(b
−1) + b2

i,−hS−p,p(b
−1) mod Γi. (1.42)

Next by Lemma 1.4.1 we have

a2
−p,sSh,−h(b

−1) ∈ Γh, a2
hsS−p,p(b

−1) ∈ Γ−p. (1.43)

Combining (1.42) and (1.43) we get

Sq,−q(c
−1) ∈ Γq + b2

qpSh,−h(b
−1) + b2

q,−hS−p,p(b
−1) =

± ξ2a2
qsa

2
−p,sSh,−h(b

−1)± ξ2a2
qsa

2
hsS−p,p(b

−1) ∈ Γq + Γ−q
(1.44)

and using also (1.31) we get

S−h,h(c
−1) ∈ Γ−h + b2

−h,pSh,−h(b
−1) + b2

−h,−hS−p,p(b
−1)

= Γ−h + ((̂b′)2
−h,−hS−p,p(b

−1) + (εh + εp)̂b
′
−h,−hb

′
−p,p)+

(1 + 2b̂−h,−h + b̂−h,−h)
2S−p,p(b

−1) = S−p,p(b
−1) + Γ−p.

(1.45)

Next by Lemma 1.3.6 we have S−q,q(d) ∈ Γ−q and by Corollary 1.1.5 we have

S−q,q(d) ≡ c2
−q,hα

2Sp,−p(c
−1) + c2

−q,hβ
2Sq,−q(c

−1)+

+ c2
−q,−pα

2S−h,h(c
−1) + c2

−q,−qβ
2S−h,h(c

−1) ∈ Γ−q.
(1.46)

Recall that α = 2aqp; therefore

c2
−q,hα

2Sp,−p(c
−1), c2

−q,−pα
2S−h,h(c

−1) ≤ 2σ−p,p ≤ Γ−h. (1.47)

Now by (1.30) we have c−q,h = b−q,p(b
′
hh + b̂′hh) and therefore by (1.44) we have

c2
−q,hβ

2Sq,−q(c
−1) = b2

−q,p(b
′
hh + b̂′hh)

2β2Sq,−q(c
−1) ∈ σ2

−q,pR
2(Γq + Γ−q) ≤ Γ−q. (1.48)
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Again by (1.30) we have c−q,−q = 1 + 2b−q,pb
′
h,−q and therefore by (1.45) we get

c2
−q,−qβ

2S−h,h(c
−1) = (1 + 2b−q,pb

′
h,−q)

2(1 + 2b̂pp)
2S−h,h(c

−1) ≡ S−p,p(b
−1) mod Γ−p.

(1.49)
Combining (1.49), (1.48), (1.47) and (1.46) we get the inclusion

S−p,p(b
−1) ∈ Γ−p.

This completes the proof.

Lemma 1.4.3. Assume h(ν) ≥ (4, 5). Let H be a subgroup in Sp(2n,R) such that
Ep(ν,R) ≤ H and let (σ,Γ) be the form net of ideals associated with H. Let a be a
matrix in H, Ts,−s(ξ) a long (σ,Γ)-elementary transvection and b the long root element
aTs,−s(ξ)a

−1. If p is an index in I such that the equivalence class of p is self-conjugate
then for any index i ∈ I the inclusions

bip ∈ σip (1.50)

hold.

Proof. Fix some h ∈ I such that (p, h) is a C-type base pair. Obviously, for i ∼ p the
inclusions (1.50) are trivial and thus from now on we assume that i � p, in particular
i 6= ±p,±h.

Consider the matrices c = bTph(1)b−1 and

d = cThp(α)Th,−p(β)c−1 = e+ c∗h(αc
′
p∗ + βc′−p,∗)− εh(εpc∗,−pα + εhε−pc∗pβ)c′−h,∗ ∈ H.

Exactly as in Lemma 1.4.2 will show that provided α = −2b−p,p and β = 1 + 2b̂pp the

matrix d satisfies the conditions of Lemma 1.3.4. Denote by d̃ the matrix c∗h(αc
′
p∗ +

βc′−p,∗) in M(2n,R). Using (1.30) we get

d̃ = c∗h(α(ep∗ − bppb′h∗ + εhεpbp,−hb
′
−p,∗) + β(e−p,∗ − b−p,pb′h∗ + εpεhb−p,−hb

′
−p,∗))

= c∗h(α(ep∗ − (1 + b̂pp)b
′
h∗ − b̂ppb̂′h∗ + εpεhbp,−he−p,∗)+

+ β(e−p,∗ − b−p,pb′h∗ − b−p,pb̂′h∗ + εpεhb−p,−he−p,∗))

= c∗h(−(α(1 + 2b̂pp) + β(2b−p,p)) + α(ep∗ + b̂ppeh∗ + εpεhbp,−he−p,∗)+

+ β(e−p,∗ + b−p,peh∗ + εpεhb−p,−he−p,∗))

= c∗h(α(ep∗ + b̂ppeh∗ + εpεhbp,−he−p,∗) + β(e−p,∗ + b−p,peh∗ + εpεhb−p,−he−p,∗)).

Therefore all columns of d̃ except for the ones indexed by ±p and h are zero and
d̃∗,−p = βc∗h. Let d = −εh(εpc∗,−pα + εhε−pc∗pβ)c′−h,∗. By Proposition 1.1.1 we get

d = −(pd̃p−1)t.
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Therefore d is a matrix with all rows zero except for the ones indexed by ±p,−h.
Therefore d = e + d̃ + d satisfies the conditions of Lemma 1.3.4. Thus di,−p ∈ σi,−p for
all i. Thus for i � p we get

σi,−p 3 di,−p = βcih = (1 + 2b̂pp)(bipb
′
hh − εhεpbi,−hb′−p,h) =

= (1 + 2b̂pp)(bip + 2bipb̂
′
hh) = bip + 2bipb̂

′
hh + 2b̂ppbip + 4b̂ppbipb̂

′
hh. (1.51)

The last summand

4b̂ppbipb̂
′
hh = −4apsξa

′
−s,paisξa

′
−s,pahsξa

′
−s,h

lies in σip by Lemma 1.4.1. Thus the rest of (1.51) also lies in this ideal, namely

bip + 2bipb̂
′
hh + 2b̂ppbip ∈ σip. (1.52)

Now recall that ξ is an arbitrary element of Γs,−s. Thus we can make the substitution
ξ 7→ −ξ in (1.52), and subtract the result from (1.52) itself. This operation doubles
the summand with an odd number of multipliers ξ and cancels the ones with an even
number. We get

2bip ∈ σip.

Looking back at (1.52) we also get
bip ∈ σip.

This finishes the proof.

We are ready to prove the main results of this chapter.

Proof of Theorem 3. Pick any matrix a ∈ H and any long long (σ,Γ)-elementary
transvection Ts,−s(ξ). Denote by b the long root element aTs,−s(ξ)a

−1. Pick an index
p ∈ I. If the equivalence class of p is self-conjugate, by Lemma 1.4.3 we get the inclusions
bip ∈ σip for all i ∈ I. If the equivalence class of p is non-self-conjugate, we get the
inclusions bip ∈ σip for all i by Lemma 1.4.2. Therefore b ∈ Sp(σ).

Now if p ∼ −p we obviously have S−p,p(b
−1) ∈ Γ−p. Assume p � −p. By Lemma 1.4.2

we also get the inclusions S−p,p(b
−1) ∈ Γ−p. Therefore b−1 ∈ Sp(σ,Γ) and by Corollary

1.1.3 also b ∈ Sp(σ,Γ). Due to the arbitrary choice of the elementary transvections
Ts,−s(ξ) we can conclude that a ∈ TranspSp(2n,R)(EpL(σ,Γ), Sp(σ,Γ)).

Proof of Theorem 5. Pick any matrix a ∈ H and any short (σ,Γ)-elementary trans-
vection Tsr(ξ). Denote by b the short root element aTsr(ξ)a

−1. Then b ∈ H. Since
1 ∈ Γ−i, because the equivalence class of i is self-conjugate, we get by Theorem 3 that

b−i,−i · 1 · bij ∈ σ−i,j = σij.
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But

b−i,−ibij = (1 + a−i,sξa
′
r,−i − εsεra−i,−rξa′−s,−i)(aisξa′rj − εsεrai,−rξa′−s,j) =

= bij + a−i,sξa
′
r,−iaisξa

′
rj − εsεra−i,sξa′r,−iai,−rξa′−s,j−

− εsεra−i,−rξa′−s,−iaisξa′rj + a−i,−rξa
′
−s,−iai,−rξa

′
−s,j =

= bij − εiεr(ai,−ra′rj)ξ2a−i,sais − εsεr(a−i,sa′−s,j)ξ2a′r,−iai,−r−
− εsεr(a−i,−ra′rj)ξ2a′−s,−iais + εiεs(aisa

′
−s,j)ξ

2a−i,−rai,−r.

Finally by Theorem 1 we know that ai,−ra
′
rj, a−i,sa

′
−s,j, a−i,−ra

′
rj, aisa

′
−s,j are all contained

in σij. Therefore bij is also contained in σij and b ∈ Sp(σ) = Sp(σ,Γ). Therefore
H ≤ TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)).

Now we prove the uniqueness of a form net (σ,Γ) such that

Ep(ν,R) ≤ Ep(σ,Γ) ≤ H ≤ TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)).

Assume there exists an exact form net of ideals (σ′,Γ′) ≥ [ν]R such that Ep(σ′,Γ′) ≤ H,
which doesn’t coincide with the net (σ,Γ) associated with H. Therefore there ex-
ists an index s 6= ±r and an element ξ ∈ σsr \ σ′sr. Clearly, h = Tsr(ξ) ∈ H ≤
TranspSp(2n,R)(Ep(σ′,Γ′), Sp(σ′,Γ′)) and thus we can apply Theorem 4 to the matrix h
and the form net of ideals (σ′,Γ′) and get ξ = hsr · 1 · h′rr ∈ σ′sr. This contradicts the
assumption that ξ /∈ σ′sr.
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2 Sandwich classification in symplectic
groups: general case

In this chapter we continue describing overgroups of elementary block-diagonal sub-
groups in classical symplectic groups. The central result of this chapter is the following
theorem. For a form net of ideals (σ,Γ) denote by EpS(σ,Γ) the subgroup of Ep(2n,R)
generated by all short (σ,Γ)-elementary transvections, i.e.

EpS(σ,Γ) = 〈Tij(ξ) | i 6= ±j, ξ ∈ σij〉 .

Theorem 6. Let ν be a unitary equivalence relation on the index set I such that
h(ν) ≥ (4, 5). Let H be a subgroup of the classical symplectic group Sp(2n,R) over
a commutative ring R. Suppose Ep(ν,R) ≤ H and let (σ,Γ) denote the form net of
ideals associated with H. Then

H ≤ TranspSp(2n,R)(EpS(σ,Γ), Sp(σ,Γ)).

Theorem 6 is the analogue of Theorem 3 for short root elements instead of the long
ones. However the proof of Theorem 6 is noticeably more complicated than that of
Theorem 3. One of the primary technical reasons for this is that the rows (or columns)
of the matrix b− e, where b is a long root element, are linearly dependant, unlike in the
case when b is a short root element. In fact, if a is an arbitrary matrix in Sp(2n,R),
Tsr(ξ) a short symplectic transvection, b the short root element aTsr(ξ)a

−1 and p 6= q ∈ I
then sufficient conditions for the rows (b− e)p∗ and (b− e)q∗ to be linearly dependant is
that the system of equations {

αaps + βaqs = 0
αap,−r + βaq,−r = 0

(2.1)

has a nontrivial solution. It’s easy to see that αbp∗+ βbq∗ = αep∗+ βeq∗ for any solution
(α, β) of the system (2.1). Under the assumption that the system (2.1) has a nonzero
determinant, one can see that a solution of (2.1) can be found in the form of a degree
2 polynomial in the variables aps, aqs, ap,−r and aq,−r. Unfortunately, this is not very
rewarding as it turns out to be very hard to get rid of a quadratic multiplier during the
extraction of transvections. However, if we assume that the entries ap,−r and aq,−r are
zero then the system (2.1) becomes equivalent to the single linear equation αaps+βaqs =
0 which always has a nontrivial solution and thus we can use approximately the same
techniques as in Chapter 1. This brings us to the problem of obtaining zeros in given
positions of the matrix a. This task is particularly easy over a local ground ring. But
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to get from an arbitrary commutative ring to a commutative local ring requires using a
localization method to prove Theorem 6. Theorem 6 together with Theorems 3 and 4
will yield the standard sandwich classification theorem for the classical symplectic group:

Theorem 7. Let ν be a unitary equivalence relation on the index set I such that h(ν) ≥
(4, 5). Let H be a subgroup of Sp(2n,R) such that Ep(ν,R) ≤ H. Then there exists a
unique exact form net of ideals (σ,Γ) ≥ [ν]R such that

Ep(σ,Γ) ≤ H ≤ NSp(2n,R)(Sp(σ,Γ)).

The rest of this chapter is organized in the following way. In Section 2.1 we establish a
convenient setting for our localization proof, and call it the standard setting. Section 2.2
is devoted to extracting transvections using first an element of a small parabolic subgroup
and then a short root element aTsr(ξ)a

−1, a ∈ H, provided that some coefficients of a
are zero. In Section 2.3 we will show that the intersection of an overgroup H of a block-
diagonal subgroup and the principal congruence subgroup of level the Jacobson radical
(in fact, a set of matrices slightly larger than this intersection) is contained in the form
net subgroup of level the net associated with H. This result is used in Section 2.4 to
prove the standard sandwich classification theorem for the classical symplectic group
over a local ring. In Section 2.5 we generalize this result using localization to arbitrary
commutative rings and prove Theorems 6 and 7.

2.1 Standard setting

Let R be a commutative associative unital ring, R′ a subring of R and S a subset of the
intersection R′ ∩ R∗, where R∗ stands for the set of invertible elements of the ring R.
We call the triple (R,R′, S) a standard setting if for any ξ ∈ R there exist an element
x in S such that xξ ∈ R′. Clearly, the canonical ring homomorphism S−1R′ → R is an
isomorphism. Now let (σ′,Γ′) be an exact form net of ideals of rank 2n over R′ such
that [ν]R′ ≤ (σ′,Γ′). For each i, j ∈ I set

σij = {ξ ∈ R | ∃x ∈ S xξ ∈ σ′ij}
Γi = {α ∈ R | ∃x ∈ S x2α ∈ Γ′i}.

We will call the pair (σ,Γ) the S-closure of the form net of ideals (σ′,Γ′) [in R]. We will
show (Proposition 2.1.1) that S-closures of exact form D-nets of ideals are themselves
exact form D-nets of ideals.

Fix a subgroup H of Sp(2n,R). We call a net (σ′,Γ′) over R′ S-associated with the
subgroup H if the following two conditions are fulfilled:

1. Ep(σ′,Γ′) ≤ H

2. For any elementary symplectic transvection Tsr(ξ) contained in H there exists an
element x ∈ S such that x(1+δr,−s)ξ ∈ (σ′,Γ′)sr.
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It is easy to see that a subgroup may have several different S-associated nets, but their
S-closures in R will coincide.

We will introduce now a family of net-like objects. For an arbitrary g ∈ Sp(2n,R) set

σgij = {ξ ∈ R | ∃x ∈ S ∀θ ∈ R′ gTij(xξθ) ∈ H}, i 6= ±j
σgii = R

Γgi = {α ∈ R | ∃x ∈ S ∀θ ∈ R′ gTi,−i(x2θ2α) ∈ H}

σgi,−i =
∑
j 6=±i

σgijσ
g
j,−i + 〈Γgi 〉R ,

(2.2)

where the product σgijσ
g
j,−i denotes the Minkowski product, that is the ideal generated

by all products ξζ, where ξ ∈ σgij and ζ ∈ σgj,−i. In general there is no guarantee that the
objects (σg,Γg), defined in the obvious way from the above data are form nets of ideals.
We will show that in cases of interest to us the objects (σg,Γg) are form nets of ideals
and coincide with the S-closure of any net which is S-associated with the subgroup H.

For the rest of this section we fix a standard setting (R,R′, S), a unitary equivalence
relation ν and a subgroup H of Sp(2n,R).

Proposition 2.1.1. Let (σ′,Γ′) be an exact major form net of ideals over R′ and (σ,Γ)
the S-closure of (σ′,Γ′) in R. Then (σ,Γ) is an exact major form net of ideals over R.
Further, assume that h(ν) ≥ (4, 3) and that (σ′,Γ′) is S-associated with the subgroup H.
Then the form net of ideals (σ,Γ) is coordinate-wise equal to (σe,Γe).

Proof. Clearly σij = R whenever i ∼ j and Γi = R whenever i ∼ −i. We will show first
that for all i, j ∈ I the sets σij and Γi are additive subgroups of R. Let ξ, ζ ∈ (σ,Γ)ij.
By definition, there exist elements x, y in S such that x(1+δj,−i)ξ, y(1+δj,−i)ζ ∈ (σ′,Γ′)ij.
As (σ′,Γ′) is a form net of ideals, it follows that (xy)(1+δj,−i)ξ, (xy)(1+δj,−i)ζ ∈ (σ′,Γ′)ij
and thus also (xy)(1+δj,−i)(ξ + ζ) ∈ (σ′,Γ′)ij. Therefore ξ + ζ ∈ (σ,Γ)ij. The rest of the
properties of (σ,Γ) as an exact form net of ideals can be deduced in the same way from
the corresponding properties of (σ′,Γ′).

Assume h(ν) ≥ (4, 3). It’s obvious that (σe,Γe)ij ≤ (σ,Γ)ij for all possible indices i
and j and thus also that σei,−i ≤ σi,−i for all i ∈ I. The reverse inclusions are obtained in
the following way. Fix some i � j and ξ ∈ (σ,Γ)ij. By definition, there exists an element
x ∈ S such that Tij(x

(1+δi,−j)ξ) ∈ H. Assume first, i 6= −j. Then, as h(ν) ≥ (4, 3), there
exists another index k ∼ j such that k 6= ±j,±i. Then Tjk(θ), Tkj(1) ∈ H for all θ ∈ R′
and therefore

Tij(xθξ) = [[Tij(xξ), Tjk(θ)], Tkj(1)] ∈ H.
Hence, ξ ∈ σeij. If i = −j then there exists another index k ∼ i such that k 6= ±i. As
(σ,Γ) is an exact form net of ideals, it follows by Proposition 1.1.6 that x2ξ ∈ Γ′k,−k.
Thus we get

Ti,−i(−εiεjx2θ2ξ)Tk,−i(x
2θξ) = [Tk,−k(x

2ξ), T−k,−i(θ)] ∈ H.

If k ∼ −i, then Tk,−i(x
2θξ) ∈ H and therefore Ti,−i(−εiεjx2θ2ξ) ∈ H. If k � −i, there

exists another index l ∼ k such that l 6= ±k,±i. By relation (R4)

Tk,−i(−x2θξ) = [Tkl(1), [Tlk(−1), [Tk,−k(x
2ξ), T−k,−i(θ)]]] ∈ H.
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Therefore Ti,−i(−εiεjx2θ2ξ) ∈ H and ξ ∈ Γei . Summing up, (σ,Γ)ij ≤ (σ,Γ)eij for all
i, j ∈ I. As (σ,Γ) is exact, it follows that σi,−i ≤ σei,−i. This completes the proof.

The last proposition allows us to consider the elementary form net subgroup Ep(σ,Γ)
of Sp(2n,R). The following proposition establishes certain properties of the objects
(σg,Γg) which follow directly from its definition and the Steinberg relations. This will
show that (σg,Γg) is “almost a form net of ideals”.

Proposition 2.1.2. Assume h(ν) ≥ (4, 3). Let g be an element of Ep(σ,Γ). If [ν]R ≤
(σg,Γg) coordinate-wise then the following inclusions hold:

1. σgijσ
g
jk ≤ σgik for all i 6= ±j, j 6= ±k

2. Γgiσ
g
−i,k ≤ σgik and σgi,−kΓ

g
−k ≤ σgik for all i, k ∈ I

3. (σgij)
2Γgj ≤ Γgi for all i 6= ±j

4. 2σgijσ
g
j,−i ≤ Γgi for all i 6= ±j,

where products are Minkowski products.

Proof. 1. The first property follows directly from the Steinberg relation (R4). Indeed,
pick any ξ ∈ σij and any ζ ∈ σjk such that i 6= ±j,±k and j 6= ±k. Then there exist
elements xξ, xζ ∈ S such that gTij(xξξ),

gTjk(xζθζ) ∈ H for all θ ∈ R′. By relation (R4)
we get

gTik(xξxζθξζ) = [gTij(xξξ),
gTjk(xζθζ)] ∈ H

for all θ ∈ R′. Therefore ξζ ∈ σgik. The corresponding inclusions for the cases when
i = ±k trivially follow from the definition of (σg,Γg).

2. The second inclusion is trivial when i = ±k for the same reason as above. Assume
i 6= ±k. We will prove the inclusion Γgiσ

g
−i,k ≤ σgik. The other one can be treated

similarly. Pick any α ∈ Γi and ξ ∈ σ−i,k. Then there exist elements xα, xξ ∈ S such that
for any θ ∈ R′ we have

gTi,−i(x
2
αα), gT−i,k(xξθξ) ∈ H.

By relation (R6) it follows that

gTik(x
2
αxξθαξ)

gT−k,k(x
2
αx

2
ξθ

2αξ2) = [gTi,−i(x
2
αα), gT−i,k(xξθξ)] ∈ H. (2.3)

If k ∼ −k then by the definition of Γg−k we get gT−k,k(x
2
αx

2
ξθ

2αξ2) ∈ H. Thus we get
gTik(x

2
αxξθαξ) ∈ H and αξ ∈ σgik. If k � −k then, as h(ν) ≥ (4, 3), there exists another

index l ∼ i such that l 6= ±i,±k. Then there exist elements x1, x2 ∈ S such that
gTli(x1), gTil(x2) ∈ H. By the Steinberg relations (R3) and (R4) together with (2.3) we
get

gTik(x1x2x
2
αxξθαξ) = [gTil(x2), [gTli(x1), gTik(x

2
αxξθαξ)

gT−k,k(x
2
αx

2
ξθ

2αξ2)]] ∈ H

for all θ ∈ R′. It follows that αξ ∈ σgik.
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3. The next series of inclusions is established similarly. Fix some indices i 6= ±j, an
element ξ ∈ σgij and an element α ∈ Γgj . Then there exist elements xξ, xα ∈ S such that

gTi,−j(xξx
2
αθξα) · Ti,−i(x2

ξx
2
αθ

2ξ2α) = [gTij(xξθξ),
gTj,−j(x

2
αα)] ∈ H (2.4)

for all θ ∈ R′. By assertion (2) of the current lemma, the first term of the left-hand side
of (2.4) is contained in H whenever θ is a multiple of some x0 ∈ S. Therefore the second
term of (2.4) is also contained in H for the same values of parameter θ. This shows that
ξ2α ∈ Γgi .

4. Finally, fix an index i 6= ±j, an element ξ ∈ σgij and an element ζ ∈ σgj,−i. Then
there exist xξ, xζ ∈ S such that gTij(xξθξ),

gTj,−i(xζθζ) ∈ H for all θ ∈ R′; in particular
gTij(xξxζθξ),

gTj,−i(xζxξθζ) ∈ H for all θ ∈ R′. By the Steinberg relation (R5) it follows
that

gTi,−i(2x
2
ξx

2
ζθ

2ξζ) ∈ H

for all θ ∈ R′. Hence, ξζ ∈ Γi.

Lemma 2.1.3. Assume h(ν) ≥ (4, 3). Let (σ′,Γ′) be an exact major form net of ideals
over R′, which is S-associated with H. Let (σ,Γ) denote the S-closure of (σ′,Γ′) in R.
Then for every g ∈ Ep(σ,Γ) the coordinate-wise equality

(σ,Γ) = (σg,Γg) (2.5)

holds. In particular, each such (σg,Γg) is an exact major form net of ideals over R.

Proof. We will prove this lemma by induction on the word length L(g) of g in terms of
the generators of Ep(σ,Γ). Proposition 2.1.1 serves as a base of induction, namely it
shows that when L(g) = 0 and g = e we have the equality (σ,Γ) = (σe,Γe).

Before proving the induction step, we will prove a slightly stronger statement. Namely,
assume g ∈ Ep(σ,Γ) such that (σ,Γ) ≤ (σg,Γg). Fix an element Tpq(ζ) ∈ Ep(σ,Γ). We
will show that (σg,Γg) ≤ (σgTpq(ζ),ΓgTpq(ζ)). Note that, as (σ,Γ) ≤ (σg,Γg), it follows
that ζ ∈ (σg,Γg)pq. Fix any ξ ∈ (σg,Γg)sr for some indices s 6= r. Then there exists an
element xξ ∈ S such that for every θ ∈ R′ the inclusion gTsr(x

κ
ξ θ

κξ) ∈ H holds, where
κ = 1 + δs,−r. For any x ∈ S we have the equality

gTpq(ζ)Tsr(x
κθκξ) = g[Tpq(ζ), Tsr(x

κθκξ)] · gTsr(xκθκξ). (2.6)

Below we will construct an element x0 such that after the substitution x = x0 the
right-hand side of (2.6) is contained in H for all θ ∈ R′. It will follow that ξ ∈
(σgTpq(ζ),ΓgTpq(ζ))sr.

Clearly the second term of the right-hand side of (2.6) is contained in H whenever x
is a multiple of xξ. The first term, which we will denote by h = h(θ), requires a more
detailed investigation. First, assume that the transvections Tsr(∗) and Tpq(∗) commute.
In this case, h = e and thus we can put x0 = xξ. Assume that h 6= e. The following six
alternatives exhaust all possibilities:

(1) s 6= ±r, p 6= ±q and one of the following holds
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(i) s = q, r 6= ±p
(ii) r = −q, s 6= ±p
(iii) s = −p, r 6= ±q
(iv) −r = −p, s 6= ±q.

Then h is a single short transvection. We will prove only the case (i). The other ones
can be treated similarly. By the Steinberg relation (R4), h = gTpr(xθζξ). Recall
that

[ν]R ≤ (σ,Γ) ≤ (σg,Γg).

By Proposition 2.1.2 we get ζξ ∈ σgpr. Therefore there exists an element xζ ∈ S such
that h is contained in H whenever x is a multiple of xζ . Put x0 = xξxζ .

(2) p 6= ±q, s 6= ±r and one of the following holds:

(i) s = q, r = −p
(ii) s = −p, r = q

(iii) s = p, r = −q
(iv) s = −q, r = p.

In this case we can compute h using the Steinberg relation (R5). Again, we will
prove only the case (i). As ζ ∈ σgpq, there exists an element xζ ∈ S such that
gTpq(xζζ) ∈ H. Then h ∈ H for all θ ∈ R′ and x0 = xξxζ . Indeed,

h = [gTpq(ζ), gTq,−p(xζxξθξ)] = gTp,−p(2ζxζxξθξ) = [gTpq(ζxζ),
gTq,−p(xξθξ)] ∈ H

for every θ ∈ R′ due to the choice of xξ and xζ .

(3) q = −p, s 6= ±r and either s = −p or r = p. In both cases h is a product of a
long and a short symplectic elementary transvection. We will consider only the first
option. By relation (EU6),

h = [gTp,−p(ζ), gT−p,r(xθξ)] = gTpr(xθξζ)gT−r,r(±x2θ2ξ2ζ). (2.7)

By Proposition 2.1.2 it follows that ξζ ∈ Γgpσ−p,r ≤ σgpr and ξ2ζ ∈ (σg−p,r)
2Γgp ≤ Γg−r.

Therefore there exist elements xξζ , xξ2ζ ∈ S such that the first term of the right-
hand side of (2.7) belongs to H whenever x is a multiple of xξζ and the second term
whenever x is a multiple of xξ2ζ . Put x0 = xξxξζxξ2ζ .

(4) p 6= ±q, r = −s and either s = q or s = −p. Then h is a product a long and a short
transvection. We prove only the first option, s = q. By the Steinberg relations (R1)
and (R6) we have

h = [gTpq(ζ), gTq,−q(x
2θ2ξ)] = gTp,−q(±x2θ2ξζ)gTp,−p(±x2θ2ζ2ξ). (2.8)

As before, by Proposition 2.1.2 we have ξζ ∈ σgpqΓgq ≤ σgp,−q and ζ2ξ ∈ (σgpq)
2Γgq ≤ Γgp.

Therefore there exist elements xξζ , xζ2ξ ∈ S such that the right-hand side of (2.8) is
contained in H whenever x is a multiple of xξζxζ2ξ. Put x0 = xξxξζxζ2ξ.
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(5) Either s = q, r = p or s = −p, r = −q. Without loss of generality we can assume
the former. In this case, we can’t apply any of the Steinberg relations directly, but
we can first decompose Tsr(∗) as a product of transvections for which we know the
commutators with Tpq(∗). As h(ν) ≥ (4, 3) there exists either another index h ∼ p
such that h 6= ±p,±q, or p ∼ −p. In the first case,

gTpq(ζ)Tqp(xθξ) = gTpq(ζ)[Tqh(yθξ), Thp(z)]

= g[[Tpq(ζ), Tqh(yθξ)]Tqh(yθξ), [Tpq(ζ), Thp(z)]Thp(z)]

= [gTph(yθζξ) · gTqh(yθξ), gThq(−zζ) · gThp(z)]

(2.9)

whenever x = yz. Observe that ξ ∈ σgqp ≤ σgqpR = σgqpσ
g
ph ≤ σgqh, ξζ ∈ σgpqσ

g
qh ≤ σgph,

ζ ∈ σgpq ≤ Rσgpq = σghpσ
g
pq ≤ σghq and 1 ∈ σghp. Thus we can choose y and z in S such

that all four terms of the right-hand side of (2.9) are contained in H for all θ ∈ R′.
Then we can put x0 = yzxξ.

If the equivalence class of p equals {±p,±q} then we can decompose Tsr(∗) in a
different way, using long transvections. Namely,

gTpq(ζ)Tqp(xθξ) = gTpq(ζ)
(
[Tq,−q(y

2), T−q,p(zθξ)]T−p,p(±z2θ2ξ2y)
)

=

= g
(
[Tp,−q(ζy

2)Tp,−p(±ζ2y2)Tq,−q(y
2),

T−q,q(−2ζzθξ)T−q,p(zθξ)]Tq,−p(±ζz2θ2ξ2y2)

Tq,−q(±ζ2z2θ2ξ2y2)T−p,p(±z2θ2ξ2y2)
)
,

(2.10)

whenever x = y2z. Using the previous cases, we can choose y and z such that the
right-hand side of (2.10) is contained in H for all θ ∈ R′. Put x0 = y2z.

(6) q = s = −p, r = p. Then there exists an index h ∼ p such that h 6= ±p. Then

gTp,−p(ζ)T−p,p(x
2θ2ξ) = gTp,−p(ζ)

(
[T−h,h(y

2θ2ξ), Th,p(±z)]×
T−h,p(±y2zθ2ξ)

)
= gT−h,−p(y

2zθ2ζξ) · gT−h,h(y4z2θ2ξ2ζ)·
gT−h,p(±y2zθ2ξ),

(2.11)

whenever x = y2z. Observe that

ξ ∈ Γg−p ≤ RΓg−p = σg−h,−pΓ
g
−p ≤ σg−h,p

ξζ ∈ σg−h,pΓ
g
p ≤ σg−h,−p

ξ2ζ ∈ (σg−h,p)
2 Γgp ≤ Γg−h.

Hence we can choose elements y and z in S such that every term of the right-hand
side of (2.11) is contained in H for all θ ∈ R′. Put x0 = y2z.

The alternatives above are exhaustive. Therefore (σg,Γg)sr ≤ (σgTpq(ζ),ΓgTpq(ζ))sr for

all s 6= r ∈ I. The inclusions σ
gTpq(ζ)
ii ≤ σgii and σ

gTpq(ζ)
i,−i ≤ σgi,−i follow easily from
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the definition of (σg,Γg). Therefore we have proved that (σg,Γg) ≤ (σgTpq(ζ),ΓgTpq(ζ))
coordinate-wise, whenever (σ,Γ) ≤ (σg,Γg).

The induction step looks as follows. Assume that for all elements g ∈ Ep(σ,Γ) such
that L(g) ≤ L0, the equality (2.5) holds. Let Tpq(ζ) be an elementary transvection in
Ep(σ,Γ) such that L(g · Tpq(ζ)) = L0 + 1. Then, as we have proved above, (σg,Γg) ≤
(σgTpq(ζ),ΓgTpq(ζ)), in particular (σ,Γ) ≤ (σgTpq(ζ),ΓgTpq(ζ)). For the same reason

(σgTpq(ζ),ΓgTpq(ζ)) ≤ (σgTpq(ζ)Tpq(−ζ),ΓgTpq(ζ)Tpq(−ζ)) = (σg,Γg).

Summing up, by induction we get the required equality (2.5) for all g ∈ Ep(σ,Γ).

We will also use the lemma above in the form of the following obvious corollary. It
represents the concept of a common denominator for a finite family of fractions.

Corollary 2.1.4. Assume h(ν) ≥ (4, 3). Let (σ′,Γ′) be an exact major form net of
ideals which is S-associated with the subgroup H and let (σ,Γ) be the S-closure of (σ,Γ)
in R. Then for any finite family {Tsi,ri(ξi)}i∈L of (σ,Γ)-elementary transvections and
any finite family {gi}i∈K of elements of Ep(σ,Γ) there exists an element x ∈ S such that

giTsj ,rj((xθ)
(1+δsj ,−rj )ξj) ∈ H

for all i ∈ K, j ∈ J and θ ∈ R′.

2.2 Extraction of transvections

In this section we perform the extraction of transvections first using matrices in small
parabolic subgroups and then using short root elements. The results of this section
directly correspond to and follow the general lines of the results of Sections 1.3 and 1.4.

Throughout this section we fix a standard setting (R,R′, S), a unitary equivalence
relation ν, a subgroup H of Sp(2n,R) and an exact major form net of ideals (σ′,Γ′)
which is S-associated with H. We let (σ,Γ) denote the S-closure of (σ′,Γ′) in R.

Extraction of transvections in parabolic subgroups

Lemma 2.2.1. Let a be a matrix in Sp(2n,R) such that for some index p ∈ I the
following conditions hold:

1. app = a−p,−p = 1

2. aij = δij whenever i 6= −p and j 6= p.

Then

a =

( ∏
1≤j 6=±p≤n

T−p,j(a−p,j)T−p,−j(a−p,−j)

)
T−p,p(S−p,p(a)). (2.12)

Further, suppose h(ν) ≥ (4, 3) and there exists an element g ∈ Ep(σ,Γ) such that ga ∈ H.
Then a ∈ Ep(σ,Γ).
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Proof. The decomposition (2.12) can be checked by a straightforward calculation. Let
j 6= ±p. If j ∼ −p then the inclusion a−p,j ∈ σ−p,j is trivial as ν is major. From now on,
assume j � −p. As h(ν) ≥ (4, 3), we can choose an index k ∼ j such that k 6= ±j,±p.
Choose using Corollary 2.1.4 an element x1 ∈ S such that gTjk(x1) ∈ H. Then

X = g(T−p,k(a−p,jx1)T−p,−j(±a−p,−kx1)) = g[a, Tjk(x1)] ∈ H.

If the equivalence class of j is non-self-conjugate then either j ∼ p or there exists another
index h ∼ j such that h 6= ±k,±j,±p. In the former case, ±a−p,−kx1 ∈ σg−p,−j = R and
by Corollary 2.1.4 the element x1 can be chosen such that gT−p,−j(±a−p,−kx1)) ∈ H and
thus also gT−p,k(a−p,jx1) ∈ H. It follows that a−p,j ∈ σg−p,k = σg−p,j. In the latter case
choose using Corollary 2.1.4 an element x2 ∈ S such that gTkh(x2), gThk(x2θ) ∈ H for
any θ ∈ R′. Then for the same θ we get

T−p,j(x1x
2
2θa−p,j) = [[X,Tkh(x2)], Thk(x2θ)] ∈ H.

If the equivalent class of j is self-conjugate, it contains at least the elements ±j,±k.
Pick an element x2 ∈ S such that gTk,−j(x2), gT−j,k(x2), gTkj(x2θ) ∈ H for all θ ∈ R′.
Then

gT−p,j(x1x
3
2θa−p,j) = [[[X, gTk,−j(x2)], gT−j,k(x2)], gTkj(x2θ)] ∈ H.

Therefore a−p,j ∈ σg−p,j and by Lemma 2.1.3 a−p,j ∈ σ−p,j for all j 6= ±p.
In order to prove that a ∈ EU(σ,Γ) it only remains to show that T−p,p(S−p,p(a)) ∈

Ep(σ,Γ). If −p ∼ p then Γ−p = R and the inclusion T−p,p(S−p,p(a)) ∈ Ep(σ,Γ) is trivial.
Assume p � −p. Set

g1 = g
∏

j>0,j 6=±p

T−p,j(a−p,j)T−p,−j(a−p,−j).

Then g1T−p,p(S−p,p(a))g−1 = ga ∈ H and g1, g
−1 ∈ EU(σ,Γ). As p � −p, we can choose

two more indices q and t such that (p, q, t) is an A-type base triple. Pick an element
y1 ∈ S such that gTpq(yθ),

g1Tpq(yθ) ∈ H for all θ ∈ R′ whenever y is a multiple of y1.
By the Steinberg relation (R6) we have

g1T−p,q(yθS−p,p(a)) · g1T−q,q(−εpεqy2θ2S−p,p(a)) · g1Tpq(yθ)
= g1 [T−p,p(S−p,p(a)), Tpq(yθ)] · g1Tpq(yθ)

=
(
g1T−p,p(S−p,p(a))g−1

) (
gTpq(yθ)g

−1
) (
gT−p,p(−S−p,p(a))g−1

1

)
.

(2.13)

The right-hand side of (2.13) as well as the third term of the left-hand side of (2.13) is
contained in H whenever y is a multiple of y1 in S. Therefore

g1T−p,q(yθS−p,p(a)) · g1T−q,q(−εpεqy2θ2S−p,p(a)) ∈ H (2.14)

for all θ ∈ S whenever y is a multiple of y1. Pick y2 ∈ S such that g1T−p,−t(y2),
g1T−t,−p(y2) ∈ H. We get

g1T−p,q(yy
2
2θS−p,p(a)) = [g1T−p,−t(y2), [g1T−t,−p(y2), g1T−p,q(yθS−p,p(a))·

g1T−q,q(−εpεqy2θ2S−p,p(a))]]
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and thus by the choice of y2 together with (2.14) we get that g1T−p,q(yθS−p,p(a)) ∈ H
for all θ ∈ R′ whenever y is a multiple of y1y

2
2. Combining this result again with (2.14)

we get that g1T−q,q(−εpεqy2θ2S−p,p(a)) ∈ H for all θ ∈ S whenever y is a multiple of
y1y

2
2. Thus, S−p,p(a) ∈ Γ−q and by Proposition 1.1.6 S−p,p(a) ∈ Γ−p. This completes the

proof.

Lemma 2.2.2. Assume h(ν) ≥ (4, 3). Let (p, q) be an A-type base pair and let a be
an element of Sp(2n,R) such that a∗p = e∗p or a−p,∗ = e−p,∗. Assume that there exist
elements g1, g2 ∈ Ep(σ,Γ) such that g1ag2 ∈ H. Then the inclusion aqj ∈ σqj holds for
each j 6= −p. If additionally a ∈ Sp(σ) then also Sq,−q(a) ∈ Γq.

Proof. As a is symplectic it’s easy to see that the conditions of the lemma provide the
equalities a∗p = a′∗p = e∗p and a−p,∗ = a′−p,∗ = e−p,∗. Choose via Corollary 2.1.4 an

element x ∈ S such that g−1
2 Tpq(x) ∈ H and consider the matrix

b = a−1Tpq(x)a = e+ a′∗pxaq∗ − εpεqa′∗,−qxa−p,∗
= e+ e∗pxaq∗ − εpεqa′∗,−qxe−p,∗.

It’s easy to see that bij = δij whenever i 6= p and j 6= −p, that bpp = b−p,−p = 1 and that

g1b = (g1ag2)(g−1
2 Tpq(x)g2)(g−1

2 a−1g−1
1 ) ∈ H.

Therefore by Lemma 2.2.1 the inclusion bpj ∈ σpj holds for each j 6= ±p. Note that
bpj = xaqj whenever j 6= ±p. Therefore aqj ∈ σqj for all j 6= −p. By Lemma 2.2.2 we
also get the inclusion Sp,−p(b) ∈ Γq. Assume a ∈ Sp(σ). By the corollary 1.1.5 we have

Sp,−p(b) ≡ a′ 2ppx
2Sq,−q(a) + a′ 2p,−qx

2S−p,p(a) mod Γmin
p .

Recall that a−p,∗ = e−p,∗. Thus S−p,p(a) = 0. Further a′pp = 1, and therefore Sp,−p(b) ≡
Sq,−q(a) mod Γp. Hence, Sq,−q(a) ∈ Γq.

Lemma 2.2.3. Assume h(ν) ≥ (4, 4). Let (p, q) be an A-type base pair and a be an
element of Sp(2n,R) such that aij = δij whenever i 6= −p,−q and j 6= p, q. Assume that
there exists an element g ∈ Ep(σ,Γ) such that ga ∈ H. Then the inclusion akp ∈ σkp
holds for each k 6= −p,−q. If additionally a ∈ Sp(σ) then also S−p,p(a) ∈ Γ−p.

Proof. Fix any k � p. As h(ν) ≥ (4, 4), there exists an index h ∼ k such that h 6=
±k,±p,±q. Pick using Corollary 2.1.4 an element x ∈ S such that gThk(x) ∈ H and
consider the matrix

b = a−1Thk(x)a = e+ a′∗hxak∗ − εhεka′∗,−kxa−h,∗.

It is easy to see that bhp = xakp and gb ∈ H. Further, there exists an index l ∼ k such
that l 6= ±h,−p and b∗l = e∗l. Indeed, if k ∼ −k, one can simply take l = −k. If the
class of k is non-self-conjugate then such l exists due to the condition h(ν) ≥ (4, 4) (l
can be equal to −q if −q ∼ k). Therefore, by Lemma 2.2.2 we get xakp ∈ σhp = σkp.
Thus akp ∈ σkp.
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Assume a ∈ Sp(σ). If the equivalence class of p is self-conjugate, clearly S−p,p(a) ∈
R = Γ−p. If the equivalence class of p is non-self-conjugate then, as h(ν) ≥ (4, 4), there
exists an index t ∼ p such that (p, q, t) is an A-type base triple. Consider the matrix

c = T−p,−t(−a−p,−t)T−q,−t(a−q,−t)a.

As t ∼ p ∼ q it follows that c ∈ Sp(σ). Note that a−t,−t = 1, hence c∗,−t = e∗,−t and

gT−q,−t(a−q,−t)T−p,−t(a−p,−t)cg
−1 ∈ H.

By Lemma 2.2.2 it follows that S−p,p(c) ∈ Γ−p. Finally, by Corollary 1.1.4 we have

S−p,p(c) ≡ S−p,p(a) + a2
−p,−tS−t,t(a) mod Γ−p

and as S−t,t(a) = 0 we get S−p,p(a) ∈ Γ−p.

Lemma 2.2.4. Assume h(ν) ≥ (4, 4). Let p be an index in I with self-conjugate equiv-
alence class and let a be an element of Sp(2n,R) such that aij = δij whenever i 6= ±p
and j 6= ±p. If there exists an element g ∈ Ep(σ,Γ) such that ga ∈ H, then akp ∈ σkp
for all k ∈ I.

Proof. If k ∼ p the inclusion akp ∈ σkp is trivial. Assume k � p, in particular k 6= ±p.
As h(ν) ≥ (4, 4), there exists another index h ∼ k such that h 6= ±k ± p. Pick using
Corollary 2.1.4 an element x ∈ S such that gThk(x) ∈ H and consider the matrix

b = a−1Thk(x)a = e+ a′∗hmak∗ − εhεka′∗,−kma−h,∗.

We will show that it satisfies the conditions of Lemma 2.2.2. Indeed, by choice of x
the inclusion gb ∈ H holds. Pick an index q such that (p, q) is a C-type base pair. It
is easy to see that q � ±k. Clearly b∗q = e∗q. Applying Lemma 2.2.2 to the matrix
a, the elementary transvection Thk(x) and the pair (−p, q), we get b−p,j ∈ σ−p,j for
all j 6= −q. Thus b−p,−h ∈ σ−p,−h = σkp and it is only left to notice that b−p,−h =
−εhεka′−p,−kxa−h,−h = ±xakp. Therefore akp ∈ σkp for all k ∈ I.

Extraction of transvections using short root elements

Lemma 2.2.5. Assume h(ν) ≥ (4, 4). Let (p, q, h) be an A-type base triple, a an element
of Sp(2n,R) and Tsr(ξ) a short elementary transvection. Let b denote the short root
element aTsr(ξ)a

−1. Suppose that ap,−r = aq,−r = 0. Assume that there exist elements

g1, g2 ∈ Ep(σ,Γ) such that g1ag2 ∈ H and g−1
2 Tsr(ξ) ∈ H. Then apsbih ∈ σih for all

i 6= −p,−q. If additionally a ∈ Sp(σ) then also a2
psS−h,h(b

−1) ∈ Γ−h.

Proof. It is easy to see that g1b ∈ H. Indeed

g1b = (g1ag2)(g−1
2 Tsr(ξ)g2)(g−1

2 a−1g−1
1 ) ∈ H.

42



Using Corollary 2.1.4 pick an element x ∈ S such that g1Thp(−aqsx), g1Thq(apsx) ∈ H.
Set α = −aqsx and β = apsx. Clearly, αaps + βaqs = 0. Consider the matrix

c = bThp(α)Thq(β)b−1 = e+ b∗h(αb
′
p∗ + βb′q∗)− εh(εpαb∗,−p + εqβb∗,−q)b

′
−h,∗. (2.15)

Obviously, g1c ∈ H and by the conditions that ap,−r = aq,−r = 0 and αaps + βaqs = 0 it
easily follows that (αb′p∗ + βb′q∗) = (αep∗ + βeq∗) and (εpαb∗,−p + εqβb∗,−q) = (εpαe∗,−p +
εqβe∗,−q). Thus we can rewrite (2.15) as follows

c = e+ b∗h(αep∗ + βeq∗)− εh(εpαe∗,−p + εqβe∗,−q)b
′
−h,∗.

In particular, cij = δij whenever i 6= −p,−q and j 6= p, q. Applying Lemma 2.2.3 to the
matrix c we get the inclusion ciq ∈ σiq for all i 6= −p,−q. Notice that ciq = βbih = xapsbih
for i 6= −p,−q. This completes the proof of the first part of the lemma.

Assume a ∈ Sp(σ). It follows that b, c ∈ Sp(σ). Therefore by Lemma 2.2.3 we get the
inclusion S−q,q(c) ∈ Γ−q. By Corollary 1.1.5 we have

S−q,q(c) ≡ b2
−q,hx

2(a2
qsSp,−p(b

−1) + a2
psSq,−q(b

−1))

+ (b2
−q,−pa

2
qs + b2

−q,−qa
2
ps)x

2S−h,h(b
−1) ∈ Γ−q.

(2.16)

As S−h,h(b
−1) ∈ σ−q,q and 2σ−q,q ≤ Γi it follows that

(b2
−q,−pa

2
qs + b2

−q,−qa
2
ps)x

2S−h,h(b
−1) ≡

(b−q,−paqs + b−q,−qaps)
2x2S−h,h(b

−1) mod Γ−q.
(2.17)

A straightforward calculation shows that b−q,−paqs+b−q,−qaps ∈ aps+2R, which together
with (2.17) yields

(b2
−q,−pa

2
qs + b2

−q,−qa
2
ps)x

2S−h,h(b
−1) ≡ a2

psx
2S−h,h(b

−1) mod Γ−q. (2.18)

As ap,−r = aq,−r = 0, we have

b′pj = δpj − apsξa′rj
b′qj = δqj − aqsξa′rj.

In particular, b′p,−p = b′q,−q = b′p,−q = b′q,−p = 0. Therefore

a2
qsSp,−p(b

−1) = −εp
∑

j>0,j 6=±p,±q

a2
qsb
′
pjb
′
p,−j = −εp

∑
j>0,j 6=±p,±q

a2
qsa

2
psξ

2a′rja
′
r,−j

= εpεqa
2
psSq,−q(b

−1)

and thus
b2
−q,hx

2(a2
qsSp,−p(b

−1) + a2
psSq,−q(b

−1)) ∈ 2σ−q,q ≤ Γ−q. (2.19)

Combining (2.16), (2.17), (2.18) and (2.19) we get the inclusion a2
psx

2S−h,h(b
−1) ∈ Γ−h.

By the property (Γ2) of a form net of ideals it follows that a2
psS−h,h(b

−1) ∈ Γ−h.
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Lemma 2.2.6. Assume h(ν) ≥ (4, 4). Let (p, q) be a C-type base pair, a an element
of Sp(2n,R) and Ts,−s(ξ) a long elementary transvection. Let b denote the long root
element aTs,−s(ξ)a

−1. If there exist elements g1, g2 ∈ Ep(σ,Γ) such that g1ag2 ∈ H and
g−1
2 Ts,−s(ξ) ∈ H, then apsbih ∈ σih for all i ∈ I.

Proof. Clearly g1b ∈ H. Indeed

g1b = g1aTs,−s(ξ)a
−1g−1

1 = (g1ag2)(g
−1
2 Ts,−s(ξ))(g

−1
2 a−1g−1

1 )

and each term in brackets is contained in H. Pick x ∈ S such that g1Thp(−a−p,sx),
g1Th,−p(apsx) ∈ H. Set α = −a−p,sx and β = apsx. Clearly apsα + a−p,sβ = 0. It easily
follows that b′p∗α+b′−p,∗β = ep∗α+e−p,∗β and (εpαb∗,−p+ε−pβb∗p) = (εpαe∗,−p+ε−pβe∗p).
Consider the matrix

c = bThp(α)Th,−p(β)b−1 = e+ b∗h(b
′
p∗α + b−p,∗β)− εh(εpαb∗,−p + ε−pβb∗p)b

′
−h,∗

= e+ b∗h(ep∗α + e−p,∗β)− εh(εpαe∗,−p + ε−pβe∗p)b
′
−h,∗.

It is easy to see that cij = δij whenever i 6= ±p and j 6= ±p. By Lemma 2.2.4 it follows
that ci,−p ∈ σip for all i ∈ I. It’s only left to notice that ci,−p = βbih = xapsbih whenever
i 6= ±p. Hence apsbih ∈ σih for all i ∈ I.

2.3 At the level of the Jacobson radical

Let J = Rad(R) be the Jacobson radical of the ground ring R and Sp(2n,R, J) be
the principal congruence subgroup of Sp(2n,R) of level J , i.e. the subgroup {g ∈
Sp(2n,R) | gij ≡ δij mod J for all i, j ∈ I}. In this section we will focus on the extrac-
tion of transvections using matrices having a submatrix which looks like a submatrix
of an element of Sp(2n,R, J). By definition, every element x of the Jacobson radical
J is quasi-regular, i.e. 1 + xy ∈ R∗ for all y ∈ R, in particular 1 + x ∈ R∗. It follows
that R∗ + J ≤ R∗. Indeed, let x be invertible and y ∈ J then, as y is quasi-regular,
1 + x−1y ∈ R∗. Therefore, and x+ y = x(1 + x−1y) is a unit since it is a product of two
units. We will use this property without reference.

Throughout this section we fix a standard setting (R,R′, S), a unitary equivalence
relation ν, a subgroup H of Sp(2n,R) which contains Ep(ν,R′) and an exact major
form net of ideals (σ′,Γ′) which is S-associated with H. Let J denote the Jacobson
radical of the ring R and let (σ,Γ) denote the S-closure in R of the form net of ideals
(σ′,Γ′).

Lemma 2.3.1. Assume h(ν) ≥ (4, 4). Let (p, q, h, t, l) be an A-type base quintuple and
a an element of Sp(2n,R) such that a−p,−t = a−h,−t = a−l,−t = apq = ahq = 0, a−p,qa

′
t,−p,

a−h,qa
′
t,−h ∈ J and aqq ∈ R∗. If there exist elements g1 and g2 in Ep(σ,Γ) such that

g1ag2 ∈ H then ap,−t ∈ σp,−t.
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Proof. Pick using Corollary 2.1.4 an element x ∈ S such that g
−1
2 Tqt(x) ∈ H and consider

the matrix b = aTqt(x)a−1. By choice of the parameter x we have

g1b = (g1ag2)(g−1
2 Tqt(x)g2)(g−1

2 a−1a−1
1 ) ∈ H.

Pick using Corollary 2.1.4 another element y ∈ S such that g1T−p,−h(y) ∈ H and consider
the matrix c = bT−p,−h(y)b−1. Clearly, g1c ∈ H for the same reason as above. We are
going to apply Lemma 2.2.5 to the matrix b, the short elementary transvection T−p,−h(y)
and the A-type base triple (−p,−l,−h). In order to do this we have to show first that
b−p,h = b−l,h = 0. Indeed, by the assumptions of this lemma a′th = εtεha−h,−t = 0 and
a−p,−t = a−l,−t = 0. Thus

b−p,h = a−p,qxa
′
th − εqεta−p,−txa′−q,h = 0

b−l,h = a−l,qxa
′
th − εqεta−l,−txa′−q,h = 0.

As a−p,qa
′
t,−p ∈ J , it follows that

b−p,−p = 1 + a−p,qxa
′
t,−p − εqεta−p,−txa′−q,−p

= 1 + a−p,qxa
′
t,−p ∈ 1 + J ≤ R∗.

Therefore by Lemma 2.2.5 we get the inclusions b−p,−pci,−h ∈ σi,−h and, as b−p,−p is
invertible, also ci,−h ∈ σi,−h for all i 6= p, l. In particular,

bq,−pyb
′
−h,−h − εpεhbqhyb′p,−h = cq,−h ∈ σq,−h. (2.20)

Recall that a−h,qa
′
t,−h ∈ J Therefore

b′−h,−h = 1− a−h,qxa′t,−h + εqεta−h,−txa
′
−q,−h = 1− a−h,qxa′t,−h ∈ 1 + J ≤ R∗. (2.21)

Observe that
b′p,−h = −apqxa′t,−h + εqεtap,−txa

′
−q,−h = 0. (2.22)

Substituting (2.21) and (2.22) into (2.20) we get the inclusion bq,−p ∈ σq,−h = σq,−p.
Finally, recall that aqq ∈ R∗ and a′−q,−p = εqεpapq = 0. Therefore

aqqxa
′
t,−p = aqqxa

′
t,−p − εqεtaq,−txa′−q,−p = bq,−p ∈ σq,−p.

Thus a′t,−p ∈ σq,−p. It only remains to notice that

ap,−t = −εpεta′t,−p ∈ σq,−p = σp,−t.

Lemma 2.3.2. Assume h(ν) ≥ (4, 4). Let (p, q, h, t, l) be an A-type base quintuple and
a an element of Sp(2n,R) such that at least one of the following three conditions holds:

1. The entries a−p,−t, a−h,−t, apq, ahq, a−p,qa
′
t,−p and a−h,qa

′
t,−h are contained in the Ja-

cobson radical and the entries app, aqq and a−t,−t are invertible.
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2. The rows ap∗, aq∗, ah∗ and the column a∗,−t coincide modulo the Jacobson radical
with the corresponding rows and columns of the identity matrix.

3. The rows a−t,∗, a−h,∗, a−p,∗ and columns a∗p and a∗q coincide modulo the Jacobson
radical with the corresponding rows and columns of the identity matrix.

If there exist g1, g2 ∈ Ep(σ,Γ) such that g1ag2 ∈ H then ap,−t ∈ σp,−t.

Proof. Note that the first condition in the statement of this lemma trivially follows from
any of the others. Consider the matrix

b = aTpq(−a−1
pp apq).

By the assumption that the entry apq is contained in the Jacobson radical b ≡ a mod J .
Clearly, bpq = 0, bp,−t = ap,−t and bqq, b−t,−t ∈ R∗. Further, consider the matrix

c = Thq(−bhqb−1
qq )T−p,−t(−b−p,−tb−1

−t,−t)T−h,−t(−b−h,−tb−1
−t,−t)T−l,−t(−b−l,−tb−1

−t,−t)b.

As b ≡ a mod J , we have bhq, b−p,−t and b−h,−t in the Jacobson radical. Therefore
ci∗ ≡ ai∗ mod J whenever i 6= t,−l (and also c′∗j ≡ a′∗j mod J whenever j 6= l,−t).
In particular c−p,qc

′
t,−p, c−h,qc

′
t,−h ∈ J and cqq ∈ R∗. It is easy to see that cpq = chq =

c−p,−t = c−h,−t = c−l,−t = 0. Finally, g3cg4 ∈ H, where

g3 = g1

(
Thq(−bhqb−1

qq )T−p,−t(−b−p,−tb−1
−t,−t)×

T−q,−t(−b−q,−tb−1
−t,−t)T−l,−t(−b−l,−tb−1

−t,−t)
)−1

,

g4 = Tpq(a
−1
pp apq)g2.

Clearly, g3 and g4 are contained in Ep(σ,Γ). Therefore, c satisfies the conditions of
Lemma 2.3.1 and it follows that cp,−t ∈ σp,−t. It’s only left to notice that cp,−t = ap,−t.

Lemma 2.3.3. Assume h(ν) ≥ (4, 4). Let (p, q, h, t) be an A-type base quadruple and a
an element of Sp(2n,R) such that ap,−h, aq,−h, at,−h ∈ σp,−p∩J , a−h,p ∈ σ−h,p∩J . Suppose
aqp ∈ J and app, a−h,−h ∈ R∗ and suppose that there exists an element g ∈ Ep(σ,Γ)
such that ga ∈ H. Then aip ∈ σip for all i ∈ I. If additionally a ∈ Sp(σ) then also
S−h,h(a

−1) ∈ Γ−h.

Proof. Consider the matrix
b = T−h,p(−a−h,pa−1

pp )a.

As a−h,p ∈ J it follows that b ≡ a mod J . Additionally bp,−h, bq,−h and bt,−h are con-
tained in σp,−p and b−h,p = 0. Consider the matrix

c = Tp,−h(−bp,−hb−1
−h,−h)Tq,−h(−bq,−hb

−1
−h,−h)Tt,−h(−bt,−hb

−1
−h,−h)b.

Again, c ≡ a mod J , in particular cpp, c−h,−h ∈ R∗. As c is a symplectic matrix, it also
follows that c′−p,h = 0 and c′hh ∈ R∗. It’s easy to see that cp,−h = cq,−h = ct,−h = c−h,p = 0.
Finally, gg1cg

−1 is contained in H, where

g1 =
(
Tp,−h(−b−1

−h,−hbp,−h)Tq,−h(−b
−1
−h,−hbq,−h)×

Tt,−h(−b−1
−h,−hbt,−h)T−h,p(−a

−1
pp a−h,p)

)−1 ∈ Ep(σ,Γ).
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Pick an element x ∈ S such that gTph(x) ∈ H. Applying Lemma 2.2.5 to the matrix
c, the short symplectic transvection Tph(x) and the A-type base triple (p, q, h), we get
for all i 6= −p,−q the inclusion cpp(cTph(x)c−1)ih ∈ σih. As cpp is invertible, we also get

δih + cipxc
′
hh − εpεhci,−hxc′−p,h = (cTph(x)c−1)ih ∈ σih (2.23)

for all i 6= −p,−q. We can apply Lemma 2.2.5 to the same matrix and transvection,
but to a different A-type base triple (p, t, h) and get the inclusion (2.23) also for i = −q.
As c′hh is invertible and c′−p,h = 0, it follows from (2.23) that cip ∈ σih for all i 6= h,−p.
Observe that aip = cip for all i 6= p, q, t,−h. Therefore aip ∈ σip for all i 6= p, q, t,−h,−p.
The inclusions aip ∈ σip for i = p, q and t are trivial and the corresponding inclusion for
i = −h is provided by the assumptions of the lemma. Therefore aip ∈ σip for all i 6= −p.

Pick an element y ∈ S such that gTpq(y) ∈ H and consider the matrix d = Tpq(y)a.
Clearly, it satisfies all the conditions of this lemma. Indeed, dp,−h = ap,−h + yaq,−h ∈
σp,−p ∩ J , dpp = app + yaqp ∈ R∗ + J ≤ R∗ and the rest of the entries of d involved in
the conditions of this lemma coincide with the corresponding entries of a itself. Thus
we get the inclusions dip ∈ σip for all i 6= −p. In particular, d−q,p ∈ σ−q,p. It’s only left
to notice that d−q,p = a−q,p− εpεqa−p,p and a−q,p is already contained in σ−q,p, while y is
invertible. Therefore a−p,p ∈ σ−p,p.

Assume a ∈ Sp(σ). By Lemma 2.2.5 we get the inclusion S−h,h(c
−1) ∈ Γ−h. As

a−1 = c−1g−1
1 , by Corollary 1.1.4 we get S−h,h(a

−1) ∈ Γ−h.

We combine Lemmas 2.3.2 and 2.3.3 in the following corollary.

Corollary 2.3.4. Assume h(ν) ≥ (4, 4). Let (p, q, h, t, l) be an A-type base quintuple
and a an element of Sp(2n,R). Let I ′ denote the set {p, q, h, t}. Suppose that ai∗ ≡ ei∗
mod J and a∗,−i ≡ e∗,−i mod J whenever i ∈ I ′. Further, suppose that there exists an
element g ∈ Ep(σ,Γ) such that ga ∈ H. Then aip ∈ σip for all i ∈ I. If additionally
a ∈ Sp(σ) then also S−p,p(a

−1) ∈ Γ−p.

Proof. It’s easy to see that the matrix a satisfies condition (2) of Lemma 2.3.2. Thus we
can conclude that the entries ap,−h, aq,−h and at,−h are contained in σp,−p. Moreover, the
same entries are contained in the Jacobson radical by assumption. Since a also satisfies
the condition (3) of Corollary 2.3.2, it follows that a−h,p is contained in σ−h,p. Note that
by assumption, app, a−h,−h ∈ R∗ and aqp ∈ J . Summing up, a satisfies the conditions of
Lemma 2.3.3. Hence aip ∈ σip for all i ∈ I. If a ∈ Sp(σ) then by Lemma 2.3.3 we get
the inclusion S−h,h(a

−1) ∈ Γ−h. Switching the indices p and h in the reasoning above,
we get the required inclusion S−p,p(a

−1) ∈ S−p,p.

Lemma 2.3.5. Assume h(ν) ≥ (4, 4). Let (p, h) be a C-type base pair and a an element
of Sp(2n,R) such that app, a−p,−p ∈ R∗ and a−h,−p ∈ J . If there exists an element
g ∈ Ep(σ,Γ) such that ga ∈ H, then aip ∈ σip for all i ∈ I.

Proof. Consider the matrix

b = Thp((−ahp + 1)a−1
pp )a.
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Clearly, bpp = app is invertible, bhp = 1 and

b−p,−p = a−p,−p − εhεp(−ahp + 1)a−1
pp a−h,−p ∈ R∗ + J ≤ R∗.

Pick using Corollary 2.1.4 an element x ∈ S such that gTp,−p(x
2) ∈ H. By Lemma 2.2.6

we get the inclusions

bpp(δi,−h + bipx
2b′−p,−h) = bpp(bTp,−p(x

2)b−1)i,−h ∈ σi,−h

for all i ∈ I. It’s only left to notice that bpp and x2b′−h,−p are invertible and thus
bip ∈ σi,−h for all i ∈ I. Finally, aip = bip whenever i 6= h,−p. Thus aip ∈ σip.

The following corollary is an illustration of application of Corollary 2.3.4 and Lemma
2.3.5. Suppose R′ = R and S = {1}. Then it is clear that (σ′,Γ′) = (σ,Γ) is the net
associated with H in Sp(2n,R). Corollary 2.3.4 together with Lemma 2.3.5 yield the
following corollary.

Corollary 2.3.6. Let R be a commutative associative unital ring with Jacobson radical
J . Let ν be a unitary equivalence relation on the index set I such that h(ν) ≥ (4, 5).
Let H be a subgroup of Sp(2n,R) such that Ep(ν,R) ≤ H and let (σ,Γ) be the form net
associated with H. Then

H ∩ Sp(2n,R, J) ≤ Sp(σ,Γ),

where Sp(2n,R, J) denotes the principal congruence subgroup of Sp(2n,R) of level J .

2.4 Over a local ring

Throughout this section fix a standard setting (R,R′, S), where R is a commutative local
ring. Let J denote the Jacobson radical of R (which is the only maximal ideal of R).
Further, fix a subgroup H of Sp(2n,R) and an exact major form net of ideals (σ′,Γ′)
which is S-associated with H. Let (σ,Γ) denote the S-closure of the (σ′,Γ′) in R. In
this section we will show that

H ≤ TranspSp(2n,R)(EpS(σ′,Γ′), Sp(σ,Γ))

provided h(ν) ≥ (4, 5).

Lemma 2.4.1. Assume h(ν) ≥ (4, 4). Let a be an element of H and Tsr(ξ) a short
(σ′,Γ′)-elementary transvection. Let b denote the short root element aTsr(ξ)a

−1. If
(p, h) is a C-type base pair then for all i ∈ I the inclusion

bip ∈ σip (2.24)

holds.
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Proof. We will organize the analysis into four cases.
1. Assume that the elements a−p,−r, ap,−r and one of the element a−h,−r or ah,−r is

contained in J . Without loss of generality, we may assume that a−h,−r ∈ J . Then it’s
easy to see that bpp and b−p,−p are invertible and b−h,−p ∈ J . Indeed,

bpp = 1 + apsξa
′
rp − εsεrap,−rξa′−s,p ∈ 1 + J ≤ R∗,

b−p,−p = 1 + a−p,sξa
′
r,−p − εsεra−p,−rξa′−s,−p ∈ 1 + J ≤ R∗,

b−h,−p = a−h,sξa
′
r,−p − εsεra−h,−rξa′−s,p ∈ J.

Therefore, the matrix b satisfies the conditions of Lemma 2.3.5 and we get the inclusions
bip ∈ σip for all i ∈ I.

2. Assume that either ah,−r or a−h,−r is invertible. Without loss of generality we may
assume that ah,−r is invertible. Consider the matrices

c = Tph(−ap,−ra−1
h,−r)T−p,h(−a−p,−ra

−1
h,−r) d = T−h,h(−c−h,−rb−1

h,−r)d.

It’s easy to see that dp,−r = d−p,−r = d−h,−r = 0 and by definition g1d = a ∈ H, where
g1 ∈ Ep(σ,Γ). By the previous case we get the inclusion fip ∈ σip for all i ∈ I, where
f = dTsr(ξ)d

−1. It’s only left to notice that bip = fip whenever i 6= −h,±p and the rest
of the required inclusions are trivial.

3. Assume a−p,−r is invertible. Consider the matrix c = Th,−p(1)a. Clearly, ch,−r
is invertible and Th,−p(−1)c ∈ H. By case 2 we get the inclusions fip ∈ σip, where
f = cTsr(ξ)c

−1. Finally, bip = fip whenever i 6= h, p.
4. Assume ap,−r is invertible. By the case 2, the inclusion bih ∈ σih holds for any

i ∈ I. Consider the matrix c = Thp(1)a. Then ch,−r is invertible and by case 2 we get the
inclusions fip ∈ σip for all i ∈ I, where f = cTsr(ξ)c

−1. Finally, fip = bip + bih whenever
i 6= h,−p and thus also bip ∈ σip for all i ∈ I.

As the ring R is local, the cases above exhaust all the possibilities for the entries
ap,−r, a−p,−r, ah,−r and a−h,−r. Therefore bip ∈ σip for all i ∈ I.

Lemma 2.4.2. Assume h(ν) ≥ (4, 4), Let a be an element of H, Tsr(ξ) a short (σ′,Γ′)-
elementary transvection and b the short root element aTsr(ξ)a

−1. Let (p, q, h, t, l) be an
A-type base quintuple. Then the inclusion

bip ∈ σip (2.25)

holds for any i ∈ I. If additionally b ∈ Sp(σ) then also

S−p,p(b
−1) ∈ Γ−p. (2.26)

Proof. Denote by I ′ the set {p, q, h, t, l}. This proof is organized as follows.

1. We will show that if al,−r is invertible then the inclusion (2.25) holds for any i ∈ I
and if additionally b ∈ Sp(σ) then also (2.26) holds.

2. We will show that if there exists an index i ∈ I ′ such that ai,−r or ais is invertible
then the inclusion (2.25) holds for any i ∈ I and if additionally b ∈ Sp(σ) then
also (2.26) holds. This case can be reduced to the previous one.
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3. Finally, if ai,−r, ais ∈ J for all i ∈ I ′ then the required inclusions (2.25) and (2.26)
can be obtained using Corollary 2.3.4.

1. Suppose al,−r ∈ R∗. Let

g = Ttl(at,−ra
−1
l,−r)Thl(ah,−ra

−1
l,−r)Tql(aq,−ra

−1
l,−r)Tpl(ap,−ra

−1
l,−r).

Let c = g−1a and d = cTsr(ξ)c
−1 = g−1

b. It is easy to see that cp,−r = cq,−r =
ch,−r = ct,−r = 0 and if b ∈ Sp(σ) then also d ∈ Sp(σ). We will consider three
subcases:

i. There is an index i1 ∈ I ′ \ {p, l} such that ci1,s is invertible.

ii. The only i1 ∈ I ′ \ {l} such that ci1,s ∈ R∗ is i1 = p.

iii. cis ∈ J for all i ∈ I ′ \ {l} .

For each of the cases (i)–(iii) we will prove that dip ∈ σip for all i ∈ I and if
b ∈ Sp(σ) then S−p,p(d

−1) ∈ Γ−p. Note that dip = bip for all i 6= p, q, h, t,−l, the
inclusions bip ∈ σip for i = p, q, h, t are trivial and

d−l,p = b−l,p ± ζpb−p,p ± ζqb−q,p ± ζhb−h,p ± ζtb−t,p,

where ζi ∈ R and b−i,p ∈ σ−p,p for i = p, q, t, h. Therefore b−l,p ∈ σ−l,p. Summing
up, bip ∈ σip for all i ∈ I.

Assume that b ∈ Sp(σ). By Corollary 1.1.4 we get

S−p,p(b
−1) ≡ S−p,p(

g−1

b−1) = S−p,p(d
−1) mod Γ−p.

Hence, S−p,p(b
−1) ∈ Γ−p. This completes the analysis of the case 1. Now we

consider the cases (1.i)–(1.iii).

1.i. Suppose there exists an index i1 ∈ I ′ \ {p, l} such that ci1,s ∈ R∗. By Lemma 2.2.5
we get ci1,sdip ∈ σip for all i 6= −i1 and if b ∈ Sp(σ) then also c2

i1,s
S−p,p(d

−1) ∈ Γ−p.
As ci1,s is invertible, it follows that dip ∈ σip for all i 6= −i1 and if b ∈ Sp(σ) then
S−p,p(d

−1) ∈ Γ−p.

Pick an index i2 ∈ I ′ \ {p, l, i1}. If ci2,s is invertible in R we can replace i1 in the
reasoning above with i2 and get the missing inclusion d−i1,p ∈ σ−i1,p. If ci2,s is
not invertible, consider the matrices f = Ti1,i2(1)c and g = fTsr(ξ)f

−1 = Ti1,i2 (1)d.
Clearly fp,−r = fq,−r = fh,−r = ft,−r = 0 and fi1,s, fi2,s ∈ R∗. Moreover gTi1,i2 (−1)b ∈
H. Therefore by Lemma 2.2.5 we get fi1,sg−i2,p ∈ σ−p,p and thus g−i2,p ∈ σ−p,p.
Finally g−i2,p = d−i2,p ± d−i1,p and, as d−i2,p ∈ σ−p,p, it follows also that d−i1,p ∈
σ−p,p. Therefore dip ∈ σip for all i ∈ I and if b ∈ Sp(σ) then also S−p,p(d

−1) ∈ Γ−p.

1.ii. Suppose chs, cqs, cts ∈ J , but cps ∈ R∗. By the case (1.i) the inclusion dih ∈ σih holds
for any i ∈ I and if b ∈ Sp(σ) then also S−h,h(d

−1) ∈ Γ−h. Consider the matrices
f = Thp(1)c and g = Thp(1)d. Then gThp(−1)b ∈ H, fp,−r = fq,−r = fh,−r = ft,−r = 0
and fhs ∈ R∗. By case (1.i) we get gip ∈ σip for all i ∈ I and if b ∈ Sp(σ) then
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also S−p,p(g
−1) ∈ Γ−p. Observe that gip = dip + dih for all i 6= h,−p and, as dih is

already contained in σ−p,p for all i ∈ I, we get dip ∈ σip for all i 6= −p. Finally

g−p,p = d−p,p ± d−h,p ± d−p,h ± d−h,h (2.27)

and, as d−h,p = ±d−1
−p,h = ±d−p,h, the last three summands in (2.27) are contained

in σ−p,p. Thus d−p,p ∈ σ−p,p. If b ∈ Sp(σ) then by Corollary 1.1.4 we have

S−p,p(g
−1) = S−p,p(

Thp(1)d−1) ≡ S−p,p(d
−1) + S−h,h(d

−1) mod Γ−p

and, as S−h,h(d
−1) ∈ Γ−p, we get S−p,p(d

−1) ∈ Γ−p.

1.iii. Suppose cis, ci,−r ∈ J for all i ∈ I ′\{l}. Then bij ≡ δij mod J whenever i ∈ I ′\{l}
or −j ∈ I ′ \ {l}. By Corollary 2.3.4 we get the required inclusions dip ∈ σip for all
i ∈ I and if b ∈ Sp(σ) then also S−p,p(d

−1) ∈ Γ−p.

2. Suppose al,−r ∈ J , but there still exists an index i1 ∈ I ′ such that ai1,−r ∈ R∗ or
ai1,s ∈ R∗. First, assume ai1,−r ∈ R∗. By case 1 we have bil ∈ σil for all i ∈ I and
if b ∈ Sp(σ) then also S−l,l(b

−1) ∈ Γ−l. Consider the matrix c = Tl,i1(1)a ∈ H. Let
d denote the matrix Tl,i1 (1)b. Then cl,−r ∈ R∗ and by case 1 we get dip ∈ σip and if
b ∈ Sp(σ) then also S−p,p(d

−1) ∈ Γ−p. Note that if a ∈ Sp(σ) we have

S−p,p(d
−1) ≡ S−p,p(Tl,i1(1)b−1) ≡ S−p,p(b

−1) + δp,i1S−l,l(b
−1).

Therefore S−p,p(b
−1) ∈ Γ−p. As dip = bip + δi1,pbil for all i 6= l,−i1, it follows that

bip ∈ σip for all i 6= −i1. Finally we have

d−i1,p = b−i1,p ± b−l,p + δi1,pb−i1,l ± δi1,pb−l,l (2.28)

and, as b−l,p = ±b−p,l, the last three summands in (2.28) are contained in σ−p,p.
Therefore b−i1,p ∈ σ−p,p. Thus bip ∈ σip for all i ∈ I and if b ∈ Sp(σ) then also
S−p,p(b

−1) ∈ Γ−p.

Finally, if ai1,s ∈ R∗ we can use the Steinberg relation (R1), namely Tsr(ξ) =
T−r,−s(±ξ). Set d = aT−r,−s(ξ)a

−1. We have already shown that in this case
dip ∈ σip for all i ∈ I and S−p,p(d

−1) ∈ Γ−p. Finally bip = ±dip for all i 6= p and if
b ∈ Sp(σ) then S−p,p(d

−1) = S−p,p(b
−1)±2b−p,p(2− b−p,−p) ≡ S−p,p(b

−1) mod Γ−p.
Therefore S−p,p(b

−1) ∈ Γ−p.

3. Suppose ais, ai,−r ∈ J for all i ∈ I ′. Exactly as in case (1.iii) we get the required
inclusions by Corollary 2.3.4.

This completes the proof.
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2.5 Localization

In this section we will prove Theorems 6 and 7. Suppose Theorem 1 holds for any
Noetherian ground ring. It is a well known fact that every commutative ring R is a
direct limit lim−→R′ of its Noetherian subrings R′. Fix a commutative ring R, a unitary
equivalence relation ν such that h(ν) ≥ (4, 5) and a subgroup H such that Ep(ν,R) ≤ H.
Let (σ,Γ) denote the exact major form net of ideals associated with H, cf. Lemma
1.2.1. For any Noetherian subring R′ of R set H ′ = H ∩ Sp(2n,R′). Then Ep(ν,R′) ≤
Ep(ν,R) ∩ Sp(2n,R′) ≤ H ′. By Lemma 1.2.1 there exists an exact major form net of
ideals (σ′,Γ′) over R′ associated with H ′. By the construction in Lemma 1.2.1 of a form
net associated with a subgroup it follows that if R′ ≤ R′′ then (σ′,Γ′) ≤ (σ′′,Γ′′). Clearly
Sp(σ′,Γ′) ≤ Sp(σ′′,Γ′′). As any element g of Sp(2n,R) is contained in Sp(2n,R′′) for
some Noetherian subring R′′ of R such that R′ ≤ R′′, it follows that

Sp(σ,Γ) = lim−→
R′ is Noetherian

Sp(σ′,Γ′). (2.29)

Pick any a ∈ H and Tsr(ξ) ∈ Ep(σ,Γ). There exists a Noetherian subring R′ of R such
that a, Tsr(ξ) ∈ Sp(2n,R′). Clearly, a ∈ H ′ and Tsr(ξ) ∈ Ep(σ′,Γ′). By assumption,
Theorem 1 holds for the ground ring R′. Therefore

aTsr(ξ)a
−1 ∈ Sp(σ′,Γ′). (2.30)

Moreover the inclusion (2.30) holds for any Noetherian subring R′′ such that R′ ≤ R′′.
Combining (2.30) with (2.29) we deduce that

Ep(σ,Γ) ≤ H ≤ TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)).

Therefore we only need to prove the existence of an exact major form net of ideals
satisfying the sandwich inclusions in Theorem 6 for a Noetherian ground ring.

Proof of Theorem 6. As remarked above, it suffices to prove the theorem when R is
Noetherian. Pick an element a in H, a short (σ,Γ)-elementary transvection Tsr(ξ) and
denote by b the short root element aTsr(ξ)a

−1. Our goal is to show that b is contained
in Sp(σ,Γ). For each i, j ∈ I put

Xij = {ξ ∈ R | ξbij ∈ σij}
Zi = {ξ ∈ R | ξ2Si,−i(b) ∈ Γi}.

We will show that the sets Xij and Zi are unimodular, i.e. generate the unit ideal R, for
all i, j ∈ I. Fix a maximal ideal m of R and denote by S the compliment R\m of m in R.
Let Rm denote the localization S−1R of the ring R at the multiplicative system S and Fm

denote the corresponding localization morphism R → Rm. Let R′m denote the image of
R under Fm and Sm denote the image of S under Fm. Clearly (Rm, R

′
m, Sm) is a standard

setting, cf. Section 2.1. We show there is an element x0 ∈ S such that Fm is injective
on x0R. Indeed, for each x ∈ S set Ann(x) = {ξ ∈ R | xξ = 0}. As R is Noetherian,
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the set of ideals {Ann(x) | x ∈ S} contains a maximal element Ann(x0). Let ξx0, ζx0

be two arbitrary elements of x0R. Assume Fm(ξx0) = Fm(ζx0). Then there exists an
element y ∈ S such that yx0(ξ− ζ) = 0. Therefore ξ− ζ ∈ Ann(yx0) ≥ Ann(x0) and by
the maximality of Ann(x0) it follows that ξ − ζ ∈ Ann(x0). Consequently ξx0 = ζx0.
Therefore the localization morphism Fm is injective on x0R.

Let Hm denote the image of H under M(Fm). Clearly Ep(ν,R′m) ≤ Hm. The following
proposition allows lifting transvections from Hm to H.

Proposition 2.5.1. Let ζ ∈ R and x ∈ S. If Tpq(
ζ
x
) ∈ Hm then

Tpq(x
(1+δp,−q)
0 · xδp,−q · ζ) ∈ H.

Proof. If p ∼ q, the inclusion Tpq(x
(1+δp,−q)
0 · xδp,−q · ζ) ∈ H is trivial. Assume p � q and

p 6= −q. There exists another index h ∼ q such that h 6= ±p,±q. By the Steinberg
relation (R4)

Tpq(Fm(ζ)) = [[Tpq(
ζ

x
), Tqh(x)], Thq(1)] ∈ Hm.

Pick any pre-image g of the matrix Tpq(Fm(ζ)) contained in H. Then again by (R4)

Tpq(Fm(ζx0)) = M(Fm)([[g, Tqh(x0)], Thq(1)]) ∈ M(Fm)(Sp(2n,R, x0R) ∩H).

As Fm is injective on Sp(2n,R, x0R), it follows that Tpq(ζx0) ∈ H.
Assume q = −p and p � −p. Pick two more indices h, t ∈ I such that (p, h, t) is an

A-type base triple. By the Steinberg relations (R3), (R4) and (R6) we get

Th,−h(−εpεhFm(ζx)) = [Tp,−p(
ζ

x
), T−p,−h(x)]

× [Tpt(−1), [Ttp(1), [Tp,−p(
ζ

x
), T−p,−h(x)]]] ∈ Hm.

Pick any pre-image g of Th,−h(−εpεhFm(ζx)), which is contained in H. Then by the
Steinberg relations (R3), (R4) and (R6)

Tp,−p(Fm(ζxx2
0)) = M(Fm)([g, T−h,−p(x0)][Tht(−1), [Tth(1), [g, T−h,−p(1)]]])

∈ M(Fm)(Sp(2n,R, x0R) ∩H).

By the injectivity of M(Fm) on Sp(2n,R, x0R) it follows that Tp,−p(ζxx
2
0) ∈ H.

Let (σ′m,Γ
′
m) denote the coordinate-wise image of (σ,Γ) under Fm. It is easy to

see that (σ′m,Γ
′
m) is an exact major form net of ideals over R′m. Proposition 2.5.1

allows us to conclude that (σ′m,Γ
′
m) Sm-associated, cf. Section 2.1, with Hm. In-

deed, the inclusion Ep(σ′m,Γ
′
m) ≤ Hm is obvious. Suppose Tpq(

ξ
x
) ∈ Hm for some

elementary transvection Tpq(
ξ
x
) in Ep(2n,Rm). By Proposition 2.5.1 it follows that

Tpq(
ξ
x
(xx0)1+δp,−q) = Tpq(ξx

δp,−qx
(1+δp,−q)
0 ) ∈ H. Thus ξxδp,−qx

(1+δp,−q)
0 ∈ (σ,Γ)pq and

Fm(ξ)Fm(xδp,−qx
(1+δp,−q)
0 ) ∈ (σ′m,Γ

′
m)pq. Therefore (σ′m,Γ

′
m) is indeed Sm-associated with

Hm.
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Let (σm,Γm) denote the Sm-closure of (σ′m,Γ
′
m) in Rm. By a combination of Lemmas

2.4.2 and 2.4.1 it follows that M(Fm)(b) ∈ Sp(σm,Γm).
Now we will show that each set Xij and Zi contains an element of S and thus each

is not contained in m. For i ∼ j it is easy to see that Xij = R, therefore we may
assume that i � j. Let i 6= −j. As Fm(bij) ∈ (σm)ij, there exists an element x ∈ S
such that Tij(Fm(bijx)) ∈ Hm. By Proposition 2.5.1 it follows that bijxx0 ∈ σij which
means that xx0 ∈ Xij. If j = −i then there exists an index k ∼ i such that i 6= ±k.
Therefore Fm(bi,−i) ∈ (σm)i,−i = (σm)i,−k. Exactly as in the previous case we get that
bijxx0 ∈ σi,−k = σi,−i for some x ∈ S. Finally, let i � −i. As Fm(Si,−i(b)) ∈ (Γm)i, there
exists an element x ∈ S such that Ti,−i(Fm(Si,−i(b)x

2)) ∈ Hm. By Proposition 2.5.1 it
follows that Ti,−i(Fm(Si,−i(b)x

2x2
0)) ∈ H, which yields that x0x ∈ Zi.

Fix some indices i and j. We have shown that the set Xij is unimodular, therefore
bij ∈ 〈Xij〉bij ∈ σij. Thus b ∈ Sp(σ). We have also shown that the set Zi is also
unimodular. Therefore there exist elements ζ1, . . . , ζk ∈ Zi and elements ξ1, . . . , ξk ∈ R
such that

∑k
t=1 ξtζt = 1. Thus

∑k
t=1 ξ

2
t ζ

2
t ≡ 1 mod 2R and

Si,−i(b) ∈
k∑
t=1

ξ2
t (ζ

2
t Si,−i(b)) + 2RSi,−i(b) ≤ Γi + 2σi,−i ≤ Γi.

Summing up, b ∈ Sp(σ,Γ). This completes the proof.

Proof of Theorem 7. Combining Theorems 6, 3 and 4 we get that there exists an
exact major form net of ideals (σ,Γ), namely the form net of ideals associated with H,
such that

Ep(σ,Γ) ≤ H ≤ NSp(2n,R)(Sp(σ,Γ)). (2.31)

It only remains to prove that a form net of ideals such that (2.31) holds, is unique.
Assume the contrary: let (τ, B) be an exact major form net over (R,Λ) such that

Ep(τ, B) ≤ H ≤ NSp(2n,R)(Sp(τ, B)),

but (τ, B) is not equal to (σ,Γ). As (σ,Γ) is maximal among exact form nets such that
Ep(σ,Γ) ≤ H, it follows that (τ, b) ≤ (σ,Γ). Pick any ξ ∈ (σ,Γ)ij. Then Tij(ξ) ∈ H ≤
NSp(2n,R)(Sp(τ, B)). First, assume i 6= −j. By property (T1) of Theorem 4 applied to
the net (τ, B) it follows, because (Tij(ξ))jj = 1, that

ξ = (Tij(ξ))ij · 1 · (Tij(ξ))jj ≤ (Tij(ξ))ij · τjj · (Tij(ξ))jj ≤ τij.

Therefore τij = σij for all i 6= −j. If i = −j then by property (T2) of Theorem 4

ξ = (Ti,−i(ξ))
2
ii · 12 · Si,−i(Ti,−i(ξ)) ≤ (Ti,−i(ξ))

2
ii · τ 2

ii · Si,−i(Ti,−i(ξ)) ≤ Bi.

Therefore Bi = Γi for all i ∈ I. Finally as both form nets (σ,Γ) and (τ, B) are exact, it
follows that (σ,Γ) = (τ, B).
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3 Sandwich classification in Unitary
groups

In this chapter we will prove the main results of this dissertation, Theorems 1 and
2. The general toolbox we use in this chapter mimics the one used in the case of the
classical symplectic group. In the Chapter 2 we relied on the fact that the localization
of a commutative ring at the compliment of a maximal ideal is a local ring and thus for
any element ξ of the localization, ξ is either invertible or is contained in the Jacobson
radical of the localization. In the non-commutative setting, localizing a form ring (R,Λ),
which is module finite over a subring C of the center of R, at the compliment in C of a
maximal ideal of C gives only a noncommutative semilocal ring. In order to overcome
this obstacle we have to first factor the Jacobson radical out of the semilocal ring, which
yields a semisimple ring; and then use Morita theory to reduce the semisimple case to
the case of a product of division rings with involution with symmetry. Our result over
semisimple rings are in the spirit of [Dyb07].

Now we explain the general flow of the proof of Theorem 1 of the Introduction and
simultaneously describe the structure of the rest of the chapter. The prerequisites are
gathered in Section 3.1. We start with a form ring (R,Λ) over a quasi-finite ring R,
a unitary equivalence relation ν subject to a certain condition on the minimal sizes
of equivalence classes and a subgroup H of U(2n,R,Λ) that contains the elementary
block-diagonal group EU(ν,R,Λ). In Section 3.2 we define form nets of ideals and
form net subgroups and construct the form net of ideals associated with H, namely the
maximal exact form net of ideals (σ,Γ) such that the corresponding elementary form
net subgroup EU(σ,Γ) is contained in H. Theorem 2 of the Introduction is also proved
there. Using a localization method presented in Section 3.10 we reduce the proof of
Theorem 1 over a quasi-finite ring to a similar result over a semilocal ring. However,
the image of the subgroup H in the localization does not have to contain the elementary
block-diagonal subgroup defined by ν, and therefore we can’t define the form net of ideals
associated with the image of H. To get around this problem, we refine concept of the
form net of ideals associated with a subgroup by a pair of nets with special properties.
For this reason we introduce in Section 3.3 the concept of a standard setting and the
corresponding theory of form nets of ideals. For this theory to work, it is crucial that
the canonical map of the original ring to the quotient of a localization by its Jacobson
radical is surjective. In Section 3.4 we present the method of extracting elementary
unitary matrices, first, in small parabolic subgroups and, next, using a root element.
We continue extracting in Section 3.5 elementary unitary matrices using elements close
to the principal congruence subgroup of the level the Jacobson radical. This allows us to
reduce the proof of Theorem 1 to the case of a semisimple ground ring. This reduction
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is done in Section 3.9. Section 3.6 contains important technical results on morphisms
of standard settings, direct decompositions, form ring scaling and direct limits of form
rings, form nets of ideals and related subgroups. In Section 3.7 we further reduce the
proof of Theorem 1 to the case of a division ring or a product of two copies of a division
ring interchanged by the involution with symmetry. Finally, in Section 3.8 we prove
Theorem 1 in these two cases.

3.1 Preliminaries

Hermitian and quadratic forms. Our goal now is to define the even unitary group
which first appeared in [Bak69]. We will mostly follow the notations of [BV00] while
working in the generality of [HO89].

Let R be an associative unital ring. Equip R with an anti-automorphism · , i.e. an
automorphism of the underlying additive group of R which satisfies the property ab = b·a
for all a and b in R. Let M be a right R-module. We will call a map

f : M ×M −→ R

a · -sesquilinear form or simply a · -form on M if it is additive in both variables and
satisfies the 11

2
- linearity property

f(xa, yb) = af(x, y)b

for all x, y ∈M and a, b ∈ R. Assume there is a unit λ in R such that the square of the
automorphism · is given by conjugation by λ, i.e. such that a = λaλ−1 for all a ∈ R,
and in addition λ = λ−1. In this situation with will call λ a symmetry for · and the
pair ( · , λ) an involution with symmetry. We will also say that · is an involution with
symmetry λ. We will call and the triple (R, · , λ) a ring with involution with symmetry.
Note that an involution with symmetry is also called in the literature an anti-structure.

Note that in [BV00] and in many other sources the symmetry λ was assumed to be
central; however this assumption is not necessary and most of the results concerning
unitary groups hold without it, but computations become more tedious because one has
to constantly keep track of the position of λ in any product of elements. Given two
rings with involution with symmetry (R, · , λ) and (Q, ·̂ , µ) we call a ring morphism
ϕ : R −→ Q a morphism of rings involution with symmetry if ϕ preserves the involution
with symmetry, i.e. ·̂ ◦ϕ = ϕ◦ · and ϕ(λ) = µ. An isomorphism of rings involution with
symmetry is by definition a morphism of rings with involution with symmetry, which is
invertible as a ring morphism and its inverse morphism is also a morphism of rings with
involution with symmetry. Clearly an image of a morphism of rings with involution with
symmetry is a ring with involution with symmetry. If (R, · , λ) is a ring with involution
with symmetry and R′ is a subring of R we call (R′, · , λ) a subring of R with involution
with symmetry if λ is contained in R′ and R′ is stable under · .

A · -form h on M is called λ-hermitian if

h(x, y) = h(y, x)λ
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for all x, y ∈M . This is an example where the position of λ is important. Given a · -form
f we can always construct a λ-hermitian form by setting h(x, y) = f(x, y) + f(y, x)λ.

A choice of an involution with symmetry fixes two additive subgroups of the ring R

Λmin = Λmin(R) = {α− αλ | α ∈ R},
Λmax = Λmax(R) = {α ∈ R | αλ = −α}.

We will call an additive subgroup Λ of R a form parameter for R in the sense of [Bak81],
if

(Λ1) Λmin ≤ Λ ≤ Λmax

(Λ2) αΛα ≤ Λ for any α ∈ R.

For each i ∈ I set
Λi = Λλ(−1−ε(i))/2.

Clearly both subgroups Λmin and Λmax are form parameters for R. They are called the
minimum and maximum form parameters respectively. The pair (R,Λ) is called a form
ring [over R]. By R in the notation of a form ring we will always mean ring equipped
with involution with symmetry. In case it is important which particular involution with
symmetry on R we have in mind we will write ((R, · , λ),Λ) in place of (R,Λ). Clearly
the form parameters of a given ring with involution with symmetry form a lattice with
respect to inclusions. For a ring with involution with symmetry (R, · ,Λ) we will denote
the lattice of form parameters for (R, · , λ) by FP(R, · ,Λ).

The notion of a form subring is defined in the natural way. Namely, a form subring
(R′,Λ′) of (R,Λ) consists of a subring R′ of R such that λ ∈ R′, the involution with
symmetry on R induces the involution with symmetry on R′, and Λ′ ⊂ Λ. Clearly,
(R′,Λ ∩R′) is a form subring of (R,Λ).

let ((R, · , λ),Λ) be a form ring and (R′, · , λ) be a subring of R with involution with
symmetry. Let Λ′ be a form parameter for R′ such that Λ′ ⊆ Λ. Then the form ring
(R′,Λ′) is called a form subring of the form ring (R,Λ).

Given two form rings ((R1, · , λ1),Λ1) and ((R2, ·̂ , λ2),Λ2) we will call a morphism of
rings with involution with symmetry ϕ : (R1, · , λ1)→ (R2, ·̂ , λ2) a form ring morphism
if ϕ(Λ1) ≤ Λ2. We will call a form ring morphism a form ring isomorphism if it is an
isomorphism of rings with involution with symmetry and ϕ(Λ1) = Λ2. The following
obvious proposition provides an example of a morphism of form rings.

Lemma 3.1.1. Let ((R1, · , λ1),Λ1) be a form ring and (R2, ·̂ , λ2) be a ring with in-
volution with symmetry. Let ϕ : (R1, · , λ1) → (R2, ·̂ , λ2) be a morphism of rings with
involution with symmetry. Then Λ2 = ϕ(Λ1) is a form parameter for (ϕ(R2), ·̂ , λ2)
and ϕ defines a morphism (R1, · , λ1) → (ϕ(R2), ·̂ , λ2) of form rings. If ϕ is an
isomorphism of rings with involution with symmetry then ϕ defines an isomorphism
(R1, · , λ1)→ (ϕ(R2), ·̂ , λ2) of form rings.
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Proof. Note that ϕ(R1) is closed under the action of · and λ2 = ϕ(λ1) ∈ ϕ(R1).
Therefore (ϕ(R1), ·̂ , λ2) is a ring with involution with symmetry. It is easy to see that
Λmin(ϕ(R1)) = ϕ(Λmin(R1)) and Λmax(ϕ(R1)) = ϕ(Λmax(R1)). Therefore the property
(Λ1) above is fulfilled for Λ2. Pick any ζ ∈ ϕ(R1) and any pre-image ξ of ζ under ϕ.
Then

ζ̂Λ2ζ = ϕ(ξΛ1ξ) ≤ ϕ(Λ1) = Λ2,

therefore Λ2 is a form parameter for (ϕ(R1), ·̂ , λ2). The second conclusion of this lemma
is obvious.

Fix a right R-module M and a · -form f on M . Define the maps

h : M ×M −→ R and q : M −→ R/Λ

by setting

h(x, y) = f(x, y) + f(y, x)λ and q(x) = f(x, x) + Λ,

for all x, y ∈M . We call the pair (h, q) a Λ-quadratic form on M , and the form f in this
case is said to define (h, q). As we have already mentioned, the form h constructed in
this way is always λ-hermitian. A non-zero vector x ∈ M is called isotropic if q(x) = 0
in R/Λ and anisotropic otherwise.

A quadratic module over (R,Λ) is a triple (M,h, q), where M is an R-module and
(h, q) is a Λ-quadratic form on M . (M,h, q) is called free hyperbolic if the module M
has an ordered basis X = {x1, . . . , x2n} consisting of isotropic vectors such that the
Gram matrix (h(xi, xj)) of h in this basis equals(

en
λen

)
,

where en is an identity matrix of size n × n. Any such basis X is called a hyperbolic
basis of the module M . Following [BV00] we will use a different basis for quadratic
modules as it allows to shorten some computations. We fix an ordered index set I =
{1, . . . , n,−n, . . . ,−1} and define the ordered basis E = {e1, . . . , en, e−n, . . . , e−1} by
putting

ei =

{
xi if i > 0

xn−i if i < 0.

In this basis the form f defining the Λ-quadratic form (h, q) has the Gram matrix

(h(ei, ej)) equal to

(
0 p
0 0

)
, where p = sdiag(1, . . . , 1) is an n× n matrix which has 1’s

along the second (skew) diagonal and zeros elsewhere, i.e.

f(x, y) = xt
(

0 p
0 0

)
y = x1y−1 + · · ·+ xny−n.

Thus

h(x, y) = f(x, y) + f(y, x)λ = x1y−1 + · · ·+ xny−n + x−1λy1 + · · ·+ x−nλyn

and
q(x) = f(x, x) + Λ = x1x−1 + · · ·+ xnx−n + Λ.
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Unitary groups. We define the unitary group U(M) of a quadratic module (M,h, q) as
the group of isometries of the quadratic module M , i.e.

U(M) = {g ∈ GL(M) | h(gx, gy) = h(x, y) and q(gx) = q(x) for all x, y ∈M}.

Define the even (or hyperbolic) unitary group U(2n,R,Λ) of rank 2n over the form
ring (R,Λ) to be the unitary group of the free quadratic module (R2n, h, q), where the

Λ-quadratic form (h, q) is defined by the form f with Gram matrix

(
0 p
0 0

)
.

It follows from the defintion of an even unitary group that if (R′,Λ′) is a form subring
of the form ring (R,Λ) then U(2n,R′,Λ′) is a subgroup of U(2n,R,Λ). The following
lemma provides a characterisation of U(2n,R,Λ) in terms of matrix elements. It’s a
direct analogue of Lemma 2.3 of [BV00] (or lemma 3.4 of [Bak81], in the case of the
ordered basis x1, . . . , x2n above) and can be proven exactly in the same way.

Lemma 3.1.2. A necessary and sufficient condition for a matrix g ∈ GL(2n,R) to
belong to U(2n,R,Λ) is that the following two properties are satisfied

(U1) g′ij = λ−(ε(i)+1)/2g−j,−iλ
(ε(j)+1)/2 for all i, j ∈ I

(U2) Si,−i(g) =
∑

j>0 gijg
′
j,−i ∈ Λi = Λλ(−ε(i)−1)/2 for all i ∈ I.

We call the sum Si,−i(g) the length of i’-th row of the matrix g. Note that condition
(2) above can be replaced by a similar condition on columns rather than rows. Further,
in the case of a maximal form parameter Λ, condition (1) infers (2), cf. [Bak81, Th.
1.1].

Elementary subgroup. We introduce two special types of elements of U(2n,R,Λ)
called elementary unitary matrices. For any pair of indices i, j ∈ I such that i 6= ±j and
an element ξ ∈ R set

Tij(ξ) = e+ ξeij − λ(ε(j)−1)/2ξλ(1−ε(i))/2e−j,−i.

Such a matrix is called a short elementary unitary matrix. For any i ∈ I and α ∈ Λi =
Λλ−(ε(i)+1)/2 set

Ti,−i(α) = e+ αei,−i.

Such a matrix is called long elementary unitary matrices.
Another important class of unitary matrices is the class of elementary diagonal unitary

matrices which are defined for every i ∈ I and every invertible θ in R as follows:

Di(θ) = e+ (θ − 1)eii + λ(ε(i)−1)/2(θ−1 − 1)λ(1−ε(i))/2e−i,−i.

It is an easy exercise to check that the short and long elementary unitary matrices
as well as the elementary diagonal unitary matrices actually belong to U(2n,R,Λ).
Denote by EU(2n,R,Λ) the subgroup of U(2n,R,Λ) generated by all long and short
elementary unitary matrices. We call the subgroup EU(2n,R,Λ) the elementary unitary
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subgroup. Denote by ∆(2n,R) the subgroup of U(2n,R,Λ) generated by all elementary
diagonal unitary matrices. The subgroup ∆(2n,R) is called the diagonal subgroup of
U(2n,R,Λ). Note that ∆(2n,R) does not depend on the choice of a form parameter.
But an elementary diagonal unitary matrix is not necessarily contained in the elementary
unitary subgroup.

Elementary unitary matrices satisfy the following set of relations known as elementary
relations which can be checked by straightforward calculation.

(EU1) Tij(ξ) = T−j,−i(−λ(ε(j)−1)/2ξλ(1−ε(i))/2) for all i 6= j and additionally ξ ∈ Λi if
j = −i

(EU2) Tij(ξ)Tij(ζ) = Tij(ξ + ζ) for all i 6= j and ξ, ζ ∈ R

(EU3) [Tij(ξ), Tkl(ζ)] = e, whenever i 6= l,−k, j, j 6= k,−l and k 6= l

(EU4) [Tij(ξ), Tjk(ζ)] = Tik(ξζ) for all i 6= ±j,±k, j 6= ±k

(EU5) [Tij(ξ), Tj,−i(ζ)] = Ti,−i(ξζ − λ(−1−ε(i))/2(ξζ)λ(1−ε(i))/2)

(EU6) [Ti,−i(α), T−i,j(ξ)] = Tij(αξ)T−j,j(−λ(ε(j)−1)/2ξλ(1+ε(i))/2αξ) for all i 6= ±j, α ∈ Λi

and ξ ∈ R.

The last relation we are going to consider is a combination of (EU1) and (EU6) and
thus is not independent. However it is useful in this form.

(EU6′) [Tij(ξ), Tj,−j(α)] = Ti,−j(ξα)Ti,−i(ξαλ
(ε(j)−1)/2ξλ(1−ε(i))/2) for all i 6= ±j, ξ ∈ R

and α ∈ Λj.

Adopting the terminology of Chevalley groups we will call any conjugate of a long or
short elementary unitary matrix a long or short root element respectively.

Form ideals. As we have mentioned in the introduction to this dissertation, in the
context of even unitary groups over rings with 2 not invertible, the concept of an ideal
in a ring is not fine enough and has to be replaced by the concept of a form ideal, cf.
[Bak81]. Let J be an involution-invariant (i.e. J = J) ideal of the ring R. Set

Ωmin = Ωmin(J) = {ξ − ξλ | ξ ∈ J}+ 〈ξαξ | ξ ∈ J, α ∈ Λ〉

and
Ωmax = Ωmax(J) = J ∩ Λ,

where angular brackets stand for the additive subgroup generated by the argument. We
call an additive subgroup Ω in R a relative form parameter of level J if

(1) Ωmin ≤ Ω ≤ Ωmax

(2) ξΩξ ≤ Ω for all ξ ∈ R.

In this case the pair (J,Ω) is called a form ideal of the form ring (R,Λ). If J = R then
(J,Ω) = (R,Λ). Define

Ωi = Ωλ(−1−ε(i))/2.
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3.2 Unitary form nets of ideals and related objects

Form nets of ideals. Fix a form ring (R,Λ). We call a square array σ = (σij)i,j∈I of
(2n)2 two-sided ideals of R a unitary net of ideals over R if the following two conditions
are fulfilled:

(Σ1) σij = σ−j,−i for all i, j ∈ I

(Σ2) σijσjk ≤ σik for all i, j, k ∈ I.

A choice of a unitary net of ideals fixes for each i ∈ I two additive subgroups of σi,−i

Γmin
i = {α− λ(−1−ε(i))/2αλ(1−ε(i))/2 | α ∈ σi,−i}

Γmax
i = σi,−i ∩ Λi,

where
Λi = Λλ(−1−ε(i))/2.

We will call a column Γ = (Γi)i∈I of 2n additive subgroups of σi,−i such that

(Γ1) Γmin
i ≤ Γi ≤ Γmax

i for each i ∈ I

(Γ2) λ(ε(j)−1)/2ξλ(1+ε(i))/2Γiξ ≤ Γ−j for all i, j ∈ I and ξ ∈ δ−i,j + σ−i,j

a column of form parameters of level σ. Note that the condition (Γ2) above can be
equivalently stated as follows

(Γ2′) ξΓjλ
(ε(j)−1)/2ξλ(1−ε(i))/2 ≤ Γi for all i, j ∈ I and ξ ∈ δij + σij.

We call a pair (σ,Γ), where σ is a unitary net of ideals and Γ a column of form
parameters of level σ, a form net of ideals [of rank 2n] over (R,Λ). We call a form net
of ideals (σ,Γ) a form D-net of ideals if σii = R for all i ∈ I; further we will call (σ,Γ)
exact if for any index i ∈ I the equality

σi,−i =
∑
j 6=±i

σijσj,−i + 〈Γi〉

holds. The next proposition formalizes the following idea. In the case of the classical
symplectic group the minimal form parameter Γmin

i was always equal to 2σi,−i. This
allowed us in many situations in which form parameters play a role to perform compu-
tations as if we were working over a ring of characteristic 2. It turns out that a similar
effect takes place in the general situation.

Proposition 3.2.1. Let (σ,Γ) be a form net of ideals over (R,Λ), which is not neces-
sarily exact or a D-net. Let i ∈ I. Then for each α ∈ Γmax

i we have

α = −λ(ε(i)+1)/2αλ(ε(i)−1)/2.

Thus
2Γmax

i ≤ Γmin
i .

61



Proof. Recall that by definition Γmax
i = σi,−i ∩ Λi. Pick any α ∈ Γmax

i = σi,−i ∩ Λi ≤
σi,−i ∩ Λmaxλ(−1−ε(i))/2. As α ∈ σi,−i, by definition of Γmin

i we have

α ≡ λ(−1−ε(i))/2αλ(1−ε(i))/2 mod Γmin
i . (3.1)

Take an element β ∈ Λ ≤ Λmax such that α = βλ(−1−ε(i))/2. By definition of Λmax we get
β = −βλ. Therefore

α = λ(1+ε(i))/2β = −λ(1+ε(i))/2βλ = −λ(1+ε(i))/2αλ(ε(i)−1)/2. (3.2)

This is precisely the first formula in the statement of this proposition. Substituting (3.2)
into (3.1) we get α ≡ −α mod Γmin

i . Clearly, as α was chosen arbitrarily this amounts
to saying that 2Γmax

i ≤ Γmin
i .

Another simple but important proposition shows that the left-hand side of (Γ2) is
additive with respect to ξ.

Proposition 3.2.2. Let (σ,Γ) be a form D-net of ideals over (R,Λ). Let α ∈ Γmax
i and

ξ, ζ ∈ σ−i,j. Then

λ(ε(j)−1)/2(ξ + ζ)λ(1+ε(i))/2α(ξ + ζ) ≡ λ(ε(j)−1)/2ξλ(1+ε(i))/2αξ

+ λ(ε(j)−1)/2ζλ(1+ε(i))/2αζ mod Γmin
−j .

Proof. Consider

λ(ε(j)−1)/2(ξ + ζ)λ(1+ε(i))/2Γi(ξ + ζ)

− λ(ε(j)−1)/2ξλ(1+ε(i))/2αξ − λ(ε(j)−1)/2ζλ(1+ε(i))/2αζ

= λ(ε(j)−1)/2ξλ(1+ε(i))/2αζ + λ(ε(j)−1)/2ζλ(1+ε(i))/2αξ mod Γmin
−j .

(3.3)

Using the second part of Proposition 3.2.1 we get

λ(ε(j)−1)/2(λ(ε(j)−1)/2ξλ(1+ε(i))/2αζ)λ(1+ε(j))/2 = λ(ε(j)−1)/2ζλ(1+ε(i))/2αξ

As λ(ε(j)−1)/2ξλ(1+ε(i))/2αζ ∈ σ−j,j, it follows that

λ(ε(j)−1)/2ξλ(1+ε(i))/2αζ + λ(ε(j)−1)/2ζλ(1+ε(i))/2αξ ∈ Γmin
−j . (3.4)

Comparing (3.3) and (3.4) we get the required inclusions.

Clearly, a similar proposition can be stated for the left-hand side of (Γ2′).
An important example of a form net of ideals is a constant form net of ideals. Pick a

form ideal (J,Ω) and define σij = J whenever i 6= j and Γi = Ωλ(−ε(i)−1)/2. Then (σ,Γ)
is an exact form net of ideals over (R,Λ). If we additionally set σii = R then we get an
exact form D-net. Another important example of a form net of ideals is provided by the
following proposition.
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Proposition 3.2.3. Let (σ,Γ) be an exact form D-net of ideals and (J,Ω) be a form
ideal with maximal relative form parameter, i.e. Ω = J ∩ Λ. For each i, j ∈ I set

(σ + J)ij = σij + J and (Γ + Ω)i = Γi + Ωλ(−ε(i)−1)/2 = Γi + Ωi.

Then (σ + J,Γ + Ω) is an exact form D-net of ideals.

Proof. It’s easy to see that (σ + J) is a unitary net of ideals. Considering the corre-
sponding minimal form parameter it’s easy to see that

Γmin
i (σ + J) = {α− λ(−ε(i)−1)/2αλ(1−ε(i))/2 | α ∈ σi,−i + J}

= Γmin
i (σ) + {α− αλ | α ∈ J}λ(−ε(i)−1)/2 ≤ Γmin

i (σ) + Ωminλ(−ε(i)−1)/2.

Similarly we get

Γmax
i (σ + J) = (σi,−i + J) ∩ Λi = Γmax

i (σ) + Ωmaxλ(−ε(i)−1)/2.

It’s also easy to see that (Γ + Ω)i is an additive subgroup for any i ∈ I. Therefore
condition (Γ1) is fulfilled for Γ + Ω. Now we will check the condition (Γ2′). Pick any
ξ ∈ δij + (σ + J)ij and any α ∈ (Γ + Ω)j. Then there exist elements ξ1 in δij + σij, ξ2 in
J , α1 in Γj and α2 ∈ Ωλ(−ε(i)−1)/2 such that ξ = ξ1 + ξ2 and α = α1 + α2.

Note that for any β ∈ Λmax
j the following formula holds:

β = −λ(ε(j)+1)/2βλ(ε(j)−1)/2, (3.5)

in particular (3.5) holds for α1 and α2. As we have mentioned prior to the proposition,
any form ideal defines to a constant form D-net of ideals, in particular the relation (Γ2′)
holds for the constant D-net of ideals corresponding to the form ideal (R,Λ). Therefore
we get the inclusion

ζΛjλ
(ε(j)−1)/2ζλ(1−ε(j))/2 ≤ Λj

for any ξ ∈ R and as Λi = Λjλ
(ε(j)−ε(i))/2 it follows that

ζΛjλ
(ε(j)−1)/2ζλ(1−ε(i))/2 ≤ Λi. (3.6)

Consider the equality

ξαλ(ε(j)−1)/2ξλ(1−ε(i))/2 = (ξ1 + ξ2)(α1 + α2)λ(ε(j)−1)/2(ξ1 + ξ2)λ(1−ε(i))/2. (3.7)

Expanding the brackets in (3.7) we get eight terms of the form

ξpαqλ
(ε(j)−1)/2ξhλ

(1−ε(i))/2, (3.8)

where p, q, h ∈ {1, 2}. The term (3.8) corresponding to p = q = h = 1 is contained
in Γi ≤ (Γ + Ω)i by the relation (Γ2′) for the form net (σ,Γ). If p = h and at least
one of the indices p, q or h is equal to 2, the corresponding term (3.8) is contained in
Λi ∩ I ≤ (Γ + Ω)i by the relation (3.6).
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Finally if p 6= h, by (3.5) we can see that

ξpαqλ
(ε(j)−1)/2ξhλ

(1−ε(i))/2 + ξhαqλ
(ε(j)−1)/2ξpλ

(1−ε(i))/2 =

ξpαqλ
(ε(j)−1)/2ξhλ

(1−ε(i))/2 − λ(−ε(i)−1)/2ξpαqλ
(ε(j)−1)/2ξhλ

(1−ε(i))/2λ(1−ε(i))/2

∈ Γmin
i (J) ≤ Ωi,

where Γmin
i (J) stands for the minimal i’th form parameter for the constant form net

with all off-diagonal ideals equal to J . Therefore the term (3.5) is contained in (Γ + Ω)i
whenever p 6= h. Summing up, (3.7) is contained in (Γ + Ω)i and thus (σ + I,Γ + Ω) is
indeed a form D-net of ideals over (R,Λ). It’s easy to check that it is exact.

The last important example of a form net of ideals which we would like to mention is
the form net of ideals corresponding to an equivalence relation. Fix a unitary equivalence
relation ν and set

σij =

{
R , if i ∼ j

0 , otherwise
Γi =

{
Λi , if i ∼ −i
0 otherwise

.

Then the pair (σ,Γ) is a form net of ideals over (R,Λ). We will denote this net by

[ν](R,Λ).

Introduce a partial ordering on the set of all form nets of ideals of a given rank over
(R,Λ) by setting (σ′,Γ′) ≤ (σ′′,Γ′′) if and only if for all i, j ∈ I the inclusions σ′ij ≤ σ′′ij
and Γ′i ≤ Γ′′i hold. Call a form net of ideals (σ,Γ) major with respect to an equivalence
relation ν if [ν](R,Λ) ≤ (σ,Γ). If (σ,Γ) is a major form net of ideals and and h(ν) ≥ (4, 0)
then σi,−i = R and Γi = Λi for all i ∈ I. For convenience, given an element ξ ∈ R and
indices s and r we will write

ξ ∈ (σ,Γ)sr

if ξ ∈ σsr when r 6= −s and ξ ∈ Γs when r = −s. Call an elementary unitary matrix
Tsr(ξ) (σ,Γ)-elementary if ξ ∈ (σ,Γ)sr.

We finish this subsection with a proposition which can informally be stated as follows:
if a form net of ideals is major with respect to an equivalence relation with sufficiently
big blocks, then it is partitioned into rectangular blocks in which all ideals are equal and
all form parameters are equal up to a multiplication by a power of λ. The proof is left
as an exercise using the elementary relations.

Proposition 3.2.4. Assume h(ν) ≥ (4, 3). Let (σ,Γ) be an exact major form net of
ideals over (R,Λ). Then for all i ∼ j and any k ∈ I the equalities

1. σik = σjk and σki = σkj

2. Γiλ
(ε(i)−ε(j))/2 = λ(ε(i)−ε(j))/2Γi = Γj.

hold.
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Form net subgroups. Given a form net of ideals (σ,Γ) we can define the following two
subgroups of U(2n,R,Λ). Call

U(σ,Γ) = {g ∈ U(2n,R,Λ) | gij ≡ δij mod σij, Si,−i(g) ∈ Γi for all i, j ∈ I}.

the form net subgroup of level (σ,Γ) and

EU(σ,Γ) = 〈Tij(ξ), Ti,−i(α) | i 6= ±j, ξ ∈ σij, α ∈ Γi〉 .

the elementary form net subgroup of level (σ,Γ).
If (σ,Γ) = [ν](R,Λ) for some equivalence relation ν, we will denote the corresponding

elementary form net subgroup EU(σ,Γ) by

EU(ν,R,Λ)

and call it the elementary block-diagonal subgroup of type ν.
We still have to prove that U(σ,Γ) is a group. It’s clear that

U(σ) = U(2n,R,Λ) ∩GL(σ) = {g ∈ U(2n,R,Λ) | gij ≡δij mod σij for all i, j ∈ I}

is a group because U(2n,R,Λ) and GL(σ) are subgroups of GL(2n,R). Therefore it
only remains to prove that for any a, b ∈ U(σ,Γ) the inclusions Si,−i(ab) ∈ Γi and
Si,−i(a

−1) ∈ Γi hold for any i ∈ I. The next proposition allows us to compute the length
of a row of a product of two matrices. This is a standard computation and it was done
in a slightly weaker form by Dybkova in [Dyb04]. In fact, Lemma 1 therein is precisely
the second conclusion of Proposition 3.2.5 below.

Proposition 3.2.5. Let a and b be elements of U(2n,R,Λ). Then for any i ∈ I the
equality

Si,−i(ab) = Si,−i(a) +
∑
k

aikSk,−k(b)a
′
−k,−i

−
∑
j,k,l>0

(aikbk,−jb
′
−j,la

′
l,−i − λ−(ε(i)+1)/2(aikbk,−jb′−j,la

′
l,−i)λ

(1−ε(i))/2)

−
∑

k,j>0;l>k

((ai,−kb−k,−jb
′
−j,la

′
l,−i − λ−(ε(i)+1)/2(ai,−kbk,−jb′−j,la

′
l,−i)λ

(1−ε(i))/2)

+ (aikbk,−jb
′
−j,−la

′
−l,−i − λ−(ε(i)+1)/2(aikbk,−jb′−j,−la

′
−l,−i)λ

(1−ε(i))/2)).

holds. In particular, if (σ,Γ) is a form net of ideals which is not necessarily exact of a
D-net over (R,Λ) and a, b ∈ U(σ), then

Si,−i(ab) ≡ Si,−i(a) +
∑
k

aikSk,−k(b)a
′
−k,−i mod Γmin

i . (3.9)

Finally, if a, b ∈ U(σ,Γ), then ab, a−1 ∈ U(σ,Γ).
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Proof. We start from the following simple but useful observation. Let i, j, k, l ∈ I. Then

aikbkjb
′
jla
′
l,−i = λ−(ε(i)+1)/2(ai,−lb−l,−jb′−j,−ka

′
−k,−i)λ

(1−ε(i))/2. (3.10)

This equality directly follows from condition (1) in Lemma 3.1.2 and the definition of
an involution with symmetry. By definition of the length of a row we get

Si,−i(ab) =
∑
j>0

(ab)ij(ab)
′
j,−i =

∑
j>0

∑
k,l

aikbkjb
′
jla
′
l,−i.

Collect the summands corresponding to the four different combinations of the signs of
the indices k and l, rewrite them in a way such that all the sums are taken over positive
indices and group them in the following way:

Si,−i(ab) =
∑
j,k,l>0

(aikbkjb
′
jla
′
l,−i + ai,−kb−k,jb

′
j,−la

′
−l,−i)+

+
∑
j,k,l>0

(ai,−kb−k,jb
′
jla
′
l,−i + aikbkjb

′
j,−la

′
−l,−i). (3.11)

Denote the first sum in (3.11) by X and the second by Y . We will first simplify X.
Recall that

∑
j bkjb

′
jl = δkl. Using 3.10 we get

X =
∑
k,l>0

∑
j∈I

aikbkjb
′
jla
′
l,−i

−
∑
j,k,l>0

(aikbk,−jb
′
−j,la

′
l,−i − λ−(ε(i)+1)/2(aikbk,−jb′−j,la

′
l,−i)λ

(1−εi)/2)

= Si,−i(a)

−
∑
j,k,l>0

(aikbk,−jb
′
−j,la

′
l,−i − λ−(ε(i)+1)/2(aikbk,−jb′−j,la

′
l,−i)λ

(1−εi)/2).

(3.12)

Now consider the summand Y . We group together the summands of Y such that
l > k, l = k and l < k to obtain three summands. In the last summand we swap the
indices l and k. Finally we join the first and last summands together. Summing up,

Y =
∑
j,k>0

∑
l>k

((ai,−kb−k,jb
′
jla
′
l,−i + ai,−lb−l,jb

′
jka
′
k,−i)

+ (aikbkjb
′
j,−la

′
−l,−i + ailbljb

′
j,−ka

′
−k,−i))

+
∑
j,k>0

(ai,−kb−k,jb
′
jka
′
k,−i + aikbkjb

′
j,−ka

′
−k,−i).

(3.13)

Denote the first sum in (3.13) by Z and the second by W . Clearly

W =
∑
k

aik

(∑
j>0

bkjb
′
j,−k

)
a′−k,−i =

∑
k

aikSk,−k(b)a
′
−k,−i. (3.14)
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Simplify Z as follows.

Z =
∑
j,k>0

∑
l>k

((ai,−kb−k,jb
′
jla
′
l,−i + ai,−lb−l,jb

′
jka
′
k,−i)

+ (aikbkjb
′
j,−la

′
−l,−i + ailbljb

′
j,−ka

′
−k,−i))

= (by (3.10))∑
k>0

∑
j∈I

∑
l>k

(ai,−kb−k,jb
′
jla
′
l,−i + aikbkjb

′
j,−la

′
−l,−i)

−
∑
k,j>0

∑
l>k

((ai,−kb−k,−jb
′
−j,la

′
l,−i−

− λ−(ε(i)+1)/2(ai,−kbk,−jb′−j,la
′
l,−i)λ

(1−ε(i))/2)

+ (aikbk,−jb
′
−j,−la

′
−l,−i − λ−(ε(i)+1)/2(aikbk,−jb′−j,−la

′
−l,−i)λ

(1−ε(i))/2))

= (because
∑
j∈I

bkjb
′
jl = δkl)

−
∑
k,j>0

∑
l>k

((ai,−kb−k,−jb
′
−j,la

′
l,−i−

− λ−(ε(i)+1)/2(ai,−kbk,−jb′−j,la
′
l,−i)λ

(1−ε(i))/2)

+ (aikbk,−jb
′
−j,−la

′
−l,−i − λ−(ε(i)+1)/2(aikbk,−jb′−j,−la

′
−l,−i)λ

(1−ε(i))/2)).

(3.15)

Combining the equalities (3.11), (3.12), (3.13), (3.15) and (3.14) we get the first part
of the lemma. The second part follows from the definition of Γmin

i and the fact that
a, b ∈ U(σ). It follows form (3.9) that if a, b ∈ U(σ,Γ) then their product ab is also in
U(σ,Γ). Finally it’s obvious that e ∈ U(σ,Γ). Therefore if a ∈ U(σ,Γ) then we get

0 = Si,−i(e) = Si,−i(a
−1 · a) ≡ Si,−i(a

−1) +
∑
k

a′ikSk,−k(a)a−k,−i ≡ Si,−i(a
−1) mod Γi.

Therefore Si,−i(a
−1) ∈ Γi for all i ∈ I.

We will often be interested in the following corollary of the last lemma.

Corollary 3.2.6. Let (σ,Γ) be a form net of ideals over R, that is not necessarily exact
or a D-net. Let a be a matrix in U(σ) and Tpq(ξ) a short (σ,Γ)-elementary unitary
matrix. Then the following congruences hold modulo Γmin

i :

1. Si,−i(Tpq(ξ)a) ≡


Si,−i(a), if i 6= p,−q
Sp,−p(a) + ξSq,−q(a)λ(ε(q)−1)/2ξλ(1−ε(p))/2, if i = p

S−q,q(a) + λ(ε(q)−1)/2ξλ(1−ε(p))/2S−p,p(a)ξ if i = −q.

2. Si,−i(aTpq(ξ)) ≡ Si,−i(a) for all i ∈ I.

3.
Si,−i(aTpq(ξ)a

−1) ≡ aipξSq,−q(a
−1)λ(ε(q)−1)/2ξλ(1−ε(p))/2a′−p,−i

+ ai,−qλ
(ε(q)−1)/2ξλ(1−ε(p))/2S−p,p(a

−1)ξa′q,−i.
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Given a morphism ϕ : ((R1, · , λ1),Λ1) → ((R2, ·̂ , λ2),Λ2) of form rings and a form
net of ideals (σ,Γ) we define the image under ϕ of the form net of ideals (σ,Γ) to be a
pair (τ, B), where τ is a 2n× 2n array with entries

τij = ϕ(σij)

and B is a 2n column with entries

Bi = ϕ(Γi).

It is easy to see that an image of a form net of ideals is a form net of ideals. The
following proposition shows how form net subgroups are transformed by unitary group
morphisms induced by form ring morphisms. We leave it without a proof.

Proposition 3.2.7. Let ϕ : ((R1, · , λ1),Λ1)→ ((R2, ·̂ , λ2),Λ2) be a morphism of form
rings. Let (σ,Γ) be a form net of ideals over (R1,Λ1). Let (τ, B) denote the form net of
ideals over (R1,Λ2) defined by applying ϕ to (σ,Γ). Then

1. (τ, B) is a form net of ideals over (ϕ(R1), ϕ(Λ1))

2. if (σ,Γ) is an exact or D- form net, then (τ, B) is an exact or D- form net,
respectively.

3. M(ϕ)(U(σ,Γ)) = U(τ, B)

4. M(ϕ)(EU(σ,Γ)) = EU(τ, B).

Description of the transporter In this paragraph we will prove Theorem 2. The
following proposition will allow computing lengths of root elements corresponding to
matrices which satisfy property (T1).

Proposition 3.2.8. Let (σ,Γ) be an exact form D-net of ideals over (R,Λ) and a an
element of U(2n,R,Λ) that satisfies property (T1) of Theorem 2, namely:

aijσjka
′
kl ≤ σil

for all i, j, k, l ∈ I. Then for any matrix g ∈ U(σ,Γ) and any index i ∈ I the following
congruence holds modulo Γmin

i :

Si,−i(aga
−1) ≡

∑
k∈I

aik

(
Sk,−k(g) + Sk,−k(a

−1) +
∑
t∈I

gktSt,−t(a
−1)g′−t,−k

)
a′−k,−i.

68



Proof. By Proposition 3.2.5 we have

Si,−i(aga
−1) = Si,−i(a) +

∑
k∈I

aikSk,−k(ga
−1)a′−k,−i

−
∑
j,k,l>0

(
aik(ga

−1)k,−j(ga
−1)′−j,la

′
l,−i

−λ(−ε(i)−1)/2(aik(ga−1)k,−j(ga−1)′−j,la
′
l,−i)λ

(1−ε(i))/2
)

−
∑
j,k>0

∑
l>k

((
ai,−k(ga

−1)−k,−j(ga
−1)′−j,la

′
l,−i

− λ(−ε(i)−1)/2(ai,−k(ga−1)−k,−j(ga−1)′−j,la
′
l,−i)λ

(1−ε(i))/2
)

+
(
aik(ga

−1)k,−j(ga
−1)′−j,−la

′
−l,−i

− λ(−ε(i)−1)/2(aik(ga−1)k,−j(ga−1)′−j,−la
′
−l,−i)λ

(1−ε(i))/2
))

.

(3.16)

Consider the expression aik(ga
−1)k,−j(ga

−1)′−j,la
′
l.−i. By property (T1) we get

aik(ga
−1)k,−j(ga

−1)′−j,la
′
l.−i =

∑
p,q∈I

(aikgkpa
′
p,−j)(a−j,qg

′
qla
′
l,−i) ∈ σi,−jσ−j,−i ≤ σi,−i.

Therefore the whole term

aik(ga
−1)k,−j(ga

−1)′−j,la
′
l.−i − λ(−ε(i)−1)/2(aik(ga−1)k,−j(ga−1)′−j,la

′
l.−i)λ

(1−ε(i))/2

of the second sum in (3.16) is contained in Γmin
i . For the same reason, the third sum in

(3.16) is also contained in Γmin
i and (3.16) can be rewritten as follows:

Si,−i(aga
−1) ≡ Si,−i(a) +

∑
k∈I

aikSk,−k(ga
−1)a′−k,−i mod Γmin

i .

By Proposition 3.2.5 we obtain

Si,−i(aga
−1) ≡ Si,−i(a) +

∑
k∈I

(
aikSk,−k(g)a′−k,−i

+
∑
t∈I

aikgktSt,−t(a
−1)g′−t,−ka

′
−k,−i −

∑
j,t,l>0

aik

(
gkta

′
t,−ja−j,lg

′
l,−k

−λ(−ε(k)−1)/2(gkta′t,−ja−j,lg
′
l,−k)λ

(1−ε(k))/2
)
a′−k,−i

−
∑
t,j>0

∑
l>t

aik

((
gk,−ta

′
−t,−ja−j,lg

′
l,−k

−λ(−ε(k)−1)/2(gk,−ta′−t,−ja−j,lg
′
l,−k)λ

(1−ε(k))/2
)

+
(
gkta

′
t,−ja−j,−lg

′
−l,−k

−λ(−ε(k)−1)/2(gkta′t,−ja−j,−lg
′
−l,−k)λ

(1−ε(k))/2
))

a′−k,−i

)
.

(3.17)
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Note that
(aikgkta

′
t,−j)(a−j,lg

′
l,−ka

′
−k,−i) ≤ σi,−i

and

aikλ
(−ε(k)−1)/2(gkta′t,−ja−j,lg

′
l,−k)λ

(1−ε(k))/2a′−k,−i =

λ(−ε(i)−1)/2(aikgkta′t,−ja−j,lg
′
l,−ka

′
−k,−i)λ

(1−ε(i))/2.

Therefore the whole term

aik(gkta
′
t,−ja−j,lg

′
l,−k − λ(−ε(k)−1)/2gkta′t,−ja−j,lg

′
l,−k)λ

(1−ε(k))/2)a′−k,−i

of (3.17) is contained in Γmin
i . For the same reason the terms of the third sum in (3.17)

are also contained in Γmin
i . Thus we can rewrite (3.17) as follows

Si,−i(aga
−1) ≡ Si,−i(a) +

∑
k∈I

aikSk,−k(g)a′−k,−i

+
∑
k,t∈I

aikgktSt,−t(a
−1)g′−t,−ka

′
−k,−i mod Γmin

i .
(3.18)

Apply (3.18) to the special case when g = e:

0 = Si,−i(a · a−1) ≡ Si,−i(a) +
∑
k∈I

aikSk,−k(a
−1)a′−k,−i mod Γmin

i . (3.19)

Note that
Si,−i(a) =

∑
k∈I

aija
′
j,−i ∈

∑
k∈I

aijσjja
′
j,−i ≤ σi,−i

and, as a ∈ U(2n,R,Λ), it follows that Si,−i(a) ∈ Λmax
i . Therefore Si,−i(a) ∈ Γmax

i . By
Proposition 3.2.1 it follows that 2Si,−i(a) ∈ Γmin

i . Hence, we can rewrite (3.19) as

Si,−i(a) ≡
∑
k∈I

aikSk,−k(a
−1)a′−k,−i mod Γmin

i . (3.20)

Substituting (3.20) into (3.18) we get the required congruence

Si,−i(aga
−1) ≡

∑
k∈I

aik

(
Sk,−k(g) + Sk,−k(a

−1) +
∑
t∈I

gktSt,−t(a
−1)g′−t,−k

)
a′−k,−i

for all possible indices i, k, t ∈ I.

Proof of Theorem 2. Let N denote the set of all matrices in U(2n,R,Λ) satisfying
conditions (T1)–(T3). It’s easy to see that N ≤ NU(2n,R,Λ)(U(σ,Γ)). Indeed, pick any
g ∈ U(σ,Γ) and a ∈ N . By condition (T1) it follows that

(aga−1)ij =
∑
p,q∈I

aipgpqa
′
qj ≤

∑
p,q∈I

aipσpqa
′
qj ≤ σij (3.21)
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for all indices i and j. Applying Proposition 3.2.8 to the matrix a and an element g of
U(σ,Γ) we get the following congruence modulo Γi:

Si,−i(aga
−1) ≡

∑
k∈I

aik

(
Sk,−k(g) + Sk,−k(a

−1)

+
∑
t∈I

gktSt,−t(a
−1)g′−t,−k

)
a′−k,−i.

(3.22)

By property (T3) it follows that

aikSk,−k(g)a′−k,−i ≤ aikΓka
′
−k,−i ≤ Γi. (3.23)

By property (T2) it follows that

aikgktSt,−t(a
−1)g′−t,−ka

′
−k,−i =

aikgktSt,−t(a
−1)λ(ε(t)−1)/2gktλ

(1−ε(k))/2a′−k,−i ∈ Γi.
(3.24)

As 1 ∈ σkk, by property (T2) we get

aikSk,−k(a
−1) = aik · 1 · Sk,−k(a−1)λ(ε(k)−1)/21λ(1−ε(k))/2a′−k,−i ∈ Γi. (3.25)

Combining (3.22), (3.23), (3.24) and (3.25) we get the inclusion Si,−i(aga
−1) ∈ Γi for all

i ∈ I. This together with (3.21) allows us to conclude that aga−1 ∈ U(σ,Γ) whenever
a ∈ N and g ∈ U(σ,Γ) Therefore N ≤ NU(2n,R,Λ)(U(σ,Γ)).

Now we will show that TranspU(2n,R,Λ)(EU(σ,Γ),U(σ,Γ)) ≤ N . Fix an element a of
TranspU(2n,R,Λ)(EU(σ,Γ),U(σ,Γ)) and a short (σ,Γ)-elementary unitary matrix Tsr(ξ).
By definition of the transporter

δij + aisξa
′
rj − ai,−rλ(ε(r)−1)/2ξλ(1−ε(s))/2a′−s,j = (aTsr(ξ)a

−1)ij ∈ σij (3.26)

for all i, j ∈ I. If T−r,r(α) is a long (σ,Γ)-elementary unitary matrix then

δij + ai,−rαa
′
−r,j = (aT−r,r(α)a−1)ij ∈ σij (3.27)

If Trt(ζ) is another short (σ,Γ)-elementary unitary matrix then

(δij + aisξa
′
rj − ai,−rλ(ε(r)−1)/2ξλ(1−ε(s))/2a′−s,j)

+(δij + airζa
′
tj − ai,−tλ(ε(t)−1)/2ζλ(1−ε(r))/2a′−r,j) + aisξζa

′
tj − δij

= (aTsr(ξ)Trt(ζ)a−1)ij ∈ σij

(3.28)

for all i, j ∈ I. Similarly we have

(δij + ai,−rαa
′
−r,j) + ((δij + airζa

′
tj − ai,−tλ(ε(t)−1)/2ζλ(1−ε(r))/2a′−r,j)

+ ai,−rαζa
′
tj − δij

= (aT−r,r(α)Trt(ζ)a−1)ij ∈ σij

(3.29)
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for all i, j ∈ I. Comparing (3.28) with (3.26) we conclude that

aisξζa
′
tj = (aTsr(ξ)Trt(ζ)a−1)ij − (aTsr(ξ)a

−1)ij − (aTrt(ζ)a−1)ij − δij ∈ σij.

Therefore due to the arbitrary choice of ξ and ζ,

aisσsrσrta
′
tj ≤ σij (3.30)

for all i, j ∈ I and all s, r, t ∈ I such that s 6= ±r,±t and r 6= ±t. Similarly comparing
(3.29) with (3.27) and (3.26) we get

ai,−rαζa
′
tj = (aT−r,r(α)Trt(ζ)a−1)ij − (aT−r,r(α)a−1)ij − (aTrt(ζ)a−1)ij − δij ∈ σij

for all i, j ∈ I and varying ζ and α we get the inclusion

ai,−rΓ−rσrta
′
tj ∈ σij (3.31)

for all i, j ∈ I and all r, t ∈ I such that r 6= ±t. Exactly in the same way we get the
inclusions

aisΓsσ−s,ta
′
tj ∈ σij (3.32)

for the same indices as in (3.31) We are ready to show that the condition (T1) is fulfilled
for the matrix a. First, let s 6= ±t. Assume, there exists another index r ∼ t such that
r 6= ±s,±t. In this case σsr = σsrR = σstR = σstσtr By (3.30) it follows that

aisσsta
′
tj = aisσsrσrta

′
tj ≤ σij

for all i, j ∈ I. The only situation when we fail to find an index r as described above is
when the equivalence class of t is precisely {±s,±t}. In this case by assumption of the
theorem we have RΛ + ΛR = R. It’s easy to see that the last condition is equivalent to
RΛ−t+ΛsR = R Therefore σst = R = RΛ−t+ΛsR = R = σs,−tΓ−t+Γsσ−s,t. Combining
(3.31) with (3.32) we get

aisσsta
′
tj ≤ aisσs,−tΓ−ta

′
tj + aisΓsσ−s,ta

′
tj ≤ σij

for all i, j ∈ I. Therefore aisσsta
′
tj ≤ σij whenever s 6= ±t. If s = ±t then there exists

an index r ∼ t such that r 6= ±s and we get

aisσsta
′
tj = aisσsr · 1 · σrta′tj =

∑
p∈I

(aisσsra
′
rp)(aprσrta

′
tj ≤ σij

for all i and j in I. Summing up, the matrix a satisfies property (T1).
Pick a short (σ,Γ)-elementary unitary matrix Tjk(ξ). By Proposition 3.2.8 the follow-

ing congruence modulo Γmin
i takes place:

Si,−i(aTjk(ξ)a
−1) ≡ aijξSk,−k(a

−1)λ(ε(k)−1)/2ξλ(1−ε(j))/2a′−j,−i

+ ai,−kλ
(ε(k)−1)/2ξλ(1−ε(j))/2S−j,j(a

−1)ξa′k,−i.
(3.33)
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Pick a long (σ,Γ)-elementary unitary matrix Tk,−k(α). By Proposition 3.2.8 the congru-
ence

Si,−i(aTk,−k(α)a−1) ≡ aikαa
′
−k,−i+

aikαS−k,k(a
−1)λ(−ε(k)−1)/2αλ(1−ε(k))/2a′−k,−i mod Γmin

i

(3.34)

holds. Fix yet another short (σ,Γ)-elementary unitary matrix Tkl(ζ). By Proposition
3.2.8 the following congruence modulo Γmin

i holds:

Si,−i(aTjk(ξ)Tkl(ζ)a−1) ≡ aijξSk,−k(a
−1)λ(ε(k)−1)/2ξλ(1−ε(j))/2a′−j,−i

+ ai,−kλ
(ε(k)−1)/2ξλ(1−ε(j))/2S−j,j(a

−1)ξa′k,−i

+ aikξSl,−l(a
−1)λ(ε(l)−1)/2ξλ(1−ε(k))/2a′−k,−i

+ ai,−lλ
(ε(l)−1)/2ξλ(1−ε(k))/2S−k,k(a

−1)ξa′l,−i

+ aijξζSl,−l(a
−1)λ(ε(l)−1)/2ξζλ(1−ε(j))/2a′−j,−i.

(3.35)

Similarly considering a product of a short and a long elementary unitary matrix we get
by Proposition 3.2.8 the following congruence modulo Γmin

i :

Si,−i(aTjk(ξ)Tk,−k(α)a−1) ≡ aijξSk,−k(a
−1)λ(ε(k)−1)/2ξλ(1−ε(j))/2a′−j,−i

+ ai,−kλ
(ε(k)−1)/2ξλ(1−ε(j))/2S−j,j(a

−1)ξa′k,−i

+ aijαa
′
−k,−i + aikαS−k,k(a

−1)λ(−ε(k)−1)/2αλ(1−ε(k))/2a′−k,−i

+ aijξαS−k,k(a
−1)λ(−ε(k)−1)/2ξαλ(1−ε(j))/2a′−j,−i.

(3.36)

Denote the left-hand side of (T2) by X(ξ). By Proposition 3.2.2 we have X(ξ + ζ) ≡
X(ξ) + X(ζ) mod Γmin

i . Therefore it is enough to check property (T2) for some set of
additive generators of the ideal σjk.

Recall that a ∈ TranspU(2n,R,Λ)(EU(σ,Γ),U(σ,Γ)) Comparing (3.35) with (3.33) we
get the inclusion

aijξζSl,−l(a
−1)λ(ε(l)−1)/2ξζλ(1−ε(j))/2a′−j,−i ∈ Γi (3.37)

for all i ∈ I, all j, k, l ∈ I such that j 6= ±k,±l, k 6= ±l and all ξ ∈ σjk and ζ ∈ σkl.
Similarly comparing (3.36) with (3.33) and (3.34) we get the inclusion

aijξαS−k,k(a
−1)λ(−ε(k)−1)/2ξαλ(1−ε(j))/2a′−j,−i ∈ Γi (3.38)

for all i ∈ I and all j, k ∈ I such that j 6= ±k and all ξ ∈ σjk and α ∈ Γk. Similarly we
get the inclusion

aijαξS−k,k(a
−1)λ(−ε(k)−1)/2αξλ(1−ε(j))/2a′−j,−i ∈ Γi (3.39)

for all i ∈ I and all j, k ∈ I such that j 6= ±k and all α ∈ Γj and ξ ∈ σ−j,−k.
We are ready to check property (T2) for the matrix a. Fix two indices j, l ∈ I such

that j 6= ±l. If there exists an index k ∼ l such that k 6= ±jm± l then σjl = σjkσkl and
furthermore the inclusion (T2)

aijξSl,−l(a
−1)λ(ε(l)−1)/2ξλ(1−ε(j))/2a′−j,−i ∈ Γi
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for any i and any ξ ∈ σjl is given by (3.37) together with Proposition 3.2.2. If we fail to
find the index k as above then it follows that the equivalence class of l consists precisely
of four elements {±j,±l}. Therefore RΛ + ΛR = R. Hence σjl = σj,−lΓ−l + Γjσ−j,l and
the inclusion (T2)

aijξSl,−l(a
−1)λ(ε(l)−1)/2ξλ(1−ε(j))/2a′−j,−i ∈ Γi

for all i ∈ I and ξ ∈ σjl is obtained as a combination of (3.38) and (3.39).
If j = ±l then there exists an index k ∼ j such that k 6= ±j and thus k 6= ±l. Then

σjl = σjkσil. Pick any ξ1 ∈ σjk and any ξ2 ∈ σkl. Consider

aijξ1ξ2Sl,−l(a
−1)λ(ε(l)−1)/2ξ1ξ2λ

(1−ε(j))/2a′−j,−i

=aijξ1

(∑
p∈I

a′kpapk

)
ξ2Sl,−l(a

−1)λ(ε(l)−1)/2ξ2λ
(1−ε(k))/2

×

(∑
q∈I

a′−kqaq,−k

)
λ(ε(k)−1)/2ξ1λ

(1−ε(j))/2a′−j,−i

=
∑
p,q∈I

(aijξ1a
′
kp)apkξ2Sl,−l(a

−1)λ(ε(l)−1)/2ξ2λ
(1−ε(k))/2

× a′−kq(aq,−kλ(ε(k)−1)/2ξ1λ
(1−ε(j))/2a′−j,−i).

(3.40)

Denote the summand of the right-hand side of (3.40) by Y (p, q). It’s easy to see that
Y (p,−p) ∈ Γi for all p ∈ I. Indeed, we have already proved that

apkξ2Sl,−l(a
−1)λ(ε(l)−1)/2ξ2λ

(1−ε(k))/2a′−k,−p ∈ Γp

for all p. Note that aijξ1a
′
kp ∈ σip and

a−p,−kλ
(ε(k)−1)/2ξ1λ

(1−ε(j))/2a′−j,−i = λ(ε(p)−1)/2(aijξ1a′kp)λ
(1−ε(i))/2.

Therefore by relation (Γ2′) it follows that Y (p,−p) is indeed contained in Γi. It’s clear
that Y (p, q) ∈ σi,−i for all p, q ∈ I. It’s easy to see that Y (p, q) + Y (−q,−p) ∈ Γmin

i for
all p, q ∈ I. Therefore∑

p,q∈I

Y (p, q) =
∑
p

Y (p,−p) +
∑
p>−q

(Y (p, q) + Y (−q,−p)) ∈ Γi.

Therefore property (T2) holds for the matrix a for all possible indices. Combining (T2)
with (3.34) we get property (T3) for all i, j ∈ I. Therefore

TranspU(2n,R,Λ)(EU(σ,Γ),U(σ,Γ)) ≤ N.

It’s only left to notice that, as Transp is contravariant in the first variable, it follows
that

NU(2n,R,Λ)(U(σ,Γ)) = TranspU(2n,R,Λ)(U(σ,Γ),U(σ,Γ))

≤ TranspU(2n,R,Λ)(EU(σ,Γ),U(σ,Γ)) ≤ N.
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Form net associated with a subgroup Fix a subgroup H of U(2n,R,Λ). An exact
form net of ideals (σ,Γ) is called the form net of ideals associated with H if Ep(σ,Γ) ≤ H
and if for any exact form net of ideals (σ′,Γ′) such that Ep(σ′,Γ′) ≤ H it follows that
(σ′,Γ′) ≤ (σ,Γ). It is obvious, that if a form net of ideals associated with H exists then
it is unique. The following lemma shows that it exists whenever H contains EU(ν,R,Λ)
and h(ν) ≥ (4, 3).

Lemma 3.2.9. Assume h(ν) ≥ (4, 3). Let H be a subgroup of U(2n,R,Λ) such that
EU(ν,R,Λ) ≤ H. Set

σij = {ξ ∈ R | Tij(ξ) ∈ H} for all i 6= ±j
Γi = {α ∈ Λi | Ti,−i(α) ∈ H} for all i ∈ I
σii = R and

σi,−i =
∑
j 6=±i

σijσj,−i + 〈Γi〉 for all i ∈ I.

(3.41)

Then (σ,Γ) is the form net of ideals associated with H.

Proof. By the elementary relation (EU2) it follows that σij and Γi are additive subgroups
for all i, j ∈ I. We will show that σij is a two-sided ideal for all i, j ∈ I. Indeed, take
three indices i, j, k ∈ I such that i 6= ±j,±k and j 6= ±k and any ξ ∈ σij, ζ ∈ σjk. Then
by the elementary relation (EU4) we get

Tik(ξζ) = [Tij(ξ), Tjk(ζ)] ∈ H.

In other words

σijσjk ≤ σik, whenever i 6= ±j,±k and j 6= ±k. (3.42)

If i ∼ j, then σij = R is obviously a two-sided ideal. By definition, σi,−i is also a
two-sided ideal. Assume i � j and i 6= ±j. As h(ν) ≥ (4, 3), there exists another index
k ∼ j such that k 6= ±i,±j. Then σjk = σkj = R and by (3.42) we get

σijR = σijσjk ≤ σik ≤ σikR = σikσkj ≤ σij.

Therefore σij is a right ideal. Similarly, σij is a left ideal and, consequently, a two-sided
ideal.

Now we will prove that
Γiσ−i,j ≤ σij (3.43)

for all i, j ∈ I. If i ∼ j this inclusion (3.43) is trivial. The inclusion (3.43) for i = −j
follows from the following obvious observation:

Γiσ−i,j = ΓiR ≤ σi,−i.

Assume i � j and i 6= −j. Pick any α ∈ Γi and ξ ∈ σ−i,j. According to the elementary
relation (EU6) we have

x = Tij(αξ)T−j,j(β) = [Ti,−i(α), T−i,j(ξ)] ≤ H,
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where β = −λ(ε(j)−1)/2ξλ(1+ε(i))/2αξ is an element of Λ−j. If j ∼ −j then T−j,j(β) ∈ H
for all β ∈ Γ−j. Therefore Tij(αξ) ∈ H. If j � −j then there exists an index k ∼ i such
that k 6= ±i,±j. In this case by the elementary relation (EU4) we have

Tij(αξ) = [Tik(1), [Tki(1), x]] ∈ H.

Therefore αξ ∈ σij. This completes the proof of the inclusion (3.43) for all i, j ∈ I.
Assume i 6= ±j. Combing (EU6) and (3.43) we have

λ(ε(j)−1)/2ξλ(1+ε(i))/2Γiξ ≤ Γ−j (3.44)

for all ξ ∈ σ−i,j. Indeed, in this situation by (EU6) we get

Tij(αξ)T−j,j(λ
(ε(j)−1)/2ξλ(1+ε(i))/2αξ) = [Ti,−i(α), T−i,j(ξ)] ∈ H (3.45)

whenever α ∈ Γi. By (3.43) the first term of the left-hand side of (3.45) is also in H.
The inclusion Γmin

i ≤ Γi follows from the relation (EU5). Indeed, fix an index i ∈ I.
As Γi is an additive subgroup, it’s enough to prove that α − λ−(1+ε(i))/2αλ(1−ε(i))/2 ∈ Γi
only for α in some set generating σi,−i as an additive subgroup. First, take α of the form
ξζ, where ξ ∈ σij and ζ ∈ σj,−i for some j 6= ±i. By (EU5) we get

Ti,−i(α− λ−(1+ε(i))/2αλ(1−ε(i))/2) = [Tij(ξ), Tj,−i(ζ)] ∈ H.

Now let α be an additive generator of 〈Γi〉R, i.e. α = ξ1βξ2 for some β ∈ Γi and
ξ1, ξ2 ∈ R. Pick any index j ∼ i such that j 6= ±i. Then 1 ∈ σ−i,−j and by (3.44) we get
λ(ε(i)−ε(j))/2β ∈ λ(ε(i)−ε(j))/2Γi ≤ Γj. As ξ2 ∈ σ−j,−i, by (3.43) we get λ(ε(i)−ε(j))/2βξ2 ≤
Γjσ−j,−i ≤ σj,−i. Finally, as ξ1λ

(ε(j)−ε(i))/2 ∈ R = σij, it follows by (EU5) that

Ti,−i(α− λ−(1+ε(i))/2αλ(1−ε(i))/2) = [Tij(ξ1λ
(ε(j)−ε(i))/2), Tj,−i(λ

(ε(i)−ε(j))/2βξ2)] ∈ H.

Therefore all additive generators of Γmin
i are contained in Γi. Thus Γmin

i ≤ Γi for all
i ∈ I.

Now we will prove that σijσjk ≤ σik for all i, j, k ∈ I. We have already proved (see
(3.42)) these inclusions whenever i 6= ±j,±k and j 6= ±k. If i ∼ k then σik = R and the
inclusion σijσjk ≤ σik is trivial. The inclusion corresponding to the case when k = −i
follows from the definition of σi,−i. Assume k � i, k 6= ±i. If j = k or i = j then the
corresponding inclusion σijσjk ≤ σik is equivalent to the fact that each σij is a two-sided
ideal. Therefore it only remains to consider two possibilities. The first one is that i = −j
and k 6= ±i. The second one is that j = −k and i 6= ±k. We will only consider the first
one. The second one can be treated similarly. Observe that

σi,−iσ−i,k =
∑
l 6=±i

σilσl,−iσ−i,k + 〈Γi〉σ−i,k.

By (3.43) we know that 〈Γi〉σ−i,k ≤ σik. Moreover for each l 6= ±i,±k we already know
that σilσl,−iσ−i,k ≤ σik. Finally, for l = k σikσk,−iσ−i,k ≤ σik as σik is an ideal. We are

76



only left to prove that σi,−kσ−k,−iσ−i,k ≤ σik. As k � i there exists another index t ∼ k
such that t 6= ±k,±i. Then

σi,−kσ−k,−iσ−i,k ≤ σi,−kσ−k,−iσ−i,kσkt ≤ σi,−kσ−k,−iσ−i,t ≤ σi,−kσ−k,t ≤ σit.

Therefore σi,−iσ−i,k ≤ σit ≤ σitσtk ≤ σik. Thus we have proven the inclusion

σijσjk ≤ σik

for all i, j, k ∈ I.
Now we will prove the inclusion (Γ2). We have already checked (see (3.44)) these

inclusions for all i 6= ±j. Let j ∈ {±i}. Fix some ξ ∈ σ−i,j. There exists an index k ∼ i
such that k 6= ±i. Then ξ ∈ σ−i,k and by (3.44) we get

λ(ε(k)−1)/2ξλ(1−ε(i))/2Γiξ ≤ Γ−k. (3.46)

As 1 ∈ σkj, by (3.44) we get

λ(ε(j)−ε(k))/2Γ−k ≤ Γ−j. (3.47)

Combining (3.46) and (3.47) we get

λ(ε(j)−1)/2ξλ(1−ε(i))/2Γi = λ(ε(j)−ε(k))/2λ(ε(k)−1)/2ξλ(1−ε(i))/2Γiξ ≤ Γ−j.

Therefore, the inclusions (Γ2) hold for all i, j ∈ I.
Notice that the inclusion Γi ≤ Γmax

i is obvious by (3.41). The condition σij = σ−j,−i
follows obviously from (EU1) whenever j 6= ±i and is trivial when i = j. Finally, if
j = −i there exists another index k ∼ i such that k 6= ±i. Then

σi,−i ≤ σkiσi,−i ≤ σk,−i ≤ σikσk,−i ≤ σi,−i

and thus σi,−i = σk,−i. Similarly σi,−k = σi,−i. Thus

σi,−i = σk,−i = σi,−k = σi,−i.

Therefore (σ,Γ) is a form net of ideals. It is clear that (σ,Γ) is exact and major. By
definition, EU(σ,Γ) ≤ H. Finally, it is easy to see that for any exact form net of ideals
(σ′,Γ′) such that EU(σ′,Γ′) ≤ H it follows that (σ′,Γ′) ≤ (σ,Γ). This completes the
proof.

3.3 Standard setting

In this section we are going to introduce the concept of a standard setting. Let (R,Λ)
be an associative [unital] form ring and (R′,Λ′) be a form subring of (R,Λ). Let S be
a multiplicative set in R′ (i.e. a multiplicatively closed set containing the identity) such
that S ⊆ R∗∩Center(R)∩{ξ ∈ R | ξ = ξ}. Assume that for every ξ ∈ R there exists an
element x ∈ S such that xξ ∈ R′ and for every α ∈ Λ there exists an elements x ∈ S such
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that x2α ∈ Λ′. Then we call the triple ((R,Λ), (R′,Λ′), S) a standard setting. In this
setting we will associate with a subgroup H ≤ U(2n,R,Λ) such that EU(ν,R,Λ) ≤ H,
a form net of ideals (σ′,Γ′) over (R′,Λ′) and a form net of ideals (σ,Γ) over (R,Λ) such
that EU(σ,Γ) ≤ H and (σ,Γ) is S-related (in appropriate sense) with (σ′,Γ′).

Let (σ′,Γ′) be an exact form net of ideals of size 2n over (R′,Λ′). For all indices
i, j ∈ I define the following subsets in R:

σij = {ξ ∈ R | ∃x ∈ S, xξ ∈ σ′ij}
Γi = {α ∈ Λi | ∃x ∈ S, x2α ∈ Γ′i}.

The pair (σ,Γ) is called the S-closure of the form net (σ′,Γ′) in the form ring (R,Λ).
We will show that (σ,Γ) is an exact form D-net over (R,Λ).

Fix a subgroup H of U(2n,R,Λ). We say that a form net (σ′,Γ′) over (R′,Λ) is
S-associated with the subgroup H if the following two conditions are fulfilled:

1. EU(σ′,Γ′) ≤ H

2. For any elementary unitary matrix Tsr(ξ) contained in H there exists an element
x ∈ S such that the inclusion x(1+δr,−s)ξ ∈ (σ′,Γ′)sr holds.

Next we introduce a family of net-like objects defined by H. Under certain conditions
they become form nets of ideals over (R,Λ). For any g ∈ U(2n,R,Λ) and any i 6= ±j
set

σgij = {ξ ∈ R | ∃x ∈ S, ∀θ,∈ S gTij(xθξ) ∈ H}
σgii = R

Γgi = {α ∈ Λi | ∃x ∈ S, ∀θ ∈ S, gTi,−i(x2θ2α) ∈ H}

σgi,−i =
∑
k 6=±i

σgikσ
g
k,−i + 〈Γgi 〉 ,

(3.48)

where the product σgikσ
g
k,−i above is the additive subgroup generated by all products ξζ,

where ξ ∈ σgij and ζ ∈ σgj,−i.
The rest of this section directly follows the analogous results for the symplectic groups

presented in Section 2.1. A lot of these results translate to the current setting literally.
Freely speaking, all the computations involving only short elementary unitary matrices
remain unchanged.

For the rest of this section we fix a standard setting ((R,Λ), (R′,Λ′), S), a unitary
equivalence relation ν on our index set I and a subgroup H ≤ U(2n,R,Λ).

Proposition 3.3.1. Let (σ′,Γ′) be an exact major form net of ideals over (R′,Λ′). Let
(σ,Γ) denote the S-closure of (σ′,Γ′) in (R,Λ). Then (σ,Γ) is an exact major form net
of ideals over (R,Λ). Further, suppose h(ν) ≥ (4, 3) and (σ′,Γ′) is S-associated with H.
Then the form net of ideals (σ,Γ) is coordinate-wise equal to (σe,Γe).

Proof. It’s clear that σij = R whenever i ∼ j and Γi = Λi whenever i ∼ −i. We will
show that for all i, j ∈ I the sets σij and Γi are additive subgroups of R. Indeed, let ξ, ζ ∈
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(σ,Γ)ij. Then there exist elements x, y in S such that x(1+δj,−i)ξ, y(1+δj,−i)ζ ∈ (σ′,Γ′)ij.
As (σ′,Γ′) is a form net of ideals, it follows that (xy)(1+δj,−i)ξ, (xy)(1+δj,−i)ζ ∈ (σ′,Γ′)ij.
Thus (xy)(1+δj,−i)(ξ+ζ) ∈ (σ′,Γ′)ij. Therefore ξ+ζ ∈ (σ,Γ)ij. The remaining properties
of (σ,Γ) as an exact form net of ideals can be deduced in the same way from the
corresponding properties of (σ′,Γ′).

Suppose h(ν) ≥ (4, 3) and (σ′,Γ′) is S-associated with the subgroup H. It’s obvious
that (σe,Γe)ij ≤ (σ,Γ)ij for all possible indices i and j. Thus also σei,−i ≤ σi,−i for all i.
The reverse inclusions are obtained in the following way. Fix some i � j and ξ ∈ (σ,Γ)ij.
By definition, it means that there exists an element x ∈ S such that Tij(x

(1+δi,−j)ξ) ∈ H.
If i 6= −j then, as h(ν) ≥ (4, 3), there exists another index k ∼ j such that k 6= ±j,±i.
Then Tjk(θ), Tkj(1) ∈ H for all θ ∈ S. Therefore

Tij(xθξ) = [[Tij(xξ), Tjk(θ)], Tkj(1)] ∈ H.

Hence, ξ ∈ σeij. If i = −j then there exists another index k ∼ i such that k 6= ±i. As

(σ′,Γ′) is an exact form net of ideals, it follows by Proposition 3.2.4 that λ(ε(i)−ε(k))/2x2ξ ∈
Γ′k,−k. By relation (EU6) we have

Tk,−i(−λ(ε(i)−ε(k))/2x2θξ)Ti,−i(x
2θ2ξ) = [Tk,−k(λ

(ε(i)−ε(k))/2x2ξ), T−k,−i(−θ)] ∈ H

for all θ ∈ S. If k ∼ −i, then Tk,−i(−λ(ε(i)−ε(k))/2x2θξ) ∈ H and therefore also
Ti,−i(x

2θ2ξ) ∈ H. If k � −i then there exists another index l ∼ k such that l 6= ±k,±i.
By (EU4)

Tk,−i(λ
(ε(i)−ε(k))/2x2θξ) = [Tkl(1), [Tlk(1), [Tk,−k(λ

(ε(i)−ε(k))/2x2ξ), T−k,−i(θ)]]] ∈ H.

Therefore Ti,−i(x
2θ2ξ) ∈ H. Hence, ξ ∈ Γei . Summing up, (σ,Γ)ij ≤ (σ,Γ)eij for all

i, j ∈ I. Clearly σi,−i ≤ σei,−i by definition. This completes the proof.

The following proposition shows that (σg,Γg) has at least those properties of exact
form nets of ideals which follow directly from the elementary relations. Given two subsets
V1, V2 ⊆ R we will call the additive subgroup 〈ξζ | ξ ∈ V1, ζ ∈ V2〉 of R the Minkowsi
product of V1 and V2.

Proposition 3.3.2. Assume h(ν) ≥ (4, 3). Let H be a subgroup of U(2n,R,Λ), g an
element of U(2n,R,Λ) and (σg,Γg) as in (3.48). If [ν](R,Λ) ≤ (σg,Γg) then the following
inclusions hold:

(1) σgijσ
g
jk ≤ σgik for all i 6= ±j, j 6= ±k.

(2) Γgiσ
g
−i,k ≤ σgik and σgi,−kΓ

g
−k ≤ σgik for all i, k ∈ I

(3) ξζ − λ(−1−ε(i))/2ξζλ(1−ε(i))/2 ∈ Γgi for all i 6= ±j, ξ ∈ σgij and ζ ∈ σgj,−i

(4) λ(ε(k)−1)/2ξλ(1+ε(i))/2Γgi ξ ≤ Γg−k for all i 6= ±k and ξ ∈ σg−i,k

(4′) ξΓgiλ
(ε(i)−1)/2ξλ(1−ε(k))/2 ≤ Γgk for all i 6= ±k and ξ ∈ σgki,
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where the products are Minkowski products.

Proof. By the elementary relation (EU2), each σgij and Γgij is an additive subgroup of R.
(1). The inclusion (1) for i = ±k is trivial by definition of σgik. Assume i 6= ±k. Fix

an element ξ ∈ σgij and ζ ∈ σgjk. By definition of (σg,Γg) there exist elements xξ, xζ ∈ S
such that gTij(xξθξ),

gTjk(xζζ) ∈ H for all θ ∈ S. By relation (EU4) we get

gTik(xξxζθξζ) = [gTij(xξθξ),
gTjk(xζζ)] ∈ H

for all θ ∈ S. Therefore ξζ ∈ σgik.
(2) and (4). For i = ±k the inclusion (2) is trivial. Assume i 6= ±k. We will show

that Γgiσ
g
−i,k ≤ σgik as well as (4). The second inclusion in (2) and (4′) are treated

similarly. Pick any α ∈ Γgi and ξ ∈ σg−i,k. Then there exist elements xα, xξ ∈ S such
that gTi,−i(x

2
αα), gT−i,k(xξθξ) ∈ H for all θ ∈ S. By relation (EU6) we have

gTik(x
2
αxξθαξ)

gT−k,k(−x2
ξx

2
αθ

2λ(ε(k)−1)/2ξλ(1+ε(i))/2αξ)

= [gTi,−i(x
2
αα), gT−i,k(xξθξ)] ∈ H.

(3.49)

As h(ν) ≥ (4, 3), either there exist another index l ∼ i such that l 6= ±i,±k, or
ν(i) = {±i,±k}. Assume the former. As 1 ∈ R = σgil = σgli, there exist elements
x1, x2 ∈ S such that gTil(x1), gTli(x2) ∈ H. By (EU3), (EU4) and (3.49) combined we
get

gTik(x
2
αxξx1x2θαξ) = [gTil(x1), [gTli(x2), gTik(x

2
αxξθαξ)×

gT−k,k(−x2
ξx

2
αθ

2λ(ε(k)−1)/2ξλ(1+ε(i))/2αξ)]] ∈ H

for all θ ∈ S. This shows that αξ ∈ σgik. We can reformulate the last statement as
follows: gTik(x

2
αxξθαξ) ∈ H whenever θ is a multiple of x1x2. Combined with (3.49),

this yields the inclusion

gT−k,k(−x2
ξx

2
αx1x2θ

2λ(ε(k)−1)/2ξλ(1+ε(i))/2αξ) ∈ H

for all θ ∈ S. Thus −λ(ε(k)−1)/2ξλ(1+ε(i))/2αξ ∈ Γ−k. It’s only left to recall that Γ−k is an
additive group.

Finally, if ν(i) = {±i,±k} then σgik = R and the corresponding inclusions (2) and (4)
are trivial.

(3). Fix indices i 6= ±j, an element ξ ∈ σgij and an element ζ ∈ σgj,−i. By definition of
(σg,Γg), there exist elements xξ, xζ ∈ S such that for all θ ∈ S the subgroup H contains
the elements gTij(x

2
ξθξ) and gTj,−i(x

2
ζθζ). By relation (EU5) we get

gTi,−i
(
x2
ξx

2
ζθ

2(ξζ − λ(−1−ε(i))/2ξζλ(1+ε(i))/2)
)

= [gTij(x
2
ξθξ),

gTj,−i(x
2
ζθζ)] ∈ H

for all θ ∈ S. Therefore ξζ − λ(−1−ε(i))/2ξζλ(1+ε(i))/2 ∈ Γgi . This proves the inclusions
(3).
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Lemma 3.3.3. Assume h(ν) ≥ (4, 3) and either h(ν) ≥ (6, 3) or RΛ + ΛR = R. Let
H be a subgroup of U(2n,R,Λ) and (σ,Γ) the S-closure of an major form net of ideals
(σ′,Γ′) which is S-associated with H. Let g be an element of EU(σ,Γ) and (σg,Γg) as
in (3.48). Then

(σg,Γg) = (σ,Γ). (3.50)

In particular, (σg,Γg) is an exact major form net of ideals over (R,Λ).

Proof. We will prove this lemma via induction on the word length L(g) of g in terms of
the generators of EU(σ,Γ). Proposition 3.3.1 serves as a base of induction, namely it
shows that when L(g) = 0, i.e. g = e, we get the equality (σ,Γ) = (σe,Γe).

Before proving the induction step, we will prove a slightly stronger statement. Suppose
that g ∈ EU(σ,Γ) is such that (σ,Γ) ≤ (σg,Γg). Fix an element Tpq(ζ) of EU(σ,Γ). We
will show in this case that (σg,Γg) ≤ (σgTpq(ζ),ΓgTpq(ζ)). Note that, as (σ,Γ) ≤ (σg,Γg),
it follows that ζ ∈ (σg,Γg)pq. Pick indices s 6= r ∈ I and ξ ∈ (σg,Γg)sr. There exists an
element xξ ∈ S such that the inclusion gTsr(x

κ
ξ θ

κξ) ∈ H holds for every θ ∈ R′, where
κ = 1 + δs,−r. For any x ∈ S we have the following equality

gTpq(ζ)Tsr(x
κθκξ) = g[Tpq(ζ), Tsr(x

κθκξ)] · gTsr(xκθκξ). (3.51)

Below we will construct an element x0 such that after the substituting x = x0 the
right-hand side of (3.51) is contained in H for all θ ∈ S. This will infer that ξ ∈
(σgTpq(ζ),ΓgTpq(ζ))sr.

Clearly the second term of the right-hand side of (3.51) is contained in H whenever
x is a multiple of xξ. The first term, which we will denote by h = h(θ), requires a more
detailed investigation. Consider the following exhaustive list of alternatives:

1. p 6= r,−s and q 6= s,−r. According to the relation (EU3) we get h = e ∈ H.

2. p 6= ±q, s 6= ±r and one of the following options holds:

(i) s = q, r 6= ±p
(ii) r = −q, s 6= ±p
(iii) s = −p, r 6= ±q
(iv) −r = −p, s 6= ±q.

In any of these cases, h is equal to a single short elementary unitary matrix. We
will consider only the first case. The other cases can be reduced to it using relations
(EU1) and (EU2). By relation (EU4) we have

h = Tpr(xθζξ).

By Proposition 3.3.2 we get ζξ ∈ σgpqσgqr ≤ σgpr. Therefore there exists an element
xζξ ∈ S such that h is in H whenever x is a multiple of xζξ. Put x0 = xξxζξ.

3. p 6= ±q, s 6= ±r and one of the following options hold:
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(i) s = q, r = −p
(ii) s = −p, r = q

(iii) s = p, r = −q
(iv) s = −q, r = p.

In any of these four cases h is a single long elementary unitary matrix. We will
consider only the first case. By relation (EU5) we get

h = Tp,−p(ζxθξ − λ(−1−ε(p))/2ζxθξλ(1−ε(p))/2)

= Tp,−p
(
xθ(ζξ − λ(−1−ε(p))/2ζξλ(1−ε(p))/2)

)
= [Tpq(yζ), Tsr(zθξ)],

(3.52)

whenever x = yz. As ζ ∈ σgpq, there exists an element xζ ∈ S such that gTpq(yζ) ∈
H whenever y is a multiple of xζ in S. Put x0 = xξxζ , y = xζ , and z = xξ. Then
the equality (3.52) shows that h(θ) ∈ H for all θ ∈ S.

4. p 6= ±q, r = −s and either s = q or s = −p. Then h is a product of a long and a
short elementary unitary matrix. We will consider only the first option, s = q. By
relation (EU6′) we get

h = gTp,−q(xθζξ)
gTp,−p(xθζξλ

(ε(q)−1)/2ζλ(1−ε(p))/2). (3.53)

By Proposition 3.3.2 it follows that ζξ ∈ σgpqΓ
g
q ≤ σgp,−q. Therefore there exists

an element xζξ ∈ S such that the first term of the right-hand side of (3.53) is
contained in H for all θ ∈ S whenever x is a multiple of xζξ. As ζ ∈ σgpq and
ξ ∈ Γgq , by Proposition 3.3.2 we have

ζξλ(ε(q)−1)/2ζλ(1−ε(p))/2 ∈ Γgp.

Therefore there exists an element xζξζ ∈ S such that the second term of the right-
hand side of (3.53) is contained in H for all θ ∈ S whenever x is a multiple of xζξζ .
Put x0 = xξxζξxζξζ .

5. q = −p, s 6= ±r and either s = −p or r = p. In both cases h is a product of a long
and a short elementary unitary matrix. We will consider only the first option. By
relation (EU6) we get

h = g[Tp,−p(ζ), T−p,r(xθξ)] =

= gTpr(xθζξ)
gT−r,r

(
x2θ2(−λ(ε(r)−1)/2ξλ(1+ε(p))/2ζξ)

)
.

(3.54)

By Proposition 3.3.2 we have ζξ ∈ Γgpσ
g
−p,r ≤ σgpr and

−λ(ε(r)−1)/2ξλ(1+ε(p))/2ζξ ∈ Γg−r.

Therefore there exist elements xζξ, xξζξ ∈ S such that the first term of the right-
hand side of (3.54) is contained in H for all θ ∈ S whenever x is a multiple of xζξ
and the second term whenever x is a multiple of xξζξ. Put x0 = xξxζξxξζξ.
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6. p 6= ±q, s 6= ±r and either s = q, r = p or s = −p, r = q. As usual, we will
only consider the first case. In this situation we can’t directly apply any of the
relations (EU3)–(EU6). Therefore we have to decompose the elementary unitary
matrix Tqp(xθξ) into a product of other elementary unitary matrices, for which we
can compute the commutator with Tpq(ζ). This is precisely the place in our proof
where the condition, that either h(ν) ≥ (6, 3) or RΛ + ΛR = R is used.

Suppose there exists an index l ∼ p such that l 6= ±p,±q. Then for any elements
x, y, z ∈ S such that x = yz and any θ ∈ S we have by relation (EU4)

gTpq(ζ)Tqp(xθξ) = g[Tpq(ζ)Tql(yθξ),
Tpq(ζ)Tlp(z)]

= g[[Tpq(ζ), Tql(yθξ)]Tql(yθξ), [Tpq(ζ), Tlp(z)]Tlp(z)]

= [gTpl(yθζξ) · gTql(yθξ), gTlq(−zζ) · gTlp(z)].

(3.55)

Recall that ζξ ∈ R = σgpl, 1 ∈ R = σglp. By Proposition 3.3.2, ξ ∈ σgqp ≤ σgqpR =
σgqpσ

g
pl ≤ σgql and ζ ∈ σgpq ≤ Rσgpq = σglpσ

g
pq ≤ σglq. Therefore there exist elements

y0, z0 ∈ S such that the right-hand side of (3.55) is contained in H for all θ ∈ S
whenever y is a multiple of y0 and z is a multiple of z0. In this case we can put
x0 = y0z0.

The only case when we fail to choose an index l as above is when the equivalence
class of p is precisely {±p,±q}. By assumption, we have RΛ + ΛR = R. As λ is
invertible, it follows that RΛ−p + ΛqR = R. In particular, there exists a natural
number m and elements ηi, η

′
i ∈ R and αi ∈ Λ−p, α

′
i ∈ Λq for all 1 ≤ i ≤ m such

that ξ =
∑m

i=1(ηiαi +α′iη
′
i). For the sake of clarity, we will assume m = 1, in other

words ξ = ηα + α′η′ for some α ∈ Λ−p, α
′ ∈ Λq and η, η′ ∈ R. Assuming x = yz,

by relations (EU2), (EU6) and (EU6′) we have

gTpq(ζ)Tqp(xθξ) = gTpq(ζ)Tqp(xθηα) · gTpq(ζ)Tqp(xθα
′η′)

= gTpq(ζ) ([Tq,−p(yθη), T−p,p(zα)]×
Tq,−q(−y2zθ2ηαλ(−1−ε(p))/2ηλ(1−ε(q))/2)×

[Tq,−q(yα
′), T−q,p(zθη

′)]×
T−p,p(z

2yθ2λ(ε(p)−1)/2η′λ(1+ε(q))/2α′η′)
)
.

(3.56)

Observe that by cases (3) and (4) we have η ∈ R = σgq,−p ≤ σ
gTpq(ζ)
q,−p , η′ ∈ R =

σg−q,p = σ
gTpq(ζ)
−q,p α ∈ Λ−p = Γg−p ≤ Γ

gTpq(ζ)
−p and α′ ∈ Λq = Γgq ≤ Γ

gTpq(ζ)
q . Finally, by

Proposition 3.3.2 we get

λ(ε(p)−1)/2η′λ(1+ε(q))/2α′η′ ∈ Γg−p ≤ Γ
gTpq(ζ)
−p

ηαλ(−1−ε(p))/2ηλ(1−ε(q))/2 ∈ Γgq ≤ ΓgTpq(ζ)
q .

Summing up, there exist elements y0, z0 ∈ S such that the right-hand side of (3.56)
is contained in H for all θ ∈ S whenever y is a multiple of y0 and z is a multiple
of z0. Put x = y0z0. The case that m > 1 is treated similarly with the additional
help of relation (EU2).
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7. The last possible option is that q = s = −p, and r = p. In this case we again have
to first decompose T−p,p(xθξ). As h(ν) ≥ (4, 3), there exists another index l ∼ p
such that l 6= ±p. By relation (EU6) we get

gTp,−p(ζ)T−p,p(xθξ) = gTp,−p(ζ)[T−l,l(−yθλ(ε(l)−ε(p))/2ξ), Tlp(z)]×
gTp,−p(ζ)T−l,p(yzθλ

(ε(l)−ε(p))/2ξ),
(3.57)

whenever x = yz2. As ξ ∈ Γg−p and 1 ∈ σgpl, by Proposition 3.3.2 together with cases

(1) and (5) above we get that λ(ε(l)−ε(p))/2ξ ∈ Γg−l ≤ Γ
gTp,−p(ζ)
−p , 1 ∈ σglp ≤ σgTp,−p(ζ)

and λ(ε(l)−ε(p))/2ξ ∈ Γg−lσ
g
lp ≤ σg−l,p ≤ σ

gTp,−p(ζ)
−l,p . Therefore we can choose elements

y and z in S such that for all θ ∈ S the right-hand side of (3.57) is contained in
H. Put x = yz2.

The induction step looks as follows. Assume that for all elements g ∈ EU(σ,Γ)
such that L(g) ≤ L0, the equality (2.5) holds. Let Tpq(ζ) be an elementary unitary
matrix in EU(σ,Γ) such that L(g · Tpq(ζ)) = L0 + 1. Then, as we have proved above,
(σg,Γg) ≤ (σgTpq(ζ),ΓgTpq(ζ)), in particular (σ,Γ) ≤ (σgTpq(ζ),ΓgTpq(ζ)). For the same
reason

(σgTpq(ζ),ΓgTpq(ζ)) ≤ (σgTpq(ζ)Tpq(−ζ),ΓgTpq(ζ)Tpq(−ζ)) = (σg,Γg).

Summing up, by induction we get the required equality (3.50) for all g ∈ EU(σ,Γ).

Corollary 3.3.4. Assume h(ν) ≥ (4, 3) and either h(ν) ≥ (6, 3) or RΛ + ΛR = R. Let
H be a subgroup of U(2n,R,Λ) and (σ,Γ) the S-closure of an exact major form net of
ideals (σ′,Γ′) which is S-associated with H. Then for any finite family {Tsi,ri(ξi)}i∈L of
(σ,Γ)-elementary unitary matrices and any finite family {gi}i∈K of elements of EU(σ,Γ)
there exists an element x ∈ S such that

giTsj ,rj((xθ)
(1+δsj ,−rj )ξj) ∈ H

for all i ∈ K, j ∈ J and θ ∈ S.

Remark 3.3.5. Assume h(ν) ≥ (4, 3), R = R′ and Λ = Λ′. Fix a subgroup H ≥
EU(ν,R,Λ) of U(2n,R,Λ). Let (σ,Γ) denote the form net of ideals associated with H
(cf. Lemma 3.2.9). It is clear that any form net of ideals S-associated with the subgroup
H coincides with (σ,Γ). Further the S-closure of any form net of ideals coincides with
the original form net of ideals. Finally, for any g ∈ EU(σ,Γ) ≤ H the net (σg,Γg) by
definition coincides with (σ,Γ). In this case Propositions 3.3.1 and 3.3.2, Lemma 3.3.3
and Corollary 3.3.4 are redundant.

3.4 Extraction of elementary matrices

In this section we extract elementary unitary matrices first using elements of small
parabolic subgroups and then using certain root elements. We generally follow the
scheme of proof of the analogous results for the classical symplectic group in Section
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2.2. Throughout this section we fix a standard setting ((R,Λ), (R′,Λ′), S), a unitary
equivalence relation ν on the index set I of size 2n, a subgroup H of U(2n,R,Λ) and
an exact major form net (σ′,Γ′) which is S-associated with H. Let (σ,Γ) denote the
S-closure of (σ′,Γ′) in (R,Λ).

The results of this section rely on the conclusion of Lemma 3.3.3. We can ensure that
the conclusion of Lemma 3.3.3 holds either by satisfying the hypotheses of Lemma 3.3.3
itself hold or using Remark 3.3.5. We will say that ν is good for the standard setting
above if at least one of the following three options holds:

1. h(ν) ≥ (6, 3)

2. h(ν) ≥ (4, 3) and RΛ + ΛR = R

3. h(ν) ≥ (4, 3) and (R,Λ) = (R′,Λ′).

Lemma 3.4.1. Let a be an element of U(2n,R,Λ) such that for some index p ∈ I the
following conditions are satisfied

1. app = a−p,−p = 1

2. aij = δij whenever i 6= −p and j 6= p.

Then

a =

( ∏
j>0,j 6=±p

T−p,j(a−p,j)T−p,−j(a−p,−j)

)
T−p,p(S−p,p(a)). (3.58)

Further, suppose ν is good for the standard setting ((R,Λ), (R′,Λ′), S) and there exists
an element g ∈ EU(σ,Γ) such that ga ∈ H. Then a ∈ EU(σ,Γ).

Proof. As a ∈ EU(2n,R,Λ), it follows by Lemma 3.1.2 that S−p,p(a) ∈ Λi. Therefore
all the elementary unitary matrices on the right-hand side of (3.58) are defined. The
equality (3.58) can be verified by a direct matrix calculation.

Assume ga ∈ H for some g ∈ EU(σ,Γ) and ν is good for the standard setting
((R,Λ), (R′,Λ′), S). Either by Lemma 3.3.3 or by Remark 3.3.5 we have (σg,Γg) =
(σ,Γ) ≥ [ν](R,Λ).

Fix some j 6= ±p. We will show that T−p,j(a−p,j) ∈ σ−p,j. If j ∼ −p then, as
[ν](R,Λ) ≤ (σ,Γ), the inclusion T−p,j(a−p,j) ∈ σ−p,j is trivial. Assume, j � −p. Pick any
index k ∼ j such that k 6= ±j,±p. By Corollary 3.3.4 there exists an element x1 ∈ S
such that gTjk(x1θ) ∈ H for all θ ∈ H. By the elementary relations (EU1), (EU3) and
(EU4) we have

gT−p,k(xθa−p,j)
gT−p,−j(−λ(ε(j)−ε(k))/2xa−p,−k) = g[a, Tjk(xθ)] ∈ H, (3.59)

whenever x is a multiple of x1.
Let b(θ) denote the left-hand side of (3.59). By choice of x1, b(θ) ∈ H for all θ ∈ H

whenever x is a multiple of x1. If j ∼ p then there exists an element x2 ∈ S such that
the second term of b(θ) is contained in H whenever x is a multiple of x2. Thus, the first
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term thereof is also contained in H for all θ ∈ S whenever x is a multiple of x1x2. In
this case we get a−p,j ∈ σ−p,j.

Assume j � ±p. If the equivalence class of j is non-self-conjugate then there exists
yet another index l ∼ j ∼ k such that l 6= ±j,±k,±p. By Corollary 3.3.4 we can choose
an element x3 ∈ S such that gTkl(x3), gTlj(x3) ∈ H. Then substituting x = x1 into b(θ)
by (EU4) we get

T−p,j(x1x
2
3θa−p,j) = [[b(θ), gTkl(x3), gTlj(x3)] ∈ H

for all θ ∈ S. Therefore a−p,j ∈ σ−p,j. Finally, if the equivalence class of j is self-conjugate
then there exists an element x4 ∈ S such that gTk,−j(x4), gT−j,k(x4), and gTkj(x4) ∈ H.
Again, substituting x = x1 into b(θ) and using (EU4) we get

T−p,j(x1x
3
4θa−p,j) = [[[b(θ), gTk,−j(x4)], gT−j,k(x4)], gTkj(x4)] ∈ H

for all θ ∈ S. Summing up, we’ve proved that a−p,j ∈ σ−p,j for all j 6= ±p. To prove
that a ∈ EU(σ,Γ) it only remains to show that T−p,p(S−p,p(a)) ∈ EU(σ,Γ). If −p ∼ p
then Γ−p = Λ−p and the required inclusion is trivial. Assume, p � −p. Set

g1 = g
∏

j>0,j 6=±p

T−p,j(a−p,j)T−p,−j(a−p,−j).

Then g1T−p,p(S−p,p(a))g−1 = ga ∈ H and g1, g
−1 ∈ EU(σ,Γ). As p � −p, we can choose

two more indices q and t such that (p, q, t) is an A-type base triple. Pick an element
y1 ∈ S such that gTpq(y1θ),

g1Tpq(y1θ) ∈ H for all θ ∈ S. Therefore

g1T−p,q(yθS−p,p(a)) · g1T−q,q(−y2θ2λ(ε(q)−ε(p))/2S−p,p(a)) · g1Tpq(yθ)
= g1 [T−p,p(S−p,p(a)), Tpq(yθ)] · g1Tpq(yθ)

=
(
g1T−p,p(S−p,p(a))g−1

) (
gTpq(yθ)g

−1
) (
gT−p,p(−S−p,p(a))g−1

1

)
.

(3.60)

The right-hand side and the third term of the left-hand side of (3.60) are contained in
H whenever y is a multiple of y1 in S. Therefore

g1T−p,q(yθS−p,p(a)) · g1T−q,q(−y2θ2λ(ε(q)−ε(p))/2S−p,p(a)) ∈ H (3.61)

for all θ ∈ S whenever y is a multiple of y1. Pick y2 ∈ S such that g1T−p,−t(y2) and
g1T−t,−p(y2) ∈ H. By relations (EU3) and (EU4) we get

g1T−p,q(yy
2
2θS−p,p(a)) = [g1T−p,−t(y2), [g1T−t,−p(y2), g1T−p,q(yθS−p,p(a))·

g1T−q,q(−y2θ2λ(ε(q)−ε(p))/2S−p,p(a))]].
(3.62)

By the choice of y2 together with (3.62) we get that g1T−p,q(yθS−p,p(a)) ∈ H for all
θ ∈ S whenever y is a multiple of y1y

2
2. Combining this result with (3.61) we get that

g1T−q,q(−y2θ2λ(ε(q)−ε(p))/2S−p,p(a)) ∈ H for all θ ∈ S whenever y is a multiple of y1y
2
2.

Thus, −λ(ε(q)−ε(p))/2S−p,p(a) ∈ Γ−q. Finally, by Proposition 3.2.4 we have S−p,p(a) ∈ Γ−p.
This completes the proof.
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Lemma 3.4.2. Assume that ν is good for the standard setting ((R,Λ), (R′,Λ′), S). Let
(p, q) be an A-type base pair and a an element in U(2n,R,Λ) such that either a∗,−p =
e∗,−p or ap∗ = ep∗. Suppose, there exist elements g1, g2 ∈ EU(σ,Γ) such that g1ag2 ∈ H.
Then a−q,j ∈ σ−q,j for all j 6= p. If additionally a ∈ U(σ) then also S−q,q(a) ∈ Γ−q.

Proof. Note that a∗,−p = a′∗,−p = e∗,−p and ap∗ = a′p∗ = ep∗. Choose using Corollary
3.3.4 an element x ∈ S such that g2T−p,−q(x) ∈ H and consider the matrix

b = a−1T−p,−q(x)a = e+ a′∗,−pxa−q,∗ − a′∗qλ(ε(p)−ε(q))/2xap∗

= e+ e∗,−pxa−q,∗ − a′∗qλ(ε(p)−ε(q))/2xep∗.

It’s easy to see that bpp = b−p,−p = 1, bij = δij whenever i 6= −p and j 6= p and
b−p,j = xa−q,j whenever j 6= ±p. Clearly

g−1
2 b =

(
g−1

2 a−1g−1
1

) (
g1T−p,−q(x)g−1

1

)
(g1ag2) ∈ H.

By Lemma 3.4.1 we get a−q,j = x−1b−p,j ∈ σ−p,j = σ−q,j for any j 6= ±p and S−p,p(b) ∈
Γ−p.

Assume that a ∈ U(σ). Note that app = a′−p,−p = 1 and Sp,−p(a) = 0. By Corollary
3.2.6 we have

S−p,p(b) ≡ a′−p,−pxS−q,q(a)λ(ε(−q)−1)/2xλ(1−ε(−p))/2app

+ a′−p,qλ
(ε(−q)−1)/2xλ(1−ε(−p))/2Sp,−p(a)xa−q,p

= xS−q,q(a)λ(ε(−q)−1)/2xλ(1−ε(−p))/2 mod Γ−p.

Therefore, xS−q,q(a)λ(ε(−q)−1)/2xλ(1−ε(−p))/2 ∈ Γ−p. As x is invertible, by property (Γ2′)
we have also S−q,q(a) ∈ Γ−q.

Lemma 3.4.3. Assume that h(ν) ≥ (4, 4) and that ν is good for the standard setting
((R,Λ), (R′,Λ′), S). Let (p, q) be an A-type base pair and a an element in U(2n,R,Λ)
such that aij = δij whenever i 6= −p,−q and j 6= p, q. Suppose there exists an element
g ∈ EU(σ,Γ) such that ga ∈ H. Then akp ∈ σkp for all k 6= −p,−q. If additionally
a ∈ U(σ) then also S−p,p(a) ∈ Γ−p.

Proof. First, we will prove the inclusion akp ∈ σkp for all k 6= −p,−q. If k ∼ p then the
inclusion akp ∈ σkp is trivial. Assume k � p. There exists another index h ∼ k such that
h 6= ±k,±p,±q. Using Corollary 3.3.4 pick an element x ∈ S such that gThk(x) ∈ H
and consider the matrix

b = a−1Thk(x)a = e+ a′∗hxak∗ − a′∗,−kλ(ε(k)−1)/2xλ(1−ε(h))/2a−h,∗.

By choice of x it’s clear that gb ∈ H. We will show that there exists an index l ∼ k such
that l 6= −p,±h and b∗l = e∗l. In this case by Lemma 3.4.2 applied to the matrix b,
the short elementary unitary matrix Thk(x) and an A-type base pair (l, h), the inclusion
akp = bhp ∈ σkp holds. Now we will show the existence of an index l as above. If the
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equivalence class of h is self-conjugate then we can simply set l = −k. If the equivalence
class of h is non-self-conjugate then there are two more possibilities. If h ∼ −p then
we can set l = −q. Finally, if h � −p then the equivalence class of h contains as least
4 elements and doesn’t intersect with ±ν(p). Therefore we may take for l any index
in ν(k) \ {k, h}. In any of the above cases the index l clearly satisfies the required
properties. Therefore, the first part of this lemma is proved.

Assume that a ∈ U(σ). If p ∼ −p then the inclusion S−p,p(a) ∈ Γ−p is trivial. Assume,
p � −p. There exists another index t ∈ I such that (p, q, t) is an A-type base triple. Let
g1 denote the matrix T−p,−t(−a−p,−t)T−q,−t(−a−q,−t). Clearly, g1 ∈ EU(σ,Γ). Consider
the matrix c = g1a. It’s clear that c∗,−t = e∗,−t, c ∈ U(σ) and gg−1

1 cg−1 ∈ H. By Lemma
3.4.2 we get the inclusion S−p,p(c) ∈ Γ−p. Finally, by Corollary 3.2.6 we get

S−p,p(c) ≡ S−p,p(a) + a−p,−tS−t,t(a)λ(ε(−t)−1)/2a−p,−tλ
(1−ε(−p))/2 mod Γ−p. (3.63)

It is clear that S−t,t(a) = 0. By (3.63) it follows that S−p,p(a) ∈ Γ−p.

Lemma 3.4.4. Assume that h(ν) ≥ (4, 4) and that ν is good for the standard setting
((R,Λ), (R′,Λ′), S). Let p be an index in I such that p ∼ −p and let a be a matrix in
U(2n,R,Λ) such that aij = δij whenever i 6= ±p and j 6= ±p. Suppose, there exists an
element g ∈ EU(σ,Γ) such that ga ∈ H. Then akp ∈ σkp for all k ∈ I.

Proof. If k ∼ p then the inclusion akp ∈ σkp is trivial. Assume k � p. There exists an
index h ∼ k such that h 6= ±k,±p. Using Corollary 3.3.4 pick an element x ∈ S such
that gThk(x) ∈ H and consider the matrix

b = a−1Thk(x)a = e+ a′∗hxak∗ − a′∗,−kλ(ε(k)−1)/2xλ(1−ε(h))/2a−h,∗.

Clearly gb ∈ H. Pick an index q ∈ I such that (−q, p) is an A-type base pair. It’s easy
to see that akq = a−h,q = 0. Therefore b∗q = e∗q. By Lemma 3.4.2 applied to the matrix
b and the A-type base pair (−q, p) we get b−p,j ∈ σ−p,j for all j 6= −q. In particular,
b−p,−h ∈ σ−p,−h = σkp. Observe that

b−p,−h = −a′−p,−kλ(ε(k)−1)/2xλ(1−ε(h))/2a−h,−h

and a−h,−h = 1. By Lemma 3.1.2, a′−p,−k = λ(ε(p)−1)/2akpλ
(1−ε(k))/2. Summing up, we get

−λ(ε(p)−1)/2akpxλ
(1−ε(h))/2 = b−p,−h ∈ σkp.

Clearly, this yields the inclusion akp ∈ σkp.

Lemma 3.4.5. Assume that h(ν) ≥ (4, 4) and that ν is good for the standard setting
((R,Λ), (R′,Λ′), S). Let p, q and h be three indices in I such that either (p, q, h) is an
A-type base triple or (p, h) is a C-type base pair and q = −p. Let a be an element
of U(2n,R,Λ) such that g1ag2 ∈ H for some elements g1, g2 ∈ EU(σ,Γ). Let Tsr(ξ)

be an elementary unitary matrix (long or short) such that g−1
2 Tsr(ξ) ∈ H and let b =

aTsr(ξ)a
−1. If s 6= ±r, assume additionally that ap,−r = aq,−r = 0. Let α, β ∈ R be a
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solution of the equation αaps + βaqs = 0. Then bihα, bihβ ∈ σih for all i 6= −p,−q. If
additionally b ∈ U(σ) then also

λ(ε(p)−1)/2αλ(1−ε(h))/2S−h,h(b
−1)α ∈ Γ−p

λ(ε(q)−1)/2βλ(1−ε(h))/2S−h,h(b
−1)β ∈ Γ−q.

(3.64)

Proof. In the case that the elementary unitary Tsr(ξ) is short, the additional condition
ap,−r = aq,−r = 0 guarantees the following property:

b′p∗ = ep∗ − apsξa′r∗
b′q∗ = eq∗ − aqsξa′r∗

b∗,−p = e∗,−p − a∗,−rλ(ε(r)−1)/2ξλ(1−ε(s))/2a′−s,−p

b∗,−q = e∗,−q − a∗,−rλ(ε(r)−1)/2ξλ(1−ε(s))/2a′−s,−q.

(3.65)

Using Lemma 3.1.2 we can rewrite the last two equalities in (3.65) as follows

b∗,−p = e∗,−p − a∗,−rλ(ε(r)−1)/2ξapsλ
(1−ε(p))/2

b∗,−q = e∗,−q − a∗,−rλ(ε(r)−1)/2ξaqsλ
(1−ε(q))/2.

(3.66)

Combining the condition αaps + βaqs = 0 and the first two equalities in (3.65), we get
the following property

αb′p∗ + βb′q∗ = αep∗ + βeq∗. (3.67)

Similarly (3.66) yields

b∗,−pλ
(ε(p)−1)/2α + b∗,−qλ

(ε(q)−1)/2β = e∗,−pλ
(ε(p)−1)/2α + e∗,−qλ

(ε(q)−1)/2β. (3.68)

Pick using Corollary 3.3.4 an element x ∈ S such that g1Thp(xα), g1Thq(xβ) ∈ H.
Consider the matrix

c = bThp(xα)Thq(xβ)b−1.

Note that
g1b = (g1ag2)(g−1

2 Tsr(ξ)g2)(g−1
2 a−1g−1

1 ) ∈ H.
Therefore g1c ∈ H. It’s easy to see that c has the shape described in Lemma 3.4.3, namely
cij = δij whenever i 6= −p,−q and j 6= p, q. The first equality below is straightforward
and the second one is due to (3.68) and (3.67):

c = e+ b∗hxαb
′
p∗ − b∗,−pλ(ε(p)−1)/2αxλ(1−ε(h))/2b′−h,∗

+ b∗hxβb
′
q∗ − b∗,−qλ(ε(q)−1)/2βxλ(1−ε(h))/2b′−h,∗

= e+ b∗hxαep∗ − e∗,−pλ(ε(p)−1)/2αxλ(1−ε(h))/2b′−h,∗

+ b∗hxβeq∗ − e∗,−qλ(ε(q)−1)/2βxλ(1−ε(h))/2b′−h,∗.

By Lemma 3.4.3 applied to the matrix c we get the inclusions cip, ciq ∈ σip for all
i 6= −p,−q. Note that cip = bihα, ciq = bihβ whenever i 6= −p,−q. This proves the first
conclusion of the current lemma.
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If p ∼ −p then inclusions (3.64) are trivial. Assume p � −p and b ∈ U(σ). Then
c ∈ U(σ). By Lemma 3.4.3 we get the inclusions S−p,p(c) ∈ Γ−p, S−q,q(c) ∈ Γ−q. We will
show that these inclusions yield the inclusions (3.64). Expand S−p,p(c) using Corollary
3.2.6 in the following way

Γ−p 3 S−p,p(c) = X + Y, (3.69)

where
X = b−p,h(xα)Sp,−p(b

−1)λ(ε(p)−1)/2(xα)λ(1−ε(h))/2b′−h,p+

b−p,h(xβ)Sq,−q(b
−1)λ(ε(q)−1)/2(xβ)λ(1−ε(h))/2b′−h,p

(3.70)

and
Y = b−p,−pλ

(ε(p)−1)/2(xα)λ(1−ε(h))/2S−h,h(b
−1)(xα)b′pp+

b−p,−qλ
(ε(q)−1)/2(xβ)λ(1−ε(h))/2S−h,h(b

−1)(xβ)b′qp.
(3.71)

We will show that the expression X is trivial modulo Γ−p and the expression Y is
congruent to

λ(ε(p)−1)/2xαλ(1−ε(h))/2S−h,h(b
−1)(xα)

modulo Γ−p. Assuming this for the moment and keeping in mind that x = x and that
x is central we get the required inclusion

λ(ε(p)−1)/2αλ(1−ε(h))/2S−h,h(b
−1)α ∈ Γ−p.

The second inclusion in (3.64) can be treated similarly.
We start by considering the expression X. In the following computation the first

equality is by definition of Sq,−q(·), the second by (3.68) and (3.67) and the third again
by definition of Sp,−p(·):

βSq,−q(b
−1)λ(ε(q)−1)/2β =

=
∑
j>0

β(b′qj − δqj)(bj,−q − δj,−q)λ(ε(q)−1)/2β

+ (−1)(ε(q)−1)/2βbq,−qλ
(ε(q)−1)/2β

=
∑
j>0

α(b′pj − δpj)(bj,−p − δj,−p)λ(ε(p)−1)/2α

+ (−1)(ε(q)−1)/2βbq,−qλ
(ε(q)−1)/2β

= αSp,−p(b
−1)λ(ε(p)−1)/2α− (−1)(ε(p)−1)/2αbp,−pλ

(ε(p)−1)/2α

+ (−1)(ε(q)−1)/2βbq,−qλ
(ε(q)−1)/2β.

(3.72)

If s 6= ±r then the last two summands on the right-hand side of (3.72) are equal to zero,
as bp,−p = bq,−q = 0. If r = −s then it’s easy to see the following:

(−1)(ε(q)−1)/2βbq,−qλ
(ε(q)−1)/2β = (−1)(ε(q)−1)/2βaqsξa

′
−s,−qλ

(ε(q)−1)/2β

= (−1)(ε(q)−1)/2βaqsξλ
(ε(s)−1)/2aqsβ

= (−1)(ε(q)−1)/2αapsξλ
(ε(s)−1)/2apsα

= (−1)(ε(q)−1)/2αapsξa
′
−s,−pλ

(ε(p)−1)/2α

= (−1)(ε(q)−1)/2αbp,−pλ
(ε(p)−1)/2α,

(3.73)
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where the first equality is straightforward, the second is by Lemma 3.1.2, the third is by
the condition αaps + βaqs = 0, the penultimate is again by Lemma 3.1.2 and the last is
straightforward. Using (3.73) we can rewrite (3.72) as follows:

βSq,−q(b
−1)λ(ε(q)−1)/2β = αSp,−p(b

−1)λ(ε(p)−1)/2α

+
(
(−1)(ε(q)−1)/2 − (−1)(ε(p)−1)/2

)
αbp,−pλ

(ε(p)−1)/2α.
(3.74)

Note that the last formula works regardless whether or not s = −r. Using (3.74) we can
rewrite (3.70) as

X = 2b−p,h(xα)Sp,−p(b
−1)λ(ε(p)−1)/2(xα)λ(1−ε(h))/2b′−h,p+(

(−1)(ε(q)−1)/2 − (−1)(ε(p)−1)/2
)
b−p,h(xα)bp,−pλ

(ε(p)−1)/2(xα)λ(1−ε(h))/2b′−h,p

= 2Z +
(
(−1)(ε(q)−1)/2 − (−1)(ε(p)−1)/2

)
W,

where
Z = b−p,h(xα)Sp,−p(b

−1)λ(ε(p)−1)/2(xα)λ(1−ε(h))/2b′−h,p (3.75)

and
W = b−p,h(xα)bp,−pλ

(ε(p)−1)/2(xα)λ(1−ε(h))/2b′−h,p. (3.76)

We will show that Z,W ∈ Γmax
−p . Then, as the coefficient

(
(−1)(ε(q)−1)/2 − (−1)(ε(p)−1)/2

)
takes only even values (namely, −2, 0 and 2), Proposition 3.2.1 allows us to conclude
that

X = 2Z +
(
(−1)(ε(q)−1)/2 − (−1)(ε(p)−1)/2

)
W ∈ 2Γmax

−p ≤ Γmin
−p . (3.77)

Indeed, as Sp,−p(b
−1) ∈ Λp, we get by relation (Γ2′) applied to the constant net generated

by the ideal (R,Λ) that

(xα)Sp,−p(b
−1)λ(ε(p)−1)/2(xα)λ(1−ε(h))/2 ∈ Λh.

By combining property (Γ2′) and Lemma 3.1.2 we have

b−p,h(xα)Sp,−p(b
−1)λ(ε(p)−1)/2(xα)λ(1−ε(h))/2b′−h,p ∈ Λ−p. (3.78)

Comparing (3.75) with (3.78) we get

Z ∈ Λ−p. (3.79)

If s 6= ±r, then bp,−p = 0 and thus W = 0 ∈ Γmax
−p . Assume r = −s. As ξ ∈ Γs ≤ Λs,

we get by Lemma 3.1.2 and property (Γ2′) applied to the constant net (R,Λ)

bp,−p = apsξa
′
−s,−p = apsξλ

(ε(s)−1)/2apsλ
(1−ε(p))/2 ∈ Λp.

By property (Γ2′) applied to the constant net (R,Λ) we get

(xα)bp,−pλ
(ε(p)−1)/2(xα)λ(1−ε(h))/2 ∈ Λp.
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By combining property (Γ2′) and Lemma 3.1.2, we get

b−p,h(xα)bp,−pλ
(ε(p)−1)/2(xα)λ(1−ε(h))/2b′−h,p ∈ Λ−p. (3.80)

Comparing (3.80) with (3.76) we get

W ∈ Λ−p. (3.81)

It’s easy to see that, as b ∈ U(σ) and xα ∈ R = σhp, we have Z,W ∈ σ−p,p. By (3.79)
and (3.81) we have Z,W ∈ Λmax

−p . As we noticed before, this yields (3.77).
Now we will treat Y in a similar way. Using Lemma 3.1.2 we can rewrite Y as follows:

Y = λ(ε(p)−1)/2(xαb′pp)λ
(1−ε(h))/2S−h,h(b

−1)(xαb′pp)+

λ(ε(p)−1)/2(xβb′qp)λ
(1−ε(h))/2S−h,h(b

−1)(xβb′qp).

Note that S−h,h(b
−1) ∈ Γmax

−h and xαb′pp, xβb
′
qp ∈ σhp. By Proposition 3.2.2 it follows that

Y ≡ λ(ε(p)−1)/2(x(αb′pp + βb′qp))λ
(1−ε(h))/2S−h,h(b

−1)(x(αb′pp + βb′qp)) mod Γmin
−p . (3.82)

Using (3.67) we can rewrite (3.82) as

Y ≡ λ(ε(p)−1)/2(xα)λ(1−ε(h))/2S−h,h(b
−1)(xα) mod Γmin

−p . (3.83)

As we noticed before, the combination of (3.69) (3.77) and (3.83) suffices to deduce
that

λ(ε(p)−1)/2αλ(1−ε(h))/2S−h,h(b
−1)α ∈ Γ−p.

This completes the proof.

Corollary 3.4.6. Assume that h(ν) ≥ (4, 4) and that ν is good for the standard setting
((R,Λ), (R′,Λ′), S). Let p, q and h be three indices in I such that either (p, q, h) is
an A-type base triple or (p, h) is a C-type base pair and q = −p. Let a be a matrix
in U(2n,R,Λ) such that g1ag2 ∈ H for some element g1, g2 ∈ EU(σ,Γ). Let Tsr(ξ)

be an elementary unitary matrix (long or short) such that g−1
2 Tsr(ξ) ∈ H and let b =

aTsr(ξ)a
−1. If s 6= ±r, assume additionally ap,−r = aq,−r = 0. If one of the following

conditions hold

1. aps or aqs is invertible in R

2. aps or aqs = 0

3. R is either a division ring or a product of two copies of a division ring

then bih ∈ σih for all i 6= −p,−q. If additionally b ∈ U(σ) then also S−h,h(b
−1) ∈ Γ−h.
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Proof. Suppose we can find a solution of the equation αaps + βaqs = 0 such that α,
β or α + β is invertible. First, assume α is invertible. By Lemma 3.4.5 the inclusion
bihα ∈ σih holds for all i 6= −p,−q. Thus bih ∈ σih for all i 6= −p,−q. If b ∈ U(σ) then
by Lemma 3.4.5 we also get the inclusion

λ(ε(p)−1)/2αλ(1−ε(h))/2S−h,h(b
−1)α ∈ Γ−p.

As α−1 ∈ σph, it follows by property (Γ2) that S−h,h(b
−1) ∈ Γ−h.

The case that β is invertible can be treated similarly. Assume α+ β is invertible. By
Lemma 3.4.5 we get the inclusions bihα, bihβ ∈ σih for all i 6= −p,−q. Therefore also
bih(α + β) ∈ σih and bih ∈ σih. If b ∈ U(σ) then we get by Lemma 3.4.5 the inclusions

λ(ε(p)−1)/2αλ(1−ε(h))/2S−h,h(b
−1)α ∈ Γ−p

λ(ε(q)−1)/2βλ(1−ε(h))/2S−h,h(b
−1)β ∈ Γ−q.

(3.84)

Rewrite the second inclusion using Proposition 3.2.4 as follows:

λ(ε(p)−1)/2βλ(1−ε(h))/2S−h,h(b
−1)β ∈ Γ−p. (3.85)

Clearly, S−h,h(b
−1) ∈ Γmax

−h . Applying Proposition 3.2.2 to the first inclusion in (3.84)
and to (3.85) we get the inclusion

λ(ε(p)−1)/2(α + β)λ(1−ε(h))/2S−h,h(b
−1)(α + β) ∈ Γ−p. (3.86)

As (α+β)−1 ∈ σph, by combining property (Γ2) and (3.86) we get the required inclusion
S−h,h(b

−1) ∈ Γ−h.
It’s only left to show that we can always find α and β as above. First, assume that

aps is invertible. Then we can put α = −aqsa−1
ps and β = 1. If aps = 0 put α = 1 and

β = 0. The case when aqs is invertible or equals zero is treated similarly. Finally, assume
the ground ring R is either a division ring or a direct product of two division rings. In
the first case the element aps is always either zero or invertible and thus we can use one
of the cases above. Assume R is a product of two division rings both the elements aps
and aqs are neither invertible nor zero. Assume aps = (x, 0) and aqs = (y, 0), where
a1, b1 6= 0. Then we can put α = (−yx−1, 1) and β = (1, 1). The case when aps = (0, x)
and aqs = (0, y) is treated in the same way. Finally, assume aps = (x, 0) and aqs = (0, y).
Then we can set α = (0, 1), β = (1, 0) and thus α + β = 1 is invertible. The last case
when aps = (0, x) and aqs = (y, 0) is treated similarly. This completes the proof.

3.5 At the level of the Jacobson radical

Fix a standard setting ((R,Λ), (R′,Λ′), S), a unitary equivalence relation ν on our index
set I, a subgroup H of U(2n,R,Λ) and an exact major form net of ideals (σ′,Γ′) which is
S-associated with H. Let (σ,Γ) denote the S-closure of (σ′,Γ′) in (R,Λ). Let J denote
the Jacobson radical of the ring R. In this section we continue extracting elementary
unitary matrices, this time, using elements “close to” the principal congruence subgroup

U(J) = U(2n, (R,Λ), (J,Ωmax(J))) = U(2n,R,Λ) ∩GL(2n,R, J)
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of level J . The general idea is as follows. Pick any matrix a ∈ U(2n,R) such that
g1ag2 ∈ H for some elements g1, g2 ∈ EU(σ,Γ). Corollary 3.4.6 shows that it is possible
to extract transvections using short root elements once some zero entries are present.
It is also clear that if we have a unit on the diagonal, say, app ∈ R∗ for some p ∈ I
and know that ahp ∈ σhp for some h 6= ±p then the matrix Thp(−ahpa−1

pp )a has zero in
position (h, p) and Thp(−ahpa−1

pp ) ∈ EU(σ,Γ). Thus, we can create zeros in positions
with equivalent coordinates, provided that some of the diagonal elements are invertible.
This allows us to extract entries on the block skew-diagonal (Corollary 3.5.2) and then,
using zeros on the block skew-diagonal, we can extract any other entry.

For the rest of this section we will be assuming that ν is good for our standard setting,
cf. Section 3.4.

Lemma 3.5.1. Assume that h(ν) ≥ (4, 4) and that ν is good for the standard setting
((R,Λ), (R′,Λ′), S). Let (p, q, h, t, l) be an A-type base quintuple and a an element of
U(2n,R,Λ) such that a−p,−t = a−h,−t = a−l,−t = apq = ahq = 0, a−p,qa

′
t,−p, a−h,qa

′
t,−h ∈ J

and aqq ∈ R∗. If there exist elements g1 and g2 in EU(σ,Γ) such that g1ag2 ∈ H then
ap,−t ∈ σp,−t.

Proof. Pick using Lemma 3.3.3 an element x ∈ S such that g−1
2 Tqt(x) ∈ H and consider

the element b = aTqt(x)a−1 of U(2n,R,Λ). By choice of the parameter x we have

g1b = (g1ag2)(g−1
2 Tqt(x)g2)(g−1

2 a−1a−1
1 ) ∈ H.

Pick again using Lemma 3.3.3 an element y ∈ S such that g1T−p,−h(y) ∈ H and consider
yet another matrix c = bT−p,−h(y)b−1. Clearly, g1c ∈ H for the same reason as above.
We are going to apply Corollary 3.4.6 to the element b, the elementary unitary matrix
Tqt(x) and the A-type base triple (−p,−l,−h). In order to do this we have to show first
that b−p,h = b−l,h = 0 and b−p,−p is invertible. Indeed, by assumption of this lemma,
a′th = λ(−ε(t)−1)/2a−h,−tλ

(ε(h)+1)/2 = 0 as well as a−p,−t = a−l,−t = 0. Thus

b−p,h = a−p,qxa
′
th − a−p,−tλ(ε(t)−1)/2xλ(1−ε(q))/2a′−q,h = 0

b−l,h = a−l,qxa
′
th − a−l,−tλ(ε(t)−1)/2xλ(1−ε(q))/2a′−q,h = 0.

As a−p,qa
′
t,−p ∈ J , it follows that

b−p,−p = 1 + a−p,qxa
′
t,−p − a−p,−tλ(ε(t)−1)/2xλ(1−ε(q))/2a′−q,−p

= 1 + a−p,qxa
′
t,−p ∈ 1 + J ≤ R∗.

By Corollary 3.4.6 applied to the matrix b, the short elementary unitary matrix T−p,−h(y)
and the A-type base triple (−p,−l,−h), we get the inclusion ci,−h ∈ σi,−h for all i 6= p, l.
In particular,

bq,−pyb
′
−h,−h − bqhλ(ε(p)−1)/2yλ(1−ε(h))/2b′p,−h = cq,−h ∈ σq,−h. (3.87)

Recall that a−h,qa
′
t,−h ∈ J . Thus,

b′−h,−h = 1− a−h,qxa′t,−h + a−h,−tλ
(ε(t)−1)/2xλ(1−ε(q))/2a′−q,−h

= 1− a−h,qxa′t,−h ∈ 1 + J ≤ R∗
(3.88)
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and also
b′p,−h = −apqxa′t,−h + ap,−tλ

(ε(t)−1)/2xλ(1−ε(q))/2a′−q,−h = 0. (3.89)

Substituting (3.88) and (3.89) into (3.87) we get the inclusion bq,−p ∈ σq,−h = σq,−p.
Recall that by assumption of the lemma we have aqq ∈ R∗ and

a′−q,−p = λ(ε(q)−1)/2apqλ
(1−ε(p))/2 = 0.

Then

aqqxa
′
t,−p = aqqxa

′
t,−p − aq,−tλ(ε(t)−1)/2xλ(1−ε(q))/2a′−q,−p = bq,−p ∈ σq,−p.

Therefore a′t,−p ∈ σq,−p. It only remains to notice that

ap,−t = λ(−ε(p)−1)/2a′t,−pλ
(1−ε(t))/2 ∈ σq,−p = σp,−q = σp,−t.

Corollary 3.5.2. Assume that h(ν) ≥ (4, 4) and that ν is good for the standard setting
((R,Λ), (R′,Λ′), S). Let (p, q, h, t, l) be an A-type base quintuple and a an element of
U(2n,R,Λ) such that at least one of the following three conditions holds:

1. The elements a−p,−t, a−h,−t, apq, ahq, a−p,qa
′
t,−p and a−h,qa

′
t,−h are contained in the

Jacobson radical and the elements app, aqq and a−t,−t are invertible.

2. The rows ap∗, aq∗, ah∗ and the column a∗,−t coincide modulo the Jacobson radical
with the corresponding rows and columns of the identity matrix.

3. The rows a−t,∗, a−h,∗, a−p,∗ and the columns a∗p and a∗q coincide modulo the Jacob-
son radical with the corresponding rows and columns of the identity matrix.

If there exist elements g1, g2 ∈ EU(σ,Γ) such that g1ag2 ∈ H then ap,−t ∈ σp,−t.

Proof. Note that the first option in the statement of the corollary trivially follows from
any of the others. Consider the matrix

b = aTpq(−a−1
pp apq).

By the assumption that the entry apq is contained in the Jacobson radical, b ≡ a mod J .
Clearly, bpq = 0, bp,−t = ap,−t and bqq, b−t,−t ∈ R∗. Further, consider the matrix

c = Thq(−bhqb−1
qq )T−p,−t(−b−p,−tb−1

−t,−t)T−h,−t(−b−h,−tb−1
−t,−t)T−l,−t(−b−l,−tb−1

−t,−t)b.

As b ≡ a mod J , we have bhq, b−p,−t and b−h,−t are in the Jacobson radical. Therefore
ci∗ ≡ ai∗ mod J whenever i 6= t,−l (and also c′∗j ≡ a′∗j mod J whenever j 6= l,−t).
In particular c−p,qc

′
t,−p, c−h,qc

′
t,−h ∈ J and cqq ∈ R∗. It is easy to see that cpq = chq =

c−p,−t = c−h,−t = c−l,−t = 0. Finally, g3cg4 ∈ H, where

g3 = g1

(
Thq(−bhqb−1

qq )T−p,−t(−b−p,−tb−1
−t,−t)×

T−q,−t(−b−q,−tb−1
−t,−t)T−l,−t(−b−l,−tb−1

−t,−t)
)−1

,

g4 = Tpq(a
−1
pp apq)g2.

Clearly, g3 and g4 are contained in EU(σ,Γ). Therefore, c satisfies the conditions of
Lemma 3.5.1 and it follows that cp,−t ∈ σp,−t. It’s only left to notice that cp,−t = ap,−t.
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Lemma 3.5.3. Assume that h(ν) ≥ (4, 4) and that ν is good for the standard setting
((R,Λ), (R′,Λ′), S). Let (p, q, h, t) be an A-type base quadruple and a an element of
U(2n,R,Λ) such that ap,−h, aq,−h, at,−h ∈ σp,−p ∩ J , a−h,p ∈ σ−h,p ∩ J . Suppose aqp ∈ J
and app and a−h,−h are units and suppose there exists an element g ∈ EU(σ,Γ) such that
ga ∈ H. Then aip ∈ σip for all i ∈ I. If additionally a ∈ U(σ), then also S−h,h(a

−1) ∈
Γ−h.

Proof. Consider the matrix
b = T−h,p(−a−h,pa−1

pp )a.

As a−h,p ∈ J it follows that b ≡ a mod J . Additionally bp,−h, bq,−h and bt,−h are con-
tained in σp,−p and b−h,p = 0. Consider the matrix

c = Tp,−h(−bp,−hb−1
−h,−h)Tq,−h(−bq,−hb

−1
−h,−h)Tt,−h(−bt,−hb

−1
−h,−h)b.

Again, c ≡ a mod J , in particular cpp, c−h,−h ∈ R∗. By Lemma 3.1.2 it also follows that
c′−p,h = 0 and c′hh ∈ R∗. It’s easy to see that cp,−h = cq,−h = ct,−h = c−h,p = 0. Finally,
gg1cg

−1 is contained in H, where

g1 =
(
Tp,−h(−b−1

−h,−hbp,−h)Tq,−h(−b
−1
−h,−hbq,−h)×

Tt,−h(−b−1
−h,−hbt,−h)T−h,p(−a

−1
pp a−h,p)

)−1 ∈ EU(σ,Γ).

Pick an element x ∈ S such that gTph(x) ∈ H. Applying Corollary 3.4.6 to the matrix
c, the short elementary unitary matrix Tph(x) and the A-type base triple (p, q, h) we get
the inclusions

δih + cipxc
′
hh − ci,−hλ(−ε(p)−1)/2xλ(ε(h)+1)/2c′−p,h ∈ σih (3.90)

for all i 6= −p,−q. We can apply Corollary 3.4.6 to the same matrix and an elementary
matrix, but to a different A-type base triple (p, t, h) and get the inclusion (3.90) also
for i = −q. As c′hh is invertible and c′−p,h is equal to zero, it follows from (3.90) that
cip ∈ σih for all i 6= h,−p. Observe that aip = cip for all i 6= p, q, t,−h. Thus aip ∈ σip
for all i 6= p, q, t,−h,−p. The inclusion aip ∈ σip for i = p, q, t is trivial and the inclusion
a−h,p ∈ σ−h,p is provided by the assumption of the lemma. Therefore aip ∈ σip for all
i 6= −p.

Pick an element y ∈ S such that gTpq(y) ∈ H and consider the matrix d = Tpq(y)a.
Clearly, it satisfies all the conditions of this lemma. Indeed, dp,−h = ap,−h + yaq,−h ∈
σp,−p ∩ J , dpp = app + yaqp ∈ R∗ + J ≤ R∗ and the rest of the entries involved in the
conditions of this lemma coincide with the corresponding entries of a itself. Thus we
get the inclusions dip ∈ σip for all i 6= −p. In particular, d−q,p ∈ σ−q,p. It’s only left to
notice that d−q,p = a−q,p − λ(−ε(p)−1)/2yλ(ε(q)+1)/2a−p,p and a−q,p is already contained in
σ−q,p, while λ(−ε(p)−1)/2yλ(ε(q)+1)/2 is invertible. Therefore a−p,p ∈ σ−p,p.

If a ∈ U(σ) then by Corollary 3.4.6 we get the inclusion S−h,h(c
−1) ∈ Γ−h. As

a−1 = c−1g−1
1 , we get by Corollary 3.2.6 that S−h,h(a

−1) ∈ Γ−h.
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Corollary 3.5.4. Assume that h(ν) ≥ (4, 4) and that ν is good for the standard setting
((R,Λ), (R′,Λ′), S). Let (p, q, h, t, l) be an A-type base quintuple and a an element of
U(2n,R,Λ). Let I ′ denote the set {p, q, h, t}. Suppose ai∗ ≡ αiei∗ mod J and a∗,−i ≡
α−ie∗,−i mod J whenever i ∈ I ′, where αi is some invertible element of R for each
i ∈ I ′. Further, suppose there exists an element g ∈ EU(σ,Γ) such that ga ∈ H. Then
aip ∈ σip for all i ∈ I. If additionally a ∈ U(σ) then also S−p,p(a

−1) ∈ Γ−p.

Proof. It’s easy to see that the matrix a satisfies condition (2) of Corollary 3.5.2. Thus
we can conclude that the entries ap,−h, aq,−h and at,−h are contained in σp,−p. Moreover,
the same entries are contained in the Jacobson radical by assumption of this corollary.
Next, a also satisfies condition (3) of Corollary 3.5.2. Therefore, a−h,p is contained in
σ−h,p. By assumption, app, a−h,−h ∈ R∗ and aqp ∈ J . Summing up, a satisfies the
conditions of Lemma 3.5.3. Therefore aip ∈ σip for all i ∈ I. If a ∈ U(σ) then by
Lemma 3.5.3 we get the inclusion S−h,h(a

−1) ∈ Γ−h. Switching the indices p and h in
the reasoning above, we get the required inclusion S−p,p(a

−1) ∈ S−p,p.

We will state another version of the last corollary. It is proved exactly in the same
way.

Corollary 3.5.5. Assume that h(ν) ≥ (4, 4) and that the equivalence relation ν is
good for the standard setting ((R,Λ), (R′,Λ′), S). Let (p, q, h, t, l) be an A-type base
quintuple and a an element of U(2n,R,Λ). Let I ′ denote the set {p, q, h, t}. Suppose
a−i∗ ≡ α−ie−i,∗ mod J and a∗i ≡ αie∗i mod J whenever i ∈ I ′, where αi is some
invertible element of R for each i ∈ I ′. Further, suppose that a∗,−h ≡ e∗,−h mod J and
that there exists an element g ∈ EU(σ,Γ) such that ga ∈ H. Then aip ∈ σip for all i ∈ I.
If additionally a ∈ U(σ) then also S−h,h(a

−1) ∈ Γ−h.

Proof. As in Corollary 3.5.4 it follows from Corollary 3.5.2 that aij ∈ σij whenever i ∈
I ′ ∪ (−I ′) and j ∼ −i. By assumption, apq, a−h,p, ap,−h, aq,−h, at,−h ∈ J and app, a−h,−h ∈
R. By Lemma 3.5.3 it follows that aip ∈ σip for all i ∈ I. If a ∈ U(σ) then by Lemma
3.5.3 we get the inclusion S−h,h(a

−1) ∈ Γ−h.

Lemma 3.5.6. Assume that h(ν) ≥ (4, 4) and that ν is good for the standard setting
((R,Λ), (R′,Λ′), S). Let (p, h) be a C-type base pair and a an element in U(2n,R,Λ)
such that ap,−h ∩ J and app, a−h,−h ∈ R∗. If there exist an element g ∈ EU(σ,Γ) such
that ga ∈ H, then aip ∈ σip for all i ∈ I.

Proof. Consider the matrix
b = T−h,p(−a−h,pa−1

pp )a.

Clearly, b−h,p = 0 and bp∗ = ap∗, in particular bpp is invertible and bp,−h ∈ J . As
ap,−h ∈ J , it follows that

b−h,−h = a−h,−h − a−h,pa−1
pp ap,−h ∈ R∗ + J ≤ R∗.

Consider the matrix

c = Tp,−h(−bp,−hb−1
−h,−h)T−p,−h(−b−p,−hb

−1
−h,−h)b.
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Clearly, cp,−h = c−p,−h = 0, c−h,p = b−h,p = 0, c−h,−h = b−h,−h is invertible. As b−h,p = 0,
it follows that

cpp = bpp − bp,−hb−1
−h,−hb−h,p = bpp ∈ R∗.

By Lemma 3.1.2 this means that c′hh is invertible and c′−p,h = 0. Finally, gg1cg
−1 ∈ H,

where

g1 =
(
Tp,−h(−bp,−hb−1

−h,−h)T−p,−h(−b−p,−hb
−1
−h,−h)T−h,p(−a−h,pa

−1
pp )
)−1 ∈ EU(σ,Γ).

Pick an element x ∈ S such that gTph(x) ∈ H. Applying Corollary 3.4.6 to the matrix c,
the short elementary unitary matrix Tph(x) and the C-type base pair (p, h) we get that

δih + cipxc
′
hh − ci,−hλ(−ε(p)−1)/2xλ(ε(h)+1)/2c′−p,h = (cTph(x)c−1)ih ∈ σih (3.91)

for all i ∈ I. Recall that c′−h,p = 0 and c′hh ∈ R∗. Therefore the inclusions (3.91) can be
rewritten as cip ∈ σih = σip for all i ∈ I. Recall that for all i 6= ±p,±h, aip = cip and
therefore aip ∈ σip for all i 6= ±p,±h. The missing four inclusions are trivial.

Corollary 3.5.7. Assume that h(ν) ≥ (4, 4) and that ν is good for the standard setting
((R,Λ), (R′,Λ′), S). Let (p, h) be a C-type base pair and a be an element in U(2n,R,Λ)
such that either ai∗ ≡ αiei∗ mod J for i ∈ {p,−h} or a∗i ≡ αie∗i mod J for i ∈
{p,−h}, where αi ∈ R∗ for i ∈ {p,−h}. Suppose there exists an element g ∈ EU(σ,Γ)
such that ga ∈ H. Then aip ∈ σip for all i ∈ I.

The last corollary allows us to perform radical reduction whenever the minimal size
of self-conjugate components is at least 6. However, it’s also possible to do this when
this bound is lowered to 4. In this case we utilize the condition RΛ + ΛR = R.

Lemma 3.5.8. Assume that h(ν) ≥ (4, 4) and that ν is good for the standard setting
((R,Λ), (R′,Λ′), S). Let (p, h) be a C-type base pair and a be a matrix in U(2n,R,Λ)
such that app, a−p,−p ∈ R∗ and a−h,−p ∈ J . Suppose there exists an element g ∈ EU(σ,Γ)
such that ga ∈ H. Then aipΛ ∈ σip for all i ∈ I.

Proof. Consider the matrix

b = Thp((−ahp + 1)a−1
pp )a.

Clearly, bpp = app is invertible, bhp = 1 and

b−p,−p = a−p,−p − λ(ε(p)−1)/2(−ahp + 1)a−1
pp λ

(1−ε(h))/2a−h,−p ∈ R∗.

Pick any α ∈ Λp and an element x ∈ S such that gTp,−p(x
2α) ∈ H. As bpp is invertible,

we get by Corollary 3.4.6

δi,−h + bipx
2αb′−p,−h = (bTp,−p(x

2α)b−1)i,−h ∈ σi,−h

for all i ∈ I. As xb′−h,−p is invertible, bipα ∈ σi,−h for all i ∈ I and α ∈ Λp. Finally,
aip = bip whenever i 6= h,−p. Thus aipΛ ≤ σip.
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3.6 Scaling, form ring morphisms, direct products and
direct limits

In this section we will show that all the conditions used in the statement of our main
result, Theorem 1, are compatible with form ring direct decompositions, direct limits,
form ring scaling and isomorphisms of even unitary groups induced by isomorphisms
of form rings. Therefore in addressing the problem of describing the overgroups of
elementary block-diagonal subgroups of even unitary groups over quasi-finite rings we
may restrict ourselves to proving Theorem 1 for a certain class of rings provided that all
finite rings can be obtained from this class of rings using the four operations mentioned
above.

Let ((R1,Λ1), (R′1,Λ
′
1), S1) and ((R2,Λ2), (R′2,Λ

′
2), S2) be standard settings and let

ϕ : (R1,Λ1) −→ (R2,Λ2) be a morphism of form rings. We will call ϕ a morphism of
standard settings if ϕ(R′1) ≤ R′2, ϕ(Λ′1) ≤ Λ′2 and ϕ(S1) ⊆ S2.

Lemma 3.6.1. Let ((Ri,Λi), (R
′
i,Λ
′
i), Si) be a standard setting for each i ∈ {1, 2} and

let
ϕ : ((R1,Λ1), (R′1,Λ

′
1), S1) −→ ((R2,Λ2), (R′2,Λ

′
2), S2)

be a morphism of standard settings. Then:

1. ((ϕ(R1), ϕ(Λ1)), (ϕ(R′1), ϕ(Λ′1)), ϕ(S1)) is a standard setting.

2. M(ϕ)(U(2n,R′1,Λ
′
1)) ≤ U(2n,R′2,Λ

′
2).

Fix a subgroup H1 of U(2n,R1,Λ1) and let (σ′1,Γ
′
1) be an exact form D-net of ideals over

(R1,Λ1), which is S-associated with H1. Denote by (σ1,Γ1) the S-closure of (σ′1,Γ
′
1) in

(R1,Λ1). Denote by (σ′2,Γ
′
2) and (σ2,Γ2) the images of (σ′1,Γ

′
1) and (σ1,Γ2) under ϕ

respectively. Then:

3. Suppose H1 contains the kernel of M(ϕ). Then (σ′2,Γ
′
2) is an exact form D-

net, which is ϕ(S1)-associated with H2 as a subgroup of U(2n, ϕ(R1), ϕ(Λ1)), and
(σ2,Γ2) is the ϕ(S1)-closure of (σ′2,Γ

′
2) in (ϕ(R1), ϕ(Λ1)).

4. The following equalities hold:

M(ϕ)(U(σ′1,Γ
′
1)) = U(σ′2,Γ

′
2), M(ϕ)(EU(σ′1,Γ

′
1)) = EU(σ′2,Γ

′
2),

M(ϕ)(U(σ1,Γ1)) = U(σ2,Γ2), M(ϕ)(EU(σ1,Γ1)) = EU(σ2,Γ2).

Proof. As ϕ(Λ′1) ⊆ Λ′2, it follows by Lemma 3.1.1 that (ϕ(R′1), ϕ(Λ′1)) is a form subring
of (ϕ(R1), ϕ(Λ1)) and a form subring of subring of (R′2,Λ

′
2). Now the conclusion (1) is

straightforward.
Applying Proposition 3.2.7 to the constant form net of ideals defined by the unit form

ideal (R′1,Λ
′
1) of the form ring (R′1,Λ

′
1) we get the assertion (2). By Proposition 3.2.7

we also get (4).
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By Proposition 3.2.7, (σ′2,Γ
′
2) is an exact form D-net of ideals over (ϕ(R′1), ϕ(Λ′1)).

It is clear that EU(σ′2,Γ
′
2) = ϕ(EU(σ′1,Γ

′
1)) ≤ ϕ(H1) = H2. Let Tsr(ξ) ∈ H2 for

some ξ = ϕ(ζ) ∈ ϕ(R1). As H1 contains the kernel of M(ϕ), it follows that Tsr(ζ) ∈
H1. Thus there exists an element x ∈ S1 such that x(1+δs,−r)ζ ∈ (σ′1,Γ

′
1)sr. Therefore

ϕ(x)(1+δs,−r)ξ ∈ (σ′2,Γ
′
2)sr. Summing up, (σ′,Γ′) is an exact form D-net of ideals, which

is ϕ(S1)-associated with H2 as a subgroup of U(2n, ϕ(R1), ϕ(Λ1)). The fact that (σ2,Γ2)
is the ϕ(S1)-closure of (σ′2,Γ

′
2) in (ϕ(R1), ϕ(Λ1)) is straightforward.

The following proposition plays a crucial role in the localization method used in Section
3.10 and allows to lift certain elementary unitary matrices along not necessarily injective
morphisms.

Proposition 3.6.2. Let ϕ : ((R1,Λ1), (R′1,Λ
′
1), S1)→ ((R2,Λ2), (R′2,Λ

′
2), S2) be a mor-

phism of standard settings such that ϕ is injective as a ring morphism on the principal
ideal x0R, where x0 ∈ R′1 ∩ Center(R1) ∩ {ξ ∈ R | ξ = ξ}. Let H be a subgroup of
U(2n,R1,Λ1) such that EU(ν,R′1,Λ

′
1) ≤ H, where ν is a unitary equivalence relation

on the index set I such that h(ν) ≥ (4, 3). Suppose that the elementary unitary ma-
trix Tsr(ξ) ∈ EU(2n,R2,Λ2) is contained in ϕ(H). Further, suppose there exists an
element ξ′ ∈ R′1 and an element x ∈ R′1 ∩ Center(R1) ∩ {ξ ∈ R | ξ = ξ} such that

ϕ(ξ′) = ϕ(x)(1+δs,−r)ξ and that if r = −s then ξ′ ∈ (Λ′1)s. Then Tsr(x
(1+δs,−r)
0 ξ′) ∈ H.

Proof. First, assume s ∼ r. Note that x
(1+δs,−r)
0 ξ′ ∈ R′1 and if r = −s then also

x
(1+δs,−r)
0 ξ′ ∈ (Λ′1)s. Therefore Tsr(x

(1+δs,−r)
0 ξ′) ∈ EU(ν,R′1,Λ

′
1) ≤ H. From now on

assume s � −r. Fix a pre-image h of Tsr(ξ) which is contained in H. If s 6= −r then
there exists another index t ∼ r such that t 6= ±r,±s. Then

[[h, Trt(x)], Ttr(x0)] ∈ H ∩GL(2n,R, x0R).

Therefore by the relation (EU4)

Tsr(ϕ(x0ξ
′)) = Tsr(ϕ(x0)ϕ(x)ξ) = [[Tsr(ξ), Trt(ϕ(x))], Ttr(ϕ(x0))]

= M(ϕ)([[h, Trt(x)], Ttr(x0)]) ∈ M(ϕ)(H ∩GL(2n,R, x0R)).
(3.92)

Clearly, the matrix Tsr(x0ξ
′) is a pre-image of Tsr(ϕ(x0ξ

′)) and is contained in
M(2n,R, x0R). As M(ϕ) is injective on M(2n,R, x0R), it follows that Tsr(x0ξ

′) is the only
pre-image of Tsr(ϕ(x0ξ

′)) in M(2n,R, x0R). Thus by (3.92) it follows that Tsr(x0ξ
′) ∈ H.

Assume r = −s and s � −s. There exists two more indices l, t in I such that (s, t, l)
is an A-type base triple. Then

[h, T−s,−t(x0x)] · [Tsl(−1), [Tls(1), [h, T−s,−t(x0x)]]] ∈ H ∩M(2n,R, x0R).
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By the elementary relations (EU3), (EU4) and (EU6) we get

Tt,−t(ϕ(−λ(ε(s)−ε(t))/2x2
0ξ
′)) = Tt,−t(−λ(ε(s)−ε(t))/2ϕ(x0)2ϕ(x)2ξ)

= Ts,−t(ξϕ(x0)x)Tt,−t(−λ(ε(s)−ε(t))/2ϕ(x0)2ϕ(x)2ξ)Ts,−t(−ξϕ(x0)x)

= Ts,−t(ξϕ(x0)x)Tt,−t(−λ(ε(s)−ε(t))/2ϕ(x0)2ϕ(x)2ξ)

× [Tsl(ϕ(−1)), [Tls(ϕ(1)), Ts,−t(ξϕ(x0)x)

× Tt,−t(−λ(ε(s)−ε(t))/2ϕ(x0)2ϕ(x)2ξ)]]

= [Ts,−s(ξ), T−s,−t(ϕ(x0x))]

× [Tsl(ϕ(−1)), [Tls(ϕ(1)), [h, T−s,−t(ϕ(x0x))]]]

= M(ϕ)([h, T−s,−t(x0x)] · [Tsl(−1), [Tls(1), [h, T−s,−t(x0x)]]])

∈ M(ϕ)(H ∩M(2n,R, x0R)).

(3.93)

For the same reason as in the previous case, (3.93) yields the inclusion

X = Tt,−t(−λ(ε(s)−ε(t))/2x2
0ξ
′) ∈ H.

Finally, by the elementary relations (EU3), (EU4) and (EU6) we get

Ts,−s(x
2
0ξ
′) = [X,T−t,−s(1)] · [Ttl(−1), [Tlt(1), [X,T−t,−s(1)]]] ∈ H.

Note that the assumption that x0 is central in not essential and was imposed just to
make the computations easier. A similar result can be stated without this assumption.

Direct decompositions. Let (R1, · , λ1) and (R2, ·̂ , λ2) be two rings with involution
with symmetry. Then we can naturally consider the ring (R1 × R2) with a component-
wise involution with symmetry. We will call the resulting ring (R1×R2, ( · , ·̂ ), (λ1, λ2))
the direct product of the rings with involution with symmetry (R1, · , λ) and (R2, ·̂ , µ).
In this case the projections

pr1 : (R1 ×R2, ( · , ·̂ ), (λ1, λ2)) −→ (R1, · , λ1),

pr2 : (R1 ×R2, ( · , ·̂ ), (λ1, λ2)) −→ (R2, ·̂ , µ)

are morphisms of rings with involution with symmetry. Let ((Ri,Λi), (R
′
i,Λ
′
i), Si) be

standard settings with respect to involutions with symmetry (Ki, λi) for i ∈ {1, 2}.
Then it’s easy to see that

((R1 ×R2,Λ1 × Λ2), (R′1 ×R′2,Λ′1 × Λ′2), S1 × S2)

is also a standard setting. We will call such a standard setting the direct product of
the standard settings ((R1,Λ1), (R′1,Λ

′
1), S1) and ((R2,Λ2), (R′2,Λ

′
2), S2). The following

lemma shows that the notion of a standard setting is compatible with direct products.
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Lemma 3.6.3. Let a standard setting ((R,Λ), (R′,Λ′), S) be equal to a direct product of
two standard settings

((R,Λ), (R′,Λ′), S) = ((R1,Λ1), (R′1,Λ
′
1), S1)× ((R2,Λ2), (R′2,Λ

′
2), S2).

Then

1. U(2n,R,Λ) = U(2n,R1,Λ1) × U(2n,R2,Λ2) and U(2n,R′,Λ′) = U(2n,R′1,Λ
′
1) ×

U(2n,R′2,Λ
′
2), where the direct products are meant as direct products of abstract

groups.

Further, let H be a subgroup of U(2n,R,Λ), (σ′,Γ′) and (σ,Γ) be exact form nets of
ideals over (R′,Λ′) and (R,Λ), respectively. Denote by (σi,Γi) and (σ′i,Γ

′
i) the respective

images of (σ,Γ) and (σ′,Γ′) under pri for i ∈ {1, 2}. Denote by Hi the image of H under
pri for i ∈ {1, 2}.

2. Let ν be a unitary equivalence relation on the index set I such that h(ν) ≥ (4, 3).
Then EU(ν,R′,Λ′) ≤ H if and only if EU(ν,R′i,Λ

′
i) ≤ Hi for i ∈ {1, 2}. Further,

(σ′,Γ′) is a major form net of ideals which is S-associated with H if and only if
(σ′i,Γ

′
i) is a major form net of ideals which is Si-associated with Hi for i ∈ {1, 2}.

Finally, (σ,Γ) is the S-closure of (σ′,Γ′) in (R,Λ) if and only if (σi,Γi) is the
Si-closure of (σ′i,Γ

′
i) in (Ri,Λi) for i ∈ {1, 2}.

3. The following equalities hold

EU(σ,Γ) = EU(σ1,Γ1)× EU(σ2,Γ2)

U(σ,Γ) = U(σ1,Γ1)× U(σ2,Γ2)

EU(σ′,Γ′) = EU(σ′1,Γ
′
1)× EU(σ′2,Γ

′
2)

U(σ′,Γ′) = U(σ′1,Γ
′
1)× U(σ′2,Γ

′
2).

4. The condition RΛ + ΛR = R is equivalent to the condition R1Λ1 + Λ1R1 = R1 and
R2Λ2 + Λ2R2 = R2.

Proof. 1. By assumption the unitary groups U(2n,Ri,Λi) and U(2n,R′i,Λ
′
i) are defined.

The fact that U(2n,R,Λ) is a direct product of U(2n,R1,Λ1) and U(2n,R2,Λ) is obvious
because M(pri)(a)jk = pri(ajk) for all i ∈ {1, 2} and j, k ∈ I. The same goes for the
second equality in (1).

2. It is clear that EU(ν,R′,Λ′) ≤ H if and only if EU(ν,R′i,Λ
′
i) ≤ Hi for i ∈ {1, 2}.

Assume, (σ′,Γ′) is a major form net of ideals which is S-associated with H and (σ,Γ)
is the S-closure of (σ′,Γ′) in (R,Λ). We will show that (σ′i,Γ

′
i) is a major form net of

ideals which is Si-associated with Hi and (σi,Γi) is the Si-closure of (σ′i,Γ
′
i) in (Ri,Λi)

for i ∈ {1, 2}. The converse is straightforward.
Recall that pri is a surjective morphism of forms rings. By Proposition 3.2.7 it follows

that (σ′i,Γ
′
i) is an exact form D-net of ideals over (Ri,Λi) for each i ∈ {1, 2}. We will show

now that (σ′i,Γ
′
i) is Si-associated with Hi. Note that pr1 is injective on (1, 0)R = R1. Let

102



Tsr(ξ) ∈ H1. Pick an element x ∈ S such that x(ξ, 0) ∈ R′ if s 6= −r and x2(ξ, 0) ∈ (Λ′)s
if s = −r. Set ξ′ = x(1+δs,−r)(ξ, 0). Then pr1(ξ′) = pr1(x)(1+δs,−r)ξ. By Proposition 3.6.2
it follows that Tsr((1, 0)x(1+δs,−r)(ξ, 0)) ∈ H. Therefore there exists an element y ∈ S
such that (xy)(1+δs,−r)(ξ, 0) ∈ (σ′,Γ′)sr. It follows that pr1(xy)(1+δs,−r)ξ ∈ (σ′1,Γ

′
1)sr.

Summing up, we have proved that (σ′1,Γ
′
1) is a net S1-associated with H1. Similarly,

(σ′2,Γ
′
2) is a net S2-associated with H2.

3. Now we will show that (σi,Γi) is the Si-closure of (σ′i,Γ
′
i) in (Ri,Λi). Denote

the Si-closure of (σ′i,Γ
′
i) in (Ri,Λi) by (τi, Bi). It’s easy to see that (σi,Γi) is con-

tained in (τi, Bi). Let ξ ∈ (τi, Bi)sr. Then there exists an element xi ∈ Si such that

Tsr(x
(1+δs,−r)
i ξ) ∈ Hi. Pick an element y ∈ S such that (yxi)

(1+δs,−r)(ξ, 0) ∈ R′. Clearly,
if s = −s then ξ ∈ (Λi)s, therefore y can be chosen so that (yxi)

(1+δs,−r)(ξ, 0) ∈ Λs.
Finally, pri((yxi)

(1+δs,−r)(ξ, 0) = pri((1, 1))ξ. By Proposition 3.6.2 it follows that

Tsr((yxi)
(1+δs,−r)(ξ, 0)) ∈ H.

Therefore there exists an element z ∈ S such that (zyxi)
(1+δs,−r)(ξ, 0) ∈ (σ′,Γ′)sr. Thus

(ξ, 0) ∈ (σ,Γ)sr. It only remains to notice that in this case ξ ∈ (σi,Γi)sr. Therefore
(τi, Bi) ≤ (σi,Γi) and thus (σi,Γi) is indeed the Si-closure of (σ′i,Γ

′
i) in (Ri,Λi).

4. The conclusion 4 is obvious.

We will use Lemma 3.6.3 in combination with the following proposition which shows
that for a standard setting ((R,Λ), (R′,Λ′), S) a direct decomposition of R as a ring
with involution with symmetry induces a direct decomposition of ((R,Λ), (R′,Λ′), S) as
a standard setting.

Proposition 3.6.4. Let ((R,Λ), (R′,Λ′), S) be a standard setting with respect to an
involution with symmetry ( · , λ) and let (R, · , λ) = (R1, K1, λ1)×(R2, K2, λ2) be a direct
product of rings with involution with symmetry. Denote the corresponding projections
by pr1 and pr2. Let R′i = pri(R

′), Λ′i = pri(Λ
′) and S ′i = pri(S) for i ∈ {1, 2}. Then

((Ri,Λi), (R
′
i,Λ
′
i), Si) is a standard setting for each i ∈ {1, 2} and

((R,Λ), (R′,Λ′), S) = ((R1,Λ1), (R′1,Λ
′
1), S1)× ((R2,Λ2), (R′2,Λ

′
2), S2).

Proof. Straightforward.

Scaling. The next topic we are going to discuss is scaling of form rings as presented in
[Bak81, §9] or [HO89, Ch. 5, Sec. 1C, p. 191]. Let (R, · , λ) be a ring with involution
with symmetry. Given an invertible element β in R we can introduce a new involution
with symmetry on R by setting ξ̂ = βξβ−1 and µ = ββ−1λ. It’s easy to see that ( ·̂ , µ)
is indeed an involution with symmetry on R. We say that the ring with involution with
symmetry (R, ·̂ , µ) is obtained from the ring with involution with symmetry (R, ·̂ , λ)
by scaling by β. If ((R, · , λ),Λ) is a form ring, then ((R, ·̂ , µ), βΛ) is a form ring. We
will say that the form ring (R, βΛ) is obtained from the form ring (R,Λ) by scaling by
β. Note that scaling is not a morphism of form rings, however it several nice properties.
First of all, the corresponding unitary groups are conjugate in GL(2n,R), namely

U(2n,R, βΛ) = BU(2n,R,Λ)B−1,
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where B = diag(1, . . . 1, β, . . . , β). Moreover this correspondence preserves all the im-
portant classes of matrices. First,

BDi(θ)B
−1 = Dβ

i (θ),

where Dβ
i (θ) denotes the elementary diagonal unitary matrix in U(2n,R, βΛ), cf. Section

3.1. Further, as mentioned in [Dyb07], if (σ,Γ) is a form net of ideals over (R,Λ) and

Γβi = β
1−ε(i)

2 Γiβ
−1−ε(i)

2 , then (σ,Γβ) is a form net of ideals over (R, βΛ) and

U(σ,Γβ) = BU(σ,Γ)B−1 EU(σ,Γβ) = B EU(σ,Γ)B−1.

More precisely,
BTij(ξ)B

−1 = T βij(ξ),

where T βij(ξ) stands for a short elementary unitary matrix in EU(2n,R, βΛ), and

BTi,−i(α)B−1 = T βi,−i(β
1−ε(i)

2 αβ
−1−ε(i)

2 ),

where T βi,−i(·) stands for a long elementary unitary matrix in EU(2n,R, βΛ).
Finally, it’s easy to see that if H is a subgroup of U(2n,R,Λ) such that EU(ν,R,Λ) ≤

H and (σ,Γ) is the form net of ideals associated with H, then (σ,Γβ) is the form net of
ideals associated with BHB−1 as a subgroup of U(2n,R, βΛ). In the present paper we
will not discuss scaling of standard settings. The following proposition clearly follows
from the reasoning above.

Proposition 3.6.5. Let (R,Λ) be a form ring and (R, βΛ) be the form ring obtained
from (R,Λ) by scaling by β. Assume Theorem 1 holds for the ground form ring (R,Λ).
Then it holds also for the ground form ring (R, βΛ).

Direct limits.

Proposition 3.6.6. Let ((R, · , λ),Λ) be a form ring such that R is a direct limit lim−→Ri

of some involution invariant subrings of R that contain the symmetry λ. Denote by Λi

the intersection Ri ∩ Λ for all i. If Theorem 1 holds for each of the rings (Ri,Λi) then
it also holds for the ring (R,Λ).

Proof. Let (σ,Γ) denote the exact major form net of ideals associated with H, which
constructed in Lemma 3.2.9. For any ring Ri in the directed system, set Hi = H ∩
U(2n,Ri,Λi). Then EU(ν,Ri,Λi) ≤ EU(ν,R,Λ) ∩ U(2n,Ri,Λi) ≤ Hi. By Lemma
3.2.9 there exists an exact major form net of ideals (σi,Γi) associated with Hi. By the
construction in Lemma 3.2.9 of a form net of ideals associated with a subgroup, it follows
that if (Ri,Λi) ≤ (Rj,Λj) then (σi,Γi) ≤ (σj,Γj). Clearly U(σi,Γi) ≤ U(σj,Γj) because
the net subgroup is defined in terms of inclusions. As any element of g of U(2n,R,Λ) is
contained in U(2n,Ri,Λi) for some Ri in the directed system, it follows that

U(σ,Γ) = lim−→U(σi,Γi). (3.94)
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Pick any a ∈ H and Tsr(ξ) ∈ EU(σ,Γ). There exists a subring Ri of R such that
a, Tsr(ξ) ∈ U(2n,Ri,Λi). Clearly, a ∈ Hi and Tsr(ξ) ∈ EU(σi,Γi). By assumption,
Theorem 1 holds for the ground form ring (Ri,Λi). Therefore

aTsr(ξ)a
−1 ∈ U(σi,Γi). (3.95)

Moreover the inclusion (3.95) holds for any subring Rj in the directed system such that
Ri ≤ Rj. Combining (3.95) with (3.94) we deduce that

EU(σ,Γ) ≤ H ≤ TranspU(2n,R,Λ)(EU(σ,Γ),U(σ,Γ)). (3.96)

The proof of the uniqueness of (σ,Γ) in (3.96) can be deduced easily from Theorem 2.
This will be done in the end of Section 3.10.

3.7 Unitary groups over semisimple Artinian rings

In this section we reduce the study of even dimensional unitary groups over semisimple
Artinian rings to the case of unitary groups over products of division rings. Fix a
semisimple Artinian ring R together with an involution with symmetry ( · , λ). The
famous Artin-Wedderburn theorem establishes a ring isomorphism of R and a finite
direct product of full matrix rings over division rings

R ∼= M(m1, D1)× · · · ×M(mN , DN), (3.97)

where the dimensions mi are defined up to permutation of indices and the divisions
rings Di up to permutation of indices and isomorphisms. We will show that every even
dimensional unitary group over R is isomorphic to a direct product of unitary groups,
where each group in the product is either an even dimensional unitary group over Di

or an even dimensional unitary group over Di × Dj for some i and j such that the
involution interchanges Di and Dj. This result follows form a more general Morita
theory of qudratic modules, cf. [Bak81, §9]. Results of this section regarding form nets
of ideals mimic those of [Dyb07] and we utilize numerous results thereof.

Our immediate goal is to classify the possible involutions with symmetry on R in terms
of direct decomposition of rings with involution with symmetry, cf. Section 3.6. The
direct decomposition (3.97) of R provides us with N central primitive (i.e. generating
a minimal two-sided ideal) idempotents f1, . . . , fN , where fi is the N -tuple having the
identity of M(mi, Di) as it’s i-th component and zeros elsewhere. Clearly, f1+· · ·+fN = 1
and fiR ∼= M(mi, Di). It’s easy to see that f1, . . . , fN is also a system of central primitive
idempotents such that f1 + · · · + fN = 1. By the uniqueness condition in the Artin-
Wedderburn theorem, there exists a permutation π of the indices 1, . . . , N such that
fiR ∼= M(mπ(i), Dπ(i)). Let λ = (λ1, . . . , λn). If π(i) = i then the involution · leaves
M(mi, Di) invariant and induces an involution Ji with symmetry λi on M(mi, Di). If

π(i) 6= i, then π2(i) = i because ξ = λξλ−1 for ξ ∈ R. In this case the involution leaves
M(mi, Di) × M(mπ(i), Dπ(i)) invariant and induces on M(mi, Di) × M(mπ(i), Dπ(i)) an
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involution Ji with symmetry (λi, λπ(i)). It follows that mi = mπ(i) and Di
∼= Dπ(i). The

action of the involution Ji on each of the components induces two anti-automorphisms ·∗
and ·⊥ of M(mi, Di) such that Ji sends each (ξ, ζ) to (ζ∗, ξ⊥). Further, the compositions
·⊥∗ and ·∗⊥ are given by conjugation by λi and λπ(i), respectively. Finally λ−1

i = λ∗π(i)

and λ−1
π(i) = λ⊥i . Summing up, we have proved the following two propositions.

Proposition 3.7.1. Let R be a semisimple Artinian ring with involution with symmetry
( · , λ). Then R is isomorphic as a ring with involution with symmetry to a direct product
of rings with involution with symmetry (Ri, Ji, λi), where each Ri is either a simple
Artinian ring or a product of two copies of a simple Artinian ring, the symmetries λi
are images λ under the projections pri : R → Ri and the involutions Ji with symmetry
λi are obtained from · by taking compositions with the projections pri. Each of the
components (Ri, Ji, λi) can’t be further decomposed as direct products of simple Artinian
rings with involution with symmetry.

Proposition 3.7.2. Let (R, · , λ) be a ring with involution with symmetry such that R
is a direct product of two copies of a simple Artinian ring Q. Then either (R, · , λ) can
either be decomposed as a direct product of two rings with involution with symmetry over
Q, or there exist two anti-automorphisms ·∗ and ·⊥ of the ring Q such that (a, b) =
(b∗, a⊥) for all a in b in Q. Moreover, if λ = (λ1, λ2) then the compositions ·⊥∗ and ·∗⊥
are given by conjugation by λ1 and λ2 respectively. Finally, λ−1

1 = λ∗2 and λ−1
2 = λ⊥1 .

It is well known that the anti-automorphisms of M(m,D) where D is a division ring
are described in terms of the anti-automorphisms of D. Check for example [Jac43, ch.
2, §5, theorem 8] for the proof.

Proposition 3.7.3. Let R = M(m,D) be a simple Artinian ring, where D is a division
ring. Then for any anti-automorphism ·̂ of the ring R there exists an anti-isomorphism
· of the division ring D and a matrix b ∈ GL(m,D) such that for any a ∈ M(m,D) the
equality

â = b · at · b−1

holds, where at is the hermitian transpose of a with respect to the involution · , i.e.
(at)ij = aji for all i, j ∈ I.

In other words, all the anti-automorphisms of M(m,D) are defined by anti-automor-
phisms of D up to an inner automorphism of M(m,D).

Let Q be any associative unital ring. Following [Dyb07] we will pay special attention
to the anti-automorphisms of M(m,Q) obtained from an anti-automorphism of Q via the
following procedure. Let · be an anti-automorphism of Q. Consider an automorphism
·∗ sending each a ∈ M(m,Q) to a∗ = patp, where at is the hermitian transpose of a
with respect to · and p = sdiag(1, . . . , 1) is the monomial matrix having ones on the
skew-diagonal and zeros elsewhere. For each i in {1, . . . ,m}, set

i× = m+ 1− i.
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Then
(a∗)ij = aj×,i× ,

i.e. a∗ is obtained from a by first applying the anti-automorphism · to each of its
entries and then reflecting it with respect to the skew-diagonal. We will call the anti-
automorphism ·∗ the standard anti-automorphism of M(m,Q) corresponding to · . It’s
an obvious corollary of Proposition 3.7.3 that any anti-automorphism of R = M(m,D),
where D is a division ring, is a composition of a standard anti-automorphism and an
inner automorphism of R.

Clearly M(m,D)×M(m,D) is isomorphic as a ring to M(m,D×D) via the map which
sends a pair of matrices (a, b) ∈ M(m,D) ×M(m,D) to the matrix A ∈ M(m,D ×D)
such that Aij = (aij, bij) for all 1 ≤ i, j ≤ m. Denote this isomorphism by ϕ. Given
an involution ·̂ on M(m,D) ×M(m,D) with symmetry λ we obtain an involution ·̃ =
ϕ ◦ ·̂ ◦ ϕ−1 on M(m,D ×D) with symmetry ϕ(λ). Therefore any ring with involution
with symmetry over M(m,D) ×M(m,D) is isomorphic to a ring with involution with
symmetry over M(m,D × D). By Lemma 3.6.1 form nets and the related subgroups
over isomorphic rings with involution with symmetry biject onto one another. In future
we won’t distinguish the elements of M(m,D)×M(m,D) and M(m,D×D), neither the
involutions ·̂ and ·̃.

The next proposition shows that all the anti-automorphisms of a product of two copies
of a matrix ring over a division ring are standard up to an inner automorphism.

Proposition 3.7.4. Let D be a division ring and ·̂ an anti-automorphism of the matrix
ring M(m,D ×D). Then there exists an anti-automorphism · of D ×D and a matrix
b ∈ GL(m,D ×D) such that for any a ∈ M(m,D ×D)

â = b · a∗ · b−1,

where ·∗ is the standard anti-automorphism on M(m,D×D) corresponding to the anti-
automorphism · of D ×D.

Proof. Consider the image X of M(m,D × {0}) = M(m,D) × {0} under ·̂ . By the
Artin-Wedderburn theorem either X = M(m,D × {0}) or X = M(m, {0} ×D). In the
first case, it’s easy to see that · can be decomposed as a direct product of two anti-
automorphisms of M(m,D) and the conclusion of the proposition can be easily deduced
from Proposition 3.7.3. If X = M(m, {0} ×D) then we get two anti-automorphisms ·J
and ·K of M(m,D) such that for any (x, y) ∈ M(m,D)×M(m,D) the equality

(̂x, y) = (yJ , xK)

holds. By Proposition 3.7.3 there exist anti-automorphisms J1, K1 of D and elements
c, d ∈ GL(m,D) such that

xK = d · xK2 · d−1 yJ = c · xJ2 · c−1,

whereK2 and J2 stand for standard anti-automorphisms of M(m,D) corresponding toK1

and J1 respectively. Set (ξ, ζ) = (ζJ1 , ξK1) for any (ξ, ζ) in D×D. Further, set b = (c, d).
Clearly, · is an anti-automorphism of D×D, b is an element of GL(m,D)×GL(m,D) =
GL(m,D ×D) and â = b · a∗ · b−1 for any a ∈ M(m,D ×D).
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Given an associative unital ring Q such that all the anti-automorphism of M(m,Q) are
standard up to an inner automorphism a reasonable question is, whether the involutions
with symmetries of Q define involutions with symmetries on M(m,Q) and vice versa?
The simple answer is, yes. The following proposition gives a formalization of this fact.
In the particular case of Q being a division ring it is precisely Proposition 3 of [Dyb07].

Proposition 3.7.5. Let Q be an associative unital ring and ·̂ an anti-automorphism of
the ring R = M(m,Q). Suppose there is an anti-automorphism · of Q and a matrix b in
GL(m,Q) such that â = ba∗b−1 for all a ∈ R, where ·∗ is the standard anti-automorphism
of R corresponding to · . Let diag : Q→ R be the diagonal embedding of Q into R. Then
the following holds:

1. If ·̂ is an involution on R with symmetry l then there exists an element λ ∈ Q
such that diag(λ) = b∗b−1l and · is an involution on Q with symmetry λ.

2. If · is an involution on Q with symmetry λ then ·̂ is an involution on R with
symmetry l = b(b∗)−1 diag(λ).

Proof. 1. By definition of an involution with symmetry, for any a ∈ M(m,Q) we have

lal−1 = ̂̂a = b̂a∗b−1 = b(b−1)∗a∗∗b∗b−1. (3.98)

Therefore
a∗∗(b∗b−1l) = (b∗b−1l)a (3.99)

for any a ∈ M(m,Q). It’s easy to see how standard anti-automorphisms act on matrix
units, namely for any i, j ∈ {1, . . . ,m}, e∗ij = ej×,i× . Thus e∗∗ij = eij for all i, j. This,
together with (3.99), yields that the invertible matrix (b∗b−1l) commutes with all matrix
units. Therefore (b∗b−1l) is scalar. Denote by λ the pre-image of (b∗b−1l) under diag. By

(3.98) it follows that ξ = λξλ−1 for any ξ ∈ Q. Finally, the condition λλ = 1 is equivalent

to the condition diag(λ) diag(λ)∗ = e and thus easily follows from the condition l · l̂ = 1.
2. The second conclusion of the lemma can be checked via a straightforward compu-

tation.

Summing up, any involution with symmetry on a matrix ring over either a division
ring or a product of two copies of a division ring is standard up to scaling of form rings.
By Proposition 3.6.5 it follows that all the form nets and the corresponding subgroups
respect scaling, therefore we may in future limit ourselves to considering only standard
involutions with symmetries on matrix rings.

The following proposition is a well know recipe for building a form parameter of a
matrix ring from a form parameter of the ground ring. It has appeared in the literature
multiple times, e.g. [HO89, Ex. 4, sec. 5.1C, p. 191] or [Dyb07, Prop. 4]. We include a
sketch of the proof, whose full details are easy to recover.

Proposition 3.7.6. Let Q be an associative unital ring with involution with symmetry
( · , l), R the matrix ring M(m,Q) of rank m ≥ 1 over Q and ·∗ the standard involution
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on R with symmetry λ = diag(l) corresponding to the involution · with symmetry l on
Q. Then the map Ψfp, sending a form parameter Λ of the ring R to the set

Ψfp(Λ) = {α ∈ Q | αei,i× ∈ Λ for some index 1 ≤ i ≤ m}

is an isomorphism of the lattice FP(R, ·∗, λ) of form parameters for (R, ·∗, λ) onto the
lattice FP(Q, · , l) of form parameters for (Q, · , l). The inverse of Ψfp is given by the
following formula

Ψ−1
fp (L) = {a ∈ R | aij = −aj×,i×l for all i, j and ai,i× ∈ L for all i}

= {a ∈ R | ai,i× ∈ L for all i} ∩ Λmax.

Proof. Let Λmax and Λmin denote the maximal and minimal, respectively, form param-
eters for (R, ·∗, λ) and Lmax and Lmin the maximal and minimal, respectively, form
parameters for (Q, · , l).

First, we will show that Ψfp and Ψ−1
fp preserve inclusions and then show they send

form parameters to form parameters. Applying property (Λ2) of the form parameter Λ
to matrix units it’s easy to conclude that αei,i× ∈ Λ if and only if αp ∈ Λ, where p =
sdiag(1, . . . , 1). It immediately follows that Ψfp preserves inclusions as well as additive
subgroups, Ψfp(Λmin) = Lmin and Ψfp(Λmax) = Lmax. The property (Λ2) for Ψfp(Λ)
follows from the corresponding property for Λ applied to scalar matrices. Therefore Ψfp

is a well defined morphism from FP(R, ·∗, λ) to FP(Q, · , l).
Denote by ϕ the map which sends a form parameter L for (Q, · , l) to the set

{a ∈ R | aij = −aj×,i×l for all i, j and ai,i× ∈ L for all i}.

Write the definition of the maximal and minimal form parameters for R in terms of
matrix entries:

Λmax = {a ∈ R | aij = −aj×,i×l for all i, j},
Λmin = {a ∈ R | ∀i, j ∈ {1, . . . ,m} aij = −aj×,i×l;∀i ∃αi ∈ Q : ai,i× = αi − αil}

= {a ∈ R | ai,i× ∈ Lmin} ∩ Λmax.

The definition of ϕ can be rewritten as follows

ϕ(L) = {a ∈ R | ai,i× ∈ L for all i} ∩ Λmax. (3.100)

It’s clear that ϕ(Lmin) = Λmin, ϕ(Lmax) = Λmax and ϕ preserves inclusions. The condition
(Λ2) for ϕ(L) also follows from the corresponding condition for L in a view of (3.100).

It’s easy to see that Ψfp ◦ϕ = id. Finally, one can easily check that a−
∑m

i=1 ai,i×ei,i×
is contained in Λmin whenever a is contained in Λmax. Thus

a ≡
m∑
i=1

ai,i×ei,i× mod Λmin
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for all a ∈ Λmax. Therefore, Ψfp is strictly monotone. Let Λ denote a form parameter
for (R, ·∗, λ) and a ∈ Λ. Then

ai,i×ei,i× = e∗i×,i×aei×,i× ∈ Λ

for all 1 ≤ i ≤ m. Thus Λ ≤ ϕ(Ψfp(Λ)). Finally, we have to prove that ϕ(Ψfp(Λ)) ≤
Λ. Assume for some Λ the form parameter ϕ(Ψfp(Λ)) is strictly greater than Λ. We
have proved, that Ψfp is strictly monotone. Recall that Ψfp ◦ ϕ = id. Thus Ψfp(Λ) =
Ψfp(ϕ(Ψfp(Λ))) is strictly greater than Ψfp(Λ), which is obviously false. It follows that
ϕ(Ψfp(Λ)) ≤ Λ which finishes the proof that ϕ ◦Ψfp = id.

For the proposition we need to introduce the following notation. Define a map ind :
I2n → I2mn by putting

ind(j) =

{
(j − 1)m , j > 0

jm− 1 , j < 0.

Given a matrix A in GL(2n,R), where R = M(m,Q), we want to rewrite it as a matrix
in GL(2mn,Q). We do this by letting a denote the mn ×mn matrix over Q whose Q-
coefficient aind(i)+k,ind(j)+l in the (ind(i) + k, ind(j) + l)’th position, where i, j ∈ I2n and
k, l ∈ {1, . . . ,m}, is given by

(Aij)kl = aind(i)+k,ind(j)+l.

(ind(i), ind(j)) stands for the coordinates of the (i, j)’th m×m block in a. From now on,
whenever we write aind(i)+k,ind(j)+l for a matrix a in GL(2mn,Q) we mean that i, j,m, l
are uniquely determined indices such that i, j are in I2n and m, l are in {1, . . . ,m}. The
following relation can be checked via a straightforward calculation:

−(ind(i) + k) = ind(−i) + k×.

Proposition 3.7.7. Let (Q, · , l) be an associative ring with involution with symmetry,
R the matrix ring M(m,Q) of rank m ≥ 1 over Q and ·∗ the standard involution on R
with symmetry λ = diag(l) corresponding to the involution with symmetry ( · , l) on Q.
Let L be a form parameter for Q and Λ = Ψ−1

fp (L) be the corresponding form parameter
for R. Then a matrix g ∈ GL(2n,R) is contained in U(2n,R,Λ) if and only if as a
matrix in GL(2mn,Q), g is contained in U(2mn,Q,L).

Proof. The proof is a routine check of the conditions of Lemma 3.1.2. Let A denote a
matrix in GL(2n,R) and let a denote the same matrix as an element of GL(2mn,Q).
Write condition (U1) of Lemma 3.1.2 for the matrix A in terms of matrix entries:

aind(i)+k,ind(j)+l = (A′ij)kl =
(
λ(−1−ε(i))/2 (A−j,−i)

∗ λ(ε(j)+1)/2
)
kl

= l(−1−ε(i))/2(A−j,−i)l×,k×l
(ε(j)+1)/2

= l(−1−ε(i))/2aind(−j)+l×,ind(−i)+k×l
(ε(j)+1)/2

= l(−1−ε(ind(i)+k))/2a−(ind(j)+l),−(ind(i)+k)l
(ε(ind(j)+l)+1)/2.
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Then we get precisely condition (U1) of Lemma 3.1.2 for the matrix a. As we have men-
tioned after Lemma 3.1.2, condition (U1) thereof yields condition (U2) for the maximal
form parameter.

Assume both A and a satisfy condition (U1). According to Proposition 3.7.6 we have

Λ = {g ∈ R | gi,i× ∈ L for all i} ∩ Λmax.

As Si,−i(A) ∈ Λmax
i for all i ∈ I, condition (2) for A is equivalent to the inclusions

(Si,−i(A))k,k× ∈ Lk for all k in {1, . . . ,m}. It’s only left to notice that

(Si,−i(A))k,k× =
∑
j>0

m∑
l=1

(Aij)kl(A
′
j,−i)l,k×

=
∑
j>0

m∑
l=1

aind(i)+k,ind(j)+la
′
ind(j)+l,ind(−i)+k×

=
∑

ind(j)+l>0

aind(i)+k,ind(j)+la
′
ind(j)+l,−(ind(i)+k)

= Sind(i)+k,−(ind(i)+k)(a).

Thus conditions (U2) for the matrices A and a are equivalent.

An important question is if the isomorphism of unitary groups described in the last
proposition preserves elementary subgroups (full, block-diagonal or form net). The infor-
mal answer is, it preserves sufficiently large elementary subgroups. To make a distinction,
we will denote the short and long elementary unitary matrices in EU(2mn,Q,L) by the
small letter t and the ones in EU(2n,R,Λ) by the capital letter T . Then it’s easy to see
that

Tij(a) =
m∏

k,l=1

tind(i)+k,ind(j)+l(akl), (3.101)

whenever i 6= ±j and

Ti,−i(a) =
∏
k>l×

tind(i)+k,ind(−i)+l(akl) ·
m∏
k=1

tind(i)+k,−(ind(i)+k)(akk×). (3.102)

It follows that EU(2n,R,Λ) ≤ EU(2mn,Q,L). Let tind(i)+k,−(ind(i)+k)(α) be a long ele-
mentary unitary matrix in EU(2mn,Q,L). By (3.102) it follows that

tind(i)+k,−(ind(i)+k)(α) = Ti,−i(αek,k×) ∈ EU(2n,R,Λ).

Let tind(i)+k,ind(j)+l(ξ) be a short elementary unitary matrix in EU(2mn,Q,L). If i 6= j
then by (3.101) we have

tind(i)+k,ind(j)+l(ξ) = Tij(ξekl) ∈ EU(2n,R,Λ).
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However, if i = j then
tind(i)+k,ind(i)+l(ξ) = Di(e+ ξekl),

where Di is defined as right after Lemma 3.1.2. We know that such an element can,
but does not have to be contained in the elementary subgroup EU(2n,R,Λ). We will
address this issue in Proposition 3.7.9.

We will establish now a correspondence between form nets of ideals over the form
rings (R,Λ) and (Q,L). The following recipe in a slightly weaker form (namely, only
for the case when R is a simple Artinian ring) is described in [Dyb07]. We will call a
form net (σ,Γ) of order 2mn over (Q,L) an m-block form net if σind(i1)+k1,ind(j1)+l1 =
σind(i2)+k2,ind(j2)+l2 whenever i1 = i2 and j1 = j2 and Γind(i1)+k1 = Γind(i2)+k2 whenever
i1 = i2, i.e. σ consists of 4n2 “blocks” of equal ideals of size m ×m and Γ consists of
2n “blocks” of m equal form parameters each. We will show that form nets of ideals of
order 2n over (R,Λ) can be identified with m-block form nets of order 2mn over (Q,L).
For a form net of ideals (σ,Γ) of order 2n over (R,Λ) we will construct an m-block form
net of ideals (τ, B) of order 2mn over (Q,L) by setting

τind(i)+k,ind(j)+l = {ξ ∈ Q | ξe ∈ σij} and Bind(i)+k = Ψfp(Γi)

for all i, j ∈ I2n and k, l ∈ {1, . . . ,m}. We will denote the form net of ideals (τ, B)
constructed above by Ψfn(σ,Γ).

Proposition 3.7.8. Let (Q, · , l) be an associative unital ring with involution with sym-
metry, R denote the matrix ring M(m,Q) of rank m ≥ 1 over Q and ·∗ be the standard
involution on R with symmetry λ = diag(l) corresponding to the involution with sym-
metry ( · , l) on Q. Let L be a form parameter for Q and Λ = Ψ−1

fp (L) the corresponding
form parameter for R. Then the map Ψfn defined immediately before is a bijection of
the set of all exact form D-nets of order 2n over the form ring (R,Λ) onto the set of all
m-block exact form D-nets of order 2mn over the form ring (Q,L).

Proof. Fix an exact form D-net (σ,Γ) of rank 2n over (R,Λ) Let (τ, B) denote the
image Ψfn(σ,Γ) of (σ,Γ). We will first show that Ψfn is an exact form D-net of ideals
over (Q,L). It’s clear that τ is a unitary D-net of ideals over Q. As in the proof of
Proposition 3.7.6, condition (Γ2) in the definition of a form net allows us to conclude
that

Ψfp(Γi) = {ξ ∈ Q | ξp ∈ Γi},

where p denotes the matrix sdiag(1, . . . , 1). It immediately follows from this observation
that Ψfp preserves inclusions, additive subgroups and maps Γmin

i (σ) and Γmax
i (σ) to

Γmin
i (τ) and Γmax

i (τ) respectively. Condition (Γ2) for B also follows in an obvious way
from the corresponding condition for Γ. Finally, the exactness condition for the net
(τ, B) can be checked straightforwardly.

The injectivity of Ψfn is clear and it’s easy to see that for anym-block form D-net (τ, B)
of rank 2mn over (Q,L), Ψ−1

fn (τ, B) is a net (σ,Γ) such that σij = M(m, τind(i)+1,ind(j)+1)
and Γi = Ψ−1

fp (Bind(i)+1). The proof of this fact precisely follows from the corresponding
part the proof of Proposition 3.7.6.
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Given an equivalence relation ν on I2n = {1, . . . , n,−n, . . . ,−1}, define an “m-block”
equivalence relation Ψer(ν) on I2mn be setting ind(i) + k ∼Ψer(ν) ind(j) + l if and only if
i ∼ν j.

Proposition 3.7.9. Let ν be a unitary equivalence relation on the index set I2n such
that h(ν) ≥ (4, 2). Let (Q, · , l) be an associative unital ring with involution with sym-
metry, R denote the matrix ring M(m,Q) of rank m ≥ 1 over Q and ·∗ be the standard
involution on R with symmetry λ = diag(l) corresponding to the involution with sym-
metry ( · , l) on Q. Let L be a form parameter for Q and Λ = Ψ−1

fp (L) the corresponding
form parameter for R. Let (σ,Γ) be an exact major form net of ideals of rank 2n over
(R,Λ). Let (τ, B) = Ψfn(σ,Γ) denote the corresponding exact form net of rank 2mn
over (Q,L). Then EU(σ,Γ) = EU(τ, B) and U(σ,Γ) = U(τ, B), where the equalities are
understood modulo the isomorphism of groups U(2n,R,Λ) and U(2mn,Q,L). In partic-
ular, EU(2n,R,Λ) = EU(2mn,Q,L) whenever n ≥ 2. Further, suppose h(ν) ≥ (4, 3)
and (σ,Γ) is the form net of ideals associated with a subgroup H ≥ EU(ν,R,Λ). Then
(τ, B) is the form net of ideals associated with H as a subgroup of U(2mn,Q,L).

Proof. We will first show the inclusion EU(σ,Γ) ≤ EU(τ, B). Pick any short elementary
unitary matrix Tij(a) ∈ EU(σ,Γ). Then for any possible indices k and l we have

akle =
m∑
h=1

ehkaelh ∈ σij. (3.103)

Therefore akl ∈ τind(i)+k,ind(j)+l for all k and l. Thus by (3.101) we conclude that Tij(a) ∈
EU(τ, B). Pick any Ti,−i(a) ∈ EU(σ,Γ). Then akl ∈ τind(i)+k,ind(j)+l for all k > l×. By
relation (Γ2) we get

ak,k×ek,k× = e∗k×,k×aek×,k× ∈ Γi (3.104)

for all k. Thus ak,k× ∈ Bind(i)+k for all k. Hence, by 3.102 we get the inclusion Ti,−i(a) ∈
EU(τ, b). Therefore EU(σ,Γ) ≤ EU(τ, B).

It’s easy to see that tind(i)+k,ind(j)+l(ξ) ∈ EU(σ,Γ) whenever i 6= j. If i = j then, as
h(ν) ≥ (4, 2), there exists an index i′ ∼ i such that i′ 6= ±i. Therefore,

tind(i)+k,ind(i)+l(ξ) = [tind(i)+k,ind(i′)+k(1), tind(i′)+k,ind(i)+l(ξ)] ∈ EU(σ,Γ). (3.105)

Thus EU(τ, B) ≤ EU(σ,Γ). The equality U(τ, B) = U(σ,Γ) follows straightforwardly
from (3.103) and (3.104).

Assume h(ν) ≥ (4, 3) and (σ,Γ) is the form net of ideals associated with a subgroup
H ≥ EU(ν,R,Λ). It’s easy to see that Ψfn([ν](R,Λ)) = [ν](Q,L). By Lemma 3.2.9 the net
(τ ′, B′) associated withH as a subgroup of U(2mn,Q,L) is defined. Let tind(i)+k,ind(j)+l(ξ)
be an elementary unitary matrix in EU(2mn,Q,L) contained in H. If i 6= j the inclusion
ξ ∈ (τ, B)ind(i)+k,ind(j)+l easily follows from the formulas (3.101) and (3.102). If i = j
then τij = Q = τ ′ij. Therefore (τ, B) is the form net of ideals associated with H as a
subgroup of U(2mn,Q,L).
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3.8 Sandwich classification over division rings

In this section we will prove Theorem 1 provided that the ground ring is either a division
ring or a product of two copies of a division ring. We will show that form net subgroups
over such rings are quite close to the corresponding elementary form net subgroup. This
fact will be an important ingredient for the radical reduction described in the next
section.

Throughout this section we fix a form ring ((R, · , λ),Λ), a unitary equivalence relation
ν on the index set I and a subgroup H of U(2n,R,Λ) such that EU(ν,R,Λ) ≤ H. We
will refer to the results of Section 3.4 in the special case of the trivial standard setting
((R,Λ), (R,Λ), {1}). The equivalence relation ν is automatically good for the standard
setting above whenever h(ν) ≥ (4, 3).

Proposition 3.8.1. Assume h(ν) ≥ (4, 3). Let (σ,Γ) be an exact major form net of
ideals over (R,Λ), b a matrix in U(2n,R,Λ) and p some index in I. Let q and h be two
indices in the equivalence class of p such that q 6= ±h (however p can be contained in
{±q,±h}). Let c denote the conjugate Tqh(ξ)b of b by Tqh(ξ) for some ξ ∈ R. Then:

1. Suppose bip ∈ σip for all i ∈ I. If p = h, suppose that biq ∈ σip. If p = −q, suppose
that bi,−h ∈ σip. Then cip ∈ σip for all i ∈ I.

2. Suppose b ∈ U(σ) and S−p,p(b
−1) ∈ Γ−p. If p = h, suppose that S−q,q(b

−1) ∈ Γ−q.
If p = −q, suppose that Sh,−h(b

−1) ∈ Γh. Then S−p,p(c
−1) ∈ Γ−p.

Proof. Consider the matrix d = Tqh(ξ)b. Clearly, c = dTqh(−ξ). A direct calculation
shows that

dip = bip + δiqξbhp − δi,−hλ(ε(h)−1)/2ξλ(1−ε(q))/2b−q,p (3.106)

cip = dip − δphdiqξ + δp,−qdi,−hλ
(ε(h)−1)/2ξλ(1−ε(q))/2. (3.107)

Clearly, dip = bip ∈ σip whenever i 6= q,−h. The inclusion dqp ∈ σqp = R is trivial. It
follows by (3.106) that d−h,p = b−h,p− λ(ε(h)−1)/2ξλ(1−ε(q))/2b−q,p and both b−h,q and b−q,p
are contained in σ−h,q. Thus d−h,p is contained in σ−h,p. Therefore dip ∈ σip for all i ∈ I.
Similarly, if p = h, then diq ∈ σip for all i ∈ I and if p = −q then di,−h ∈ σip for all i ∈ I.
It follows by 3.107 that cip ∈ σip for all i ∈ I.

Assume b ∈ U(σ). Clearly Tqh(ξ) ∈ U(σ). By Corollary 3.2.6 we get

S−p,p(c
−1) = S−p,p(Tqh(ξ)b

−1Tqh(−ξ)) ≡ S−p,p(Tqh(ξ)b
−1)

≡ S−p,p(b
−1) + δ−p,qξSh,−h(b

−1)λ(ε(h)−1)/2ξλ(1−ε(q))/2

+ δ−p,−hλ
(ε(h)−1)/2ξλ(1−ε(q))/2S−q,qξ mod Γmin

−p .

(3.108)

Relations (Γ2) and (Γ2′) together with (3.108) give us the required inclusion S−p,p(c
−1).

The following lemma on generating ideals in products of division rings is trivial and is
stated without a proof. Note that the angular brackets here stand for a two-sided ideal
generated by the argument.
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Lemma 3.8.2. Let D be a division ring an let R be either equal to D or to D × D.
Let u and v be two elements of R. Then there exist an element ξ in {0, 1} if R = D or
{(0, 0), (1, 0), (0, 1), (1, 1)} if R = D ×D such that 〈u, v〉 ≤ 〈u+ ξv〉.

Lemma 3.8.3. Assume that h(ν) ≥ (4, 4) and that R is either a division ring D or a
direct product D×D of two copies of a division ring. Let (σ,Γ) be the form net of ideals
associated with H, a an element of H, Tsr(ξ) a short (σ,Γ)-elementary unitary matrix
and (p, q, h, l) an A-type base quadruple. Denote by b the short root element aTsr(ξ)a

−1.
Then bip ∈ σip for all i ∈ I. If additionally b ∈ U(σ) then also S−p,p(b

−1) ∈ Γ−p.

Proof. If r = −s then the conclusion of this proposition follows directly from Corollary
3.4.6. Assume r 6= ±s.

1. Assume that ap,−r, aq,−r, ah,−r ∈ 〈al,−r〉R. Then there exist elements ξp, ξq and ξh
in R such that ai,−r = −ξial,−r for i = p, q, h. Consider the matrix

c = Tpl(ξp)Tql(ξq)Thl(ξh)a.

Clearly, cp,−r = cq,−r = ch,−r = 0 and g = ca−1 ∈ EU(σ,Γ). Denote by d the matrix
cTsr(ξ)c

−1 = gb. It’s clear that g−1
d ∈ H. By Corollary 3.4.6 we get the inclusions dip ∈

σip for all i ∈ I. By Proposition 3.8.1 we get the inclusions bip ∈ σip for all i ∈ I. Assume
that b ∈ U(σ). Then d ∈ U(σ). By Corollary 3.4.6 we get the inclusion S−p,p(d

−1) ∈ Γ−p.
Finally, by Proposition 3.8.1 we also get the inclusion S−p,p(b

−1) ∈ Γ−p.
2. Assume ap,−r ∈ 〈al,−r〉R. By Lemma 3.8.2 we may choose elements ζq, ζh and ζt in

R such that ap,−r, aq,−r, ah,−r ∈ 〈cl,−r〉R, where

c = Tlq(ζq)Tlh(ζh)a.

Let f = cTsr(ξ)c
−1. By case 1 we have dip ∈ σip. By Proposition 3.8.1 we get bip ∈ σip.

Assume b ∈ U(σ). Then d ∈ U(σ). By case 1 the inclusion S−p,p(d
−1) ∈ Γ−p holds. By

Proposition 3.8.1 we get S−p,p(b
−1) ∈ Γ−p.

3. Assume al,−r ∈ 〈ap,−r〉R. By case 2 we have the inclusions bil ∈ σil and S−l,l(b
−1) ∈

Γ−l. By Lemma 3.8.2 there exists an element ζ ∈ R such that ap,−r ∈ 〈al,−r + ζap,−r〉R.
Consider the matrices c = Tlp(ζ)a and d = cTsr(ξ)c

−1 = Tlp(ζ)b. By case 2 we obtain
dip ∈ σip for all i ∈ I. By Proposition 3.8.1 we get bip ∈ σip. Assume b ∈ U(σ). Then
d ∈ U(σ). By case 2 it follows that S−p,p(d

−1) ∈ Γ−p. By Proposition 3.8.1 we get
S−p,p(b

−1) ∈ Γ−p.
If R is a division ring then the options 2 and 3 are exhaustive. Let R = D ×D be a

product of two copies of a division ring. Assume that neither of options 2 and 3 holds.
Then the unordered pair of ideals 〈ap,−r〉R and 〈al,−r〉R is {0} × D and D × {0}. If
ah,−r ∈ 〈ap,−r〉R, or ap,−r ∈ 〈ah,−r〉R then by case 3 or 2, respectively, we get the required
inclusions. In the opposite case, it’s clear that 〈ah,−r〉R = 〈al,−r〉R. Then there exists an
element ζ such that ζah,−r = al,−r. Consider the matrices c = Tlh(−ζ)a and d = Tlh(−ζ)b.
Clearly, cl,−r = 0. Therefore cl,−r ∈ 〈cp,−r〉R. By case 3 it follows that dip ∈ σip for all
i ∈ I. By Proposition 3.8.1 it follows that bip ∈ σip for all i ∈ I. Assume b ∈ U(σ). Then
d ∈ U(σ). It follows by case 3 that S−p,p(d

−1) ∈ Γ−p. This together with Proposition
3.8.1 yields the inclusion S−p,p(b

−1) ∈ Γ−p.
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Lemma 3.8.4. Assume h(ν) ≥ (4, 4) and R is either a division ring D or a direct
product D×D of two copies of a division ring. Let (σ,Γ) be the exact major form net of
ideals associated with H, a an element of H, Tsr(ξ) a short (σ,Γ)- elementary unitary
matrix and (p, h) a C-type base pair. Denote by b the short root element aTsr(ξ)a

−1.
Then bip ∈ σip for all i ∈ I.

Proof. If r = −s then the conclusion of this proposition follows directly from Corollary
3.4.6.

Assume r 6= ±s. Consider the following cases.
1. Assume ah,−r, a−h,−r ∈ 〈a−p,−r〉. Pick elements ξh, ξ−h such that ah,−r = −ξha−p,−r

and a−h,−r = −ξ−ha−p,−r. Let

c = Th,−p(ξh)T−h,−p(ξ−h)a.

Clearly, g = ca−1 ∈ EU(σ,Γ). Let d denote the root element cTsr(ξ)c
−1 = g−1

b. By
construction, ch,−r = c−h,−r = 0. By Corollary 3.4.6 it follows that dip ∈ σip for all i ∈ I.
By Proposition 3.8.1 we obtain bip ∈ σip for all i ∈ I.

2. Assume ah,−r ∈ R∗. By case 1 we have bi,−h ∈ σi,−h for all i ∈ I. Let

c = T−p,h((1− a−p,−r)a−1
h,−r)a d = cTsr(ξ)c

−1.

Then c−p,−r = 1 . By case 1 it follows that dip ∈ σip for all i ∈ I. By Proposition 3.8.1
we also obtain the inclusion bip ∈ σip for all i ∈ I.

2’. Assume a−h,−r ∈ R∗. This case can be treated in the same way as case 2.
3. Assume that ah,−r = a−h,−r = 0. By Corollary 3.4.6 we obtain the required

inclusion bip ∈ σip for all i ∈ I.
IfR = D then the cases 2, 2’ and 3 are exhaustive. AssumeR = D×D. By Proposition

3.7.2 it follows that either R can be decomposed as a direct product of rings, each with
involution with symmetry, or D × 0 = 0 × D. In the former case, the conclusion of
this lemma follows from the case when R = D, Lemma 3.6.3 and Proposition 3.6.4. If
D × 0 = 0 ×D then there exists an invertible element in Λmin. Indeed, (1, 0) = (0, α),
where α 6= 0, therefore

α0 = (1,−αλ2) = (1, 0)− (1, 0)λ ∈ Λmin ∩R∗.

We will continue with a case by case analysis.
4. Assume 〈ah,−r, a−h,−r〉 = R, but neither ah,−r nor a−h,−r is invertible. In this case

ah,−r and a−h,−r generate two maximal ideals D × 0 and 0 × D of R. It’s easy to see
that ah,−r + α0λ

(−1−ε(h))/2a−h,−r is invertible. Let

c = Th,−h(α0λ
(−1−ε(h))/2)a d = cTsr(ξ)c

−1.

Therefore ch,−r is invertible. By case 2 we get the inclusion dip ∈ σip for all i ∈ I. It’s
only left to notice that bip = dip for all i 6= h and that the inclusion bhp ∈ σhp is trivial.

5. Assume none of the cases 1, 2’, 2, 3 or 4 hold. Then each of the entries ah,−r and
a−h,−r generate the same maximal ideal of R. Without loss of generality we may assume
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that this ideal is D × 0. Then, as case 1 doesn’t hold, it follows that a−p,−r ∈ 0 × D.
We will split this case in two subcases.

5a. Assume D × 0 ≤ 〈ap,−r〉. By case 1 we get the inclusion bi,−p ∈ σip for all i ∈ I.
It’s easy to see that D × 0 ≤ 〈α0λ

(ε(p)−1)/2ap,−r〉. Consider the matrices

c = T−p,p(α0λ
(ε(p)−1)/2)a d = cTsr(ξ)c

−1.

Clearly, ch,−r = ah,−r, c−h,−r = a−h,−r and D × 0 ≤ 〈c−p,−r〉. By case 2 it follows that
dip ∈ σip for all i ∈ I. It’s only left to notice that bip = dip − di,−pα0λ

(ε(p)−1)/2 for all
i 6= −p. Therefore bip ∈ σip for all i ∈ I.

5b. Assume ap,−r ≤ 0×D. Consider the matrices

c = Tph(1)a d = cTsr(ξ)c
−1.

It’s easy to see that D × 0 ≤ 〈cp,−r〉, ch,−r = ah,−r and c−p,−r = a−p,−r. If a−p,−r = 0
then c−h,−r = a−h,−r. By case 5a it follows that dip ∈ σip for all i ∈ I. If ap,−r generates
the ideal 0 × D then c−h,−r is invertible as a sum of the generator a−h,−r of the ideal
D × 0 and the generator −λ(ε(h)−εp)/2a−p,−r of the ideal 0 × D. By case 2’ it follows
that dip ∈ σip for all i ∈ I. As bip = dip for all i 6= p,−h it follows that bip ∈ σip for all
i ∈ I.

Combining the last two lemmas we get the following important result.

Corollary 3.8.5. Assume that h(ν) ≥ (4, 4) and that R is either a division ring D or a
direct product D×D of two copies of a division ring. Let H ≥ EU(ν,R,Λ) be a subgroup
of U(2n,R,Λ) and (σ,Γ) the form net of ideals associated with H. Then

H ≤ TranspU(2n,R,Λ)(EU(σ,Γ),U(σ,Γ)).

Further, combining Corollary 3.8.5, Propositions 3.7.9, 3.6.5, 3.7.1, 3.6.4 and Lemma
3.6.3 we get the following corollary.

Corollary 3.8.6. Assume that h(ν) ≥ (4, 4) and that R is a semisimple Artinian ring.
Let H be a subgroup of U(2n,R,Λ) which contains EU(ν,R,Λ) and let (σ,Γ) be the form
net of ideals associated with H. Then

H ≤ TranspU(2n,R,Λ)(EU(σ,Γ),U(σ,Γ)).

We finish this section by describing the form net subgroup U(σ,Γ) over a division ring
or a product of two copies of a division ring. This description is required for the radical
reduction.

Lemma 3.8.7. Let (σ,Γ) be a form D-net of ideals over an arbitrary form ring (R,Λ).
Then ∆(2n,R) normalizes EU(σ,Γ), where ∆(2n,R) is defined as after Lemma 3.1.2.
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Proof. It’s enough to check that for any generators Di(θ) of ∆(2n,R) and Tjk(ξ) of
EU(σ,Γ) the conjugate h = Di(θ)Tjk(ξ) is contained in EU(σ,Γ). Clearly, h = e whenever
i 6= j,−k. Assume i = j.

If k = −j = −i and ξ ∈ Γi a direct matrix calculation shows that

h = Ti,−i(θξλ
(ε(i)−1)/2θλ(1−ε(i))/2).

By (Γ2′) we get h ∈ EU(σ,Γ). If k 6= ±i and ξ ∈ σik then it’s easy to check that

h = Tik(θξ)

and thus h ∈ EU(σ,Γ).
If k = −i, then by the relation (EU1) we get

Tj,−i(ξ) = Ti,−j(−λ(ε(−i)−1)/2)ξλ(1−ε(j))/2)

and we already know that in this situation h ∈ EU(σ,Γ).

Let C1, . . . CK denote the self-conjugate equivalence classes of ν and CK+1,−CK+1, . . . ,
CN ,−CN the non-self-conjugate classes of ν. For each i from 1 to N fix a representative
pi of the class Ci. Denote by I ′ the set of all ±pi for i = 1, . . . , N . Clearly, I ′ contains
exactly one representative of each non-self-conjugate equivalence class and exactly two
representatives ±pi, which are opposite by sign, of each self-conjugate class. Clearly
I ′ = −I ′. For each set I ′ constructed via the procedure above we define a subgroup
FI′(R,Λ) of U(2n,R,Λ) as follows

FI′(R,Λ) = {a ∈ U(2n,R) | aij = δij whenever i /∈ I ′ or j /∈ I ′}.

Lemma 3.8.8. Assume R is a division ring or a product of two copies of a division
ring. Let (σ,Γ) be an exact major form net of ideals over (R,Λ) and let I ′ be chosen as
described immediately before this lemma. Then

U(σ,Γ) ≤ EU(σ,Γ) ·∆(2n,R) · FI′(R,Λ).

Proof. We will start with an element of U(σ,Γ) and multiply it on the left consecutively
by elements of EU(σ,Γ) · ∆(2n,R) until we reach an element of FI′(R,Λ). Note, that
by Lemma 3.8.7 the subgroups EU(σ,Γ) and ∆(2n,R) commute.

Pick a matrix a in U(σ,Γ). Let I ′′ denote the minimal subset of I such that I ′ ⊆ I ′′,
I ′′ = −I ′′ and such that apq = δpq whenever p ∈ I \ I ′′ and q ∈ I \ I ′′. If I ′′ = I ′ then
a ∈ FI′(R,Λ). If I ′′ ) I ′ then we will show that there exists an index i ∈ I ′′ \ I ′ and an
element of d ∈ EU(σ,Γ) ·∆(2n,R) · a such that dpq = δpq whenever p ∈ I \ (I ′′ \ {±i})
or q ∈ I \ (I ′′ \ {±i}). Clearly d ∈ U(σ,Γ), because (σ,Γ) is a major form net of ideals,
thus U(σ,Γ) contains ∆(2n,R). Repeating this procedure sufficient number of times, we
will end up with a matrix in EU(σ,Γ) ·∆(2n,R) · FI′(R,Λ).

Step 1. Let (i, k) be an A-type base pair such that i ∈ I ′′ \ I ′ and k ∈ I ′′. In this step
we will construct a matrix b in EU(σ,Γ) ·∆(2n,R) · a such that bii ∈ R∗ and bpq = δpq
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whenever p ∈ I \ I ′′ or q ∈ I \ I ′′. If aii is already invertible, simply put b = a. Suppose
aii is not invertible. First, assume that R is a division ring. Then aii = 0. Observe, that
there exists an index j 6= i such that aji 6= 0 and σij = R, otherwise

1 =
∑
j∈I

a′ijaji ≤
∑

j∈I\{i}

σijaji = 0,

which is impossible. Suppose such j can be chosen in I ′′ \ {±i} and consider the matrix
b = Tij(1)a. Clearly, bii = aji is invertible. As both i and j are contained in I ′′, the
condition that bpq = δpq whenever p, q ∈ I \ I ′′ is preserved. If the only such j is
equal to −i, by the choice of j we have aki = 0 (as σik = σii = R) and a−k,i = 0 (as
σi,−k = σi,−i = R). Then we can consider the matrix b = Ti,−k(1)T−k,−i(1)a. Clearly,
bii = ai,−i is invertible. Again, ±i,±k ∈ I ′′ and thus the condition that bpq = δpq
whenever p ∈ I \ I ′′ or q ∈ I \ I ′′ is preserved.

Assume R is the product D×D of two copies of a division ring D. R has precisely two
maximal ideals D × 0 and 0×D. Assume, aii is contained in D × 0. We will construct
a matrix c in EU(σ,Γ) · ∆(2n,R) · a such that 〈(cii)1〉D = 〈(aii)1〉D and (cii)2 6= 0,
where cii = ((cii)1, (cii)2) and aii = ((aii)1, (aii)2). If (aii)1 6= 0 then we can assume that
(aki)1 = 0. Otherwise, we can replace a with Tki(−aki(((aii)1)−1, 0))a. Additionally, we
will ensure that cpq = δpq whenever p ∈ I \ I ′′ or q ∈ I \ I ′′. Observe, that there exists
an index j ∈ I ′′ such that aji /∈ D × 0 and 0 × D ≤ σij. Indeed, assume the contrary,
then σji ≤ D × 0 and

1 =
∑
j∈I

a′ijaji ≤
∑

j∈I\{i}

σijaji ≤ D × 0,

which is impossible. If such j can be chosen not equal to ±i, put c = Tij((0, 1))a. If the
only such j can be chosen equal to −i, put c = Ti,−k((0, 1))T−k,−i((0, 1))a. Clearly, in
any of the two cases above the matrix c satisfies all the required conditions. Similarly
we can construct a matrix b in EU(σ,Γ) ·∆(2n,R) · c such that (bii)2 = (cii)2 6= 0 and
(bii)1 6= 0, where cii = ((cii)1, (cii)2) and bii = ((bii)1, (bii)2). Therefore bii ∈ R∗. It is
easy to see that the operation above preserves the condition bpq = δpq whenever p ∈ I \I ′′
or q ∈ I \ I ′′.

Step 2. In this step we will replace the matrix b with a matrix d in EU(σ,Γ)·∆(2n,R)·b
such that dpq = δpq whenever p ∈ I \ (I ′′ \ {±i}) or q ∈ I \ (I ′′ \ {±i}). Without loss of
generality we may assume that bii = 1. Indeed, we can always replace b with with the
matrix Di(b

−1
ii )b. Consider the matrix

c =
∏

ε(j)=−ε(i),j 6=−i

Tji(−bji)T−j,i(−b−j,i)b.

It’s clear that cji = 0 whenever j 6= ±i and cii = 1. Finally,

c−i,i = b−i,i +
∑

ε(j)=−ε(i),j 6=−i

λ(ε(i)−1)/2b−j,iλ
(1+ε(j))/2bji

= 1 · b−i,i
∑

ε(j)=−ε(i),j 6=−i

b′−ijbji
∑

ε(j)=−ε(i)

b′−ijbji = ±S−i,i(b−1) ∈ Γ−i.
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Thus, T−i,i(−c−i,i) ∈ EU(σ,Γ). Put g = T−i,i(−c−i,i)c. Clearly, g∗i = e∗i and conse-
quently g−i,∗ = e−i,∗. In particular, g−i,−i = 1. Consider the matrix

f =
∏

ε(j)=ε(i),j 6=i

Tj,−i(−gj,−i)T−j,−i(−g−j,−i)g.

Notice that f∗i = e∗i, f−i,∗ = e−i,∗ and fj,−i = 0 whenever j 6= ±i. As before, one
can easily check that fi,−i = ±Si,−i(g−1) ∈ Γi. Finally, put d = Ti,−i(−fi,−i)f . By
construction, d ∈ EU(σ,Γ) · ∆(2n,R) · a. It’s easy to see that dpq = δpq whenever
p ∈ I \ (I ′′ \ {±i}) or q ∈ I \ (I ′′ \ {±i}).

Let (Q,L) be a form ring. Consider the form ring (R,Λ), where R = M(m,Q)
and Λ = Ψ−1

fp (L). Fix a unitary equivalence relation ν on I2n and let I ′ be chosen
as before Lemma 3.8.8. Consider the subset I ′′ = {±(ind(i) + 1) | i ∈ I ′, i > 0} of
I2mn. Using Proposition 3.7.7 it’s easy to see that FI′′(Q,L) ≤ FI′(R,Λ). Further,
∆(Q,L) ≤ ∆(R,Λ). This combined with Propositions 3.7.9, 3.6.4 and Lemma 3.6.3
allows us to deduce the following corollary.

Corollary 3.8.9. Assume h(ν) ≥ (4, 3) and R is a semi-simple Artinian ring. Let (σ,Γ)
be an exact major form net of ideals over (R,Λ) and let I ′ be chosen as described before
Lemma 3.8.8. Then

U(σ,Γ) ≤ EU(σ,Γ) ·∆(2n,R) · FI′(R,Λ).

3.9 Radical reduction

Throughout this section we fix a standard setting ((R,Λ), (R′,Λ′), S), a unitary equiva-
lence ν on I and a subgroup H of U(2n,R,Λ). We will study the factor of a standard
setting ((R,Λ), (R′,Λ′), S) by the Jacobson radical J of the ring R. First of all, it’s
easy to see that the Jacobson radical is invariant under the action of the involution
with symmetry · . Indeed, an element ξ in R belongs to J if and only if 1 − ξζ is left
invertible for all ζ ∈ R. As · is an anti-automorphism, this is equivalent to saying that
1− ξζ = 1 − ζ · ξ is right-invertible for all ζ ∈ R. As R = R, it follows that ξ is also
in the Jacobson radical. Therefore we may consider the factor form ring (R/J,Λ/ΩJ),
where ΩJ = J ∩ Λ is the maximal relative form parameter of level J . Next, J ′ = R′ ∩ J
is obviously a two-sided ideal in R′. It’s also clear, that

J ′ = R′ ∩ J = R′ ∩ J = R′ ∩ J = J ′.

Therefore we may consider the factor form ring (R′/J ′,Λ′/ΩJ ′), where ΩJ ′ = Λ′ ∩ J ′ is
the maximal relative form parameter in R′ of level J ′. Notice that, as Λ′ ≤ Λ, it follows
that

ΩJ ′ = Λ′ ∩ J ′ = R′ ∩ Λ ∩ Λ′ ∩ J = (Λ ∩ J) ∩ (R′ ∩ Λ′) = ΩJ ∩ Λ′.
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Therefore (R′/J ′,Λ′/ΩJ ′) can be viewed as a form subring of (R/J,Λ/ΩJ). Clearly, the
subset S/J = {x + J ′ | x ∈ S} in R′/J ′ is a multiplicative set which is contained in
(R/J)∗ ∩ Center(R/J) ∩ {ξ ∈ R/J | ξ = ξ}. Summing up,

((R/J,Λ/ΩJ), (R′/J ′,Λ′/ΩJ ′), S/J)

is a standard setting and the reduction morphism ρ : R→ R/J is a morphism of standard
settings. Denote by U(J) the principal congruence subgroup U(2n, (R,Λ), (J,ΩJ)) =
U(2n,R,Λ) ∩ GL(2n,R, J) of U(2n,R,Λ) of level (J,ΩJ). Note that U(J) is a normal
subgroup in U(2n,R,Λ).

Lemma 3.9.1. Assume that h(ν) ≥ (4, 5) and that either h(ν) ≥ (6, 5) or RΛ+ΛR = R.
Further, assume Λ′ = Λ ∩ R′. Let H be a subgroup of U(2n,R,Λ) and (σ′,Γ′) an exact
major form net of ideals which is S-associated with H. Let (σ,Γ) denote the S-closure
of (σ′,Γ′) in (R,Λ). Then (σ′ + J ′,Γ′ + ΩJ ′) (cf. Lemma 3.2.3) is an exact major form
net of ideals which is S-associated with the subgroup U(J) ·H and the form net of ideals
(σ + J,Γ + ΩJ) is the S-closure of (σ′ + J ′,Γ′ + ΩJ ′).

Proof. The inclusion EU(σ′ + J ′,Γ′ + ΩJ ′) ≤ U(J) · H is straightforward. Pick any
Tsr(ξ) ∈ U(J) · H, where ξ ∈ R. If s ∼ r the existence of an element x ∈ S such that
xξ ∈ (σ′,Γ′)sr ≤ (σ′ + J ′,Γ′ + ΩJ ′)sr is guaranteed by definition of a standard setting.
Assume that s � r. Pick any element g ∈ U(J) such that h = gTsr(ξ) ∈ H. Our
immediate goal is to show that h ∈ U(σ). Clearly, hi∗ ≡ ei∗ mod J whenever i 6= s,−r
and h∗j ≡ e∗j mod J whenever j 6= r,−s.

Pick any index p ∈ I. Assume, the equivalence class of p is self-conjugate. Then
we can always choose an index l ∼ p such that l 6= ±p and either hi∗ ≡ ei∗ mod J
for i ∈ {p,−l} or h∗i ≡ e∗i mod J for i ∈ {p,−l}. By Corollary 3.5.7 it follows that
hip ∈ σip for all i ∈ I. Next, assume that the equivalence class of p is non-self-conjugate
and p 6= s,−r. If the equivalence class of p contains not more than one element of the
set {s,−r}, clearly there exists an A-type base quadruple (p, q, t, l) such that ai∗ ≡ ei∗
mod J and a∗,−i ≡ e∗,−i mod J whenever i ∈ {p, q, t, l}. By Corollary 3.5.4 it follows
that aip ∈ σip for all i ∈ I. Assume the equivalence class of p contains both s and
−r. As s � r, it follows that p 6= ±s,±r. Recall that h(ν) ≥ (4, 5). Therefore there
exist at least one more index l ∼ p such that l 6= ±p,±s,±r. Then h−i,∗ ≡ e−i,∗
mod J and h∗i ≡ a∗i mod J whenever i ∈ {p, l, s,−r}. Additionally, h∗l ≡ e∗l. By
Corollary 3.5.5 we get hip ∈ σip for all i ∈ I. Now we have to consider the cases when
p ∈ {s,−r}. Assume, p = s. Recall that s � r. Therefore there exists at least three more
indices q, l, t ∈ I such that (s, q, l, t) is an A-type base quadruple and r 6= ±q,±l,±t.
Consider the matrix f = Tst(−1)hTst(1). Clearly, f−i,∗ ≡ e−i,∗ and f∗i ≡ e∗i whenever
i ∈ {s, q, h, t}. Moreover f∗l ≡ e∗l. By Corollary 3.5.5 it follows that fit ∈ σit. It’s only
left to notice that fit = hit + his whenever i 6= s,−t. We we have already shown that
hit ∈ σis, therefore his ∈ σis for i 6= −t. Finally,

f−t,t = h−t,t + h−t,s − h−s,t − h−s,s ≡ h−t,s mod σ−t,s.

Therefore his ∈ σis for all i ∈ I. The case when p = −r can be treated in the same way.
Therefore, h ∈ U(σ).
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Assume s 6= −r. Then gsr + gssξ = hsr ∈ σsr. Recall that gsr ∈ J and gss is
invertible, therefore ξ ∈ σsr + J . It’s obvious that there exists an element x ∈ S such
that xξ ∈ σ′sr + J ′. Let r = −s. Note that by assumption, s � r = −s. Thus the
equivalence class of s is non-self-conjugate. Therefore there exist three more indices
q, t, l ∈ I such that (s, q, t, l) is an A-type base quadruple. It’s easy to see that hi∗ ≡ ei∗
and h∗,−i ≡ e∗,−i whenever i ∈ {−s,−q,−h,−l}. By Corollary 3.5.4 it follows that
Ss,−s(h

−1) ∈ Γs. By Proposition 3.2.5 we have

Γs 3 Ss,−s(h−1) = Ss,−s(Ts,−s(−ξ)g−1) = −ξ +
∑
k

askSk,−k(g
−1)a′−k,−s

−
∑
j,k,l>0

(askg
′
k,−jg−j,la

′
l,−s

− λ−(ε(s)+1)/2(askg′k,−jg−j,la
′
l,−s)λ

(1−εs)/2)

−
∑

k,j>0;l>k

((as,−kg
′
−k,−jg−j,la

′
l,−s

− λ−(ε(s)+1)/2(as,−kg′k,−jg−j,la
′
l,−s)λ

(1−ε(s))/2)

+ (askg
′
k,−jg−j,−la

′
−l,−s

− λ−(ε(s)+1)/2(askg′k,−jg−j,−la
′
−l,−s)λ

(1−ε(s))/2)),

(3.109)

where a stands for Ts,−s(−ξ). It’s easy to see that every term of the last two big sums
in 3.109 contains a factor g′k,−j, g

′
k,−j, g−j,l or g−j,l, which is contained in J . Moreover,

these two big sums are obviously contained in in Λmin
s and therefore in (ΩJ)s. Every

length Sk,−k(g
−1) is contained in (ΩJ)k for the same reason. Thus

askSk,−k(g
−1)a′−k,−s = askSk,−k(g

−1)λ(ε(k)−1)/2askλ
(1−ε(s))/2 ∈ (ΩJ)s,

where the equality is due to Lemma 3.1.2 and the inclusion is due to property (Γ2′).
This combined with (3.109) yields the inclusion −ξ ∈ Γs + (ΩJ)s. Again, it’s clear that
there exists an element x ∈ S such that x2ξ ∈ Γ′s + (ΩJ ′)s. Thus we have proved that
(σ′+J ′,Γ′+ ΩJ ′) is a form net of ideals which is S-associated with H. The fact that the
net (σ+J,Γ+ΩJ) is the S-closure in R of the net (σ′+J ′,Γ′+ΩJ ′) is straightforward.

Corollary 3.9.2. Assume that h(ν) ≥ (4, 5) and that either h(ν) ≥ (6, 5) or RΛ+ΛR =
R. Let ρ : R → R/J denote the reduction morphism and assume that the restriction
ρ|R′ : R′ → R/J of ρ is surjective. Let H be a subgroup of U(2n,R,Λ), (σ′,Γ′) an
exact major form net of ideals which is S-associated with H, and (σ,Γ) the S-closure
of (σ′,Γ′) in (R,Λ). Then (R′/J ′,Λ′/ΩJ ′) = (R/J,Λ/ΩJ) and the images (σ′J ,Γ

′
J) and

(σJ ,ΓJ) under ρ of the form nets of ideals (σ′,Γ′) and (σ,Γ), respectively, coincide and
each is the net associated with HJ = M(ρ)(H).

Proof. The surjectivity of ρ|R′ immediately yields the equality of the form rings
(R′/J ′,Λ′/ΩJ ′) and (R/J,Λ/ΩJ). Clearly, HJ = M(ρ)(U(J) ·H) and (σ′J ,Γ

′
J) coincides

with the image of (σ′+J ′,Γ′+ ΩJ ′). By Lemma 3.9.1 we know that (σ′+J ′,Γ′+ ΩJ ′) is
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an exact form net of ideals which is S-associated with U(J) ·H and that (σ+J,Γ+ΩJ) is
the S-closure of (σ′+J ′,Γ′+ΩJ ′). As U(J) ·H contains the kernel U(J) of the reduction
morphism ρ, by Lemma 3.6.1 it follows that (σ′J ,Γ

′
J) is a net S/J-associated with HJ

and that (σJ ,ΓJ) is the S-closure of (σ′J ,Γ
′
J). By Remark 3.3.5 it follows that the form

net of ideals (σ′J ,Γ
′
J) is the net associated with HJ and coincides with (σJ ,ΓJ).

Corollary 3.9.2 shows, in particular, that the full pre-image of EU(σJ ,ΓJ) under ρ is
contained in EU(σ′,Γ′) · U(J). Now we perform the radical reduction.

Lemma 3.9.3. Assume that h(ν) ≥ (4, 5) and that either h(ν) ≥ (6, 5) or RΛ+ΛR = R.
Let ((R,Λ), (R′,Λ′), S) be a standard setting such that R is a semilocal ring and the
canonical morphism R′ → R/J is surjective. Let H be a subgroup of U(2n,R,Λ), (σ′,Γ′)
an exact major form net which is S-associated with H, and (σ,Γ) the S-closure of (σ′,Γ′)
in (R,Λ). Then

H ≤ TranspU(2n,R,Λ)(EU(σ′,Γ′),U(σ,Γ)).

Proof. Let Tsr(ξ) be a (σ′,Γ′)-elementary unitary matrix and a an element in H. Con-
sider the matrix b = aTsr(ξ)a

−1. We will show that b ∈ U(σ,Γ). Denote by ρ the
reduction morphism R → R/J . Combining Corollary 3.8.6 with Corollary 3.9.2 we ob-
tain the inclusion ρ(b) ∈ U(σJ ,ΓJ), where (σJ ,ΓJ) is the image of (σ′,Γ′) under ρ. By
Corollary 3.8.9 the inclusion

U(σJ ,ΓJ) ≤ EU(σJ ,ΓJ) ·∆(2n,R/J) · FI′(R/J,Λ/(J ∩ Λ))

holds for any choice of I ′. As we have mentioned after Corollary 3.9.2, the pre-image
of EU(σJ ,ΓJ) under ρ is contained in EU(σ′,Γ′) · U(J). Further, the pre-image of
∆(2n,R/J) · FI′(R/J,Λ/(J ∩ Λ)) under ρ is contained in the group FJI′(R,Λ) defined
as follows:

FJI′(R,Λ) = {a ∈ U(2n,R,Λ) | aii ∈ R∗ whenever i /∈ I ′,
aij ∈ J whenever i 6= j and either i /∈ I ′ or j /∈ I ′}.

Note, that FJI′(R,Λ) contains U(J). Summing up, we get the inclusion

b ∈ EU(σ′,Γ′) · FJI′(R,Λ)

for any choice of I ′. Fix any decomposition b = c · d, where c ∈ EU(σ′,Γ′) and d ∈
FJI′(R,Λ). Clearly d = c−1b is also contained in H. Thus d ∈ H ∩ FJI′(R,Λ).

Fix an index p /∈ I ′. Assume that the equivalence class of p is non-self-conjugate, then
we can chose an A-type base quintuple (p, q, h, t, l) such that p, q, h, t /∈ I ′. By Corollary
3.5.4 we get dip ∈ σip for all i ∈ I and, as c ∈ U(σ,Γ), also bip ∈ σip for all i ∈ I.

Assume p is self-conjugate. If h(ν) ≥ (6, 5) then we can choose a C-type base pair
(p, h) such that h is also not contained in I ′. By Corollary 3.5.7 we get the inclusions
dip ∈ σip for all i ∈ I. Thus bip ∈ σip for all i ∈ I. Finally, if RΛ + ΛR then by Lemma
3.5.8 we get dipΛ ≤ σip and thus also bipΛ ≤ σip for all i ∈ I.
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Applying the results above to all possible sets of representatives I ′, we get the in-
clusions bip ∈ σip for all i ∈ I and all p such that p � −p. If h(ν) ≥ (6, 5) we also
have the inclusions bip ∈ σip for all i ∈ I and all p such that p ∼ −p. Finally, if
RΛ + ΛR = R then we have the inclusions bipΛ ≤ σip for all i ∈ I and all p ∼ −p.
Therefore if h(ν) ≥ (6, 5) we already have b ∈ U(σ). Assume RΛ + ΛR = R. Fix
some C-type base pair (p, h) and some η ∈ R. Consider the matrix f = Tph(η)a and
g = fTsr(ξ)f

−1. Applying the results above to the matrix g we get the inclusions
gihΛ ≤ σih for all i ∈ I. Note that gih = bih + bipη for all i 6= p,−h and thus bipηΛ ≤ σip
for all i ∈ I. By arbitrariness of choice of η, it follows that bipRΛ ≤ σip for all i ∈ I.
Thus bip ∈ bipR = bipRΛ + bipΛR ≤ σip for all i ∈ I. We conclude that b ∈ U(σ).

For any p � −p we can choose I ′ in such a way that p /∈ I ′. By Corollary 3.5.4 we
get S−p,p(d

−1) ∈ Γ−p for any choice of p. Note, that d−1 = b−1c and both b and c are
contained in U(σ,Γ). By Proposition 3.2.5 the following congruence holds:

S−p,p(d
−1) = S−p,p(b

−1c) ≡ S−p,p(b
−1) +

∑
k∈I

b′−p,kSk,−k(c)b−k,p mod Γmin
−p . (3.110)

As c ∈ EU(σ,Γ), it follows that Sk,−k(c) ∈ Γk for all k ∈ I. Finally, combining property
(U1) of Lemma 3.1.2 with property (Γ2) of a form net of ideals we get

b′−p,kSk,−k(c)b−k,p = λ(ε(p)−1)/2b−k,pλ
(1+ε(k))/2Sk,−k(c)b−k,p ∈ Γ−p (3.111)

for all k ∈ I. Substituting (3.111) into (3.110) we conclude that S−p,p(b
−1) ∈ Γ−p As p

was chosen arbitrarily it follows that b−1 ∈ U(σ,Γ) and thus b ∈ U(σ,Γ).

3.10 Localization

Proposition 3.10.1. Let (R, · , λ) be a ring with involution with symmetry, where R is
finitely generated as a module over its center. Then R is the direct limit of a directed
system {(Ri, · , λ)}Θ of subrings with involution with symmetry of (R, · , λ) such that
for each index i ∈ Θ there exists an involution invariant finitely generated Noetherian
subring Ci in the center of Ri such that Ri is a finitely generated Ci-module, c = c for
any c ∈ Ci and any form parameter Λi for Ri is a Ci-module.

Proof. Let L denote the center of R. Clearly the ring L is involution invariant, i.e.
L = L. By assumption,

R = x1L+ · · ·+ xNL

for some N ∈ N and x1, . . . , xN ∈ R. For each i from 1 to N the product xixj can be

expressed as a sum
∑N

k=1 xkaijk, where aijk ∈ L. For each i from 1 to N the element xi
can be expressed as a sum

∑N
k=1 xkbik, where aik ∈ L. Finally, λ =

∑N
k=1 xkcik, where

cik ∈ L. Consider the ring

K = Z[aijk, aijk, bik, bik, cik, cik | 1 ≤ i, j, k ≤ N ].
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It is clear, that K is an involution-invariant, finitely generated, commutative (and thus
Noetherian) ring that contains λ. Clearly, L is a K-algebra. Moreover L is the limit
of the directed set {Li}i∈Θ of all involution invariant K-subalgebras Li of L which are
finitely generated over K (and thus also Noetherian).

Fix an index i ∈ Θ set Ri = x1Li + . . . xNLi. It’s easy to see that Ri is an involution
invariant subring of R such that λ ∈ Ri for each i ∈ Θ. It is also clear that R = lim−→Ri.
For each i ∈ Θ, let Ci be the ring spanned by all elements cc, where c ∈ Li. Our goal
is to show that Ri is is finitely generated as a Ci-module. We represent here the proof
by Hazrat ([Haz02, Lemma 3.7]). Note that Ci also contains the elements of the shape
c+ c for any c ∈ Li. Indeed

c+ c = (c+ 1)(c+ 1)− cc− 1.

Pick elements a1, . . . , ak ∈ Li such that they generate Li as a Z-algebra (i.e. any element
of Li is a polynomial in variables a1, . . . , ak and coefficients in Z). Then L is also a finitely
generated ring over Ci (with the same set of generators). Next, Li is an integral extension
of Ci. Indeed, any of it’s Z-generators ai satisfies a monic polynomial

X2 − (ai + ai)X + aiai.

Therefore Li is an integral extension of Ci and a finitely generated ring over Ci. It’s
well known that in this case Li is a finitely generated module over Ci (see for example
[Kap70, p.11, Theorem 17]). It also follows that if Λi is a form parameter for Ri, then
Λi is a Ci-module, i.e. cΛi ≤ Λi for all c ∈ Ci.

Proof of Theorem 1. Note that if (R,Λ) is a quasi-finite form ring we can always
choose a directed system {Ri}i∈Θ such that R = lim−→Ri and each ring Ri is an involution
invariant ring module finite over its center that contains λ. Combining this observation
with Propositions 3.10.1 and 3.6.6 we can from the very beginning assume that R is a
finitely generated module over a finitely generated subring C in the center of R such
that c = c whenever c ∈ C and Λ is a C-module. Let (σ,Γ) be the net associated with
H. Fix an element a ∈ H and an elementary unitary matrix Tsr(ξ) in EU(σ,Γ). Let b
denote the conjugate aTsr(ξ)a

−1. We will show that b ∈ U(σ,Γ).
Pick a maximal ideal m of C. Let S denote the compliment of m in C. Consider

the localisation Rm = S−1R of the ring R at the multiplicative set S together with the
localization morphism Fm : R → Rm. It is well known that Rm is semilocal. Let Λm

denote the form parameter S−1Λ for Rm, R′ denote the image Fm(R) of R in Rm, Λ′m
denote the form parameter Fm(Λ) for R′m and Sm denote the multiplicative set Fm(S). It
is easy to see that ((Rm,Λm), (R′m,Λ

′
m), Sm) is a standard setting. Clearly we can consider

the form ring (R,Λ) as a trivial standard setting ((R,Λ), (R,Λ), {1}). It’s easy to see that
Fm is a morphism of standard settings ((R,Λ), (R,Λ), {1}) and ((Rm,Λm), (R′m,Λ

′
m), Sm)

We will show that there exists an element x0 ∈ S such that Fm is injective on x0R. For
each s ∈ S set Ann(s) = {ξ ∈ R | sξ = 0}. Note that Ann(s) is an ideal of R for any
s ∈ S. As R is Noetherian, it follows by Zorn’s lemma that there are maximal elements
in the set {Ann(s) | s ∈ S}. Let x0 ∈ S be such that Ann(x0) is maximal. Then Fm is
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injective on x0R. Indeed, let Fm(x0ξ) = Fm(x0ζ). Then there exists an element s ∈ S
such that sx0(ξ − ζ) = 0, therefore (ξ − ζ) ∈ Ann(sx0) ⊇ Ann(x0). As Ann(x0) is
maximal it follows that (ξ − ζ) ∈ Ann(x0) and x0ξ = x0ζ.

We will show that the image (σ′m,Γ
′
m) under Fm of the form net of ideals (σ,Γ) is

Sm-associated with the image Hm = M(Fm)(H) of H in U(2n,R′m,Λ
′
m). By Proposi-

tion 3.2.7 it follows that (σ′m,Γ
′
m) is an exact form D-net of ideals over (R′m,Λ

′
m) and

M(Fm)(U(σ,Γ)) = U(σ′m,Γ
′
m), in particular, U(σ′m,Γ

′
m) ≤ Hm. Let Tsr(ξ) be an ele-

ment of EU(2n,Rm,Λm) contained in Hm. Then ξ = ζ
x
, where ζ ∈ R and x ∈ S, thus

Fm(ζxδs,−r) = Fm(x)(1+δs,−r)ξ. Clearly, if s = −r that ζxδs,−r ∈ Λs. By Proposition

3.6.2 it follows that Tsr(x
(1+δs,−r)
0 ζxδs,−r) ∈ H. Therefore x

(1+δs,−r)
0 ζxδs,−r ∈ (σ,Γ)sr.

Thus (xx0)(1+δs,−r)ξ ∈ (σ′m,Γ
′
m). Hence, (σ′m,Γ

′
m) is indeed a from net of ideals which is

Sm-associated with Hm.
Let Jm denote the Jacobson radical of the ring Rm. Then the canonical morphism

R′m → Rm/Jm is surjective. Indeed, as the ring C is commutative it follows that C/m is
a field, therefore S+m is invertible in C/m. Thus, the canonical morphism R′m/Fm(m)→
Rm/(S

−1m·Rm) is surjective. Further, the ring Rm is module finite over the commutative
local ring S−1C with the Jacobson radical S−1m. According to [Bas68, P. I, Ch. III, §2]
the inclusion Rm ·S−1m ≤ Jm holds. Therefore the canonical morphism R/(S−1m·Rm)→
Rm/Jm is surjective. Summing up, the canonical morphism
R′m → Rm/Jm is surjecive as a composition of surjective morphisms

R′m −→ R′m/Fm(m) −→ Rm/(S
−1m ·Rm) −→ Rm/Jm.

By Lemma 3.9.3 it follows that

Hm ≤ Transp(EU(σ′m,Γ
′
m),U(σm,Γm)), (3.112)

where (σm,Γm) is the Sm-closure of the (σ′m,Γ
′
m) in (Rm,Λm). One can show that (σm,Γm)

is the localization (S−1σ, S−1Γ) of the form net of ideals (σ,Γ), although it is not im-
portant for this proof. Denote by Xij the set of all elements x ∈ C such that xbij ∈ σij.
We will show that Xij contains an element of S for all i 6= j. Assume i 6= ±j. By
(3.112) it follows that Fm(bij) ∈ (σm)ij. Thus there exists an element x ∈ S such that
Tij(Fm(x)Fm(bij)) ∈ H. By Proposition 3.6.2 it follows that Tij(x0xbij) ∈ H. Therefore
x0xbij ∈ σij and x0x ∈ Xij ∩ S. If i = −j then there exists an index k ∈ I such that
(i, k) is an A-type base pair. Then Fm(bi,−i) ∈ (σm)i,−i = (σm)k,−i. In the same way as
above, this yields that x0x ∈ Xi,−i ∩ S for some x ∈ S.

Similarly, for any i ∈ I let Zi,−i be the set of all elements x ∈ C such that xSi,−i(b) ∈
Γi. We will also show that Zi,−i contains an element of S. By (3.112) it follows that
Si,−i(Fm(b)) ∈ (Γm)i. Thus there exists an element x ∈ S such that

Ti,−i(Fm(x)2Fm(Si,−i(b))) ∈ H.

By Proposition 3.6.2 it follows that Ti,−i(x
2
0x

2Si,−i(b)) ∈ H. Therefore x2
0x

2Si,−i(b) ∈ Γi
and x2

0x
2 ∈ Zi,−i.

Assume i 6= j. Because the maximal ideal m of C is arbitrary it follows that the set
Xij generates the whole ring C as an ideal, therefore bij ∈ 〈Xij〉C · bij ≤ σij. Similarly,
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Zi,−i also generates the ring C as an ideal. As Γi is a C-module, it follows that Si,−i(b) ≤
〈Zi,−i〉C · Si,−i(b) ≤ Γi. Summing up, b ∈ U(σ,Γ). Therefore,

EU(σ,Γ) ≤ H ≤ Transp(EU(σ,Γ),U(σ,Γ)). (3.113)

The uniqueness of an exact form D-net of ideals (σ,Γ) such that (3.113) holds follows
from Theorem 2. Indeed, let (τ, B) be any such exact form D-net not coinciding with
(σ,Γ). Clearly, (τ, B) ≤ (σ,Γ). Fix some i 6= ±j and pick any ξ ∈ σij. Then Tij(ξ) ∈
H ≤ TranspU(2n,R,Λ)(EU(τ, B),U(τ, B)). By Theorem 2 it follows that ξ = ξ · 1 · 1 ∈
(Tij(ξ))ijτjj(Tij(ξ))

′
jj ≤ τij. Therefore τij = σij for all i 6= −j. Let α ∈ Γi for some

i ∈ I. Then Ti,−i(−α) ∈ H ≤ TranspU(2n,R,Λ)(EU(τ, B),U(τ, B)) and 1 ∈ τii. Therefore
by Theorem 2 (property (T2)) it follows that

α = (Ti,−i(−α))ii · 1 · Si,−i(Ti,−i(α))λ(ε(i)−1)/21λ(1−ε(i))/2 · (Ti,−i(α))−i,−i ∈ Bi,−i.

Hence, Γi = Bi for all i ∈ I. Finally, as both form nets of ideals (σ,Γ) and (τ, B) are
exact, it follows that σi,−i = τi,−i for all i ∈ I. Thus (σ,Γ) = (τ, B).
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