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“Given for one instant an intelligence which could comprehend all the forces by which

nature is animated and the respective situation of the beings who compose it - an intel-

ligence sufficiently vast to submit those data to analysis - it would embrace in the same

formula the movements of the greatest bodies of the universe and those of the lightest

atom; for it, nothing would be uncertain and the future, as the past, would be present to

its eyes.”

P. S. de Laplace, A Philosophical Essay on Probabilities, Dover, New York, 1951
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• L. Teich, C. Schröder, Numerical Investigation of the Magneto-Dynamics of Self-

Organizing Nanoparticle Ensembles: a Hybrid Molecular and Spin Dynamics Ap-

proach, IEEE T. Magn., 51(11), 7209204, 2015
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Nanoparticular Magnetoresistive Systems and the Impact on Molecular Recogni-

tion, Sensors, 15(4), 9251-9264, 2015
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1
Introduction

In 2007, the Nobel Prize in Physics was awarded to Albert Fert [1] and Peter Grünberg [2]

for the independent discovery of the giant magnetoresistance (GMR) effect in Fe/Cr(001)

multilayers and Fe/Cr/Fe(001) trilayers in 1988/89. The GMR effect is characterized

by a significant variation of the electrical resistance of a system in the presence of an

applied magnetic field. Shortly after its discovery, the technical potential of this effect

was recognized and the first GMR-based read heads for hard disk drives were manufac-

tured in 1997, not even a decade after the discovery of the effect. At the same time, the

GMR effect was extended to granular systems consisting of magnetic granules that are

embedded in metallic matrices [3, 4] opening up further possibilities for sensor applica-

tions. Recently, it has been shown in [5, 6] that the GMR effect can also be observed in

nanoparticle-based systems that consist of magnetic particles that are immersed in con-

ductive gel matrices. Because of their high GMR effect amplitude and the mechanical

properties of the gel matrix printable, low-cost, magnetoresistive sensor devices can be

developed.

In general, the crucial issue of the development of an arbitrary sensor is to maximize the

sensor sensitivity, i.e. to maximize the output quantity of the sensor to a given input

quantity. In the case of a nanoparticle-based GMR sensor, an optimal particle material,

particle concentration and size distribution as well as an optimal matrix material must

be found in order to obtain the maximum GMR effect amplitude and therefore the maxi-

mum sensor sensitivity. Information about the properties of the matrix material and the

topological particle configuration can precisely be obtained experimentally whereas the

magnetic microstructure, i.e. the orientations of the single magnetic moments, cannot

be revealed experimentally. At this point, numerical simulations play a critical role and

provide the missing information.

In this thesis, a novel method for the simulation of magnetically interacting nanopar-

ticles in liquid environments is presented. With this method, the self-assembly process

of the magnetic particles can be investigated step by step and at the same time the

1



2 Chapter 1. Introduction

orientations of all the single magnetic moments of the system can be observed. There-

fore, the two relevant types of degrees of freedom, i.e. the magnetic and the mechanical

degrees of freedom, are addressed by two different highly-specialized algorithms that are

combined to one hybrid simulation method. In general, the problem under consideration

is described by three coupled sets of equations of motion 1.1-1.3.

mi
dvi(t)

dt
= −∇ri,SiHDD (r1, ..., rN ,S1, ...,SN )− Fvisc (v1, ...,vN )−∇riHWCA (1.1)

dri(t)

dt
= vi(t) (1.2)

~
∂Si
∂t

= Heff (r1, ..., rN ,S1, ...,SN )×Si−λ (Heff (r1, ..., rN ,S1, ...,SN )× Si)×Si (1.3)

The mechanical equations of motion are provided by equations 1.1 and 1.2. In these

equations, the motion of the nanoparticles which is characterized by the particle masses

mi, velocities vi, and positions ri is induced by magnetic dipole-dipole energy contri-

butions HDD of the magnetic moments Si of the particles that are counteracted by

viscous drag forces Fvisc and hard particle interactions HWCA. At the same time, the

magnetic moment orientations of the particles change due to the effective magnetic field

Heff that is generated by the magnetic dipole-dipole interactions between the particles

which is reflected by equation 1.3. Inherently, these equations of motion must be solved

simultaneously. However, it can be shown that due to the large difference between the

mechanical and the magnetic relaxation times, the simulation can be divided into con-

secutive steps.

This thesis is organized as follows. In chapter 2, a broad introduction into the topic area

of nanoparticle-based magnetoresistive sensor devices is given. In the following chapter

3, the numerical methods that are used for the hybrid simulation method, i.e. classi-

cal spin dynamics and classical molecular dynamics are introduced in general. At the

same time, particular features that must be considered in the context of this thesis are

demonstrated. In addition to that experimental systems are presented and a route for

the determination of model systems is proposed. On the one hand, the particle positions

and sizes can be determined by three-dimensional reconstruction techniques while, on

the other hand, model systems with inferior complexity can be deduced from these real

systems as presented in chapter 4.

At the beginning of the investigations for this thesis, preliminary spin dynamics simu-

lations of real and model structures have been carried out in order to get an impression
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of the magnetic structure of disordered ensembles of magnetic nanoparticles. In doing

so, it has been shown that the topological disorder causes geometric frustration leading

to a trapping of the magnetic configurations in local energy minima. To increase the

efficiency of the calculation of low energy configurations, an experimentally inspired de-

magnetization protocol has been applied in silico. This approach is presented in chapter

5 of this thesis.

Subsequently, the key issue of this work is addressed in chapter 6. In this chapter, the

novel, hybrid simulation method is explained in detail alongside the theoretical founda-

tions of the separation of the degrees of freedom that has been introduced above. In

the following chapter 7 this method is applied to a model structure that has been de-

signed to mimic real, experimental systems according to chapter 4. If one compares the

experimental situation to the theoretical setting, the hybrid simulation of the magnetic

particles in the viscous matrix corresponds to the preparation stage of the magnetore-

sistive sensor system. At this stage, the matrix material is liquid and the particles are

free to move. Hence, the magnetoresistive properties are defined at this stage but the

actual measuring task is performed at a different stage. After the self-assembly of the

magnetic nanoparticles in the liquid matrix is completed, the matrix is gelatinized and

the particle structure as well as the magnetoresistive properties are preserved and can

be used to precisely detect changes in the magnetic structure. At this second stage, the

measuring stage, the magnetic particles are no longer free to move and only the magnetic

moment orientations can change. If one transfers this situation to the simulation, the

measuring stage corresponds to a situation with frozen mechanical degrees of freedom

and active magnetic degrees of freedom. Thus, in order to simulate the measuring stage,

the mechanical degrees of freedom, and therefore the molecular dynamics part of the

method must be switched off. In chapter 7, the GMR estimation by means of pure spin

dynamics simulations is shown for the model structure.

This thesis concludes with an overview of numerically investigated systems that show

noticeable properties which makes them interesting candidates for future experimental

investigations. In addition to the two-dimensional arrays of particles for nanoparticle-

based sensor applications, small, three-dimensional particle ensembles with interesting

properties are presented.





2
Magnetoresistive systems

Magnetoresistive systems offer an interesting playground for experimental and theoret-

ical investigations as well as promising technical applications. This chapter introduces

the giant magnetoresistance (GMR) effect in multilayer systems and granular gel-based

systems together with the relevant features of magnetic nanoparticles that are crucial

for gel-based GMR systems. In conclusion, basic operating principles of GMR sensor

devices are presented in the context of the detection of arbitrary biomolecules.

2.1 Magnetic nanoparticles

Magnetic materials can be classified according to two main aspects. First, they can be

categorized by their geometric dimension and form, i.e. from large-scale bulk materials

over microscale thin films and particles down to magnetic molecules. Second, magnetic

materials can be divided into different substantial classes detached from their shape and

scale. An overview of the most important classes of magnetic order in solids is given in

figure 2.1. In regular magnetic solid materials, with the exception of a few particular

cases, the magnetic behavior is dominated by permanent magnetic moments that can

be attributed to all or a subset of the ions in the solid. Differences between the types

of magnetism are related to the internal arrangement of these magnetic moments. This

holds true for the cases of diamagnetism, paramagnetism, ferromagnetism, antiferro-

magnetism, and ferrimagnetism in regular solids. If amorphous and disordered solids

are also taken into account, new types of magnetism must be considered. Amorphous

solids are characterized by the absence of equivalent atomic sites whereas disordered

solids can be considered as systems with regular lattices with randomly placed atoms

on the crystal lattice sites [7].

5



6 Chapter 2. Magnetoresistive systems
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Figure 2.1: Magnetic family tree: overview of the different classes of magnetic or-
der. The temperature-dependent inverse susceptibility is shown for paramagnetic, dia-
magnetic, ferromagnetic, antiferromagnetic and ferrimagnetic materials. Ferromagnetic
materials are characterized by a hysteresis loop, i.e. the field-dependent magnetization
depends on the history of the system. For superparamagnetic materials, this hysteretic

behavior vanishes. This figure is adapted from [7, 8].
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Figure 2.2: Exemplary magnetic hysteresis loop with the characteristic quantities
saturation magnetization MS and field HS , remanent magnetization MR and coercive

field HC .

Within the classes of magnetic materials, weak (diamagnetic and paramagnetic) and

strong (ferromagnetic, antiferromagnetic, ferrimagnetic) materials can be distinguished.

In zero external magnetic field, diamagnetic and paramagnetic materials do not have

a net magnetic moment and thus no net magnetization, i.e. no magnetic moment per

unit volume at any temperature. A spontaneous zero-field magnetization can only be

observed in strong magnetic materials below a characteristic temperature, i.e. the Curie

temperature TC for ferromagnetic and the Néel temperature TN for paramagnetic mate-

rials. Due to competing interactions of the magnetic moments, ferromagnetic materials

are broken up into magnetic domains. Magnetic domains are homogeneously magnetized

regions of the magnetic material that are separated by so-called domain walls. Domain

walls are regions of finite thickness in which the magnetization gradually changes from

one domain to another. In time-dependent magnetic fields, hysteretic behavior arises.

Hysteresis loops are characterized by the quantities saturation magnetization (MS) and

field (HS), remanent magnetization (MR) at zero external field, and coercive field (HC)

at zero magnetization as shown in figure 2.2.

Comparing magnetic nanoparticles and magnetic bulk materials, magnetic nanoparticles

have special characteristics. For the modeling of single particles and small ensembles

where the atomic structure is of great importance, an atomistic treatment is favored.
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Figure 2.3: Size-dependence of the coercive field of magnetic particles. Below a critical
particle size dSD, a transition between a multi-domain and a single-domain state occurs.
By further increasing of the particle size below a second critical size dSPM , the particle

becomes superparamagnetic. This figure is adapted from [12, 13].

Therefore, the magnetic nanoparticles are described as assemblies of strongly interact-

ing magnetic moments of the atoms they are composed of. For larger ensembles, an

atomistic treatment becomes elaborate because each nanoparticle can consist of up to

approximately 105 atoms. Thus, the particles can be treated as a continuous medium

with a small size. The differences between the behavior of magnetic nanoparticles and

bulk material can be taken into account by means of finite size effects. The most simple

approximation which holds true for many reasonable particle sizes is the representation

of a single magnetic nanoparticle as a uniformly magnetized, hard, ferromagnetic body.

[9–11]

The coercive field HC is the most sensitive property of a ferromagnetic material. Hence,

it is one of the most important criteria for technical applications. The coercive field

increases with a decreasing size of the magnetic body as it is shown in figure 2.3. Below

a critical size dSD the coercive field decreases with further decreasing particle size. This

behavior is due to the fact that the energy that is required for a further domain formation

is larger than the energy savings due to the stray field minimization by the domains.

Hence, at dSD a transition between a multi-domain and a single-domain state of the

particle occurs. The critical size dSD can be estimated according to equation 2.1.
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dSD =
2 ·
√
Aex ·K
M2
S

(2.1)

In this equation, Aex represents the exchange stiffness constant whereas K represents the

anisotropy constant of the material. Below dSD, the particle consists of one single mag-

netic domain carrying one net magnetic macro moment. The magnetization of a particle

below dSD can only change by means of a rotation of the macro moment [14, 15]. By

further decreasing the particle size, another critical point is reached, i.e. the superpara-

magnetic limit dSPM . Below dSPM , the anisotropy energy becomes comparable to the

thermal energy kB · T . Hence, the macro moment fluctuates due to thermal agitation.

In a superparamagnetic particle, the characteristic relaxation time becomes very small

and no hysteretic behavior can be observed as it is shown in figure 2.1. [12]

2.1.1 Magnetic interactions

Magnetic order is established by various types of interactions between the magnetic

components of a system. Ferromagnetic samples are characterized by their spontaneous

magnetization due to an inherent magnetic order. This inherent magnetic order origi-

nates from interactions of magnetic moments on the microscale and can be extended to

describe macroscopic, interacting magnetic moments.

Exchange interaction

Ferromagnetic order must be explained in the framework of quantum mechanics. In the

classical picture, magnetic moments interact by means of magnetic dipole fields but these

fields are too small by orders of magnitude to explain spontaneous ferromagnetic order.

Instead of the magnetic dipole-dipole interaction, the so-called exchange interaction

which is a purely quantum mechanical effect was identified as the source of ferromagnetic

order. Exchange interaction is the result of the Coulomb interaction of adjacent electrons

and the Pauli exclusion principle which states that two electrons cannot be in the same

quantum state. Exchange interaction can be described by means of the Heisenberg

Hamiltonian.

H = −2J Ŝi · Ŝj (2.2)

In this equation, Ŝi and Ŝj are the dimensionless spin operators and J is the exchange

constant given in units of energy. For positive values of J , adjacent spins prefer a
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parallel (ferromagnetic) orientation whereas for negative values of J an antiparallel (an-

tiferromagnetic) orientation is preferred. The atoms of a solid are arranged in a lattice

structure. In this case, the Hamiltonian can be calculated by summing up the contribu-

tions from equation 2.2 for all pairs of atoms in the system.

H = −2
∑
i>j

JijSi · Sj (2.3)

Besides this direct exchange other types of exchange interactions exist. For small dis-

tances between the magnetic moments, an overlap of their wave functions results in a

strong and short-ranged coupling, i.e. the direct exchange interaction. If the exchange

interaction is mediated by itinerant electrons or non-magnetic ions over larger distances

the mechanism is called indirect exchange interaction. Indirect exchange can lead to

sophisticated coupling characteristics such as oscillating coupling energies as described

in chapter 2.2.2. For systems of magnetic nanoparticles that consist of thousands of

atoms that are overlain by one magnetic macro moment, exchange interactions do not

have to be taken into account. Even though exchange interactions play a crucial role

for ferromagnetic order on the atomic scale, the interactions between magnetic particles

are dominated by long-range interactions, first and foremost the magnetic dipole-dipole

interaction. [8, 16]

Magnetic dipole-dipole interaction

Two main contributions dominate the energy of ferromagnetic materials. First, electro-

static effects like exchange interactions (see chapter 2.1.1) and second, magnetostatic

effects. Magnetostatic effects account for the self-energy of the interaction of a ferro-

magnet with the magnetic field it creates by itself as well as the interaction of the fer-

romagnetic body with externally applied magnetic fields. Comparing electrostatic and

magnetostatic effects, magnetostatic effects are much weaker. At the same time, they

are long-range effects and nevertheless crucial for the formation of magnetic domains,

magnetization processes, and the interaction of macroscopic and microscopic magnetic

objects.

A single magnetic dipole m which is placed in a uniform magnetic field with a magnetic

flux density B experiences a torque but no net force. This torque τ can be calculated

according to the following equation.

τ = m×B (2.4)
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The Zeeman energy EZee represents the energy of the magnetic moment in the external

field.

EZee = −m ·B (2.5)

This potential energy does not depend on the position of the magnetic moment. It

reaches its minimum value for a parallel orientation of the magnetic moment and the

external magnetic field. For the case of a non-uniform magnetic field B (r), a net force

F occurs which depends on the position of the magnetic moment r.

F = ∇ (m ·B (r)) (2.6)

Magnetic dipole-dipole interaction occurs when two magnetic particles interact with

each other by their magnetic dipole fields. Considering two magnetic dipole moments

with parallel orientations mi = mj at positions ri and rj , the magnetic dipole-dipole

energy can be interpreted as the energy of mi in the field Bji that is created by mj .

This applies in reverse as well.

EDD = −mi ·Bji = −mj ·Bij (2.7)

The field that is produced by a magnetic dipole m can be described as a function of

distance by means of the following equation.

B (r) =
µ0

4πr2
3r (m · r)−mr2

r3
(2.8)

In equation 2.8, r represents the position at which the magnetic field is evaluated, r is

the absolute value of r whereas µ0 is the magnetic field constant and m represents the

magnetic moment that produces the magnetic field B. By replacing the magnetic field

in equation 2.7 by equation 2.8, the energy and thus the force between two interacting

magnetic moments due to their magnetic dipole fields can be calculated.

Fij =
3µ0
4πr4

[(r

r
×mi

)
×mj +

(r

r
×mj

)
×mi − 2

r

r

((r

r
×mi

)
·
(r

r
×mj

))]
(2.9)
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2.1.2 Geometric frustration

The term frustration was coined by G. Toulouse in 1977 to describe the inability to

satisfy pairwise interactions around a closed loop [17]. This inability occurs due to

structural disorder and can be introduced in the context of a system that consists of

three magnetic moments that are arranged on a triangular lattice as it is shown in figure

2.4(b). Therefore, the magnetic moments are assumed to follow the Ising model, i.e. the

orientations of the magnetic moments are restricted to the up and down directions [18].

In addition to that, an antiferromagnetic coupling is assumed. Thus, a minimum value

of the interaction energy of one pair of magnetic moments is achieved for an antiparallel

alignment. Placing the first pair of magnetic moments in a way that they reach the

minimum interaction energy results in a system in which the third magnetic moment

can no longer be placed in a way that its orientation is antiparallel to the other two

moment orientations. Hence, the system is called frustrated [19]. The degeneracy of the

magnetic ground states leads to the magnetic analogs of liquids and ices namely spin

liquids and spin ices. It was shown that the ordering of the protons in water ice is locally

equivalent to the physics of a frustrated ensemble of magnetic Ising-type spins that are

arranged on a lattice of vertex-sharing tetrahedra [20]. This structure is called pyrochlore

lattice. In frustrated systems, even small perturbations can cause instabilities and thus

the emergence of novel phenomena. It was reported in [21] that magnetic monopoles

exist in the form of quasi-particles that are free to move in condensed matter as a

direct result of frustration as already proposed by P. Dirac in 1931 [22]. Due to the

emerging phenomena, frustrated magnetic systems have been intensively studied over

the last decades. Magnetic frustration is usually studied in atomic systems but it can

nevertheless be observed in larger systems. Magnetic nanoparticles with diameters up to

a certain value (see figure 2.3) can be considered as homogeneously magnetized spheres

that carry one single magnetic macro moment. Hence, systems of magnetic nanoparticles

with structural disorder have magnetic properties that are analog to the properties

of atomistic systems. Due to the relatively large distances between the particles in

these systems, the leading interaction between the particles is the magnetic dipole-dipole

interaction. Thus, the term magnetic dipole glass was coined. As described in [23], the

ground states of systems of magnetic dipoles are strongly degenerated. This degeneracy

occurs in systems with particles that are fixed on regular lattices [24], randomly placed

particles [25], and in magnetic fluids [23]. [26]

2.1.3 Magnetic properties of nanoparticle ensembles

Ensembles of magnetic nanoparticles can be organized by means of undirected self-

assembly, i.e. due to their intrinsic interactions [27] or they can be organized with
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Figure 2.4: For an unfrustrated system such as the square lattice with antiferromag-
netically coupled spins (a), all interaction energies can be minimized at the same time.
However, the simultaneous minimization of all interaction energies is not possible on
the triangular lattice in the Ising picture resulting in a frustrated system (b). In the
Heisenberg picture, three spins form a unique ground state whereas four spins represent
a system with a multitude of ground states depending on the two degrees of freedom,

ϕ and θ (c). (The figure is adapted from [19])

external forces such as external magnetic fields which corresponds to a directed self-

assembly. These organized assemblies show complex, collective properties which open

up new perspectives for different fields of research such as information storage and sensor

technologies. Phenomena that are restricted to nanostructured materials include mag-

netoresistance effects, exchange bias, and spin injection. Conventional nanostructured

materials are thin film or multilayer systems which have been intensively studied in the

past. Besides thin film systems, particle composites on the nanoscale show promising

features. The effects that occur in nanoparticle-based systems are driven by particle-

particle, particle-field interactions, and the structural order that results from the as-

sembly process. The dominating mechanism in ensembles of magnetic nanoparticles is

the magnetic dipole-dipole interaction (see chapter 2.1.1) which decays as 1
r3

, with r be-

ing the average distance between adjacent particles. Hence, the magnetic dipole-dipole

interaction is the main cause of new effects in nanostructured materials [28, 29]. For

example, in nanoparticle-based systems, the magnetic dipole-dipole interaction causes

the formation of ring structures in order to form flux-closed structures as it has been

shown in [30] (see figure 2.5). In these ring structures, the magnetization is forced to be

circular which leads to a stable flux closure mode and thereby interesting properties for

technical applications in the field of magnetic recording [31–33]. In addition to ring-like

structures, magnetic particles in liquid matrices form chains, chain networks, densely

packed clusters and fractal structures [34–36]. [12]
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Figure 2.5: TEM images (Philips EM-400, 80 kV) of 27±4nm Co particles dispersed
in toluene at different concentrations of C-undecylcalix[4]resorcinarene: (a) < 10−6M ,
(b) 10−5M , (c) < 10−3M . Scale bar = 200nm. Reprinted with permission from [30]

c©2002 American Chemical Society.

2.2 Magnetoresistance and related effects

Magnetoresistance is a material’s property to change its electrical resistance in the pres-

ence of an external magnetic field. Various different magnetoresistance effects can be

distinguished due to their different origins, among them the well-known tunneling mag-

netoresistance (TMR) and the giant magnetoresistance (GMR) effect. Ferromagnetic

materials exhibit a long-range order of uncompensated spins and hence a difference in

the density of states of spin-up and spin-down electrons leading to different conductiv-

ities. Thus, electron transport in ferromagnetic materials is spin-dependent and can

be treated in the framework of the two current model by Mott [37, 38]. These obser-

vations finally led to the discovery of the GMR, the most prominent phenomenon of

spin-dependent transport.

2.2.1 Giant magnetoresistance (GMR) effect

Independently discovered by A. Fert [1] and P. Grünberg [2] in 1988 and 1989, a sig-

nificant change of the electrical resistance can be observed in ferromagnetic multilayer

systems with non-magnetic spacer layers. The change in resistance can be induced by

the application of an external magnetic field to change the relative orientation of the fer-

romagnetic layers. Thus, the electron transport in multilayer systems can be controlled

by changing the magnetization directions in the layers. Two characteristic properties

lead to GMR in multilayer systems. First, the non-magnetic spacer layer weakens the

coupling between the ferromagnetic layers. Hence, the alignment of the layer magneti-

zations can be adjusted more easily by means of an external magnetic field. Second, the

layers are very thin and so the carrier electrons feel a change in the magnetization direc-

tion of the layers. The GMR ratio or briefly GMR can be determined by the minimum
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Figure 2.6: Schematic representation of the spin-dependent transport of electrons in
multilayer GMR systems consisting of two ferromagnetic layers (grey) that are separated
by a non-magnetic spacer lacer (yellow). For a parallel alignment of the ferromagnetic
layers (left), one of the two currents can pass the layers easily, whereas the other
current is inhibited by both layers. For an antiparallel alignment of the layers (right),
both currents are scattered at one of the layers, resulting in larger total resistance than

for the antiparallel alignment.

and maximum values of the electrical resistance, Rmin and Rmax that are obtained at

the coercive field and at the magnetic field in saturation. [39, 40]

GMR =
Rmax −Rmin

Rmin
(2.10)

Thus, the GMR effect originates from the spin-dependent scattering of the conduc-

tion electrons. A phenomenological explanation can be found within Mott’s two-current

model [37, 38]. This model states that conduction in metals can be expressed via summa-

tion of two conduction channels that correspond to the spin-up and spin-down electrons.

These two channels are mostly independent. In addition to that, the scattering of the

electrons depends on the relative orientation of the conduction electron spin and the

magnetization of the material resulting in different scattering rates for the spin-up and

the spin-down electrons. As it is shown in figure 2.6, for the case of a parallel alignment

of the magnetic layers of a multilayer system one type of electron can pass without

being scattered whereas the other electron type is strongly scattered at both magnetic

layers. For the case of an antiparallel alignment of the layer magnetizations, both elec-

tron types can pass one layer unscattered and are strongly scattered at the other layer.

As a result, the total electrical resistance is low for the parallel alignment and high for

the antiparallel alignment of the ferromagnetic layers.
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According to the direction of the current, current-in-plane (CIP) and current-perpendicular-

to-plane (CPP) GMR systems can be distinguished. The effect amplitudes in CPP sys-

tem are typically larger than in CIP systems (170% measured in Co/Cu CPP system

compared to 108% measured in Fe/Cr CIP system). [40]

2.2.2 Interlayer exchange coupling

For technical applications it is important to adjust the sign of the coupling between the

magnetic layers. The mechanism that underlies the coupling between the ferromagnetic

layers is called interlayer exchange coupling (IEC) and was discovered by Grünberg et

al. in 1986 [41] and continued by Parkin et al. [42]. This type of coupling is mediated

by means of the electrons of the non-magnetic spacer layer. The sign of the coupling

oscillates with the thickness of the spacer layer as shown in figure 2.7. The IEC is closely

related to the Rudermann-Kittel-Kasuya-Yosida (RKKY) interaction [43–45] which is

an effect between magnetic impurities in a non-magnetic host [46, 47]. However, a

theoretical explanation within the RKKY picture fails because of the intrinsic limitations

of the model. Newer models which are based on quantum well energy were applied

successfully [48, 49].

2.2.3 Granular GMR effect

The occurence of GMR is not restricted to multilayer systems. It can also be observed

in granular systems of magnetic grains that are immersed in a non-magnetic metallic

matrix. This effect is called granular GMR effect and was discovered independently by

Xiao et al. [3] and Berkowitz et al. [4] in 1992. Again, the granular GMR effect can

be explained in the framework of Mott’s two current model. In zero external field, the

magnetic moments of the grains are statistically distributed resulting in the maximum

value of the electrical resistance Rmax due to the strong spin-dependent scattering. In

contrast to that, an external magnetic field forces the magnetic moments in its direction

which leads to a significantly reduced resistance Rmin. Hence, the characteristic GMR

curves can be obtained by measuring the electrical resistance of a system in the presence

of a time-dependent magnetic field. This is exemplarily shown in figure 2.8 together with

the corresponding magnetization curve. Besides the possibility of obtaining information

about the GMR experimentally, it is possible to calculate qualitative GMR curves. The

underlying phenomenological theory implies that the GMR ratio is determined by the

square of the average angle between the direction of the magnetic moments of the grains

and the external magnetic field direction [50].
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Figure 2.7: Schematic representation of the oscillating interlayer exchange coupling
energy. The sign of this interaction of ferromagnetic layers that are separated by a

non-magnetic spacer layer varies with the thickness of the spacer layer [47].

GMR ∝ 1− 〈cos θ〉2 (2.11)

In granular systems, 〈cos θ〉2 can be expressed in terms of the magnetization M and the

saturation magnetization MS [3].

GMR ∝ 1−
(
M

MS

)2

(2.12)

Finally, the GMR effect amplitude AGMR is introduced as a proportionality constant.

GMR = AGMR

[
1−

(
M

MS

)2
]

(2.13)

The GMR effect amplitude AGMR can be determined by means of quantum mechanical

techniques, such as the so-called tight binding Korringa-Kohn-Rostoker method [51, 52]

or it can be measured experimentally [53]. The occurence of the granular GMR effect is
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Figure 2.8: Qualitative GMR curve (blue) with associated magnetization curve
(black). The GMR curve is calculated from a simulated magnetization curve of a

nanoparticle ensemble by means of equation 2.13.

not only restricted to systems of magnetic grains in non-magnetic metallic matrices. It

can also be observed for magnetic nanoparticles that are immersed in conductive gel-like

matrices [5].

Measurement of GMR curves of particle-gel systems

A method to measure GMR curves of systems that consist of magnetic nanoparticles

that are embedded in conductive gel matrices is presented in [6]. For this method, the

particle-gel sample is prepared in a sample vessel on a silicon dioxide wafer. The sample

is then contacted from above with four needles that are made of gold. The needles form

a line as it is shown in figure 2.9. To determine the magnetoresistance of the system a

magneto-transport measurement is performed. Therefore, a current is introduced into

the system by means of the outer two needles. At the same time, the resulting voltage is

measured with the two inner needles which allows to determine the resistance. Because

the electrical resistance varies with the degree of the magnetic order, the measurement

is performed in a time-dependent external magnetic field that is applied in the plane

of the particle-gel system, parallel to the current. Realized by a computer-controlled

electromagnet, starting from a maximum negative absolute value of the magnetic field,
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Figure 2.9: Schematic representation of the four point probe setup that is used in
[6] to measure the GMR curves of samples that consist of magnetic nanoparticles in
conductive gel matrices. The sample is prepared on a silicon dioxide wafer and contacted
by four gold needles from above. A current is introduced via the two outer needles and
the resulting voltage is measured by the two inner needles. The magnetoresistance is
then determined by measuring the resistance of the system in a time-dependent external

magnetic field. This figure is reproduced from [6].

the field is ramped up to a maximum positive value and back down to the maximum

negative value.

2.3 Magnetoresistive sensor systems

Conventional GMR sensors consist of thin ferromagnetic layers that are separated by

non-magnetic, conductive spacer layers. The ferromagnetic layer consists either of a

magnetic transition metal (Fe, Co, Ni) or of one of their alloys. The non-magnetic spacer

usually is a non-ferromagnetic transition metal or a noble metal such as Cr, Mo, Ru, Cu,

Ag or Au. The thickness of each layer can be found in the range of several nanometers.

Due to the interlayer exchange coupling (see chapter 2.2.2), the sign of the coupling

between two ferromagnetic layers can be adjusted by the thickness of the non-magnetic

spacer. Usually, the spacer thickness is chosen in a way that the ferromagnetic layers

have a spontaneous antiferromagnetic alignment. By this means, the zero-field resistance

of the system is high resulting in a significant decrease for large external magnetic fields.

The most prominent ones of these systems are Fe/Cr [54] and Co/Cu [55, 56] multilayer

systems. The major drawback of these systems is that they are usually sensitive to very

high field values on the order of kOe because high fields are required in order to overcome

the spontaneous antiferromagnetic coupling of the ferromagnetic layers. This gave rise

to a new type of conventional layered GMR system which is called spin valve [57]. Spin

valves, again, consist of two ferromagnetic layers that are separated by a non-magnetic

spacer. In contrast to the systems that are introduced above, one of the magnetic layers

of a spin valve is pinned by means of an additional antiferromagnetic layer. The other



20 Chapter 2. Magnetoresistive systems

magnetic layer can rotate freely in an external magnetic field. Thereby, a weak coupling

between the two magnetic layers is realized leading to high sensor sensitivities for small

values of the external field. This opened up the perspective of further miniaturization

of GMR sensor devices. For all GMR sensors, the electrical resistance is a function of

the external magnetic field while the design of the sensor devices strongly depends on

its application. But basically, a GMR sensor is a magnetic field sensor and thereby can

detect magnetic fields or perturbations of magnetic fields. GMR sensors are applied in

electrical current sensing [58], vibration sensors for industrial machines [59], contact-less

linear and angular position sensors for e.g. automotive applications [60–62], biomolecule

detection [63] and many more.

2.3.1 Multilayer GMR sensors for biomolecule detection

In conjunction with magnetic particles that serve as markers, GMR biosensors can be

used for the highly sensitive and rapid detection of different kinds of biomolecules. These

sensors can be used in lab-on-a-chip type diagnostics devices that gained interest over

the last years [64–66]. The benefits of GMR sensors for these applications include cost-

reduction, portability and the possibility of a real-time electronic readout. The working

principle of GMR sensors for the biomolecule detection is based on the detection of the

magnetic stray field of bound magnetic marker particles on the sensor surface. The

magnetic marker particles are functionalized micro or nanoparticles that are also used

for the separation of proteins and cells [67], hyperthermia [68] and drug delivery [69].

The application of magnetic markers is connected to several advantages compared to

other types of markers such as radioisotopes, enzymes, fluorescent molecules or charged

molecules. First, the properties of magnetic particles are very stable over time. Second,

the detection can be performed very precisely because usually there is no significant

magnetic background in biomolecular samples. Furthermore, the magnetic particles can

be manipulated without direct contact by means of external magnetic fields.

A basic GMR sensor for the detection of biomolecules consists of a multilayer system

with two magnetic layers and a non-magnetic spacer as previously introduced. The

size of the sensor can be microscopic for the detection of magnetic particles in close

proximity. For many systems, the labeling of the analyte is done by ligand-receptor

interactions in a sandwich configuration as shown in figure 2.10. Therefore, the magnetic

multilayer GMR sensor is covered by receptor molecules that are chosen to match the

target molecules that are to be detected. When exposed to a sample solution such as

blood that contains the target biomolecules, the target biomolecules bind to the receptor

molecules on the sensor surface by molecular recognition. In a second step, excess sample

solution is removed from the sensor surface. Afterwards, magnetic particles such as
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Figure 2.10: Basis multilayered GMR sensor system consisting of two ferromagnetic
(FM) layers and a non-magnetic (NM) spacer layer for the detection of biomolecules.
The GMR sensor is covered by receptor molecules or antibodies that are chosen specif-
ically for the measuring task. This structure is exposed to the target biomolecules or
antigens that are immersed in the sample solution. Thus, the target biomolecules bind
to the receptor molecules on the sensor surface. As a next step, magnetic particles that
are coated with receptor molecules are introduced into the system. The stray field of

the particles can finally be measured by the GMR sensor. [64]

superparamagnetic beads that are coated with the same receptor molecules as the sensor

surface are introduced into the system. Hence, the magnetic particles bind to the target

biomolecules that are already bound to the sensor surface. Unbound magnetic particles

are removed by means of a magnetic gradient field. Finally, the number of bound

magnetic particles and at the same time the number of target molecules is measured

by the resistance of the GMR sensor due to the magnetic stray fields of the magnetic

marker particles. [64]

The main disadvantage of multilayered GMR sensors is that further miniaturization

leads to a conflict between the length scale of the sensor and the superparamagnetic

limit (compare chapter 2.1). Thus, the magnetization of the sensor can be destabilized

by thermal fluctuations. As a consequence, high anisotropies are required to obtain a

stable magnetization but at the same time the sensor sensitivity is reduced. One possible

solution can be found in granular GMR systems. [6]

2.3.2 Granular GMR biosensors on the basis of magnetic nanoparticles

in conductive gel matrices

Recent research has revealed the advantages of granular systems that consist of magnetic

nanoparticles that are embedded in conductive gel matrices as introduced in chapter

2.2.3 [5, 6, 70, 71]. The magnetic particles in these systems interact solely by means

of the magnetic dipole-dipole interaction. Thus, there are no significant interparticular
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Figure 2.11: Nanoparticle-based GMR sensor system consisting of magnetic nanopar-
ticles in a conductive gel matrix. Similar to figure 2.10, the GMR sensor is covered by
receptor molecules or antibodies that are chosen specifically for the measuring task.
This structure is exposed to the target biomolecules or antigens that are immersed in
the sample solution. Thus, the target biomolecules bind to the receptor molecules on
the sensor surface. As a next step, magnetic particles that are coated with receptor
molecules are introduced into the system. The stray field of the particles can finally be

measured by the particle-based GMR sensor. [6]

exchange interactions present. As a result, the magnetic particles obtain configura-

tions with locally and globally vanishing magnetizations as it has been shown in [71]

in contrast to the magnetization of thin continuous layers. This additional magnetic

substructure leads to promising properties of particle-based GMR systems. Moreover, it

can be shown that the magnetic moment orientations are strongly bound to the sensor

plane [71, 72]. This situation corresponds to a multilayer system with insignificant per-

pendicular anisotropy [6] enabling further miniaturization without decreasing the sensor

sensitivity.

While the working principle of the sensor is changed from multilayer to granular GMR,

the principle of marking the target biomolecules with magnetic labels stays the same

(compare chapter 2.3.1) as shown in figure 2.11. One of the main advantages of particle-

based GMR sensors can be identified regarding the fabrication techniques involved. As

reported in [73], conventional multilayer systems are prepared by vacuum techniques

such as evaporation, sputtering or molecular beam epitaxy. It has been shown in [5, 6]

that these elaborate techniques can be avoided by using gel-based nanoparticular sensor

materials. Instead of using vacuum-based techniques, the particle-gel mixtures can be

printed and thereby provide a very efficient way to produce low-cost sensor devices.

After printing the particle-gel mixture on a substrate, e.g. a simple paper strip, the

magnetic particles can be structured by external magnetic fields in order to enhance the

sensor sensitivity or the particles arrange themselves by means of self-assembly in the

liquid state of the gel. After drying out the gel matrix, the sensor strip is coated with

receptor molecules that are chosen specifically for the measuring task. This is done by
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dipping the strip in a receptor molecule solution. Afterwards, the sensor is immersed in

a sample solution such as blood that contains the target biomolecules. Hence, the target

molecules bind to the receptor molecules that are already attached to the sensor surface.

In order to determine the number of target molecules on the sensor surface the GMR

effect is used. In order to influence the magnetic structure of the nanoparticles that are

immersed in the gel matrix, other magnetic particles, e.g. superparamagnetic beads, are

attached to the target molecules. This is done by means of more receptor molecules that

are attached to the magnetic marker beads. Thus, the nanoparticular GMR biosensor

is covered by magnetically labeled target molecules to a certain extent. The magnetic

answer of the sensor can be measured by means of the change of the electrical resistance

that can be determined precisely due to the high GMR effect amplitude. [5, 6, 70, 74]





3
Basic simulation methods

In order to simulate interacting magnetic nanoparticles that are immersed in viscous

matrices, two different tasks have to be addressed. First, the forces on the particles

due to particle-particle and particle-matrix interactions have to be calculated and the

resulting motion has to be applied. Second, the magnetic low energy configuration, i.e.

the configuration of the magnetic moments that results in a minimum total energy must

be calculated. Within the work that is presented here, two different simulation methods,

each of them highly specialized, are used to account for these two tasks. The calculation

of the magnetic moment low energy contributions is done by means of classical spin

dynamics simulations whereas molecular dynamics is used to calculate the resulting

forces and determine the particle trajectories according to these forces. Here, the basic

simulation methods are presented.

3.1 Classical spin dynamics

Classical spin dynamics (SD) is a numerical technique for the computation of the static

and dynamic magnetic properties of microscopic and mesoscopic ensembles of magnetic

moments with respect to the temperature. In contrast to quantum mechanical techniques

that solve the quantum mechanical equations of motion for the expectation value, within

classical SD the classical equations of motion are solved in order to calculate the time

evolution of the magnetic moments. In this work, a spin dynamics algorithm that

solves the Landau-Lifshitz equation is used. In order to consider the temperature, a

Langevin approach is used to model the contact to an external heat bath. The basic

working principle of the algorithm is presented in the following sections. A more detailed

description can be found in [75] and [76].

25
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3.1.1 Magnetic macro moment approximation

In the framework of this thesis spin dynamics is applied to ensembles of magnetic

nanoparticles. Each magnetic nanoparticle consists of a large number of atoms and

therefore a large number of magnetic moments. Thus, the simulation of a system that

contains many magnetic particles results in a considerable computational effort. As it

has been shown in chapter 2.1, magnetic particles can be considered as single-domain

particles below a critical diameter dSD [9–11]. Here, all particles are assumed to be

small enough to be single-domain particles and can therefore be considered as particles

that carry one single effective magnetic moment. This so called macro moment approx-

imation is common practice for the simulation of ensembles of single-domain particles.

Within this work, each particle is assumed to carry one single magnetic moment that is

calculated according to the following equation.

µeff =
Msat · π · d3

6 · µB
(3.1)

In this equation, Msat represents the saturation magnetization of the particle material,

d is the particle diameter, and µB denotes the Bohr magneton.

3.1.2 Classical equations of motion for the spin Hamiltonian

A magnetic moment S that is exposed to an external magnetic field precesses around the

magnetic field direction. The precessional motion is described by the classical equations

of motion for the spin Hamiltonian. Whereas the quantum mechanical equations of

motion can be derived from the spin commutator relations as shown in equation 3.2, the

classical analog is given by the Lie-Poisson bracket, see equation 3.3 [77].

[
Ŝαi , Ŝ

β
j

]
= i~δijεαβγŜγi (3.2)

{F ({S}) , G ({S})} =

N∑
i=1

εαβγ
∂F

∂Sαi

∂G

∂Sβi
Sγi (3.3)

Therein, F ({S}) and G ({S}) represent arbitrary functions of the vector set {S} and

εαβγ is the Levi-Civita tensor. Moreover, the spin operators of the quantum mechanical

description are interpreted as classical variables Sαi . The classical counterpart of the

quantum mechanical commutator relations can be constructed by replacing F ({S}) =

Sαi and G ({S}) = Sβj in equation 3.3.
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{
Sαi , S

β
j

}
= εαβγδijS

γ
i (3.4)

Thus, the time evolution of the α-component of a magnetic moment S at a position i

can be derived by equation 3.5.

~
∂Sαi
∂t

= {Sαi ,H ({S})}

=

N∑
j=1

εαβγδij
∂H
∂Sβj

Sγj

=

(
∂H
∂Si
× Si

)α
(3.5)

This can be generalized in order to obtain the classical equations of motion for the spin

Hamiltonian.

~
∂Si
∂t

=
∂H
∂Si
× Si

= Heff × Si

(3.6)

The local field splitting or effective field Heff sums up all contributions to the local

effective magnetic field due to interactions with the magnetic moment under considera-

tion. The precessional motion of the magnetic moment is a result of the cross product

in equation 3.6. [75]

3.1.3 Landau-Lifshitz equation

The time evolution of a single magnetic moment that is calculated according to 3.6 is

always an infinite precession around the effective field direction with a constant energy

as it is shown in figure 3.1(a). In real magnetic materials, the magnetic moments would

gradually lose energy because of lattice interactions, interactions with itinerant electrons

and impurities or by means of spin waves [78]. As it was first proposed by Landau and

Lifshitz in 1935, a damping term that is proportional to a positive damping constant λ

can be included in equation 3.6 [79].

∂Si
∂t

=
1

~
Heff × Si − λ

1

~
(Heff × Si)× Si (3.7)
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(a) (b)

Figure 3.1: Precessional motion of a spin (red) around the direction of the effective
field (blue) that consists of all interaction contributions. As a result of the classical
equations of motion without the inclusion of a damping term, the spin precesses around
the field direction for all the times (a). By adding a damping term to the equations of
motion, the spin loses energy and therefore spirals towards the local energy minimum

(b).

The resulting damping force is perpendicular to the precession and points towards the

local energy minimum which is equal to the local effective field direction (see figure

3.1(b)). A reformulation of the damping term of the Landau-Lifshitz equation was

proposed by Gilbert in 1955 [80]. In Gilbert’s approach which is also known as the

Landau-Lifshitz-Gilbert (LLG) equation, the damping is reflected by a damping term

that is proportional to the frequency of the precessional motion as shown in equation

3.8.

∂Si
∂t

=
1

~
Heff × Si + αSi ×

∂Si
∂t

(3.8)

It can be shown that the LLG equation is mathematically equivalent to the original

formulation by Landau and Lifshitz in equation 3.7. [75, 81]

3.1.4 Heat bath coupling

Systems of magnetic moments that are considered in the Landau-Lifshitz picture as it

is defined in equation 3.7 interact with each other and with external fields by means of

magnetic interactions that are introduced by the effective magnetic field Heff whereas

the thermodynamic properties are neglected.
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Statistical mechanics provides a link between the macroscopic thermodynamic proper-

ties of a system and the microscopic origin of these properties. For large numbers of

particles it is impossible to consider the microscopic details. However, the vast ma-

jority of microscopic information is not required in order to describe the macroscopic

observables because there is a multitude of microscopic configurations that leads to the

same macroscopic properties. As it is stated in [82], if the temperature of a system is

connected to the average kinetic energy of the particles that the system contains, the

same temperature can be measured for many different configurations of the velocities of

the individual particles. However, each configuration corresponds to a different point in

phase space. Hence, every configuration represents a unique microscopic state but the

macroscopic observables are not sensitive to the microscopic details. This is reflected by

the concept of ensembles in statistical mechanics. [75, 82]

Ensembles

An ensemble is defined as an accumulation of systems with the same microscopic in-

teractions and therefore shared macroscopic properties. Each of the systems that the

ensemble contains evolves from different initial conditions. The macroscopic properties

are then calculated by averaging over the microscopic states. There are different ways

to define an ensemble. The most simple ensemble definition considers an ensemble with

N particles with a total energy E in a volume V that is isolated from its environment.

Thus, N , V and E are conserved quantities. This type of ensemble is known as the

microcanonical ensemble. The microcanonical ensemble provides a very simple way to

treat statistical systems of particles but it does not reflect the experimental situation in

many cases. Experimentally, systems of particles can rarely be considered as isolated

from their environment. Usually, the system exchanges energy with its enviroment by

means of thermal energy. This is considered in the framework of the canonical ensemble.

Therein, the number of particles N and the volume V are constant. In contrast to the

microcanonical ensemble the total energy E is no conserved quantity. In addition to

that, a constant temperature T is defined to represent the thermal contact to an infinite

heat reservoir [75, 82].

Langevin approach

In the context of a canonical ensemble, the exchange of energy has to be regulated

in order to keep the system’s temperature constant. This can be done by means of a

Langevin-like approach. Within this approach, the contact of the system and the heat

bath is realized by stochastic forces. This approach is based on the works of Einstein
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[83] and Langevin [84] on the Brownian motion of particles [85]. According to Langevin,

Brownian particles experience two different kinds of forces. On the one hand the particles

are exposed to dynamic friction which is represented by a viscous drag force ζṙ(t) with

r being the replacement and ζ being the friction coefficient. On the other hand the

particles experience a rapidly fluctuating force F (t) due to the impacts of the molecules

of the surrounding medium. With these forces, the equation of motion of the particles

due to Newton’s second law reads as follows.

m ¨r(t) = −ζ ˙r(t) + F (t) (3.9)

It is assumed [84] that the fluctuating force F(t) is independent of the displacement r(t).

Moreover, it is assumed that F (t) varies very rapidly when compared to the variation

of the displacement. In addition to that, the statistical average value of F (t) for an

ensemble of particles, ¯F (t) is assumed to be zero due to its irregularity. [86]

Similar to the prototypical Langevin equation 3.9, systems of magnetic moments can

be treated in a stochastic way in order to mimic the interaction with an external heat

bath. The heat bath interaction is therefore introduced into the damped Landau-Lifshitz

equation as it is shown in equation 3.7 in terms of a fluctuating term fi × Si .

∂Si
∂t

=
1

~
Heff × Si − λ

1

~
(Heff × Si)× Si + fi × Si (3.10)

In equation 3.10, fi denotes the fluctuations due to thermal agitation represented by

a stochastic distribution. In accordance with the Langevin equation, the statistical

average of the fluctuating force must vanish in order to avoid any thermally induced

drift of the system. It can be shown that the length of the spin is conserved by the

stochastic Landau-Lifshitz equation. [75]

3.1.5 Integration of the spin equations of motion

In order to treat the stochastic Landau-Lifshitz equation for arbitrary spin systems

numerically, a fourth order Runge-Kutta method as proposed by Milstein and Tretyakov

[87] is used for the integration within this work. An extensive description of the numerical

realization is given in [75] and will not be discussed here.
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Figure 3.2: Visualization of the forces that act on a single spin (red) in the framework
of the stochastic Landau-Lifshitz equation. The spin precesses around the effective field
direction (light blue) due to the precessional force (dark blue). In addition to that, a
damping force (green) acts on the spin in a way that the precessional motion relaxes
towards the effective field direction. In order to account for thermal agitation of the

spin, a fluctuating force (yellow) is introduced.

3.1.6 Classical spin dynamics summary

In summary, systems of classical magnetic moments or spins can be treated by means of

classical spin dynamics. The method that is used within this work utilizes the stochas-

tic Landau-Lifshitz equation in order to describe the time evolution of the magnetic

moments under consideration of damping and temperature effects. The coupling to a

heat bath is realized by a Langevin-like approach. The resulting equations of motion

are integrated numerically by a fourth order Runge-Kutta method. This method can be

applied to arbitrary systems of classical magnetic moments. Whereas the positions of

the magnetic moments are fixed in space, the magnetic moment orientations due to in-

teractions between the magnetic moments and interactions with the magnetic moments

and external magnetic fields are calculated. In this work, a program package that is pre-

sented in [76] is used for all spin dynamics simulations. The program package provides a

comprehensive tool box with algorithms for Monte Carlo and spin dynamics simulations

together with a multitude of application modes. For a detailed description of the pro-

gram, the reader is referred to [75, 76]. Within the spin dynamics picture, the magnetic

moments are fixed in space which holds true for solid structures or, in comparison to

the time scale of the magnetic relaxation, very slowly changing magnetic moments, e.g.

magnetic particles in viscous matrices. This is presented in detail in chapter 6.
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3.2 Classical molecular dynamics

Classical molecular dynamics provides a method to compute the trajectories of atoms,

molecules or general particles. In contrast to quantum mechanical approaches, the forces

that induce the motion of the particles are derived from classical potential functions.

Molecular dynamics simulations involve three fundamental problems:

1. the physical model that describes the interactions between the particles and be-

tween the particles and external fields,

2. the calculation of potential energies and the resulting forces from the physical

model, and

3. the algorithm that is used to integrate the underlying equations of motion with

respect to the calculated forces.

Within this chapter, common solutions to these three crucial problems are introduced

in general and in the context of the simulation of the magneto-dynamics of ensembles

of magnetic nanoparticles in viscous matrices.

3.2.1 Potential energy functions

For molecular dynamics simulations atoms, molecules, or general particles are modeled

by point masses that interact with other particles and with external fields. In contrast

to ab initio methods that are based on quantum mechanical fundamentals, classical

molecular dynamics addresses systems of classical particles that are connected by means

of different kinds of virtual springs. In order to calculate the trajectories of particles

in a classical framework, the particle-particle and particle-field interactions have to be

defined in a suitable manner. In the context of molecular dynamics, the definition of

interactions as potential energy functions or force field is widely used. The forces on the

particles can directly be derived from these potential energy functions by equation 3.11.

Fi (r1, ..., rN ) = −∇iU (r1, ..., rN ) (3.11)

Here, Fi represents the force that the ith particle experiences due to theN other particles

at the positions r1, ..., rN in the system. The force is calculated by the scalar potential

function U (r1, ..., rN ) with ∇iU = ∂
∂ri

. In the framework of isotropic pair potential

functions the resulting forces depend exclusively on the distances between the parti-

cles whereas the absolute orientation is irrelevant. In contrast to that, anisotropic pair
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potentials depend on the particles’ spatial orientations as well. The formulation of suit-

able potential energy functions is usually complicated. Typically, they are not strictly

derived from first principles but determined by combinations of quantum mechanical

energy calculations, spectroscopy data, transport measurements, and other techniques.

In iterative processes the potential formulations are refined by means of experimental

data.

A potential energy function has to provide two key features. First, atoms, molecules, or

particles are bound together in the liquid and solid states of matter. Therefore, the po-

tential function must enable the attraction of particle pairs over long distances. At the

same time, the potential has to provide a repulsive contribution for short interparticle

distances in order to mimic the material’s resistance to compression. There is a mul-

titude of standard potentials that satisfy these conditions. In other cases in which the

potential function does not provide the required short-range repulsion it has to be used

in combination with a purely repulsive potential in order to establish physically correct

behavior. One famous example of an attractive-repulsive potential energy function is

the Lennard-Jones potential.

Lennard-Jones potential

The Lennard-Jones potential, also known as 12-6 potential, is a well-known potential

energy function for molecular dynamics simulations. It was originally proposed by John

Lennard-Jones to describe the intermolecular forces of liquid argon [88]. The most

common form of the Lennard-Jones potential is given in the following equation.

ULJ =

 4ε

[(
σ
rij

)12
−
(
σ
rij

)6]
, if rij < rcut

0, if rij ≥ rcut
(3.12)

Therein, ε represents the depth of the attractive potential well in units of energy, σ is

the distance at which the potential becomes zero, and rij is the distance between the

particles i and j. To reduce the computational complexity a cut-off radius rcut can be

defined at which the interaction between the particles becomes insignificant. Figure 3.3

shows the Lennard-Jones potential for σ = ε = 1. [88–90]

3.2.2 Particle-particle and particle-matrix interactions in systems of

interacting magnetic particles in viscous surrounding media

In order to model interacting magnetic particles in a viscous surrounding medium, three

different contributions have to be included in order to mimic the magnetic interactions as
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Figure 3.3: The Lennard-Jones potential in the 12-6 form for the case of ε = 1 in
units of energy and σ = 1 in units of distance. The potential consists of a short-range
repulsive and a long-range attractive contribution in order to mimic interparticular

forces for many applications.

well as the hard sphere interactions and the effect of the matrix viscosity. The particle-

particle interactions are included in terms of potential energy functions whereas the

particle-matrix interaction is taken into account as a force contribution.

Magnetic dipole-dipole interaction

The leading interaction between magnetic particles on the nanoscale that are immersed

in viscous matrices is the magnetic dipole-dipole interaction that is introduced in the

chapters 2.1.1 and 2.1.3 [28, 29]. Every particle in the system produces a magnetic

dipole field that affects every other particle. As the distances between the particles can

be considered large other magnetic interactions, i.e. exchange-type interactions, can be

neglected [12]. The pairwise potential energy contributions due to the magnetic dipole-

dipole interaction of two magnetic particles with magnetic moments m1 and m2 can be

calculated according to the following equation.

UDD = − µ0
4πr312

[
3

(
m1 ·

r12
r12

)(
m2 ·

r12
r12

)
−m1 ·m2

]
(3.13)
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r12

Figure 3.4: Exemplary magnetic dipole-dipole interaction energies of two interacting
cobalt nanoparticles with diameters of 10 nm. The magnetic dipole-dipole interaction
energy is plotted against the center-to-center distance r12 of the particles which is
varied from 10 nm to 100 nm. For a parallel alignment of the magnetic moments of the
particles negative energy values are obtained (black line) resulting in attractive forces
between the particles. On the other side, an antiparallel alignment of the magnetic
moments results in positive energy values (red line) and particle repulsion. Even for
this small sample that consists of only two particles the dipole-dipole energy acts over

a long distance of about 8 particle diameters.

In equation 3.13, m1 and m2 again represent the magnetic moments of the two particles

of one particle pair while r12 represents the vector that connects the centers of these

two particles. The absolute value of the center-to-center distance is given by r12. The

magnetic dipole-dipole interaction results in a force (see equation 2.9) that acts along

the line that connects the centers of the particles. With the magnetic dipole-dipole in-

teraction, attraction and repulsion of the particles can occur depending on the relative

orientations of m1 and m2. Due to its slow decay, the magnetic dipole-dipole interac-

tion is computationally elaborate. The absolute value of the energy as calculated by

equation 3.13 is usually small but at the same time it acts on a very long distance.

An exemplary case of two dipolarly interacting cobalt particles each with a diameter of

10 nm is shown in figure 3.4 for the cases of parallel and antiparallel alignment of the

magnetic moments of the particles. From this it becomes apparent that no clear cut-off

radius for the magnetic dipole-dipole interaction can be defined. Hence, the calculation

of all pairwise dipole-dipole interactions is necessary in every step in time.
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Figure 3.5: Comparison of the attractive and repulsive Lennard-Jones potential (ma-
genta, see chapter 3.2.1) and the purely short-range repulsive Weeks-Chandler-Andersen
potential (blue) for σ = ε = 1. The dominating contributions of both potential energy

functions 4 · r−12 and −4 · r−6 are shown in red and black respectively.

Weeks-Chandler-Andersen (WCA) potential

As already stated in chapter 3.2.1, each potential energy formulation has to provide

long-range attraction and short-range repulsion in order to result in physical behavior.

As the sign of the magnetic dipole-dipole interaction depends on the relative orientation

of the magnetic moments that are involved, a purely repulsive short-range potential

contribution must be included as well. Thus, the magnetic particles can be modeled

as hard spheres without inclusion of an elaborate collision detection. The well-known

Weeks-Chandler-Andersen (WCA) potential [91] provides a force-shifted variant of the

Lennard-Jones potential that is introduced above.

UWCA =

 4ε

[(
σ
rij

)12
−
(
σ
rij

)6]
+ ε, if rij < 2

1
6σ

0, if rij ≥ 2
1
6σ

(3.14)

By the WCA potential, the required short-range repulsion of the interacting magnetic

particles can precisely be realized. Above a distance of two interacting particles rij ≥
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2
1
6σ, the WCA potential is cut off. Below this distance, a Lennard-Jones type repulsion

is used. The parameters σ and ε are equivalent to the same parameters of the Lennard-

Jones potential as introduced in 3.2.1. A comparison of the Lennard-Jones and the

WCA potential is given in figure 3.5.

Stokes drag

The motion of the magnetic particles is affected by the viscosity of the surrounding

medium, e.g. water or different kinds of gel matrices in their liquid state. The force that

acts on a small spherical particle with a diameter dp at a velocity vp that is surrounded

by a viscous material with a dynamic viscosity ηm can be calculated by means of Stokes’

law.

Fvisc = 3πdpηmvp (3.15)

In contrast to the previously introduced particle-particle interactions, the drag force is

a particle-matrix type interaction that is calculated once for every particle in every step

in time of the molecular dynamics simulation. Moreover, this contribution is typically

given in terms of a force instead of a potential energy but can be transformed by means

of equation 3.11.

3.2.3 Force calculation

The forces that act on the particles have to be calculated in every step in time of the

molecular dynamics simulation. As introduced in chapter 3.2.2, particle-particle and

particle-matrix contributions can be distinguished. Whereas the particle-particle inter-

actions have to be calculated for every pair of particles in the system under consideration,

one contribution per single particle has to be considered for particle-matrix interactions.

The same holds true for general particle-field interactions which are not subject of this

work. Particle-field or particle-matrix interactions are generally easy to compute be-

cause the computational problem is of the order of the number of particles in the system

N . In contrast to this, the computation of pairwise interactions is much more demand-

ing because of the higher order of the problem. There are different approaches of how

to consider pairwise interactions in the calculation of forces that are presented in the

following. Which of these approaches can be applied depends on the physical type of

the potential energy function. [89]
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Neighbor list

For short-range potentials such as the Lennard-Jones potential (see chapter 3.2.1), a cut-

off radius can be defined at which the potential energy becomes zero. As a consequence,

particle pairs at distances larger than the cut-off radius do not interact with each other.

For the neighbor list method, a list is maintained that contains information about the

neighborhood of every particle in the system. In this list all pairs of particles with

distances within the cut-off radius are labeled as neighbors. For the calculation of forces

this means that only particle pairs that are neighbors according to the neighbor list

have to be considered. Thus, the order of the problem is reduced compared to the full

problem. In order to reduce the complexity of the problem further, it can be assumed

that the neighbor list is valid for more than one step in time of the simulation [90, 92].

On modern computers, even large systems can be treated in terms of a neighbor list. For

extremely large systems, methods exist that reduce the required memory capacity as it is

presented in [90]. On the downside, the neighbor list method is not efficiently applicable

to potential energy functions with long-range characteristics, e.g. the magnetic dipole-

dipole interaction (see chapter 3.2.2).

Cell computation

Another method to reduce the computational effort of the force calculation has been pro-

posed in [93]. Within this approach, the system is divided into two or three-dimensional

cells. The edges of these cells have to be longer than the cut-off radius of the potential

energy function under consideration. Thus, interactions of the particles are only relevant

for particles in the same cell or in adjacent cells. The cell information can efficiently be

organized in a linked list as proposed in [94]. Hence, the linked list is used to identify

the particles that belong to a cell. It provides a rational way to organize the memory

because the particle structure inside the rigid cells changes in every time step of the

simulation. Again, the application of this approach is only efficiently possible in the

case of a well-defined cut-off radius. [90]

All-pairs method

The all-pairs-method is a method to consider the full problem of the computation of

pairwise interactions. This method is applicable to all kinds of potential energy functions

with short and long-range characteristics. Moreover, it is easy to implement because

there is no selection between active and inactive pairwise interactions due to a cut-off

radius as it is the case for the neighbor list and cell computation approaches. On the
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downside, the all-pairs method is very inefficient for short-range potentials because all

contributions are considered, even zero contributions. On the other hand, for long-

range potential functions the computational effort is the same but the all-pairs method

provides correct potential energies whereas cutting off the potential leads to unphysical

behavior. More sophisticated methods for the calculation of forces are presented in the

literature. However, even these methods utilize an effective potential cut off [82, 89].

Within this work, the all-pairs method is applied for molecular dynamics simulations in

order to preserve the long-range characteristics of the magnetic dipole-dipole interaction.

[90]

3.2.4 Integration of the translational equations of motion

The particles in systems that are investigated by means of classical molecular dynamics

simulations obey the laws of Newtonian mechanics. Therefore, the forces that are cal-

culated in the previous step result in an acceleration of the particles in consideration of

the particle mass due to Newton’s second law [95]. There is a multitude of algorithms to

integrate the Newtonian equations of motion, e.g. the Euler method which is presented

in the following and different types of Runge-Kutta algorithms [96] or Verlet type inte-

gration schemes [92]. In order to identify a suitable algorithm for the integration of the

equations of motion several general features have to be considered. First of all, the force

calculation is computationally much more demanding than the subsequent integration.

For this reason, the actual speed of the integration algorithm plays a secondary role.

Moreover, the accuracy for large time steps has to be considered. The longer the time

step size can be chosen, the fewer force calculations are necessary and the more prob-

lems can be treated by the method. The usually strong short-range repulsive potential

functions in molecular dynamics simulations impose an effective upper limit on the time

step size. As a consequence, adaptive methods cannot be applied. In addition to that,

one has to consider the energy conservation properties of the candidate algorithms.

Simple integration methods usually have a fair accuracy for short time ranges and a

small drift in energy on longer time scales. Besides the energy conservation being a

feature of Newton’s equations of motion, the equations are also invariant under time-

reversal and area-preserving which should be considered for the choice of the integrator

algorithm as well. Time-reversibility is featured by some well-known algorithms such as

the Leapfrog algorithm [97]. On the other hand, there are algorithms that do not pro-

vide time-reversibility, e.g. predictor-corrector integration schemes [96]. Moreover, the

preservation of areas which is called symplecticity should be considered. If the equations

of motion act on a system of particles that span an area or a volume Ω, Ω evolves in

time. Symplectic algorithms, as well as the Newtonian equations of motion, conserve Ω
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even for long simulation times according to Liouville’s theorem whereas non-symplectic

algorithms map Ω on Ω′ which is usually much larger than Ω. It can be shown that

non-symplecticity is connected to a drift in energy. To sum up, time-reversibility and

symplecticity are not necessary for the integration of the equations of motion but they

support the energy conservation which has to be provided in order to produce accurate

trajectories. [89, 90]

For molecular dynamics simulations usually one of two Verlet type algorithms is utilized,

namely the Leapfrog algorithm or the Velocity Verlet algorithm. Both of them are time-

reversible and symplectic which leads to a good energy conservation on short time scales

and a considerably small long-time drift. At the same time, both algorithms are easy

to implement and stand out due to their performance and low memory consumption.

[89, 90]. The Leapfrog algorithm and the Velocity Verlet algorithm are presented in the

following after introducing the Euler method as the most simple integration method and

the basic Verlet scheme at the beginning.

Euler method

The Euler method, named after swiss physicist and mathematician Leonhard Euler, is

the most simple type of a Runge-Kutta scheme [96]. It provides a method to solve

ordinary differential equations to given initial values. It can be used to integrate the

equations of motion in the context of molecular dynamics simulations. This method is

based on the truncated Taylor expansion of the position r around the time t.

r (t+ ∆t) = r (t) + ṙ (t) ∆t+
r̈ (t)

2
∆t2 +O

(
∆t3

)
(3.16)

The actual Euler integration scheme is derived by inserting the expressions for ṙ (t) and

r̈ (t) from the Newtonian equations.

r (t+ ∆t) = r (t) + v (t) ∆t+
F (t)

2m
∆t2 +O

(
∆t3

)
(3.17)

It can be shown that the step’s error is only one power of ∆t smaller than the correction =(
∆t3

)
, i.e.

(
∆t2

)
. Furthermore, this algorithm is neither time-reversible nor symplectic

and as a consequence of that exhibits a strong energy drift. It has only conceptional use

and is not recommended for any practical application. There are other methods that are

based on the Euler method with much better properties such as the Backward Euler and
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Midpoint methods which in turn lead to the Runge-Kutta and Linear Multistep methods.

Nevertheless, the Euler method forms the basis of the Verlet integration scheme. [98]

Verlet algorithm

The Verlet algorithm is named after the french physicist Loup Verlet [92]. It is also

known as Explicit Central Difference method and provides an improved but still simple

form of the Euler method. Likewise, it is based on a truncated Taylor expansion of the

position r around the time t similar to the one shown in equation 3.16. In contrast to

the Euler method, third order terms are considered for the Verlet algorithm.

r (t+ ∆t) = r (t) + v (t) ∆t+
F (t)

2m
∆t2 +

∆t3

3!

...
r (t) +O

(
∆t4

)
r (t−∆t) = r (t)− v (t) ∆t+

F (t)

2m
∆t2 − ∆t3

3!

...
r (t) +O

(
∆t4

) (3.18)

By summation of these two equations for the forward and backward time evolution

(equation 3.18), equation 3.19 is derived.

r (t+ ∆t) + r (t−∆t) = 2r (t) +
F (t)

m
∆t2 +O

(
∆t4

)
(3.19)

The reformulation of equation 3.19 leads to a formula which estimates the position at

time t+ ∆t via the preceding position r (t−∆t) and the current values of the position

and the force, r (t) and F (t).

r (t+ ∆t) ≈ 2r (t)− r (t−∆t) +
F (t)

m
∆t2 (3.20)

Thus, the new position is computed without consideration of the velocity. However, the

velocity can be estimated from the trajectory by evaluation of equation 3.21.

r (t+ ∆t)− r (t−∆t) = 2v (t) ∆t+O
(
∆t3

)
⇒ v (t) =

r (t+ ∆t)− r (t−∆t)

2∆t
+O

(
∆t3

) (3.21)

After the new position is computed the position at time t−∆t can be discarded whereas

the current position becomes the proceding position for the next integration step. This

results in the least possible memory consumption. In contrast to the Euler method the

Verlet algorithm is both time-reversible and symplectic which results in good short and

long-time energy conservation. [89, 90].
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Leapfrog algorithm

The Leapfrog algorithm is a simple equivalent variation of the Verlet algorithm. In

contrast to the Verlet integration scheme, the velocities are computed at half-integer

time steps whereas the positions are still computed at integer time steps similar to

the Verlet algorithm. The definition of the velocity is the same as it is for the Verlet

algorithm, see equation 3.21.

v

(
t− ∆t

2

)
≡ r (t)− r (t−∆t)

∆t

v

(
t+

∆t

2

)
≡ r (t+ ∆t)− r (t)

∆t

(3.22)

According to equation 3.23, the new position can be computed from the preceding

position, the current position and the velocity in between. Thus, the positions and

velocites are leapfrogging each other. The use of the midpoint velocities results in more

accurate trajectories.

r (t+ ∆t) = r (t) + ∆tv

(
t+

∆t

2

)
(3.23)

For the estimation of v (t+ ∆t) equation 3.24 can be utilized which is derived from the

basic Verlet scheme.

v

(
t+

∆t

2

)
= v

(
t− ∆t

2

)
+
F (t)

m
∆t (3.24)

To sum up, the Leapfrog algorithm produces more accurate positions than the basic

Verlet algorithm. However, the total energy cannot be computed directly because the

positions and velocities are not available for the same steps in time. [89, 97]

Velocity Verlet algorithm

The Velocity Verlet algorithm is a method that uses the previously presented Leapfrog

algorithm as a basis. A slight modification of the velocity updating as it is presented

in [99] results in an integration scheme with simultaneously available positions and

velocities. Thus, the total energy can be computed directly.

v (t+ ∆t) = v (t) +
F (t+ ∆t) + F (t)

2m
∆t. (3.25)
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According to [89] the Velocity Verlet algorithm is equivalent to the basic Verlet scheme.

To conclude, Verlet type algorithms and especially the modified Velocity Verlet algorithm

are suitable for most application in molecular dynamics simulations. They combine fair

performance, low memory requirements and good accuracies and are easy to implement.

[100]

3.2.5 Molecular dynamics at constant temperature

As already introduced in the context of spin dynamics simulations in chapter 3.1.4,

the experimental situation for particle systems is usually explainable in terms of the

canonical ensemble with constant number of particles N , volume V and temperature

T . In order to keep the temperature of a real system constant, the system exchanges

energy with a very large energy reservoir in equilibrium at a definite temperature. As

the heat bath is much larger than the actual system it can be assumed that the system

adopts the heat bath temperature without influencing it. Thus, in simulations, heat

flow from and to the system must be enabled to control the system temperature. There

are several canonical molecular dynamics methods such as the Andersen method [101],

the Berendsen method [102], and the Nosé method in the formulation of Hoover [103]

which is mostly used in molecular dynamics simulations. [104]

The Andersen method closely resembles the experimental situation. Experimentally,

the particles of the system under consideration collide with the wall that separates the

system from the heat bath. Thus, energy is exchanged between the system and the

heat bath. The exchanged energy is then spread over the system by particle-particle

collisions. This generally results in a distribution of configurations according to the

canonical ensemble. Within the Andersen method, a constant system temperature is

realized by replacement of the velocity of randomly chosen particles by a velocity that

is drawn from a Maxwell distribution for the heat bath temperature. The equilibration

time and the energy fluctuations are controlled by the collision rate of the particles.

This procedure leads to a canonical distribution. [101]

In order to evaluate the expectation values of quantities that are independent of time

and momentum, a canonical distribution in the positins r can be used.

ρ (r) = e
−U(r)
kB ·T (3.26)

As the total kinetic energy of the system evolves towards the equilibrium value 3NkBT
2

with only small fluctuations around it, the kinetic energy can be forced to a value that

is exactly equal to the energy that corresponds to the temperature T. Hence, the narrow

energy distribution can be replaced by a delta function.
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ρ (Ekin)→ δ

[
Ekin −

3 (N − 1) kBT

2

]
(3.27)

This can be realized by rescaling the velocities after every integration step.

vi (t)→ λ · vi with λ =

√
3 (N − 1) kBT∑N

i=1mv
2
i

(3.28)

Besides this velocity rescaling approach, other methods have been developed that realize

the coupling of the system and the heat bath by an additional force as it was already

shown by the Langevin-like approach in chapter 3.1.4. In this approach, friction is

assumed to be proportional to the particle velocity resulting in a canonical distribution.

A particular formulation of the friction coefficient ζ has been proposed by Berendsen et

al. [102].

ζ = γ

(
1− TD

T

)
(3.29)

In this equation, γ represents a constant factor, T denotes the actual temperature that

is evaluated by the kinetic energy, whereas TD denotes the desired temperature that

is provided by the heat bath. With the Berendsen method of temperature control the

temperature decays exponentially towards the heat bath temperature resulting in usually

fast relaxation processes. On the downside, this method is neither time-reversible nor

does it provide a full canonical description.

A purely canonical and time-reversible method is given by the reformulation of Hoover

of the so-called Nosé method. Here, an artificial variable is introduced that realizes the

heat bath as an integral part of the system. The friction parameter ζ, expressed in

terms of a differential equation, is associated with a virtual mass Q that determines the

coupling between the system and the heat bath.

dζ

dt
=

1

Q

(∑
i

v2i − 3NkBTD

)
(3.30)

For large values of Q, a weak coupling is realized whereas a tight coupling is achieved

for small values of Q. The value of Q must be chosen with care in order to keep the

simulation time small, to avoid artificial high-frequency temperature fluctuations, and

at the same time realize a good temperature control.
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To summarize, constant temperature molecular dynamics simulations can be realized

by different methods such as Andersen velocity scaling and Berendsen or Nosé-Hoover

friction. The Andersen method provides a very simple way to control the temperature

but it does not allow temperature fluctuations as they are present in the canonical

ensemble. The Berendsen method follows a different approach, realizes temperature

fluctuations, and results in a fast relaxation of the system in simulation but it is not

time-reversible and does not provide a full canonical description. The Nosé-Hoover

method is associated with a time-scaling that is rather unintuitive but it provides a

time-reversible and fully canonical description. Hence, for the most molecular dynamics

simulations, the Nosé-Hoover method or a combination of Berendsen and Nosé-Hoover

methods is used. [104–106]

3.2.6 Classical molecular dynamics summary

To sum up, classical molecular dynamics provides a method to compute the trajectories

of particles that interact by classical potential functions. Here, the motion of mag-

netic nanoparticles that is induced by magnetic dipole-dipole interactions is considered

together with a viscous drag due to a liquid or gel-like matrix material. Moreover, a

classical potential formulation is used to realize hard sphere dynamics. By definition,

the orientations of the magnetic moments of the particles are not considered here and,

thus, are assumed to be fixed for a small time interval which is subject of chapter 6.

All molecular dynamics simulations in this work are performed with the open-source

software package HOOMD-blue [107–109]. HOOMD-blue provides a general-purpose

program package for particle simulations with integrators for different ensembles, in-

put/output options and standard potential formulations. It is highly customizable be-

cause of its modular structure. As a customization, major changes have been imple-

mented in HOOMD-blue in order to realize a simulation environment for magnetically

interacting particles. Standard molecular dynamics applications involve isotropic poten-

tial functions, i.e. the potential only depends on the scalar particle-particle distance.

Because the magnetic dipole-dipole interaction is highly anisotropic, the scalar handling

of the distances has been changed to a full vectorial treatment. Furthermore, the mag-

netic dipole-dipole interaction potential has been included in the HOOMD-blue code.

The most important change to the original HOOMD-blue is the inclusion of the spin

dynamics algorithm that is presented above for simultaneous spin dynamics simulations

for hybrid molecular and spin dynamics simulations which will be presented in detail

in chapter 6. In addition to that, a new output format has been included. In order to
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display the moving magnetic nanoparticles together with their changing magnetic mo-

ment orientations, a x3d output format for the instantreality framework [110] has been

implemented.

3.2.7 Reduced Lennard-Jones Units

In contrast to the spin dynamics algorithm that is used in this work, the molecular

dynamics tool HOOMD-blue does not utilize SI units. Instead of this, reduced Lennard-

Jones units are used for input, processing, and output. The reduced Lennard-Jones units

provide a full set of generic units. In order to improve the numerical performance, the

precision of floating point calculations can be maximized by scaling important quantities

to the order of 1. Therefore, the fundamental units mu (mass), du (distance), and Eu

(energy) are defined to match the problem and all other units are derived from these

fundamental units. Throughout this work, the following set of fundamental units is used

in order to ensure good performance and intuitive data input.

mu = kg

du = 10−9 m

Eu = J

(3.31)

Examples of derived units are shown in the following equations. The time unit τ is

expressed by all three fundamental units. The unit vu corresponds to the velocity by

dividing the unit of distance by the unit of time and Fu represents the reduced unit of

force by dividing the unit of energy by the unit of distance.

τ =

√
mud3u
E2
u

vu =
du
τ

Fu =
Eu
du

(3.32)

The magnetic units Mu of the magnetization and µu of the magnetic moment can be

derived from the fundamental units in the same manner.

Mu =

√
4πε0

E2
u

MuD3
u

µ0 =

√
4πε0

E2
uD

3
u

Mu

(3.33)
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The actual conversion factors can be identified by inserting the chosen fundamental

units in equation 3.31 into the derived units in equations 3.32 and 3.33. This system is

compatible to the SI system of the spin dynamics algorithm. However, the conversion

factors must be considered for the data exchange and the input files.





4
Design of model systems

The simulations that are shown in this work are performed on model structures which

consist of clearly defined ensembles of magnetic nanoparticles. In order to design model

structures that serve as input for simulations, one has to compromise between the com-

putational effort of the simulation and the realism of the structure under consideration.

On the one hand, one wants to investigate systems that are as close to the experimen-

tal situation as possible in order to obtain realistic results, i.e. realistic nanoparticle

structures and realistic magnetic and magnetoresistive properties. On the other hand,

the simulation has to be performed with limited computing resources. Therefore, a

simplification of real, experimental structures to model structures is required.

4.1 Experimental systems

For the experimental investigation of the magnetoresistive properties of systems that

are based on magnetic nanoparticles that are immersed in a conductive gel matrix,

obviously, samples have to be prepared. Therefore, different matrix materials can be

used. As shown in [5, 6, 111], a commonly used matrix material is agarose. Agarose is an

extract of seaweeds which can be used for the formation of hydrogel matrices. The long

agarose molecules therefore interweave when boiled up and subsequently cooled down

in a buffer. As the reticle of the gel is formed by hydrogen bonds, the gelatinization

process is reversible. For common agarose concentrations, gelling temperatures can be

found in the range between 32 ◦C and 45 ◦C while melting temperatures can be found

in the range between 80 ◦C and 95 ◦C. Figure 4.1 shows two sample systems that use

2% agarose as gel matrix together with cobalt particles with a concentration of 0.03, i.e.

the ratio of the particle mass over the gel mass equals 0.03. After the gel is heated and

thus liquefied, the particles are mixed in by stirring. Afterwards, the particles undergo a

self-assembly process. In addition to that, the nanoparticles can be structured by means

49
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(a) (b)

Figure 4.1: Sample systems consisting of a 2% agarose gel matrix and cobalt nanopar-
ticles with a particle concentration of 0.03. In addition to the particle self-assembly due
to the magnetic dipole-dipole interaction between the particles and viscous interaction
with the gel matrix, homogeneous (a) and rotating (b) external magnetic fields can be
utilized to structure the system. The particle-gel mixture is stored in a samples vessel

that is made of acrylic glass and measures 2 cm× 1.2 cm [6, 111].

of an external magnetic field. A system that is prepared in a homogeneous external

magnetic field is shown in figure 4.1(a) whereas figure 4.1(b) shows a sample that has

been prepared in an in-plane, rotating magnetic field. The samples are stored in vessels

that are made of acrylic glass and measure 2 cm× 1.2 cm [6, 111].

There are two possible ways to simplify these experimental systems in order to obtain

model structures that can be simulated numerically. Experimentally, three-dimensional

reconstruction techniques can be used to determine the real particle constellation that is

achieved under particular experimental conditions. On the other hand, one can abstract

from experimental findings, i.e. particle concentrations and gel viscosities, and create

model structures theoretically. Whereas the first method provides a very precise way to

convert real systems to in silico systems, the second method is a very basic and hence

a less time-consuming way.

4.2 3D reconstruction of nanoparticle ensembles

As introduced in [111, 112], a 3D reconstruction of systems of magnetic nanoparticles

that are immersend in a gel matrix can be performed in order to obtain detailed topo-

logical information. All 3D reconstructions that are shown here have been performed by

Thomas Rempel at Bielefeld University. First results have been published in [112] and

a detailed discussion will be published in [111].

For the 3D reconstruction, a dual method is used. This method involves a scanning elec-

tron microscope (SEM) and a focused ion beam (FIB). It has been shown in [111, 112]

that the SEM can be used to take images of the surface of the nanoparticle system by



4.2. 3D reconstruction of nanoparticle ensembles 51

(a) (b)

(c) (d)

Figure 4.2: SEM images of the surface of a sample A that is prepared in a homo-
geneous external magnetic field (a) and the surface of a sample B that is prepared in
a rotating magnetic field (b). The corresponding 3D reconstructions from SEM slice

images are shown in (c) for sample A and (d) for sample B. [111, 112]

scanning with a focused beam of electrons. At the same time, the FIB is used at a high

beam current to successively cut away thin slices. Afterwards, the SEM images can be

used for a 3D reconstruction of the particle microstructure. For this dual method, the

samples as shown in figure 4.1 have to be freeze-dried. As a consequence of the freeze-

drying process the samples lose their conductivity. Because conductivity is required for

the further process, the samples are then coated by a thin gold layer.

After the dual FIB-SEM method is performed, one has access to a full set of 2D images of

the system’s slices that can be used for a complete 3D reconstruction with a particular

software package. Sample SEM images and 3D reconstructions for the two kinds of

systems from figure 4.1 are shown in figure 4.2. In the 3D reconstructions, the gel

matrix is displayed in red whereas the particles are left out for the sake of clearness.

From the 3D models, it is possible to measure the particle positions and diameters in

layers that can be used as input for simulations. Figure 4.3 shows an exemplary particle
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Figure 4.3: Two-dimensional magnetic nanoparticle structure. The particle positions
and diameters are measured from one layer of a real, 3D reconstructed system that has
been imported by means of a dual FIB-SEM method. The positions and diameters can
be used as input for spin dynamics or hybrid molecular and spin dynamics simulations.

configuration that has been generated by means of the 3D reconstruction of a real

system similar to the one in figure 4.1(a). Therefore, one section of one layer of the 3D

reconstruction has been measured particle by particle. The resulting particle positions

and diameters can be used as input data for spin dynamics or hybrid molecular and

spin dynamics simulations. It should be noted that this technique is usually performed

on one section of the experimental system instead of the whole system because of the

technical efforts. In this example, an area of about 1500 × 1500 nm is considered. In

conclusion, this method provides a very precise way to determine particle positions and

diameters in systems that are prepared by different methods. On the downside, the

effort is huge. In the next section, a less elaborate approach is introduced.
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Figure 4.4: Experimental system consisting of cobalt particles that are embedded
in an agarose matrix. STEM image of the Co core / conductive C-shell nanoparticle
configuration that is used for AC GMR measurements and the particle size distribution

(inset). This figure is reproduced from [112].

4.3 Structure determination by abstraction and downsiz-

ing

As stated in section 4.1, an alternative method to create particle ensembles for the

simulation is provided by the abstraction and simultaneous downsizing of experimentally

observed properties such as particle size distributions and matrix viscosities. The particle

size distribution can be determined from images similar to the one shown in figure 4.4

[112]. From the size distribution and the concentration, it can roughly be concluded on

the arrangement of the particles in the gel. With this information, model structures can

be constructed. In order to generate systems, that are easy to compute, only a small

number of particles should be included. In a second abstraction step, one particle size

can be chosen instead of a size distribution. It has been shown in [112] that in this way

one is able to build very simple model structures that are easy to compute and at the

same time resemble the properties of real, complex structures. For the system that is

shown in figure 4.4, a very simple model structure was designed which is named AH41 in

the following. AH41 consists of 200 monodisperse cobalt particles with equal diameters

of 20 nm as shown in figure 4.5. The particles are spatially distributed over an area of

350× 350 nm.
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Figure 4.5: Sample structure AH41 containing 200 monodisperse cobalt particles
with d = 20 nm distributed over an area of 350 nm× 350 nm. The structure resembles

experimentally produced systems. [72]

4.4 Design of model systems summary

In general, simulations can be performed on arbitrary particle configurations. The par-

ticle positions and sizes can precisely be determined by means of 3D reconstruction

techniques. As real systems consist of a huge number of particles, simulations require

considerable computational efforts. Therefore, simplified model structures with a small

number of particles can be constructed by abstraction of experimentally obtained crucial

quantities such as the particle size distribution and concentration.



5
Efficient calculation of magnetic low energy

configurations of nanoparticle ensembles

Preliminary numerical investigations of model structures of magnetic nanoparticles have

shown that their topological disorder leads to geometric frustration. Hence, not all

interaction contributions can be minimized at the same time. As introduced in chapter

2.1.2, the nanoparticle ensembles behave like magnetic dipole glasses. The numerical

investigation of frustrated systems is associated with special characteristics. Here, an

experimentally inspired demagnetization routine is used to drive the system efficiently

towards its low energy configurations. The total energies that are achieved by this

method are even lower than the total energies that are derived by conventional relaxation

simulations. The results that are presented here have been published in [72] and [112].

5.1 Basic relaxation simulations

Classical spin dynamics simulations as introduced in chapter 3.1 reveal one single mag-

netic ground state, i.e. one particular configuration of the magnetic moment orientations

with the minimum total energy possible, for unfrustrated systems at T = 0 K. As ex-

pected, the topological disorder causes geometrical frustration. Hence, spin dynamics

simulations for random initial configurations result in a multitude of low energy config-

urations with similar total energies but structural differences. For the model structure

AH41, four exemplary configurations are shown in figure 5.1. From these configurations,

it becomes apparent that the energy landscape of the magnetic dipole-dipole energy fea-

tures a large quantity of local energy minima that are separated by energy barriers.

These barriers cannot be overcome by the simple relaxation procedure. Hence, the

configuration effectively “gets stuck” in one of these local energy minima without any

possibility of leaving it in favor of a lower energy minimum. The total energies that are
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calculated for the structure under consideration differ by approximately 2%. However,

the orientations of the magnetic moments are obviously different. So far, it remains

unclear wether other energy minima with even lower total energies exist.

A first approach for this problem is to cool the system from a high initial temperature

to T = 0 K during the simulation. As introduced in chapter 3.1.4, a Langevin approach

is used to couple the magnetic system to an external heat bath. Due to this heat bath

coupling, the magnetic moments fluctuate undirectedly with a white noise characteris-

tics. These fluctuations are capable of lifting the magnetic system out of a local energy

minimum which opens up the possibility of finding another, lower energy configuration.

A more sophisticated approach is to use a time-dependent magnetic field instead of a

varying temperature which is presented in the following.

5.2 Demagnetization protocol

The complex behavior of systems of magnetic moments with geometrical frustration

can be observed experimentally as well. As reported in [113] in the context of artificial

spin ice, demagnetization protocols can be used to drive magnetic ensembles into low

energy states very efficiently. In common demagnetization measurements [114, 115] the

magnetic sample is rotated in an alternating, damped, in-plane external magnetic field.

In doing so, the magnetic moments are rapidly agitated. Hence, the strong magnetic

dipole-dipole bonds can be broken down to open up the possibility of reaching another

low energy configuration.

In this work, a rotating, damped, sinusoidal magnetic field is used numerically to drive

frustrated systems in low energy states more efficiently, in analogy to the experimental

investigations of [113–115]. For the sake of simplicity, instead of rotating the magnetic

sample in the external field, the field is rotated around the sample. The external mag-

netic field is calculated according to the following equations in every step in time of the

spin dynamics simulation. The damping of the magnetic field is considered in equation

5.1 by means of the damping parameter τ .

B0,damped = B0 · exp
(
−τ tcurrent

ttotal

)
, (5.1)

with tcurrent, the current time step, ttotal, the total number of time steps and B0, the

amplitude of the external field. The frequency of the magnetic field per simulation run

is specified by the parameter f which is used to calculate β.

β = 2 · π · f · tcurrent
ttotal

(5.2)
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(a) (b)

(c) (d)

Figure 5.1: Examples of low energy configurations of structure AH41 obtained by
classical spin dynamics simulations at T = 0 K. The arrows represent the magnetic
moments of the particles. The resulting total energies that are calculated after the
magnetic moment configuration does not change with time any longer are (a) −3.78467·
10−16 J , (b) −3.75635 · 10−16 J , (c) −3.79583 · 10−16 J , and (d) −3.3.72457 · 10−16 J .
In all subfigures, the coloring of the magnetic moment vectors indicates the in-plane

component. (This figure is reproduced from [72].)
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The azimuthal and polar angles α and γ are calculated as follows with Nα, the number of

azimuthal turn per simulation rund and Nγ , the number of polar turns per simulations

run.

α = Nα · 2 · π ·
tcurrent
ttotal

(5.3)

γ = Nγ · 2 · π ·
tcurrent
ttotal

(5.4)

The three-dimensional orientation of the external magnetic field can finally be calculated

by the following equations.

Bx = B0,damped · sinα · cos γ · cosβ

By = B0,damped · sinα · sin γ · cosβ

Bz = B0,damped · cosα · cosβ

(5.5)

The progression of the absolute external field and its x-component for exemplary pa-

rameters is shown in figure 5.2. This demagnetization protocol has been included in

the spin dynamics algorithm that is presented in section 3.1 in order to investigate the

model structure AH41. Therefore, in analogy to section 5.1, each magnetic moment is

assumed to carry one effective magnetic moment of µeff = 641371.18 µB. The magnetic

moments are then exposed to an external magnetic field that follows the demagnetiza-

tion protocol. Exemplary results are shown in figure 5.3. Therefore, the parameters in

table 5.1 have been used for the demagnetization protocol.

Table 5.1: Parameters of the demagnetization protocol for AH41

Nα 7

Nγ 3

f 30

B0 0.05 T

τ 6
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Figure 5.2: Qualitative characteristics of the demagnetization protocol. The frus-
trated magnetic system is exposed to a damped, sinusoidal, and rotating external mag-
netic field. Here, the x-component of the external field (a) and the absolute value (b)

are shown for exemplary parameters.
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(a) (b)

(c) (d)

Figure 5.3: Exemplary results of simulations of the model structure AH41. Here the
external magnetic field follows the demagnetization protocol which is shown in figure
5.2. The parameters are specified as follows: Nα = 7, Nγ = 3, f = 30, B0 = 0.05T ,
and τ = 6. The resulting energies are (a) −3.82643 · 10−16J , (b) −3.83821 · 10−16J ,
(c) −3.81961 · 10−16J , and (d) −3.83900 · 10−16J . In all figures, the coloring of the
magnetic moment vectors indicates the in-plane component of the magnetic moment.

(This figure is reproduced from [72].)
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5.3 Comparison of simple relaxation and demagnetization

protocol

The resulting low energy configurations of both approaches, the simple relaxation and

the demagnetization protocol, can be compared qualitatively in terms of the final mag-

netic moment orientations and quantitatively in terms of the resulting total energies.

Qualitatively, it becomes apparent that the simple relaxation procedure leads to mag-

netic moment orientations that consist of several small vortices. In contrast to that,

simulations with a small external magnetic field that follows the demagnetization pro-

tocol lead to final configurations of the magnetic moments that consist in principle of

one large magnetic moment vortex with some smaller vortices at the boundaries. Two

exemplary configurations of the model structure AH41 for the two simulation methods

are shown in figure 5.4. Quantitatively, the total energies of the final low energy config-

urations are compared in figure 5.5. In this figure, there is a marked difference between

the total energies that result from the two simulation approaches. Figure 5.5 shows a

statistical evaluation of 1000 simple relaxation simulations that are compared to 1000

simulation runs that use the demagnetization protocol. The energy values that are

displayed here are the total energies that are calculated for the final configurations of

the magnetic moments that do not change with time any longer. Whereas the result-

ing total energies of the simple relaxation procedure show a broad distribution, the

demagnetization protocol leads to a much narrower distribution of the total energies.

Moreover, the total energies that are calculated by the demagnetization protocol are

overall significantly lower than the results of the simple relaxation procedure.

5.4 Demagnetization simulations summary

Ensembles of magnetic nanoparticles with spatial disorder have sophisticated properties

because the magnetic dipole-dipole energy landscape consists of a great number of local

energy minima that are separated by energy barriers. Simple relaxation simulations by

means of stochastic spin dynamics simulations show that during the relaxation proce-

dure, the configuration of the magnetic moments of the particles enters one of the local

energy minima. Because the energy minima are separated by energy barriers, the con-

figuration gets stuck figuratively. Therefore, lower, “better” configurations cannot be

reached. This happens in simulations as well as in experimental investigations. Thus,

nature and theory encounter the same issues.

In order to increase the efficiency of the procedure, the magnetic sample can be exposed

to an alternating external magnetic field. Hence, the magnetic moments are agitated
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(a) (b)

Figure 5.4: Qualitatively, differences in the magnetic moment orientations can be
identified between the results of simple relaxation simulations and simulations with a
demagnetization protocol. Simple relaxation simulations mostly result in low energy
configurations that consist of several small vortices of the magnetic moments (a). In
contrast to that, simulations that utilize a demagnetization protocol produce low energy
configurations that contain in principle one large magnetic moment vortex (b). In both

figures, the vortices are highlighted in blue.
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Figure 5.5: Statistical evaluation of 1000 simulation runs that follow the simple re-
laxation procedure and 1000 simulation runs that utilize the demagnetization protocol.
Comparing the final low energy configurations, the total energies that are achieved by
the demagnetization protocol are overall lower than the total energies from the simple
relaxation procedure. In addition to that, the distribution of the total energies is much

narrower for the simulation results of the demagnetization protocol.
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and the energy barriers can be overcome in order to reach lower energy configurations.

Here, it is shown that besides reducing the overall total dipole-dipole energy, the distri-

bution of the total energies is much narrower and clearer. The experimental technique

can be expanded to the simulation method with good results.





6
Hybrid molecular and spin dynamics

simulations

In order to estimate the GMR properties of ensembles of magnetic nanoparticles in vis-

cous matrices, the complete structuring process of the particles in their environment

must be considered. In analogy to experimental investigations, the particle data, i.e.

the number of particles, the size distribution, and the material data is given. The

particles can be initialized with random or specific coordinates. Theoretically and ex-

perimentally, the particles then undergo a self-assembly process due to their magnetic

dipole-dipole interactions until a stable final configuration is reached. Afterwards, the

GMR curves can be measured experimentally or they can be calculated from simulated

magnetization curves. In order to define general features such as particle densities, size

distributions or matrix viscosities that lead to favorable GMR properties, information

about the magnetic microstructure is required. As information about the single mag-

netic moment orientations of the particles cannot be provided experimentally, numerical

simulation is a crucial tool to identify these features. Here, a hybrid molecular and spin

dynamics method is presented that considers the magnetic and the mechanical degrees

of freedom of ensembles of magnetic particles in viscous matrices quasi-simultaneously.

In contrast to other hybrid molecular and spin dynamics methods [116–119], a purely

classical approach is used in this work.

6.1 Motivation

The self-assembly of magnetic particles and the structuring with external magnetic fields

attracts a lot of interest because of the versatile applications. Magnetic nanoparticles

can be used as building blocks for complex nanostructured materials such as data storage

65
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materials with high densities, nanoscaled electronic devices, sensor systems, and medi-

cal applications such as targeted drug delivery. There are two main classes of methods

to fabricate nanostructured magnetic materials. The first class of methods follows a

top-down approach and therefore the nanostructured material is created by using suc-

cessively finer tools on bulk materials. Important methods for the top-down construction

of nanostructured materials are focused ion beam and lithographic techniques such as

electron beam lithography or photolithography. In the second class of methods, the

opposite approach is taken and the nanostructured material is created bottom-up by

assembling atoms, molecules or particles to create complex, functional structures. Here,

the assembly of the building blocks can be directed or undirected. Within the directed

assembly, external forces are applied to the particles. On the other hand, the undirected

assembly is driven by the intrinsic properties of the particles. Self-assembly processes

can be found in atomic, ionic, and molecular crystals, liquid crystals and lipid bilayers.

The self-assembly is usually caused by van der Waals interactions, hydrogen bonding or

electromagnetic dipole interactions [120]. As shown in figure 6.1, new functional ma-

terials for applications in electronics, optoelectronics, thermoelectrics and many more

can be generated by self-assembly processes [121]. For systems of magnetic particles,

the particles self-assemble by means of magnetic dipole-dipole interactions or can be

directed by means of external magnetic fields. [122–125]

In order to investigate the self-assembly process of magnetic nanoparticles in viscous

media in detail, a combination of experimental and numerical techniques must be ap-

plied because the detailed magnetic structure remains hidden in experiments [112]. As

stated in the introduction, in order to simulate moving magnetic moments, the spin and

mechanical equations of motion must be solved simultaneously which can be done by

molecular and spin dynamics techniques. There are different hybrid molecular and spin

dynamics approaches presented in the literature. In [116, 126], a coupling of the spin and

electronic degrees of freedom is realized in an ab initio, atomistic method. A magneto-

mechanical coupling is realized in [117, 127, 128]. Therein, the spin degrees of freedom

are included as additional degrees of freedom in an ab initio molecular dynamics frame-

work. Another hybrid molecular and spin dynamics method is presented in [118] where

a reformulation of molecular dynamics that includes spin and lattice dynamics degrees

of freedom is provided. Moreover, another atomistic approach is presented in [119]. In

summary, there are hybrid molecular and spin dynamics methods reported in the liter-

ature. However, these methods are ab initio methods following an atomistic approach

which is not reasonably applicable to systems of magnetic particles on the nanoscale.

For the purpose that is pursued in this work, a classical approach must be followed.

Moreover, a coarse-grained approach is to be preferred over an atomistic approach in

order to use the resources at best. On the other hand, there are methods to simulate
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Figure 6.1: TEM images of superlattices self-assembled from chloroform solutions of
11 nm FexO/CoFe2O4 nanocrystals at different temperatures: (a) face-centered cubic
structure was formed at 45 ◦C; (b) face-centered cubic and hexagonal close-packed
structures were formed at 25 ◦C; (c) hexagonal close-packed structures were dominant
at −20 ◦C; and (d) non-close-packed structures were formed at −40 ◦C. Published in

[121]. Copyright c© 2010 American Chemical Society.

magnetic nanoparticles in solution that are not hybrid molecular and spin dynamics

methods. Most of these methods follow the same approach. The most important exam-

ples for this approach are presented in [129–132]. Basically, all of these methods utilize

Brownian dynamics simulations of magnetic particles under the assumption of frozen

magnetic moments inside the particles. Hence, the orientation of the magnetic moment

relative to the orientation of the magnetic particle does not change. Another approach

is introduced in [133] where the magnetic moments are not frozen inside the particles

but the spin degrees of freedom are included in the molecular dynamics code. In this

approach, a Barnes-Hut algorithm is used to compute the particle trajectories. All these

methods have in common that they make use of very strongly simplified approaches for

the magnetic degrees of freedom whereas the molecular dynamics approaches for the

mechanical part are very complex and sophisticated. As introduced in chapter 3.1, spin

dynamics is the tool of choice for the simulation of the magnetic configuration. Thus,

a hybrid molecular and spin dynamics method benefits from the advantages of both

worlds. According to current knowledge, there is no other hybrid method of this kind

reported in the literature. The content of this chapter is partly published in [112, 134].
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6.2 Separation of the magnetic and mechanical degrees of

freedom

The combination of spin dynamics and molecular dynamics in a new hybrid algorithm

as it is presented in this work is based on the assumption that the mechanical and the

magnetic relaxation processes occur on time scales that are clearly separated. Therefore,

spin dynamics and molecular dynamics can be used consecutively instead of a thoroughly

simultaneous coupling. It was proposed in [135] that for colloidal dispersions the time

scale of the colloidal particles and the time scale of their internal degrees of freedom

can be clearly separated, similar to the well-known Born-Oppenheimer approximation

[136]. In analogy to [135], here, the magnetic and mechanical degrees of freedom can be

treated separately. In order to validate this assumption for the problem that is considered

here, the relaxation times of these two classes of degrees of freedom are specified in the

following.

6.2.1 Mechanical relaxation of magnetic particles in a viscous matrix

The mechanical relaxation can be determined by the so-called configurational relaxation

time τcr. The configurational relaxation time is defined as the time that a spherical

particle in a liquid medium needs to diffuse across its own radius and can be calculated

according to equation 6.1. This time τcr can be considered as the least time required for

a change in the configuration of colloidal particles.

τcr =
ηmd

3
p

kBT
(6.1)

In equation 6.1, ηm denotes the dynamic viscosity of the liquid medium and dp denotes

the particle diameter. [137–139]

6.2.2 Magnetic relaxation

The relaxation of the magnetization of colloidal magnetic particles occurs by two differ-

ent mechanisms. On the one hand, the particle itself can rotate in the liquid medium

as shown in figure 6.2(a). The characteristic time that is associated with this relax-

ation mechanism is called Brownian rotational diffusion time τB and can be estimated

according to equation 6.2.

τB =
3Vpηm
kBT

(6.2)



6.2. Separation of the magnetic and mechanical degrees of freedom 69

(a) (b)

Figure 6.2: The relaxation of homogeneously magnetized particles in liquid matrices
is caused by two different mechanisms. (a) On the one hand, the particle itself can
rotate in liquid. This is referred to as Brown relaxation. (b) On the other hand,
the magnetic moment orientation rotates inside the particle without a change of the
orientation of the particle itself. In both figures, the particle orientation is marked by
a blue line, and the magnetic moment orientation vector is represented by a red arrow.

The second relaxation mechanism, the Néel rotation, describes the rotation of the mag-

netic moment vector inside the particle without a rotation of the particle itself which is

shown in figure 6.2(b). In the case of a single-domain particle with uniaxial anisotropy in

zero external magnetic field, for a change in the magnetic moment orientation, an energy

barrier KVp has to be overcome. Here, K denotes the particle material’s anisotropy con-

stant and Vp denotes the particle volume. For kBT � KVp, the thermal energy is large

enough to induce fluctuations of the magnetic moment orientation. The characteristic

time associated with this mechanism, τN , reads as follows.

τN =
1

f0
exp

(
KVp
kBT

)
(6.3)

In this equation, f0 denotes a characteristic frequency that can be determined experi-

mentally [140, 141]. For small particle diameters, the Néel relaxation dominates whereas

for larger particle diameters the Brown relaxation dominates. According to [142], both

mechanisms can be combined to the so-called effective relaxation time τeff which pro-

vides information about the actual relaxation behavior to a given particle diameter.

τeff =
τB · τN
τB + τN

(6.4)

The effective relaxation time τeff must be compared to the mechanical relaxation time

in order to determine the degree of separation of the two classes of degrees of freedom

in order to establish a quasi-simultaneous hybrid approach.
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Figure 6.3: Comparison of the relaxation times of the mechanical and the magnetic
degrees of freedom of cobalt nanoparticles with diameters up to 100 nm immersed
in 2% agarose with ηm = 0.017 Pa · s. The mechanical relaxation is dominated by
the configurational relaxation time (see equation 6.1) whereas the magnetic relaxation
occurs on the time scales that are given by the Brown and the Néel relaxation times
as shown in equations 6.2 and 6.3. For small particle diameters the Néel relaxation
time dominates whereas for larger diameters of the particles the Brown relaxation time
dominates. This is represented by the effective relaxation time which combines the Néel
and the Brown relaxation times according to equation 6.4. This figure is reproduced

from [134].

6.2.3 Comparison of mechanical and magnetic relaxation times

In order to validate the assumption that the time scales of the mechanical and the

magnetic relaxation are clearly separated for systems of magnetic nanoparticles that

are immersed in gel matrices, the specific time scales for realistic parameters are esti-

mated. In close coordination with previous experimental investigations [5, 6, 111] cobalt

nanoparticles with diameters of up to 100 nm are considered. Therefore, the anisotropy

constant is set to K = 105 J
m3 . In addition to that the characteristic frequency of the

Néel rotation is assumed to be f0 = 109Hz. In order to consider a realistic matrix

material, the kinematic viscosity of the liquid medium is set to ηm = 0.017 Pa · s to

mimic a 2% Agarose matrix as proposed in [5, 6, 111].

The result of the evaluation of the relevant time scales is shown in figure 6.3. It be-

comes apparent that both the configurational (mechanical) relaxation time and Brown

(magnetic) relaxation time slowly increase with an increasing particle diameter. At the
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same time, these relaxation times are clearly separated. In contrast to that, the Néel

relaxation time increases very rapidly with an increasing particle diameter. As already

stated above, the Néel relaxation dominates for small particle diameters whereas for

larger diameters of the particles the Brown relaxation dominates. Here, a transition

between these two mechanisms can be identified for values of the particle diameter of

about 20 nm. The actual relaxation time is described by the effective relaxation time

that considers both of the magnetic relaxation algorithms. In figure 6.3, it becomes

clear that for particle diameters below the transition at about 20 nm, the Néel relax-

ation is crucial. For the separation of the magnetic and mechanical degrees of freedom

this means that the configurational relaxation time has to be compared to the Néel

relaxation time. Here, it can be noted that except for very small particle diameters of

up to about 3 nm the magnetic and mechanical relaxation times are separated by at

least one order of magnitude. At the transition point at d = 20 nm, the separation is

slightly reduced but still clearly present at about one order of magnitude. Above the

transition point, the magnetic relaxation is dominated by the Brown relaxation time.

Here, in contrast to the regime below the transition point, the difference between the

magnetic and the mechanical relaxation time increases continuously with increasing the

particle diameter. Hence, a clear separation of the different types of degrees of freedom

is ensured for all diameters except for very small diameters.

This comparison can be repeated for different values of the parameters viscosity and

anisotropy constant. Even for large viscosities and significantly increased values of the

anisotropy constant, a clear separation between the mechanical and magnetic degrees of

freedom can be observed for reasonable particle diameters. Obviously, the critical points

shift along the particle size axis but, nevertheless, qualitatively the same features can

be observed.

In summary, a clear separation of the configurational (mechanical) relaxation and the

effective (magnetic) relaxation time which represents the Brown and the Néel relaxation

can be observed for realistic values of the crucial parameters. Thus, a hybrid approach

can be followed for the quasi-simultaneous simulation of the magnetic and the mechan-

ical degrees of freedom of magnetic particles in viscous matrices which takes advantage

of this very separation.

6.3 The role of temperature

As introduced in chapter 3, spin dynamics and molecular dynamics simulations are usu-

ally performed in the canonical ensemble which represents most of the experimental

situations. Hence, the average temperature is kept constant during the simulation. This
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is realized by means of an infinitely large heat bath that is coupled to the simulated sys-

tem. Here, a Langevin approach is used to couple the system to a heat bath by means

of stochastic forces in the framework of spin dynamics. For the molecular dynamics

part of the hybrid algorithm, a Nosé-Hoover thermostat is used. In order to avoid con-

flicts between these two different heat baths in the hybrid framework, the temperature

of the spin dynamics heat bath is set to T = 0 K. At the same time, the molecular

dynamics simulations are carried out at room temperature. It is explained in [143] that

it is common practice to couple separate thermostats to the subsystems of a simulated

system. This applies to systems with sets of degrees of freedom that differ significantly

concerning their characteristic frequencies. If one would couple such a system to one

heat bath the exchange of energy between the subsystems would be too slow. Thus, the

sets of degrees of freedom would obtain different effective temperatures. This is referred

to as “Hot-Solvent/Cold-Solute Problem” in the literature [143]. A typical example for

a system with strongly deviating characteristic frequencies is a system that contains

macromolecules in solution where a single thermostat would cause the average solute

temperature to be significantly lower than the average solvent temperature. This prob-

lem is usually solved by applying two seperate thermostats to the two subsets of degrees

of freedom. This separation is based on ab initio molecular dynamics methods such

as the Car-Parrinello approach [144] where the nuclear and electronic subsystems are

separated dynamically. According to Car and Parrinello, the slow nuclei are connected

to a “physical” temperature whereas the fast electronic degrees of freedom are linked to

a “fictitious” temperature. It is stated in [145] that the electronic subsystem which is

assumed to be cold is close to its minimum energy constellation. For the hybrid algo-

rithm, in analogy to [145], here, it is assumed that the cold and fast magnetic degrees of

freedom are close to their minimum energy configuration. This can be verified by pure

spin dynamics simulations. As a consequence of that the heat bath temperature of the

spin dynamics algorithm is set to T = 0 K. At the same time, the actual environment

temperature is considered in the molecular dynamics algorithm. In this work, simula-

tions are performed at room temperature.

However, as introduced in chapter 5, a finite temperature bath can be applied for the

spin dynamics steps of the hybrid algorithm in order to efficiently find low energy con-

figurations. Therefore, the system can be cooled from a high initial temperature to 0 K

during the simulation in order to avoid freezing in local energy minima.

6.4 Hybrid simulation coupling procedure

For the hybrid simulation method, the molecular and spin dynamics algorithms that are

introduced in chapter 3 are combined into one new algorithm for the quasi-simultaneous
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simulation of the magnetic and mechanical evolution of magnetic nanoparticles in vis-

cous matrices. As it is shown in figure 6.4 for a number of i magnetic particles, the

simulation starts from a random configuration {Si}0 of the magnetic moments to given

positions {ri}0. The effective magnetic moment of each homogeneously magnetized par-

ticle (see chapter 2.1) is calculated from the particle’s diameter dp and the material’s

saturation magnetization Msat as introduced in chapter 3.1.1, equation 3.1 [72]. First,

the initial configuration {Si}0 {ri}0 is used as input for the classical spin dynamics

algorithm (see chapter 3.1). Here, the first magnetic low energy configuration {Si}1
is calculated, i.e. the magnetic moment configuration is relaxed towards the first low

energy state. The term low energy configuration is chosen because the particle configura-

tions are spatially disordered which leads to geometric frustration. As a consequence of

that, the particles behave like a magnetic dipole spin glass as it is introduced in chapter

2.1.2. For the duration of the spin dynamics program run, the positions of the particles

are fixed whereas the magnetic moment orientations change to a configuration with a

local minimum in the total magnetic dipole energy. This is realized by the Runge-Kutta

integration of the damped Landau-Lifshitz equation with a Langevin-like coupling to

a heat bath. In order to avoid conflicts with the heat bath of the molecular dynamics

algorithm, the temperature of the spin dynamics heat bath is set to 0 K as introduced

in chapter 6.3. After the full initial spin dynamics run, the updated magnetic moment

orientations {Si}1 are forwarded to the molecular dynamics algorithm together with the

initial particle positions {ri}0. Within the molecular dynamics algorithm, the forces on

all particles are calculated first. These forces include the magnetic dipole-dipole forces,

the Weeks-Chandler-Anderson force contributions to enable hard particle dynamics, and

the viscous forces due to Stokes drag, see chapter 3.2.2. The force contributions are then

summed up for every particle in the system. With these forces, the equations of mo-

tion are integrated in the picture of the canonical ensemble with a given temperature

by means of the Velocity Verlet algorithm and the Nosé-Hoover thermostat which are

introduced in chapters 3.2.4 and 3.2.5. The integration is performed for a very small

step in time. Subsequently, the forces on all particles are calculated again for the new

positions and the integration of the equations of motion is performed again. This force

calculation and integration is repeated for a predefined number of steps in time. Mean-

while, the orientations of the magnetic moments are not updated again. This procedure

is based on the assumption that the mechanical and the magnetic degrees of freedom

can be treated separately as introduced in chapter 6.2.3. After the predefined number

of molecular dynamics time steps is reached the resulting configuration involves the up-

dated positions {ri}1 together with the previous orientations {Si}1. Then, the next full

spin dynamics run is intercalated which uses the positions that result from the preced-

ing molecular dynamics steps {ri}1. As a consequence, the magnetic moments obtain

new orientations {Si}2 that are again passed over to the molecular dynamics algorithm.
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SD MD

𝑺𝑺𝒊𝒊 𝑡𝑡=0 𝒓𝒓𝒊𝒊 𝑡𝑡=0

hybrid SD-MD algorithm
𝑺𝑺𝒊𝒊 𝑡𝑡+1 𝒓𝒓𝒊𝒊 𝑡𝑡 𝑺𝑺𝒊𝒊 𝑡𝑡+1 𝒓𝒓𝒊𝒊 𝑡𝑡+1

𝑡𝑡 = 𝑡𝑡 + 1

Figure 6.4: Schematic representation of the hybrid algorithm that couples classical
spin dynamics and classical molecular dynamics simulations in order to compute the
trajectories of magnetic nanoparticles in viscous matrices. The particles interact with
each other magnetically and mechanically with the viscous matrix material. Starting
from a random initial configuration, the first magnetic low energy state is calculated by
the spin dynamics algorithm. The orientations of the magnetic moments are updated
whereas the particle positions are fixed for this step. The new orientations and the old
positions are passed over to the molecular dynamics algorithm. Here, the forces on all
particles and the resulting motion for a small step in time are calculated. Subsequently,
the new positions and the old moment orientations are again communicated to the spin
dynamics algorithm to calculate the next magnetic low energy state. These steps are

repeated until a predefined number of time steps is reached.

These steps (orientation update by spin dynamics and position update by molecular

dynamics) are repeated until a predefined number of total steps in time is reached.

6.5 Validation: Hybrid simulation of a particle ring

In order to validate the hybrid molecular and spin dynamics coupling algorithm that

is presented in the previous sections, a simple example is treated analytically and by

means of pure spin dynamics calculations because the magnetic microstructure cannot

be investigated experimentally in detail for a comparison. Here, an ideal ring-shaped

ensemble of cobalt particles with equal diameters of 100 nm is investigated. The virtual

ring the particles are placed on measures 500 nm in diameter. The magnetic ground

state of a ring-shaped ensemble of magnetic moments is well-known and documented

[146, 147]. As it is shown in figure 6.5, the magnetic moments form a so-called flux closure

state where the magnetic moments form a circle with a clockwise or counterclockwise

orientation. These experimental observations can be reproduced by pure spin dynamics
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Table 6.1: Initial positions (x-coordinate and y-coordinate) and the resulting mag-
netic moment orientations mx, my of the 12 magnetic particles in a ring-shaped con-
figuration. The magnetic moment orientations have been calculated by means of spin
dynamics simulations. The simulated magnetic moment orientations are in agreement

with experimental findings according to [146, 147]

particle x-coordinate in nm y-coordinate in nm mx in Am2 my in Am2

P1 0 250.000 −7.435 · 10−16 0
P2 125.000 216.506 −6.439 · 10−16 3.717 · 10−16

P3 216.506 125.000 −3.717 · 10−16 6.439 · 10−16

P4 250.000 0 0 7.435 · 10−16

P5 216.506 −125.000 3.717 · 10−16 6.439 · 10−16

P6 125.000 −216.506 6.439 · 10−16 3.717 · 10−16

P7 0 −250.000 7.435 · 10−16 0
P8 −125.000 −216.506 6.439 · 10−16 −3.717 · 10−16

P9 −216.506 −125.000 3.717 · 10−16 −6.439 · 10−16

P10 −250.000 0 0 −7.435 · 10−16

P11 −216.506 125.000 −3.717 · 10−16 −6.439 · 10−16

P12 −125.000 216.506 −6.439 · 10−16 −3.717 · 10−16

(a) (b)

Figure 6.5: Flux closure state of magnetic nanoparticle rings. (a) Illustration of
flux closure domains in cyclic ensembles of magnetic dipoles in clockwise (left) and
counterclockwise (right) configurations. (b) Off-axis electron holography images of self-
assembled Co nanoparticle rings, taken at 298 K using a Philips CM-300 equipped
with a Lorentz lens (300 keV). The polarization of the FC states are depicted using
arrows and colors (red = right, yellow = down, green = left, blue = up). The magnetic
flux enclosed between adjacent contours is h/128e, and correlates with the contour

linewidths. The figures are reproduced with permission from [147].

simulations. Starting from a random configuration of the magnetic moments at the

given positions, the magnetic ground state is calculated by the spin dynamics method

that is presented in chapter 3.1 at T = 0 K. The initial configuration and the resulting

flux closure configuration that is obtained after 97 time steps with a step length of

dt = 1 · 10−14 s are shown in figure 6.6 whereas the actual positions and magnetic

moment orientations are collected in table 6.1.

In order to validate the hybrid molecular and spin dynamics simulation method, the

orientations of the magnetic moments that result from the pure spin dynamics simulation

are then used to calculate the forces on the particles by hand. Because the ring-shaped
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(a) (b)

Figure 6.6: Spin dynamics simulations of a ring-shaped configuration of 12 cobalt
particles with diameters of 100 nm. The magnetic macro moments of the particles
are initialized with random orientations (a). After 97 steps in time with a step size of

1 · 10−14 s, the ring-shaped flux closure state of the magnetic moments is reached.

Table 6.2: Force contributions on the topmost particle (particle 1) due to the magnetic
dipole-dipole interaction. These forces are calculated according to equation 2.9 for the

positions and magnetic moment orientations that are given in table 6.1.

force contribution Fx in N Fy in N

F1,1 0 0
F1,2 1.181 · 10−16 −3.165 · 10−17

F1,3 4.596 · 10−18 −2.654 · 10−18

F1,4 −2.654 · 10−18 2.654 · 10−18

F1,5 −2.553 · 10−18 4.423 · 10−18

F1,6 −1.371 · 10−18 5.117 · 10−18

F1,7 0 5.307 · 10−18

F1,8 1.371 · 10−18 5.117 · 10−18

F1,9 2.553 · 10−18 4.423 · 10−18

F1,10 2.654 · 10−18 2.654 · 10−18

F1,11 −4.596 · 10−18 −2.6541̇0−18

F1,12 −1.181 · 10−16 −3.165 · 10−17

particle ensemble is highly symmetrical, the complete system can be described with the

forces on one of the particles. Here, the magnetic dipole-dipole force contributions on

the topmost particle (P1 in figure 6.7) are calculated according to equation 2.9 in chapter

2.1.1. The resulting forces are shown in table 6.2.

Due to the characteristics of the magnetic dipole-dipole interaction, the force contri-

butions that are caused by the nearest neighboring particles P2 and P12 dominate

whereas the other contributions are small. The force contributions are depicted in fig-

ure 6.7. While the x-components of the force contributions cancel out, the dominating
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Figure 6.7: Magnetic dipole-dipole force contributions on particle 1 (P1). (a) The
forces are calculated from the magnetic moment orientations that result from a spin dy-
namics simulation. For the sake of clarity, the counterforces, i.e. the force contributions
that P1 imposes on all the other particles, are depicted here (yellow). The resulting
force on P1 is shown in green. The length of the force contribution arrow qualitatively
represents the value of the force. It becomes apparent that the contributions due to
particles 2 and 12 dominate. Moreover, the x-components of the force contributions
cancel out. Hence, P1 is pulled towards the center of the ring structure. (b) Due to
the symmetry of the structure, the resulting forces on the other particles have the same
absolute value as the force on P1. The forces are rotated around the center of the ring

so that each force points from the center of the particle to the center of the ring.

y-components due to P2 and P12 result in a force on P1 that acts towards the center of

the particle ring. Therefore, P1 is pulled towards the center of the ring structure. Due

to the symmetry of the ring configuration, the resulting forces on the other particles can

be determined by a simple rotation around the center of the ring. Hence, similar to P1,

the resulting forces on all the other particles in the configuration due to the magnetic

interactions between the particles act along the lines that connect the centers of the

particles and the center of the ring as shown in figure 6.7(b).

In summary, the particles in the ring-shaped configuration are pulled towards the center

of the ring due to the magnetic dipole-dipole interactions between the particles. While

the particles move towards the center, the magnetic moment orientations do not change

because the symmetry of the configuration is preserved. It is obvious that the final

configuration is again ring-shaped but the diameter is smaller than for the initial config-

uration so that the particles are in contact. For 12 particles with diameters of 100 nm,

the ring would measure 381.97 nm in diameter. Hard particle dynamics is realized by

the WCA potential that is introduced in chapter 3.2.2. When the particles get in contact

and overlap, a large force in opposition to the actual particle movement is exerted on

the particles. This force immediately drops to zero when the particles are in contact
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Figure 6.8: Final configuration of 12 cobalt particles in a ring-shaped configuration.
In agreement with preliminary theoretical considerations, the particles form a stable

ring with the particles in contact to each other.

without any overlap. Here, for the final, ring-shaped configuration of the particles, the

WCA force contributions ensures that the particles do not overlap. Thus, the particles

should form a stable ring with a diameter of about 382 nm.

For the validation of the hybrid molecular and spin dynamics algorithm, the ring-shaped

configuration of 12 particles is investigated numerically in order to compare the numerical

results to the theoretical expectations. The result of the hybrid simulation of the ring-

shaped particle configuration is shown in figure 6.8. It becomes apparent that the

numerical result meets the theoretical expectations. The result can be reproduced with

other random initial configurations of the magnetic moments of the particles.

6.6 Hybrid molecular and spin dynamics summary

In conclusion, a novel, hybrid simulation method is presented that couples spin dynamics

methods for the magnetic degrees of freedom and molecular dynamics methods for the

mechanical degrees of freedom of ensembles of magnetic particles in viscous matrices.

The coupling of these methods is realized in a consecutive approach which is based on

the clear separation of the time scales of the different types of degrees of freedom. The

hybrid method is validated with a ring-shaped configuration of 12 particles.



7
Hybrid simulation of the model structure

AH41 and estimation of its GMR properties

In order to demonstrate the capabilities of the hybrid molecular and spin dynamics cou-

pling procedure that is presented in chapter 6, a simulation run of the model structure

AH41 which is introduced in chapter 4.3 is presented here. As it is shown in chapter

6, the main objective of this work is to predict qualitative GMR properties of nanopar-

ticle ensembles in viscous matrices. According to chapter 2.2.3, the GMR curve of a

nanoparticle configuration can be calculated from magnetization curves which can eas-

ily be generated by spin dynamics simulations. In the following sections, first, the hybrid

molecular and spin dynamics simulation of the model structure AH41 is presented. Af-

ter that, the subsequent calculation of a qualitative GMR curve is demonstrated. The

results that are shown here have been published in [112].

7.1 Hybrid simulation of AH41

In order to perform hybrid molecular and spin dynamics simulations of the model struc-

ture AH41, 8 significantly overlapping particles had to be removed from the system in

order to enable numerical stability for a reasonable time step size. The initial configu-

ration of the 192 monodisperse cobalt nanoparticles with diameters of 20 nm that are

distributed over 350 nm×350 nm is shown in figure 7.1. The particles are shown true to

scale in translucent gray. Each magnetic particle carries an effective magnetic moment

that is represented by an arrow. The color of each arrow pictures the x-component of

the particle’s effective magnetic moment vector to ensure a good overview. For this ex-

emplary simulation, the viscosity of the matrix material is set to 0 Pa · s. As introduced

in chapter 6.3, the spin dynamics temperature is set to 0 K for the hybrid simulation

79
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Figure 7.1: Initial particle positions and random magnetic moment orientations for
the hybrid simulation of the model structure AH41 with 192 cobalt particles with equal

diameters of 20 nm. This figure is taken from [112].

whereas the actual temperature is considered in the heat bath coupling of the molecular

dynamics algorithm. Here, the model structure AH41 is simulated at room temperature.

At first, the magnetic low energy configuration of this system is calculated by means of

a complete spin dynamics run. Here, for AH41, 104 steps with a time step length of

10−14s are performed to reach a magnetic moment configuration that does not change

with time any longer. This magnetic moment configuration {Si}1 is then used together

with the initial positions {ri}0 to compute the forces on all the particles. In general,

these forces are due to magnetic dipole-dipole interactions and hard sphere interactions

between the particles and interactions with the particles and the viscosity of the liquid

matrix as introduced in chapter 3.2.2. For this example, the viscous forces all equal zero

because the viscosity is set to zero as introduced above. The force contributions are

then summed up for every particle. With these total forces per particle, the Newtonian

equations of motion are solved for one step in time according to the Velocity Verlet

algorithm, see equation 3.25. Here, the time step length is 10−14τ . In contrast to the

time step length of the spin dynamics algorithm that is given in seconds, the time step

length of the molecular dynamics part of the algorithm is given in the reduced Lennard-

Jones unit τ as it is presented in chapter 3.2.7. In addition to that, it has to be noted

that the actual time step length of the molecular dynamics algorithm must be regarded

as relative due to the characteristics of the Nosé-Hoover thermostat, see chapter 3.2.5.

Here, the effective relaxation time τNH is set to 1. The effective relaxation time is related
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to the virtual mass Q of the Nosé-Hoover thermostat via the following equation.

τNH =

√
Q

gkBT
(7.1)

In equation 7.1, g represents the number of degrees of freedom. Hence, the molecular

dynamics time is effectively scaled by the virtual mass Q and cannot be compared to

the “real” time steps of the spin dynamics algorithm. As introduced in chapter 6.2, the

mechanical degrees of freedom can be considered to be much slower than the magnetic

degrees of freedom. Thus, a large number of molecular dynamics time steps has to be

performed, before any magnetic rearrangement should reasonably be expected. In the

case of AH41, 104 molecular dynamics steps (force calculation and integration of the

Newtonian equations of motion) are performed without recalculation of the magnetic

moment orientations. After these 104 steps in time, the current configuration consists of

the particle positions {ri}1 and the previously calculated magnetic moment orientations

{Si}1. As a next step, another full spin dynamics run consisting of 104 steps is performed

which leads to the new magnetic moment orientations {Si}2. Again, these orientations

are used for 104 molecular dynamics time steps. These steps are repeated until the total

number of 2 · 107 molecular dynamics time steps is reached. Hence, 2000 spin dynamics

runs are performed over the course of 2 · 107 molecular dynamics time steps. Due to

the diminishing disorder of the structure over the simulation run, the variations of the

magnetic and topological structures are significant in the beginning of the simulation

and become smaller over time. Snapshots of the time evolution of the model structure

AH41 are shown in figure 7.2.

As reported in [112], the total magnetic dipole-dipole energy and the magnetization are

gradually reduced over the simulation run until a minimum value of both is reached.

For the initial configuration, a total magnetic energy of Einit = −3.34852 · 10−15 J

arises. For the final configuration, the total magnetic energy is reduced to Efinal =

−1.65116 ·10−13 J . The minimum energy configuration consists of chain fragments that

are ferro- or antiferromagnetically coupled and particle rings or islands that contain

magnetic vortices. This is in agreement with the experimental observations that are

published in [112]. In [112], the detailed microstructure of exemplary particle systems

is revealed by a three-dimensional reconstruction technique as presented in chapter 4.

Pure spin dynamics simulations of the reconstructed systems reveal chains and vortices

in broad agreement with the hybrid simulations that are presented here. A detailed

discussion of the experimental part of the investigations will be published in [111].
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(a) (b)

(c)

Figure 7.2: Snapshots of the topological and magnetic configurations of the model
structure AH41 that is calculated by the hybrid molecular and spin dynamics simulation
method. Here, 2 · 107 steps in time with a step length of 1 · 10−14 in reduced Lennard-
Jones units are performed with one full spin dynamics run after every 10000 steps in
time. (a) Snapshot after 1 · 106 time steps, (b) snapshot after 2 · 106 time steps and (c)

final configuration after 2 · 107 time steps. Figure (c) is taken from [112].

7.2 Prediction of qualitative GMR properties

For granular systems, the experimental GMR curves are measured by tracking the sys-

tem’s electrical resistance in a time-dependent external magnetic field as introduced in

chapter 2.2.3. In zero external field, the magnetic configuration is disordered, i.e. the

magnetic moment orientations are statistically distributed. Thus, the electrical resis-

tance obtains the maximum value because the electrons are scattered spin-dependently.

For increasing values of the external magnetic field the magnetic moments are increas-

ingly oriented along the magnetic field direction. Thereby, the spin-dependent scattering
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of the electrons is reduced resulting in a decrease of the electrical resistance with further

increasing external magnetic field. On the part of theory, according to [50], the GMR

ratio can be calculated from magnetization curves according to the following equation

(duplication of equation 2.13) as introduced in chapter 2.2.3 on the basis of the magnetic

order.

GMR = AGMR

[
1−

(
M

MS

)2
]

(7.2)

This equation can be applied to experimentally obtained magnetization curves as well as

to simulated magnetization curves. Experimentally, the GMR properties of the particle-

gel system in the solid state of the gel matrix are essential. For the simulation, this

state can be represented by freezing the mechanical degrees of freedom which effectively

corresponds to switching off the molecular dynamics part of the algorithm.

Subsequent to the full hybrid simulation that is presented in chapter 7.1, the final

particle positions are written to a new structure file that can be used as an input for a

pure spin dynamics simulation. This corresponds to the solid state of the gel that can

be investigated by switching off the molecular dynamics part of the hybrid algorithm.

For the spin dynamics simulation of AH41, 105 steps in time with a step length of

10−13 s are performed. In order to investigate the magnetization dynamics, the external

in-plane magnetic field is ramped up from −0.2 T to 0.2 T and back down to −0.2 T

during the simulation, in analogy to experimental investigations of similar structures.

The simulated magnetization curve and the resulting GMR curve are shown in figure

7.3.

Figure 7.4 shows the experimental situation. Here, the same system that is used as a

guideline for the determination of the model structure AH41 as shown in chapter 4.3

is investigated experimentally concerning its GMR properties. Therefore, a four point

probe setup is used to determine the electrical resistance as a function of the external

magnetic field according to chapter 2.2.3 at room temperature. The experimentally ob-

tained GMR curves are shown in figure 7.4(b) as a function of the particle concentration.

In the GMR curves, the maximum values of the electrical resistance correspond to the

structure with a maximum disorder, i.e. the magnetic moment orientations are statisti-

cally distributed in the absence of an external magnetic field. By increasing the absolute

value of the external magnetic field the magnetic moment orientations are gradually ori-

ented and therefore, the GMR value drops to a minimum value that corresponds to a

magnetic configuration with the maximum order.
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Figure 7.3: Calculated GMR curve (blue) for the simulated magnetization curve
(black) of the final configuration of the hybrid molecular and spin dynamics simulation
of the model structure AH41. The GMR curve is calculated from the magnetization
data by equation 7.2. As stated in chapter 2.2.3, the GMR effect amplitude must be
determined experimentally. Here, an effect amplitude of 20 % is assumed following the
experimental investigations on similar structures as presented in [112]. This figure is

reproduced from [112].

Finally, the theoretical results can be compared to the experimental results. It becomes

apparent that the theoretically obtained GMR curves in figure 7.3 show a strong similar-

ity with the experimentally obtained curve that is shown in figure 7.4(b). Provided that

the simulated model system AH41 is greatly simplified compared to the real system, it

is worth noting that the main features of the experimental GMR curve are reproduced

in the simulation very well. There is a great correspondence between the curve shapes of

the experimental and theoretical investigations. One crucial feature is the external field

value of the least ordered magnetic configuration. On the theoretical side, this point

can be found at about 0.04 T and −0.04 T respectively. In the experimentally obtained

GMR curve, the same point can be found at about 400 Oe and −400 Oe. Under the

assumption of a relatively small particle fraction of the system, the overall relative per-

meability can be assumed to be close to 1. Thus, a magnetic field strength of 1 Oersted

corresponds to a magnetic flux density of 1 Gauss. As 1 Gauss is equivalent to 10−4

Tesla in SI units, 1 Oersted is likewise equivalent to a magnetic flux density of 10−4

T. Hence, the experimentally determined magnetic field for the least magnetic order at

±400 Oersted corresponds to a magnetic flux density of ±0.04 T.
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(a)

(b) (c)

Figure 7.4: GMR measurement on cobalt particles embedded in agarose. (a) STEM
image and particle size distribution of Co core / conductive C-shell nanoparticles that
are used for AC GMR measurements; (b) Experimentally determined GMR curves as
a function of the particle mass concentration. The GMR effect amplitude is given as
∆R
R with R the electrical resistance. This corresponds to an effect amplitude of about

10 to 20 %. The reliability of the measurement can be evaluated by means of repeated
measurements as shown in (c). This figure is reproduced from [112].

In summary, a first, rough estimation of the magnetoresistive properties is possible by

means of numerical simulations. Here, it is shown that there is substantial consensus

between previous experimental results and the theoretically obtained GMR curves that

are calculated from simulated magnetization curves. It has to be noted that due to the

simplifications that are made for the particle configuration and the simplifying assump-

tions that are used for the calculation of the GMR from the magnetization without any

consideration of electron transport through the system, the calculated GMR curves can

only give a very basic indication of the GMR properties. [112]
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7.3 Hybrid simulation and evaluation of GMR curve of

AH41 summary

To sum up, the hybrid molecular and spin dynamics algorithm (see chapter 6) has been

applied to the model structure AH41 that has been constructed to mimic real systems

by abstraction and downsizing as presented in 4.3. In doing so, the particle trajectories

have been calculated from a given initial to the final configuration. For the computation

of the particle trajectories, the magnetic dipole-dipole interactions of the particles, hard

particle interactions and interactions with the surrounding medium have been taken

into account. With this method the self-assembly process of the magnetic particles

in the liquid matrix can be investigated and visualized step by step. Depending on

the particular simulation parameters, the magnetic moment orientations and particle

positions can be observed for virtually any step in time. Thus, a crucial gap is closed

because the experimental observation of the dynamical evolution of magnetic moments

of single particles is yet not possible at this time. With the final evaluation of the

magnetoresistive properties by means of an additional spin dynamics simulation, general

features can be identified that lead to particularly good magnetoresistive properties.

With the example that is presented here it becomes clear that with the simulation tool

chain that is presented in this thesis a route is opened up that shows clear similarities

to the experimental experimental approach. The first step, of the experimental as well

as the theoretical approach, is the preparation of the system. On the experimental side,

the particles are mixed into the gel and the self-assembly process takes place. For the

theoretical approach, the corresponding particle trajectories are calculated by means of

the hybrid molecular and spin dynamics algorithm. After the self-assembly is finished,

the gel matrix is dried out in the experiment whereas the molecular dynamics part of the

theoretical method is switched off to mimic the particles that are embedded in the now

rigid matrix material. After the system is prepared, experimentally or theoretically, the

actual measurement is performed. Here, the crucial quantity of interest is the GMR ratio

because in magnetoresistive sensor applications, the sensor sensitivity is dominated by

the GMR characteristics. Experimentally, the GMR curve is determined in a four point

probe setup by measuring the resulting voltage to a given current. On the theoretical

side, the GMR curve is determined from a subsequently calculated magnetization curve.

Here, it is shown with the example of the simplified model structure AH41 that in silico

experiments can be used to complement and replace experiments on real systems. In

doing so, a cheap and fast way to investigate combinations of particle materials, size

distributions, concentrations, and matrix materials is created.



8
Suggestions for further experimental

investigations

In chapter 7 it is shown that the hybrid molecular and spin dynamics algorithm can be

used to compute the trajectories of self-assembling magnetic particles in viscous matrices

due to magnetic dipole-dipole, viscous and hard sphere interactions. From the result-

ing topological and magnetic configurations, magnetization curves can be computed to

determine first estimations of the GMR curves. Moreover, the hybrid algorithm can be

applied to three-dimensional configurations and interesting effects can be revealed. As a

consequence, one is able to predict highly promising structures for further experimental

investigations. In addition to that, arbitrary three-dimensional nanoparticle arrange-

ments can be investigated by the hybrid simulation method. In doing so, one is able

to predict interesting experimental situations. In this chapter, different suggestions for

further experimental and combined theoretical/experimental studies are made. All ideas

that are presented here must be interpreted as first approaches that are based on rough

estimations that are extrapolated from first, basic simulations.

8.1 Identification of promising configurations for the de-

velopment of magnetoresistive sensor devices

As introduced in chapter 7.3, different combinations of particle materials, size distribu-

tions, concentrations and gel viscosities can easily be simulated and compared concerning

their magnetoresistive properties by performing hybrid molecular and spin dynamics

simulations and subsequent pure spin dynamics hysteresis simulations. Therefore, a

comparison of one particle type in two different matrix scenarios has been drawn that

is published in [148]. Therein, a system of 192 cobalt particles similar to the previously
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Figure 8.1: Model structure LT1 consisting of 192 Co nanoparticles that are dis-
tributed over an area of about 350 nm× 350 nm. Here, 52 particles have diameters of
10 nm whereas 140 particles with diameters of 20 nm are used. The structures resem-
bles the model structure AH41 but in contrast to AH41 two different particle diameters

are used.

presented model structure AH41 is used in hybrid molecular and spin dynamics simula-

tions and subsequent GMR effect estimations. In contrast to the monodisperse particles

of AH41, here, two different particle sizes are used. The particle configuration which is

named LT1 in the following is shown in figure 8.1.

In order to investigate the influence of the matrix viscosity on the GMR curve, the same

structure LT1 is simulated twice. The first simulation considers the structure without

any surrounding medium which corresponds to a matrix material with a dynamic vis-

cosity of 0 Pa · s. In a second simulation, the dynamic viscosity of the matrix is set

to 0.11 Pa · s in order to mimic a 4% agarose matrix as proposed in the experimental

studies that are published in [5, 6, 111]. Agarose is a seaweed extract that forms a hy-

drogel with a distinct liquid-solid transition that is commonly used for electrophoresis.

Because of the liquid-solid transition properties and its electrical resistance, agarose is a

good candidate for the application in printable, nanoparticular, magnetoresistive sensor

systems.

At first, hybrid molecular and spin dynamics simulations of both systems, with and
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(a) (b)

Figure 8.2: Results of hybrid molecular and spin dynamics simulations of the model
structure LT1 with and without a 4% agarose matrix. (a) The stable final configuration
of the system without any matrix material is reached after 2 · 107 steps in time with a
time step length of 10−14, given in reduced Lennard-Jones units. The final configuration
mainly consists of chains and particle rings that contain magnetic vortices. (b) For the
system with an agarose matrix, the stable final configuration is obtained after 3 · 107

steps in time. The configuration, again, consist of particle chains and rings but in
addition to that many small particles are isolated, in contrast to the system without

matrix. This figure is reproduced from [148]. c©2015 IEEE

without agarose matrix, are performed from random initial configurations at room tem-

perature. For both systems, a time step size of 10−14 τ (in reduced Lennard-Jones

units) is chosen and spin dynamics runs are interposed every 104 steps in time. For the

system without an agarose matrix, a total of 2 · 107 steps in time is required to reach

a configuration that does not change with time any longer. For the system with the

agarose matrix, the particles move slower due to the interaction with the gel matrix and

therefore an extended simulation with 3 ·107 steps in time is required. For both systems,

the hybrid simulation results in a particle configuration that consists of antiferromag-

netically coupled chain fragments, ferromagnetically coupled areas, and particle rings

that contain magnetic vortices as expected due to previous investigations as presented

in chapter 7. The final configurations of hybrid simulations of both systems are shown

in figure 8.2.

There is, however, an important difference between the final configurations of both sys-

tems. Qualitatively, for the system without an agarose matrix, nearly all particles are

incorporated in chains and vortices and hardly any particles are isolated. In contrast

to that, for the system with the 4 % agarose matrix many particles, especially small

particles are isolated and therefore not included in the particle chains and vortices. As

the only difference between these two systems is the presence or absence of the agarose
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(a) (b)

Figure 8.3: Qualitative evaluation of the final configurations of hybrid molecular and
spin dynamics simulations of the model structure LT1. (a) Simulation of LT1 without
viscous matrix. The final configuration consists of a significant number of particle
rings that contain magnetic vortices (red circles) and small ferromagnetically coupled
areas (blue circles) and antiferromagnetically coupled chains. (b) With an agarose
matrix, the simulation results in a structure that consists of a significantly reduced
number of magnetic vortices (red circles). The viscous matrix inhibits particle motion
and therefore, larger ferromagnetic areas and isolated small particles (blue circles) are

present.

matrix that is incorporated in the model by the Stokes’ drag (see chapter 3.2.2), the

isolation of the particles must be due to the matrix viscosity. In this case, due to the

viscous force of the matrix on the particles, the movement of the particles is slowed

down and partially inhibited. Thus, as the smaller particles also have a smaller effective

magnetic moment, the magnetic force is too small to overcome the viscous drag force.

As a consequence, the number of particle vortices is reduced in favor of isolated parti-

cles and larger ferromagnetically coupled areas. At this point, the crucial question is

whether isolated particles and ferromagnetically coupled areas are to be preferred or not.

To answer this question, one has to define features that improve the GMR characteristics.

As introduced in chapter 2.2.3, the granular GMR effect can be considered as a relation

of magnetic order and disorder. In figure 2.8 it is shown that a distinct GMR curve is

the result of a distinct differentiation between the magnetically ordered configuration in

saturation and the magnetically disordered configuration at the coercive field. As a con-

sequence, in order to achieve good GMR properties, the magnetic configuration must be

readily switchable in reasonable and experimentally producible external magnetic fields.

In experimental investigations and theoretical studies by means of spin dynamics simu-

lations, one can show that magnetic vortices are extremely stable to external magnetic
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fields. Hence, in experimentally accessible external magnetic fields of a few thousand

Oersted, these extremely stable vortex structures would not be switched at all. There-

fore, the difference between the ordered and the disordered magnetic configurations is

small compared to less stable particle configurations such as chains or ferromagnetically

coupled areas. For this reason, stable vortices must be avoided in order to achieve good

GMR properties. Going back to the topic of the two simulated systems under consid-

eration, the viscosity of the gel matrix inhibits the particle movement and therefore a

significant amount of isolated particles exists that, consequently, is not participating in

stable vortices. In contrast to that, these isolated particles are very easily switchable

even in small external magnetic fields. Hence, from theory, better GMR properties are

expected for the system with the agarose matrix.

The assumption that a significant viscosity of the matrix material leads to better GMR

characteristics can be supported by spin dynamics simulations. As presented in 7.2, the

qualitative GMR characteristics can be derived from magnetization curves that can be

obtained by means of pure spin dynamics simulations. For the system under consider-

ation, the final configurations of the hybrid molecular and spin dynamics simulations

of LT1 that are shown in figure 8.2 are used as input positions for two spin dynam-

ics simulation. In order to mimic a conventional experimental situation, the external

magnetic field is ramped up from −0.2 T to +0.2 T and back down to −0.2 T . At the

same time, the total magnetization of the system is observed. As shown in 7.2, with a

reasonably chosen GMR effect amplitude, the GMR curve can be calculated from the

magnetization curve according to equation 7.2. Here, in agreement with previous ex-

periments (see figure 7.4), a GMR effect amplitude of AGMR = 20% has been chosen

for the evaluation. The magnetization curves of both systems are shown in figure 8.4

together with the resulting GMR curves. A comparison of the GMR curves of both

systems is shown in figure 8.5. Here, it becomes apparent that a noticeable difference

between the GMR curves of both systems can be identified. Whereas the GMR curve

of the system without viscous matrix appears to be smeared out, the GMR curve of

the system with the agarose matrix is characterized by clear and narrow peaks. For the

application in magnetoresistive sensors, the sensor sensitivity is the most crucial param-

eter. For the system LT1, the sensitivity is increased by the application of an agarose

matrix, manifesting in clearer GMR peaks. In the same manner, other particle materials

and structures as well as different matrix materials can be investigated concerning their

magnetoresistive properties. [148]

In summary, the simulation tool chain that involves hybrid molecular and spin dynamics

simulations and subsequent GMR calculations provides an easy and cost-efficient way
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(a)

(b)

Figure 8.4: Results of spin dynamics simulations and subsequent GMR estimations
of the structure LT1 (a) without and (b) with agarose matrix. The simulations are
performed in an external magnetic field that is ramped up from −0.2 T to +0.2 T
and back down to −0.2 T . The resulting magnetization curves are shown in black.
By means of equation 7.2, a qualitative estimation of the GMR curve (blue) can be

obtained. Here, a GMR effect of 20% is assumed.

to identify promising combinations of magnetic particle materials, particle size distri-

butions, particle concentrations and matrix material viscosities. Here, an exemplary

investigation of the influence of the matrix viscosity on the GMR effect has been shown

for a simple model system LT1 that contains 192 cobalt particles with diameters of

10 nm and 20 nm. It is shown that the topological differences of the structures with

and without an agarose matrix result in different GMR characteristics. Thus, it is possi-

ble to make recommendations for further experimental investigations. At the same time,
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Figure 8.5: Comparison of the calculated GMR curves of the final configurations of
the model structure AH41 without (a) and with agarose matrix (b). For the system
with the agarose matrix, the GMR curve shows clear, narrow peaks, whereas the GMR
curve of the system without matrix the peaks appear more smeared out. In agreement
with previous considerations, the viscosity of the matrix material plays a crucial role for
the GMR characteristics of systems of magnetic particles in gel matrices. This figure

is taken from [148]. c©2015 IEEE

the single magnetic moment orientations can be monitored. As this is not possible in ex-

periments, additional information can be generated by these simulations. In addition to

that, the formulation of general rules for the design of nanoparticular magnetoresistive

systems is enabled by this method.

8.2 Investigation of three-dimensional structures

As introduced in the previous chapters, ensembles of magnetic nanoparticles in viscous

conductive matrices are particularly suitable for printable, low-cost magnetoresistive sen-

sor devices for various applications. Therefore, quasi two-dimensional arrays of particles

are prepared. In the course of the investigations of this work, small three-dimensional

ensembles have been studied to test the algorithm and for rather didactic purposes. Sur-

prisingly, very interesting results have been obtained that are presented in the following

sections. With these results, novel and pioneering experiments may be predicted.
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(a) (b)

Figure 8.6: Sketch of the tubular particle structure. The tube consists of 5 rings each
containg 12 particles with diameters of 100 nm in a circular arrangement. The tube
measures 500 nm in diameter whereas the separate rings are placed 125 nm apart. (a)
Front view of the tube showing one particle ring. (b) Side view showing the positioning

of the particle rings.

8.2.1 Nanoparticle tube

As an extension to the validation problem that is presented in chapter 6.5, here, equal

rings are combined into a three-dimensional tubular structure. Therefore, five rings are

assembled, each consisting of 12 cobalt particles with diameters of 100 nm. The diameter

of each ring measures 500 nm. For the tube, the rings are positioned at a distance of

125 nm to the next ring. The particle configuration is shown true to scale in figure

8.6. Here, a zero viscosity matrix is assumed. For this structure, a complete, hybrid

molecular and spin dynamics simulation is performed. Therefore, a molecular dynamics

time step size of dt = 1 · 10−12 given in reduced Lennard-Jones units must be chosen.

As previously introduced, the molecular dynamics part of the simulation is performed

at room temperature which corresponds to a thermal energy of T = 414.195 · 10−23,

given in reduced Lennard-Jones units again. A total of 5 · 106 molecular dynamics steps

is required to drive the structure into a configuration that does not change with time

any longer. After every 104 steps in time, a full spin dynamics run is intercalated.

Therefore, 104 time steps with a step length of 10−14 s are performed at T = 0 K. The

final configuration of the tubular particle arrangement is shown in figure 8.7(b). This

stable configuration consists of connected, antiferromagnetically oriented particle chains

in a zigzag arrangement. Instead of a distinct tube, the self-assembling process of the

magnetic particles results in a slightly conical, tubular structure that is made of chains

instead of rings.
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(a) (b)

(c)

Figure 8.7: Hybrid molecular and spin dynamics simulation of a tubular arrangement
of cobalt nanoparticles in a matrix with zero viscosity according to the schematic rep-
resentation in figure 8.6. (a) Initial particle positions and random magnetic moment
orientations. (b) Final configuration of particle positions and magnetic moment orien-
tations. In contrast to the initial configuration, the final structure obtains a slightly
conical shape consisting of antiferromagnetically oriented chains. (c) Rotated view of
the final configuration. To provide a clearer view of the structure the magnetic mo-
ment orientations are neglected here. It becomes apparent that the final configuration

consists of connected particle chains in a zigzag arrangement.
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Figure 8.8: (a) SEM image of Ni bowls. The inset shows a typical bowl. (b) TEM
image of Ni bowls with HRTEM image inserted corresponding to the marked frame in
(b). (c) Illustration for the growth mechanism of Ni bowls. Reprinted with permission

from [149]. Copyright 2011 American Chemical Society

The slightly conical shape of the tube resembles a bowl. There is technical interest in

bowl-shaped nanostructures because of their outstanding properties concerning super-

hydrophobicity [150], optical properties [151], and particular phase behavior [152]. As

reported in [149], the synthesis of bowl-shaped nanostructures is still challenging and

one possible synthesis route is presented. The authors propose a growth mechanism

that is shown in figure 8.8(c). This route could be retraced with the hybrid molecular

and spin dynamics method. In addition to that, it is possible to optimize the particle

material and surrounding medium material combination by means of simulation. Here,

an enhancement of the bowl-shape can be found for a similar system with a reduced

number of rings. Instead of combining five similar rings, three rings are combined to

strengthen the shape of the bowl. The particle material and diameter, the diameter of

the rings and the distance between the rings corresponds to the parameters that are

chosen for the configuration of five rings. The simulation results are shown in figure

8.9. It becomes apparent that the shape of the bowl is much more pronounced than for

the system that initially consists of five rings. To sum up, hybrid molecular and spin

dynamics simulations can be used to retrace and explain mechanism that lead to the

self-assembly of bowl-shaped nanostructures. Moreover, the simulation results can be

used to identify suitable particle materials and properties of the surrounding medium.
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(a) (b)

(c) (d)

Figure 8.9: Hybrid molecular and spin dynamics simulation results of a tubular
configuration that consists of three rings each containing 12 cobalt particles similar to
the configuration of five rings that is shown in figure 8.7: (a) front view of the initial
configuration with randomly oriented magnetic moments of the particles, (b) tilted view
of the initial configuration, (c) final, bowl-shaped configuration and (d) representation

of the final configuration with hidden magnetic moment orientations.

8.2.2 Nanoparticle cube

A very regular self-assembly process can be identified in the case of a perfectly cubi-

cal arrangement of eight cobalt particles with diameters of 100 nm in a zero-viscosity

surrounding medium at room temperature. The edges of the fictitious cube measure

250 nm. As expected, the magnetic particles are attracted until they make contact.

Hence, the resulting stable configuration again is a cubical arrangement that consists of

two particle squares that contain magnetic vortices with opposite orientations. Figure

8.10 shows the inital and the final configuration of the particle positions together with

the magnetic moment orientations.
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(a) (b)

Figure 8.10: Hybrid molecular and spin dynamics simulation of a cubical arrange-
ment of 8 cobalt nanoparticles according to the schematic representation in figure 8.6.
(a) Initial particle positions and random magnetic moment orientations. (b) Final con-
figuration of particle positions and magnetic moment orientations. Due to the magnetic
dipole-dipole interactions between the particles, the magnetic nanoparticles attract each

other resulting in a densely-packed cubical arrangement.

A very interesting observation can be made by surveying the same cubical particle ar-

rangement with an additional particle that is placed at a randomly chosen position on

one face of the cube. It has to be noted that for the observation that is presented in the

following, an artificially high magnetic dipole-dipole contribution was assumed for test

purposes. Here, the magnetic dipole-dipole energy is increased by a factor of 104. Nev-

ertheless, these results are remarkable and maybe could be reproduced experimentally

for a different material combination at a different temperature.

The initial configuration for this simulation is shown in figure 8.11(a). The cobalt parti-

cles again have diameters of 100 nm and the edges of the fictitious cube measure 250 nm.

The fictitious cube edges are shown as red lines to guide the eye. The self-assembly pro-

cess of the cubic particle arrangement with the additional asymmetric defect particle

results in a low energy configuration that consists of a ring and an approximately per-

pendicular, curved chain fragment at the center of the ring as outlined in figure 8.11(g).

This state is reached after about 50% of the total number of steps in time of the simu-

lation. This configuration can be reproduced for different simulation parameters. After

the assembly process is completed, two different scenarios can occur. In the first scenario,

the curved chain fragment rotates rapidly inside the particle ring while the ring performs

a wave-like motion. In the second, opposed scenario, the ring rotates slowly around the

chain fragment which, however, corresponds to the same situation. The rotation does
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(a) (b) (c)

(d) (e) (f)

ring
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axis of
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(g)

Figure 8.11: Visualization of the self-assembly process of an initially cubical arrange-
ment of 8 cobalt particles with diameters of 100 nm similar to the configuration shown
above. Here, an additional particle is included at a randomly chosen position. In total,
15 · 107 hybrid simulation time steps have been performed. The stable rotation starts
at about 50% of the total number of time steps. (a) Inital particle position and mag-
netic moment orientations. The edges of the fictitious cube are shown in red to guide
the eye. (b) Intermediate configuration after 5% of the time steps. (c) Intermediate
configuration after 10% of the time steps. (d)-(f) Stable configuration consisting of a
particle ring and a curved chain fragment. Here, the chain fragment rotates clockwise

inside the ring. (g) Schematic representation of the ring and chain configuration.
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not stop, even for very long simulation times. Hence, the question arises if the first law

of thermodynamics is violated because the system seems to endlessly produce energy.

The rotation is shown in figure 8.11(d-f). In fact, as the system is directly connected

to the Nosé-Hoover thermostat of the molecular dynamics algorithm, there is evidence

that energy is transferred to the system artificially. These fluctuations can be monitored

indirectly by measuring the total magnetic energy of the system during the simulation.

Indeed, it is a characteristic property of the applied Nosé-Hoover thermostat to generate

periodical oscillations of the system’s energy. By definition, the Nosé-Hoover thermo-

stat does not strictly fix the temperature but allows for fluctuations in order to keep the

average temperature constant. Because the particle ensemble consists of a very small

number of particles, the fluctuations do not cancel out. Hence, large energy fluctuations

are downright expected. However, these very energy fluctuations can likewise be gen-

erated in experimental situations by the application of “heat pulses”. As a preliminary

conclusion, the particular rotation of the particle ensemble can be attributed to energy

fluctuations that are characteristic for the Nosé-Hoover thermostatting of small systems.

Nevertheless, as these fluctuations can be reproduced experimentally, the system still

shows remarkable behavior that should be focus for further investigations.

After the self-assembly process, the unidirectional rotation can be explained similar to

a Brownian motor that has been previously presented in the literature [153–156]. One

could argue that directed motion is only accessible in the presence of a temperature gra-

dient which brings us back to the very early days of Brownian motion theory [157–160].

However, it has been shown in [154] that for far from equilibrium energy fluctuations,

directed motion can be generated in an asymmetric potential as already predicted at the

beginning of the 20th century. A characterization of a Brownian motor can be found

in [153]. This characterization can be transferred to the magnetic nanoparticle system

that is considered here.

The curved chain fragment and the ring form an energetically favorable state of the

particle ensemble. The magnetic moments of the particles that are incorporated in the

ring are oriented along the circumference of the ring. At the same time, the magnetic

moments of the chain particles are oriented along the chain direction, i.e. upwards or

downwards. As a consequence, the interaction of the ring and the chain by means of

their magnetic dipole-dipole interactions can only lead to a unidirectional motion of

the chain relative to the ring and vice versa. Due to the rotation of the chain and

the wave-like motion of the ring, an asymmetrical potential is given. To emphasize the

asymmetrical characteristics, the total magnetic energy of the system is evaluated in

figure 8.12. Therein, the saw tooth shape of the magnetic energy in the rotating state

of the system is shown. It becomes apparent that only very small energy fluctuations
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Figure 8.12: The total magnetic energy of the initially cubic particle arrangement
with one additional particle. All the magnetic dipole-dipole energy contributions are
summed up after every intercalated spin dynamics run. Here, these energies are plotted
over the index of the respective spin dynamics run. Starting from a high energy of
the initial configuration, the energy is gradually reduced until the stable configuration
consisting of ring and chain is reached. As the rotation of the chain inside the ring starts,
very small fluctuations in the magnetic energy can be observed. These fluctuations have
an asymmetric saw tooth profile which is characteristic for a so-called Brownian motors
[153]. One segment of the saw tooth profile in the rotating state of the system in the

upper graph (blue) is displayed enlarged in the lower graph.
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are required to drive the system out of its current state and rotate the chain relative

to the ring by one section of the ring. Hence, this magnet particle-chain system can be

compared to a ratchet mechanism.

It has to be noted that this is only a first, rough description of the recent findings and

further investigations have to be carried out in the future.

8.3 Printed containers for magnetic spheres

As predicted by the previously presented simulations, small, three-dimensional ensembles

of magnetic particles in liquids provide an interesting topic for experimental investiga-

tions. Therefore, one has to find a way to precisely position the particles in the liquid

and simultaneously release them to start the self-assembly process. It must be noted

that the suggestions that are made in this section are yet to be worked out and therefore,

only rough ideas can be given here.

A first, simple approach for the investigation of interacting magnetic dipole self-assembly

could be to use macroscopic magnetic spheres of various materials that can be purchased

with different diameters from about 2 mm upwards. These magnetic spheres are mostly

made of Nd2Fe14B which is a common material for permanent magnets for industrial

and private use. The density of Nd2Fe14B is 400 kg
m3 . Thus, these magnetic spheres do

not float on most liquids. In order to study self-assembling processes of magnetic macro-

spheres on water, one has to enable floating of these spheres on the water surface. This

could be realized by incorporating the magnetic spheres in containers that are made of

floating materials such as wood, cork, or plastic. For this approach, it is conceivable

that spherical plastic containers are fabricated by means of 3D printing techniques. The

containers could be designed to include the magnetic sphere at its center in order to

obtain a central magnetic moment. In addition to that, air pockets could be designed

to enable stable floating of the container. For the observation of the magnetic moment

orientations, the magnetic moment orientation of the fixed magnetic spheres could be

marked on the outside of the container.

With these encapsulated, floating magnetic spheres, one would be able to study self-

assembly processes of arrangements of magnetic moments on a larger scale. Obviously,

this method is restricted to two-dimensional particle arrangements. In addition to that,

interface effects must be taken into account. Nevertheless, a very simple and efficient

way to study small numbers of particles is given here.
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water

floating containers

air chambers

magnetic sphere

Figure 8.13: Sketch of suggested experimental setup for the investigation of two-
dimensional magnetic particle arrangements. Instead of magnetic nanoparticles, macro-
scopic magnetic spheres are investigated. To realize floating magnets, the magnetic

spheres are placed inside of plastic containers with air chambers.

8.4 Particle positioning via DNA-functionalization

As presented in [161] magnetic nanoparticles are frequently used in biotechnological and

medical applications for therapy, imaging, and diagnostics. One important task is to

deliver genes and drugs to specific locations in the body, e.g. to tumor locations for the

magnetic hyperthermia of cancer tissue. In addition to that, magnetic nanoparticles find

application in magnetic resonance imaging (MRI) and magnetic immunobeads [162]. For

most of these applications, it is required to bind different kinds of molecules to magnetic

particles that can be used for guiding mechanisms or to ensure biocompatibility. For this

reason, the magnetic particles are commonly coated by biomolecules such as antibodies,

amino acids, sugars or deoxyribonucleic acid (DNA), thus, forming nanobiocomposite

materials [12].

According to [163], DNA can be carrier of information, can be characterized by molecular

recognition, is physicochemically and mechanically stable and may form building blocks

that can precisely be manipulated by hybridization and enzymatic processes. Therefore,

DNA is a good candidate for the positioning of magnetic nanoparticles. One possible

approach for the precise positioning of nanoparticles via DNA is presented in [164, 165].

Therefore, DNA patterns are prepared on chemically modified surfaces by nanoliter dis-

pensing devices. By functionalization of the nanoparticles with complementary DNA,

as shown in figure 8.14, a nanoparticle pattern can be produced that follows the shape

of the DNA pattern. As DNA can easily be modified and different types can be used

at the same time, it is possible to create complex patterns. The DNA binding can be

broken by heating up the sample above the melting temperature. At this temperature,

the DNA double-strands are separated into single strands because the bonds between

the bases are broken up. Therefore, the release of bound nanoparticles can be directed

by means of temperature.
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Figure 8.14: Schematic representation of the precise positioning of nanoparticles by
dip-pen nanolithography. Therefore, DNA strands are placed on a surface by a nanoliter
dispensing device. By functionalization of nanoparticles with complementary DNA, a
nanoparticle pattern can be produced that follows the shape of the DNA pattern.

[164, 165]

To apply the DNA-based nanoparticle positioning approach to the systems that are

introduced in the previous sections of this chapter, one would be able to create pat-

terned ensembles of magnetic particles by attaching DNA strands of required length to

a functionalized substrate. With this approach, it would be possible to precisely position

three-dimensional systems. The self-assembly process can easily be triggered by heating

up the sample above the melting temperature of the DNA.

8.5 Encapsulation of magnetic particles in liquid metals

As presented previously in this chapter, for the experimental investigation of self-assembling

magnetic moments, a macroscopic approach with floating magnetic spheres could be

used. Because the density of the magnetic sphere is much higher than the density

of most liquids, floating containers are required. Taking this idea further, systems of

magnetic particles and liquid matrices with high densities could provide an interesting

framework for further studies. High-density liquids are liquid metals. The term liquid

metal is attributed to metals that are liquid at room temperature with mercury being

the most prominent example with a melting temperature of −38, 83◦C. Other metallic

elements with comparable properties are francium, gallium, caesium, and their alloys.

Eutectic gallium-indium (EGaIn) with 75% gallium and 25% indium is a frequently

used liquid metal alloy with a melting temperature of about 15.5◦C [166]. EGaIn is

a commercially available, electrically conductive liquid metal with a low toxicity. One

particular feature of EGaIn is its ability to rapidly form a thin gallium oxide skin that
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eutectic gallium-indium

gallium oxide skin

magnetic nanoparticles

or beads

Figure 8.15: Schematic representation of possible experimental situation. Magnetic
nanoparticles are mixed in liquid, eutectic gallium-indium at room temperature and a
sphere of the mixture is formed with a syringe. Because gallium is highly reactive to
oxygen, a skin of gallium oxide rapidly forms around the sphere which prevents the
bulk material from further oxidization. Hence, the magnetic particles are free to move

while being encapsulated in a low-viscosity liquid.

protects the bulk material from further oxidation and that mechanically stabilizes the

structure. Thus, EGaIn can be used to print free-standing, stable microstructures such

as wires or spheres [167].

In a possible experimental setup, magnetic particles could be included in the EGaIn

matrix and the properties of the EGaIn could be used to form or print well-defined

structures of the mixture. Afterwards, a gallium oxide skin forms around the structure

which provides mechanical stability and at the same time ensures that the bulk EGaIn

stays liquid. Hence, with this method one is able to create stable structures of liquid

metals with oxide skins that contain magnetic particles. Due to the liquid metal core of

the structures, the magnetic particles are able to move freely and self-assembly processes

as well as interactions with external magnetic fields could be studied. Because the EGaIn

structures are opaque, simulations could provide, again, crucial information about the

particle microstructure and the magnetic moment orientations.

8.6 Suggestions for further experimental investigations sum-

mary

In conclusion, the hybrid molecular and spin dynamics method that is presented in this

thesis can be applied to arbitrary ensembles of magnetic particles. Therefore, it provides

a cost-efficient way for the investigation of suitable material combinations for gel-based

GMR sensor devices. In addition to that, even systems that are currently not accessible

experimentally can be investigated concerning their self-assembly properties and the-

oretically interesting systems can be identified. In doing so, prospective experimental

activities can be motivated.
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Conclusion and outlook

In summary, a novel, hybrid method for the simulation of self-assembly processes of

interacting magnetic nanoparticles in viscous matrices has been presented in this work.

In general, the mechanical and the magnetic degrees of freedom of the system have to be

considered simultaneously. In this work, it has been shown that the relevant relaxation

time scales of the mechanical and magnetic degrees of freedom are separated by several

orders of magnitude for realistic particle diameters and matrix viscosities. Based on this

separation of the time scales, a hybrid simulation process has been developed. There-

fore, the system is initialized with given particle positions and random magnetic moment

orientations. In a first step, the spin equations of motion are solved for a small step in

time while the particle positions are assumed to be fixed. This is done by means of spin

dynamics. In the next step, the new magnetic moment orientations are used together

with the initial particle positions to solve the mechanical equations of motion by means

of molecular dynamics for another small step in time. These steps are repeated until a

predefined number of steps in time is reached. In doing so, one is able to investigate the

time development of arbitrary ensembles of magnetic nanoparticles in viscous matrices.

The trajectories and the magnetic moment orientations can be observed at the same

time, providing detailed insight in the self-assembly process that cannot be provided

experimentally. In addition to that, it has been shown that model structures can be

designed to mimic real structures that are prepared experimentally. The microstruc-

ture can be revealed in detail by means of three-dimensional reconstruction techniques.

With these reconstructions, the positions and diameters of all particles in a system can

precisely be determined and used as input for hybrid simulations. In order to reduce

the computational effort, model structures with a reduced number of particles can be

designed. In this work, it has been shown that general features of real systems can be

reproduced with these simple model structures very well. With the methods that are

presented in this work, all stages of the experimental sensor preparation can be consid-

ered. Experimentally, the sensor is prepared by immersing the magnetic particles in the
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liquid gel and placing the particle-gel mixture on a substrate. In the liquid state of the

gel, the particles are free to move. Therefore, a self-assembly process takes place that is

driven by the magnetic interactions between the particles and the viscous interactions

between the particles and the gel. The self-assembly stops when a local energy mini-

mum of the particle configuration is reached or when the gel matrix is dried out. This

preparation stage corresponds to the hybrid molecular and spin dynamics simulation.

Hence, one is able to investigate the preparation of the particle-gel system and observe

the self-assembly process in detail. The actual GMR measurement takes place in the

solid state of the gel where the particle positions are fixed. This stage can be considered

by pure spin dynamics simulations. These resulting magnetization curves can finally

be used to extract the GMR curves of the magnetic nanoparticle configurations. To

sum up, one is able to observe the self-assembly of the magnetic particles and conclude

from the resulting magnetization curves on the resulting GMR properties. Thus, general

features can be identified that lead to good magnetoresistive properties and, hence, can

be used to optimize the sensitivity of the final sensor devices. The same method can

be used to investigate arbitrary three-dimensional particle configurations. In this work,

it has been shown that interesting effects can be revealed by simulations and, thereby,

promising experiments can be designed.

In addition to the suggestions for further experimental investigations, there are many

open issues concerning the simulation method that should be addressed in the future.

First and foremost, external magnetic fields should be included in the hybrid molecu-

lar and spin dynamics method. While homogeneous external magnetic fields can easily

be included in the hybrid algorithm because there is no additional force contribution,

for the consideration of inhomogeneous magnetic fields, an additional potential energy

or force contribution must be defined in the molecular dynamics algorithm. Recent

findings show that there is strong interest in the numerical investigation of the deco-

ration of magnetic domains of recording media by magnetic nanoparticle ensembles in

solution [168–170]. Therefore, high magnetic field gradients must be considered in the

simulation. In addition to external magnetic fields, it would be important to include

non-spherical particle geometries. Currently, hard sphere dynamics is realized by the

Weeks-Chandler-Andersen (WCA) potential. The WCA potential is purely isotropic,

i.e. the potential energy of the hard sphere interaction of two particles only depends

on their (scalar) distance and not on their orientations. For this reason, only spherical

objects can be considered by the hybrid method in its current form. For fundamental

research as well as for technical applications, non-spherical, magnetic nanoparticles are

of great importance. Just to mention a few examples, self-assembly processes of non-

spherical nanoparticles result in sophisticated superstructures such as helical structures

with promising technical applications [171–174]. In particular, cubic and cylindrical

nanoparticles would be of great importance. From today’s perspective, it is unclear
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whether a hard particle potential formulation can be constructed for cubic and cylindri-

cal particles. Instead of a potential function, an event-based collision detection could be

implemented.

To conclude, with the realization of the hybrid molecular and spin dynamics method,

the foundation for prospective theoretical and experimental research activities has been

laid.





A
Hybrid molecular and spin dynamics program

description

The program package that has been developed in the context of this thesis provides an

environment for the simulation of interacting magnetic particles that are immersed in

a viscous matrix. In general, magnetic particles with sizes on different scales can be

simulated from magnetic nanoparticles over larger magnetic beads up to macroscopic,

spherical magnetic objects. However, without loss of generality, only magnetic particles

at the nanoscale are considered in this thesis. The self-assembly of magnetic nanopar-

ticles in viscous matrices is driven by the magnetic dipole-dipole forces and forces due

to the interplay of the moving particles and the viscosity of the matrix. In order to

compute the trajectories of the particles, the magnetic and the mechanical degrees of

freedom must be considered. As shown in this thesis, these two types of degrees of

freedom can be treated separately because of their deviating time scales. Therefore,

the magnetic and mechanical degrees of freedom are addressed by two different com-

puter programs that are combined into one new hybrid molecular and spin dynamics

simulation program. For the magnetic degrees of freedom, a classical spin dynamics

algorithm is used that is documented in [75, 76]. A short description is given in chapter

3.1. For this algorithm, the magnetic particles are assumed to be fixed in space for a

short period of time and the resulting magnetic moments are calculated. The mechan-

ical degrees of freedom are addressed by the open-source molecular dynamic program

package HOOMD-blue [107–109]. Again, a short summary of the main ingredients of

the algorithm is given in chapter 3.2. The theoretical prerequisites and a description of

the realization of the coupling is given in chapter 6. In addition to that, supplementary

information about the modifications that have been made to both program packages as

well as information about the relevant input and output files are given here.
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A.1 Input files

In order to start a hybrid molecular and spin dynamics simulation with the program

package that is presented here, three different input files are required, one to set up the

spin dynamics simulation parameters, one file that contains the geometry data, and one

file to set up the molecular dynamics simulation parameters and control the coupling of

both algorithms. All of these files are simple, human readable text files.

Geometry data - structure.xml

The geometry parameters must be provided in one XML file. This file contains the size

of the simulation box, the initial particle positions, diameters, and masses. Beforehand,

the masses have to be calculated manually. The parameters are organized in so-called

nodes resulting in a very clear representation of the system’s geometry. Moreover, XML

files are easily machine readable and can be generated and processed automatically in a

very efficient way. With this geometry input format, the definition of a system is very

clear and straightforward. In addition to that, snapshots of the system can be exported

at different stages of the simulation in a similar format. As an example, the structure

file of the ring-shaped validation problem of chapter 6.5 is shown in the following.

<?xml version="1.0" encoding="UTF-8"?>

<hoomd_xml version="1.5">

<configuration time_step="0" dimensions="2" natoms="12" >

<box lx="10000" ly="10000" lz="10000"/>

<position>

0 250 0

125 216.50635095 0

216.50635095 125 0

250 0 0

216.50635095 -125 0

125 -216.50635095 0

0 -250 0

-125 -216.50635095 0

-216.50635095 -125 0

-250 0 0

-216.50635095 125 0

-125 216.50635095 0

</position>
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<orientation>

1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0

1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0

</orientation>

<type>

A A A A A A A A A A A A

</type>

<mass>

4.6600291e-18 4.6600291e-18 4.6600291e-18 4.6600291e-18

4.6600291e-18 4.6600291e-18 4.6600291e-18 4.6600291e-18

4.6600291e-18 4.6600291e-18 4.6600291e-18 4.6600291e-18

</mass>

<diameter>

100 100 100 100 100 100 100 100 100 100 100 100

</diameter>

</configuration>

</hoomd_xml>

Spin dynamics parameters - mm.dat

All parameters that are related to the spin dynamics part of the algorithm and, hence,

the magnetic degrees of freedom are included in a textfile named mm.dat . In this file,

the time step length, the total number of steps in time of each spin dynamics run, and

the particle material’s saturation magnetization are provided. In addition to that, the

number of magnetic particles in the system is supplied. Furthermore, the temperature

of the spin dynamics heat bath is defined in this file. As introduced in chapter 6.3, in

this thesis, the spin temperature is set to 0 K. However, for further investigations, the

temperature can be set to any finite value or time-dependent temperature profiles can

be provided.

Molecular dynamics and coupling parameters - input.hoomd

The main input files has the file extension .hoomd . In this file, the parameters for the

molecular dynamics part of the algorithm are recorded. The main parameters are the

time step length, the total number of simulation time steps, the heat bath temperature

and the interval length at which spin dynamics simulations are interposed. In addition

to that, the physical system is defined here by composing the potential energy contri-

butions such as the magnetic dipole-dipole interaction and the viscous contribution and
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information on the kind of the ensemble is given. In principle, the entire range of func-

tions of HOOMD-blue is available at this point. As this input file is written in Python,

one can use the full functionality of Python here to set up complex simulations, precal-

culate values or define customized functions. In the following, the simulation script of

the simulation of the ring for validation purposes is shown.

from hoomd_script import *

#read xml

system = init.read_xml(filename="12_p_circle.xml")

# specify between particle pairs

ddww = pair.ddww(r_cut=1000)

ddww.pair_coeff.set(’A’, ’A’, mux=1.0, muy=1.0)

slj = pair.slj(r_cut=2**(1/6), d_max = 100.0)

slj.pair_coeff.set(’A’, ’A’, epsilon=1.0, sigma=1.0)

dump.xml(filename="trajectory.dump", period=10000)

dump.dcd(filename="trajectory.dcd", period=10000)

# integrate at constant temperature

all = group.all();

integrator = integrate.mode_standard(dt=1e-12);

integrator = integrate.nvt(group=all, tau=1.0, T=414.1946439e-23)

# run 10000 time steps

run(0)

A.2 Output files

During and after the simulation four main output files are generated. Two of these files

provide visualizations of the time development of the system whereas the other two files

contain the values of different parameters.
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Log file for total magnetic energies - energy log

The total magnetic energies, i.e. the sum of all the magnetic dipole-dipole energy con-

tributions of the system are evaluated in every spin dynamics run. Thus, one value is

available for every spin dynamics interval of the simulation. These values are collected

in the text file energy log . With this file, one is able to monitor the time development

of the magnetic energy over the complete simulation as shown in figure 8.12.

Log file for particle positions and magnetic moment orientations - x3d temp

At every cross-over between the molecular and spin dynamics algorithm during the

hybrid simulation, the particle positions and the magnetic moment orientations are

communicated between the two programs. For further investigations and visualizations,

all these values are stored in the text file x3d temp . This file is usually very large but

it provides a full description of the time development of the system.

Trajectory file - output.dcd

The hybrid molecular and spin dynamics program package that is presented here has no

graphical user interface. Therefore, there is no real time visualization of the system and

its time development. In order to get an impression of the system at any point in time

during the simulation, a trajectory file output.dcd is generated and actualized after

every specified interval of the hybrid simulation. This file can easily be imported into the

open-source software VMD - Visual Molecular Dynamics [175]. VMD provides a program

package for the three-dimensional visualization, animation, and analysis of biomolecular

systems. The basic advantage comes with the fact that the visualization is available

during the simulation run. Thus, the particle positions and the time development of the

system can be examined at an early stage instead of waiting for a complete simulation

run to finish. With VMD, the magnetic moment orientations cannot be displayed. As

shown for example in figures 8.7(c) and 8.9(d) that have been generated by VMD, only

the particles are displayed. The dcd file format is a binary format that results in very

small filesizes.

Three-dimensional, interactive visualization - output.x3d

After the last step of a hybrid molecular and spin dynamics simulation is completed,

the program collects all the values of the particle positions and the magnetic moment

orientations that have been recorded in x3d temp during the simulation. With these
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(a) (b)

Figure A.1: Visualization of the particle system with the x3d instantreality player
[110]. The magnetic particles are displaced together with their magnetic moment ori-

entations. The view can be rotated freely. (a) Front view and (b) rotated view.

files, an x3d file is constructed. The x3d files that are generated here are based on

the x3d files that are generated in the standalone version of the spin dynamics code

that was recently implemented by Irina Stockem. The x3d file format is a standard

file format for the representation of three-dimensional computer graphics. Here, the

Fraunhofer specifications are used for the visualization of the file in the instantreality

player [110]. For the x3d visualization, the particle coordinates and magnetic moment

orientations from the log file are taken and the player interpolates automatically between

these values. The animation can be started directly from the file, intermediate stages

can be frozen, and the view can be rotated at will.

A.3 Modifications to the spin dynamics algorithm

In contrast to the stand-alone version of the spin dynamics algorithm, here, the system

is initialized from from a buffer file that is generated by HOOMD-blue. This file contains

the particle positions and the effective magnetic moments. After the spin dynamics run

is completed, the new magnetic moment orientations are written to the same buffer file.

A.4 Modifications to HOOMD-blue

The complete process of the hybrid molecular and spin dynamics simulations is con-

trolled by HOOMD-blue, i.e. HOOMD-blue initializes the system, generates the files

for the communication with the spin dynamics algorithm, starts the interposed spin

dynamics runs, and finally generates the output files. Therefore, major modifications
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to HOOMD-blue have been made. The workflow of the hybrid simulation is shown in

figure 6.4. This workflow has been included in HOOMD-blue. In addition to that, the

magnetic dipole-dipole interaction which is innately not included in HOOMD-blue has

been included as well as a classical potential function formulation. Because the mag-

netic dipole-dipole interaction depends on the orientations of the magnetic moments,

the handling of potential energy functions generally had to be modified. In HOOMD-

blue, only scalar distances can be considered for the calculation of potential energy

contributions. This has been changed to a vectorial representation of the interparticular

distances throughout the program.
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[36] A. Ghazali and J.-C. Lévy. Two-dimensional arrangements of magnetic nanopar-

ticles. Phys. Rev. B, 67:064409, 2003.

[37] N. F. Mott. The Electrical Conductivity of Transition Metals. Proc. R. Soc. Lond.

Ser. A, 153:699–717, 1936.

[38] N. F. Mott. The Resistance and Thermoelectric Properties of the Transition Met-

als. Proc. R. Soc. Lond. Ser. A, 156:368–382, 1936.

[39] E. Hirota, H. Sakakima, and K. Inomata. Giant magneto-resistance devices.

Springer series in surface sciences, vol. 40. Springer, Berlin, Germany, 2002.

[40] T. Shinjo, editor. Nanomagnetism and spintronics. Elsevier, Amsterdam, The

Netherlands, 2009.



Bibliography

[41] P. Grünberg, R. Schreiber, Y. Pang, M. B. Brodsky, and H. Sowers. Layered

Magnetic Structures: Evidence for Antiferromagnetic Coupling of Fe Layers across

Cr Interlayers. Phys. Rev. Lett, 57:2442–2445, 1986.

[42] S. S. P. Parkin, N. More, and K. P. Roche. Oscillations in exchange coupling and

magnetoresistance in metallic superlattice structures: Co/Ru, Co/Cr, and Fe/Cr.

Phys. Rev. Lett, 64:2304–2307, 1990.

[43] M. A. Rudermann and C. Kittel. Indirect Exchange Coupling of Nuclear Magnetic

Moments by Conduction Electrons. Phys. Rev., 96:99–102, 1954.

[44] T. Kasuya. A Theory of Metallic Ferro- and Antiferromagnetism on Zener’s Model.

Prog. Theor. Phys., 16:45–57, 1956.

[45] K. Yosida. Magnetic Properties of Cu-Mn Alloys. Phys. Rev., 106:893–898, 1957.
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tbracht, and A. Hütten. Lab-on-a-Chip Magneto-Immunoassays: How to Ensure

Contact between Superparamagnetic Beads and the Sensor Surface. Biosensors,

3:327–340, 2013.
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für die tolle Bürogemeinschaft, die Vorarbeiten zur Visualisierung im x3d-Format und
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falls danken möchte ich Simon Bekemeier für die Portierung der Molekulardynamik in die

aktuellste Version und die Implementierung in der virtuellen Maschine. Daniel Kleine-
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