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Chapter 1

Introduction

Magnetism and some of its fascinating phenomena are known for more than

2500 years. Thales von Milet observed the magnetism of lodestone around 600

years B.C. The lodestone was used as compasses, �rst in China, later in Europe

[2]. Although early applications are rarely known, the magnetic e�ects have

been studied throughout history. After �rst explanations of the earth mag-

netic �eld, the relation between magnetism and electricity has been described

within Maxwell's equations [3, 4]. Finally, the origin of all discovered e�ects

could only be understood by the introduction of quantum mechanics and the

consideration of the electron spin at the beginning of the 20th century. At

that time, Weiss proposed the creation of ferromagnetic domains by a mean

�eld, whose microscopic origin has been explained by Heisenberg within his

famous Heisenberg model [5, 6]. Until now, the Heisenberg model builds the

fundamental concept to investigate magnetism theoretically.

With the investigation of smaller magnetic structures up to single domains,

the application of magnets is extended from motors and generators to tiny

data storage devices. The growing number of applications has attracted by

high research activities in this area. Especially at thin magnetic layers further

e�ects have been found during the last decades. One famous example is the

giant magneto resistance (GMR) discovered by Grünberg and Fert in 1988 [7].

A GMR device consists of at least two thin ferromagnetic layers separated by

a non-magnetic material. The electrical resistance depends on the magneti-

zation alignment of the ferromagnetic layers. While an antiparallel alignment

1
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leads to a high resistance, a parallel alignment of the magnetization leads to

a low resistance. As their resistance can be easily changed by rotating the

magnetization of one layer with an external magnetic �eld, GMR devices are

used for example as sensors or as read heads in memory devices.

A similar e�ect is the tunneling magnetoresistance (TMR), at which a thin in-

sulating structure is sandwiched by two ferromagnetic layers. In case of TMR

the probability of electrons to tunnel through the barrier depends on the mag-

netization alignment of both ferromagnetic layers to each other [8]. Therefore

the resistive signal is a response to the magnetic �eld.

Besides the development of industrial applications, the theoretical understand-

ing of e�ects related to magnetic thin �lms has been pushed forward. Sim-

ulation methods have been introduced and further developed to study and

understand the new discovered e�ects. In the mid of the 20th century the

investigation of domains and especially domain walls lead to micromagnetics

[9]. In this approach the magnetization was modeled as a continuous quantity

that enables the calculation of magnetic structures in the micrometer range.

As the dimensions of industrial devices have been shrunk, the investigations

based on a continuous approach became insu�cient. Nowadays, the e�ects of

interest are in�uenced by single atoms within the material or interactions of

the atoms at the interface of di�erent materials. To study e�ects, occurring

from interface roughness or defects at thin layers, simulation methods are re-

quired that model the structure atomistically. The atomistic structure would

be naturally considered within a quantum mechanical approach. But the com-

putational e�ort of a pure quantum mechanical calculation is much too high

for magnetic structures in the nanometer range. Classical spin dynamics meth-

ods, as discussed in this thesis, �ll the gap between micromagnetic approaches

and quantum mechanical calculations.

Within this thesis di�erent multilayer stacks have been investigated by ato-

mistic spin dynamics approaches [10] based on a classical form of the Heisen-

berg Hamiltonian. As a consequence to that the relation between the quantum

mechanical Heisenberg model and its classical counterpart is explained in the
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second chapter. The calculation methods themselves are introduced in the

subsequent chapters 3 and 4.

The emphasis of the thesis is on exchange bias stacks, which are part of mag-

netic storage devices. The exchange bias e�ect has been discovered by Meik-

lejohn and Bean in 1958. But up to now there is no model, which explains all

related e�ects at di�erent materials and structures. Instead, several speci�c

models have been developed during the last decades. A short overview of the

most important models is given in section 5.2.3.

To investigate the magnetic properties of complex multilayer systems, the con-

cept of several models have to be partially used, combined or extended. For

the exchange bias systems examined within this thesis, the procedure described

below has been used.

• Evaluation of provided experimental data.

• Determination of the material parameters including crystal structures.

• Selection or development of suitable basic models to determine ground

states of each single layer.

• Consideration of possible interface scenarios.

• Development of the parametrized new speci�c model.

• Calculation of the magnetization curve of single and combined layers.

• Parameter deviation analysis to �nd the most sensitive parameters.

• Adaption of the model.

• Validation against experimental outcomes.

As a basic computing environment a spin dynamic software has been used

which put emphasis on molecular structures. This environment has been ex-

tended to ful�ll the requirements of multilayer systems. Multilayer structures

require an extended parameter set, e.g., to describe the crystal structure and

layer interfaces. Hence the input interfaces have been adapted. Furthermore
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the graphical output has been extended to utilize 3D animations. To visual-

ize X3D data1, an X3D viewer2 from the Fraunhofer Institute for Computer

Graphics Research has been used.

The magnetic hysteresis is one of the key properties of exchange bias multilayer

systems. The determination of �eld and time dependent magnetic states of a

quasi-static hysteresis loop comes along with huge computational e�orts. To

achieve a fast calculation in a feasible time range, di�erent acceleration tech-

niques have been developed and implemented (sections 3 and 4). In particular

di�erent approaches have been developed and implemented to calculate the

long range dipole-dipole interactions. This includes a hybrid implementation

of openMP and MPI [11, 12].

Subsequently, these methods have been applied to investigate magnetic proper-

ties of mainly two exchange bias systems (cf. chapters 6 and 7). Both systems

are subject of current research.

The �rst one under investigation is the NiFe/IrMn/MgO/Pt tunnel junction

which exhibits a magnetization dependent resistance [13]. In opposite to con-

ventional TMR devices, an antiferromagnetic layer is next to the tunnel barrier

and the change of the magnetoresistive signal is caused by the antiferromag-

netic material. The authors of [13] suppose a spring-like rotation within the

NiFe/IrMn stack as the origin of this unconventional e�ect. To verify this

supposition, the magnetic behavior of the two layer stack is investigated by

spin dynamics calculations of an e�ective model proposed in chapter 6.

The second one under investigation is the Pt/Co/Cr
2
O

3
/Pt stack. This ex-

change bias stack is characterized by a perpendicular magnetization and a

switchable sign of the hysteresis loop shift [14]. The preferred magnetization

direction of an exchange bias system is usually de�ned during the growth of

the structure and by the �eld annealing process. Afterwards the sign of the

exchange bias is a static feature. At Pt/Co/Cr
2
O

3
/Pt, the sign of the shift

is changed during operation by applying a high magnetic �eld [14]. Alterna-

1http://www.web3d.org/, retrieved May 19th, 2016
2http://www.instantreality.org/, retrieved May 19th, 2016
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tively, the sign is switchable by an electric �eld pulse combined with a rather

low magnetic �eld [15]. The ability to change the sign of the loop shift during

operation establishes a new functionality applied for example as a dual input

for spin valves [14]. The switchable shift of the loop along the horizontal axis,

is accompanied by a �vertical loop shift� [16]. Usually, such a vertical shift is

explained by pinned spins within the antiferromagnetic layer or at the inter-

face of this layer [17]. As this explanation is not appropriate for Pt/Co/Cr
2
O

3
/

Pt, the origin of the horizontal shift is still unknown. In chapter 7 di�erent

e�ective models are proposed to unveil the magnetic behavior of the Pt/Co/

Cr
2
O

3
/Pt.

A conclusion of the main concepts and the results of the investigations are

summarized in chapter 8. Additionally, some questions for future research are

being proposed there.
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Chapter 2

Fundamentals

The magnetic properties of the investigated multilayer structures within this

thesis are determined by exploiting an extended classical Heisenberg model. In

this chapter the quantum mechanical Heisenberg model and its classical anal-

ogon are introduced. In the original work of Heisenberg [6], the Hamiltonian is

based on the interactions between next neighboring electron spins and on the

interaction of the electron spins with an external magnetic �eld. To describe

the e�ects occurring at multilayer structures, the classical Heisenberg Hamil-

tonian is extended by further energy terms as described in the last section of

this chapter.

In the following, the term spin refers to electron spin.

2.1 Quantum mechanical description of the

Heisenberg model

Heisenberg proposed in 1928 a quantum mechanical model to explain ferromag-

netism [6]. Previously Weiss developed a model that described the generation

of magnetic domains within the material due to magnetic �elds of the atoms

[5, 18]. The microscopic origin of the molecular �elds in Weiss's theory was yet

unknown. Heisenberg supposed that a quantum mechanical exchange interac-

tion between neighboring spins is the origin of the Weiss �elds. He calculated

the strength of the exchange interaction J as the energy di�erence between a

singlet and a triplet state of two electrons within a Heitler-London approxi-

7
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mation [19]. The related Hamiltonian in equation 2.1 describes the interaction

between neighboring spins and the interaction of the spins with an external

magnetic �eld.

H˜ = −
∑
<i,j>

Ji,jS⃗˜i
· S⃗˜j

− gµBB⃗ ·
N∑
i=1

S⃗˜i
(2.1)

The notation is taken from [10], at which the spin operators S⃗˜i
and S⃗˜j

are given

in units of h̄. The tilde is used to distinguish between quantum mechanical

operators and classical quantities. g and µB denote the electron Landé g-factor

and the Bohr magneton, respectively. The external magnetic �eld is given by

B⃗. The �rst sum of equation 2.1 is over all pairs of neighboring atoms. The

sign of the exchange constant determines the orientation of the neighboring

spins to each other. A positive sign leads to a ferromagnetic ground state,

while a negative sign leads to an antiferromagnetic ground state.

2.2 From a quantum mechanical model to a clas-

sical description

The spin states of magnetic systems are described within the quantum me-

chanical Heisenberg model. A calculation of the spin states is only possible for

a small number of spins. One option to calculate larger systems is the quantum

Monte Carlo approach. However, this approach su�ers from the so-called neg-

ative sign problem for frustrated systems [10]. Another approach, used within

this thesis, is based on a classical description of the Heisenberg Hamiltonian.

Here, the spin operators are replaced by classical vectors of unit length. A con-

version of the quantum mechanical to a classical Heisenberg model is presented

in this section. However, this is not a mathematically exact transformation,

as no direct relation between both descriptions exists.

The z-component of a spin operator within the quantum mechanical descrip-

tion S⃗˜i,z
is quantized and exhibits (2s + 1) eigenvalues mi,z, where s is the

spin quantum number. These eigenvalues are sketched as quantized vectors in

�gure 2.1. In a classical approach the spin is proposed as a three dimensional

vector, which is continuous in any of the three Cartesian dimensions. The
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continuous classical description of a spin and the discrete quantum mechanical

description would coincide, if the number of eigenvalues, i.e. the spin quantum

s approaches in�nity.

mi,z

0

-1/2

-1

-3/2

1/2

1

3/2

Figure 2.1: Schematic representation of discrete levels of spin eigen-

values mi,z.

To deduce the classical Heisenberg Hamiltonian, the spin operators are �rst

normalized by

S⃗˜ u

i
=

S⃗˜i√
s(s+ 1)

. (2.2)

Assuming S⃗˜i
and S⃗˜j

have the same spin quantum numbers s one can replace

these by S⃗˜ u

i
and S⃗˜ u

j
the resulting Hamiltonian becomes

H˜ = −
∑
<i,j>

Ji,j (s(s+ 1)) S⃗˜ u

i
· S⃗˜ u

j
− gµB

√
s (s+ 1)B⃗ ·

N∑
i=1

S⃗˜ u

i
. (2.3)

Now, it is assumed, that the normalized operators are written as classical

vectors of unit length. In this case, the classical Heisenberg Hamiltonian is

written as

H = −
∑
<i,j>

JC
i,jS⃗

u
i · S⃗ u

j − µC
BB⃗ ·

N∑
i=1

S⃗ u
i . (2.4)

The e�ective moment and the exchange constant in this classical approach are

JC
i,j = Ji,j · (s(s+ 1)) and µC

B = gµB

√
s (s+ 1). Thus, in a classical treat-

ment one has to scale the quantum mechanical exchange constants by the spin
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quantum number s. In the following equations the indices u and C will be

neglected in the classical description.

Further energy terms are described in the next section.

2.3 Energy terms of the extended classical Heisen-

berg Hamiltonian

Within this thesis four di�erent energy terms are mainly used to determine

the spin states of di�erent multilayer structures. The in�uence of each energy

term on the orientation of the spins is described in following.

2.3.1 Exchange interaction

The exchange interaction favors a ferro- or antiferromagnetic alignment of the

structure as explained in section 2.1. The exchange constant Ji,j in equation

2.5 de�nes the strength the of the coupling between the neighboring spins

S⃗i and S⃗j. Figure 2.2 represents the spin alignment due to a ferromagnetic

exchange (Ji,j > 0) and an antiferromagnetic exchange (Ji,j < 0).

Hexch = −
∑
<i,j>

Ji,jS⃗i · S⃗j (2.5)

(a) Spin alignment due to a ferro-

magnetic exchange interaction

(J1,2 > 0).

(b) Spin alignment due to an an-

tiferromagnetic exchange inter-

action (J1,2 < 0).

Figure 2.2: Exchange interaction between two classical spins.

2.3.2 Zeeman term

The Zeeman term describes the interaction of the spins with an external mag-

netic �eld B⃗. This term is considered in the quantum mechanical Heisenberg
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model as well. Without an magnetic �eld the spin states corresponding to each

eigenvalue mi,z are degenerated. The magnetic �eld leads to a splitting of the

energies of these states.

In the classical Hamiltonian the corresponding energy term is described by

equation 2.6. µeff,i denotes the e�ective magnetic moment related to each spin

S⃗i. This equation is minimized by a parallel alignment of the spins with the

external �eld.

Hfield = −µ0B⃗ ·
N∑
i=1

µeff,iS⃗i (2.6)

2.3.3 Uniaxial anisotropy

The exchange term of the classical Heisenberg model is isotropic. In oppo-

site to that, most structures show a preferred magnetization direction even in

the absence of an applied magnetic �eld. The anisotropy is caused by di�er-

ent e�ects and depends either on the atomic structure or on the shape of the

magnetic sample. The uniaxial energy term in equation 2.7 models the mag-

netocrystalline anisotropy, which is mainly caused by the spin-orbit coupling

[20]. It is very common to describe the uniaxial anisotropy by a power series

expansion with two terms and two anisotropy constants [18]. Within this the-

sis only the �rst term with a single anisotropy constant is taken into account.

The unit vector e⃗i points along the preferred direction of each classical spin.

Haniso = −
N∑
i=1

(
S⃗i · e⃗i

)2

(2.7)

Figure 2.3 represents the energy as a function of the an angle θ between the

easy axis and the magnetization direction of a classical spin.

2.3.4 Magnetic dipole-dipole interactions

Besides the spin-orbit coupling, the shape of the sample a�ects the preferred

orientation of the magnetization. The shape anisotropy is caused by magnetic

dipole-dipole interactions. Equation 2.8 expresses the long range interactions



12

θ

 

Figure 2.3: Energy as a function of the angle θ. The dashed line be-

tween the ends of the double arrow represents the easy

axis of the anisotropy. The red arrow denotes the magne-

tization direction.

at which the orientation of each spin is in�uenced by the dipole �elds of all

other spins within the sample.

Hdip = −µ0

4π

∑
i<j

3
(
µeff,i S⃗i · e⃗i,j

)(
µeff,je⃗i,j · S⃗j

)
− µeff,i µeff,j S⃗i · S⃗j

r3i,j
(2.8)

The unit vector e⃗i,j points from the lattice site of spin S⃗i to the lattice site of

spin S⃗j. The distance between the two lattice sites is denoted by ri,j. The �eld

lines of a single magnetic dipole are illustrated in �gure 2.4a. The alignment of

�ve spins of a CoFe unit cell, which are coupled by dipole-dipole interactions,

are shown in �gure 2.4b.

(a) Field lines of a single spin. (b) Five dipolar coupled spins.

Figure 2.4: Dipole-dipole interaction.
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Furthermore the Dzyaloshinskii-Moriya interaction is supposed to be a possible

origin of a spin canting near the interface between Co/Cr
2
O

3
in section 7.2.

This energy term is only considered with regard to this stack and a more

detailed description is given in the corresponding section.
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Chapter 3

Calculation Methods

To determine the static and dynamic properties of multilayer systems, many

di�erent methods are available. A pure quantum mechanical approach mod-

els the exact physical behavior, but the computation is by far much too time

consuming. Micromagnetics, at which the magnetization is seen as a continu-

ous property, provides short computational times, but conceals the atomistic

structure. This leads to many problems at small structure at which the in�u-

ence single atoms has to be taken into account. The methods used and further

developed in this thesis are based on atomistic calculations. A macrospin

approach is an in-between of an atomistic and a micromagnetic approach as

several spins are combined into a single macrospin. This reduces the com-

putational time drastically. Furthermore, macrospins can be combined with

atomistic structures.

At the end of the previous chapter, the di�erent energy terms of an extended

classical Heisenberg Hamiltonian have been introduced. A minimization of

these energy terms reveals the local energy states of a magnetic system. For

models of low complexity, the magnetic states and �eld dependent magnetiza-

tion curves could be obtained by pure analytical methods. For more complex

models, the spin states of local energy minima can be determined by numerical

calculations. In the �rst section the energy minima of the Stoner-Wohlfarth

model [21] and a spin dimer are discussed. For the development of exchange

bias models, a basic understanding of these fundamental models is required.

Even if these models are not explicitly used, parts of the ideas have been in-

15
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corporated into other models. On the basis of these fundamental models, basic

properties like magnetic hysteresis and spin �op state are introduced. These

basic properties can be recognized in most of the chapters within this thesis.

Furthermore, a graphical representation of the so-called energy curves is ex-

plained, which is used in section 5.2.2 of chapter 5 to illustrate the thickness

dependent spin reversal of an antiferromagnetic layer within an exchange bias

stack.

Time dependent spin evolutions are not considered in the sections 3.1.1 and

3.1.2 treating the Stoner-Wohlfarth model and the spin dimer. The energy min-

imizing states of the models in these sections re�ect only the static solutions

of the Heisenberg model. In section 3.2 two methods are introduced to obtain

the dynamic behavior of a magnetic system. Within this thesis, spin dynamics

calculations are applied to atomistic structures of dimensions in the nanometer

range. For larger structures in the micrometer range, the calculations based on

atomistic approaches are way too time consuming. The dynamics of the multi-

domain structures could be investigated by micromagnetics [9] or by macrospin

approaches [22] (sections 3.3 and 3.4). The micromagnetic approach itself is

not used in this thesis. Nevertheless, the micromagnetic parameters can be

converted into e�ective parameters for an atomistic or a macrospin approach.

This useful as reliable atomistic data is rarely available. Many parameters can

only be obtained indirectly and in a continuous and averaged form.

Moreover results from micromagnetic calculations have been used during soft-

ware development for the veri�cation of new algorithms. Such a comparison is

based on a macrospin approach introduced in the last section of this chapter.

A macrospin model is used to model the complete ferromagnetic NiFe layer of

the NiFe/IrMn/MgO/Pt, which leads to a huge reduction of the computational

times. This model is explained in section 6.7.2 of chapter 6.
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3.1 Magnetic states of spin systems with low

complexity

In order to obtain the magnetic states of a structure at zero temperature, the

energy terms within the classical Heisenberg model have to be minimized. This

is addressed to two important models discussed within this section.

The �rst one is the Stoner-Wohlfarth model, which has been proposed by

Stoner and Wohlfarth to investigate the magnetic behavior of homogenous

magnetized particles in 1948 [21]. Although the Stoner-Wohlfarth model is a

model of low complexity, it is often used to explain experimentally determined

hysteresis curves [18].

The second one is the classical spin dimer. This model consists of two ferro-

magnetic or antiferromagnetic coupled spins with uniaxial anisotropies. It is

used to demonstrate the e�ect of a simple energy barrier and to illustrate the

graphical representation of energy curves in more detail.

3.1.1 Stoner-Wohlfarth model

The Stoner-Wohlfarth model [21] describes the magnetic behavior of ferromag-

netic particles. A single Stoner-Wohlfarth particle has an ellipsoidal shape and

a uniform magnetization (�gure 3.1). In this case, the exchange interactions

between the next neighboring spins within one particle lead to a constant en-

ergy term of the Hamiltonian. As magnetic states are found by minimizing

the energy terms within the Hamiltonian, this energy term is neglected in the

Stoner-Wohlfarth model. In the original work of Stoner and Wohlfarth the

shape anisotropy of the particle due to the dipole-dipole interactions is con-

sidered, whereas a uniaxial anisotropy is not taken into account. However,

the resulting Hamiltonian could also be applied to particles with a uniaxial

anisotropy [18]. Stoner and Wohlfarth discussed the results of prolate, oblate,

and general ellipsoids [21]. Here, only the case of the prolate ellipsoid is pre-

sented.
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B

z

M

θ 

Ф 

Figure 3.1: Schematic representation of the Stoner-Wohlfarth particle

as prolate ellipsoid.

In general, the energy of the shape anisotropy can be expressed by the integral

over the particle

ED = −µ0

2

∫
M⃗ · H⃗D dV , (3.1)

where M⃗ is the magnetization and H⃗D denotes the demagnetization �eld re-

sulting from the dipole-dipole interactions of the spins within the particle. In

the case of an ellipsoidal particle equation 3.1 becomes

ED =
1

2
V
(
NxM

2
x +NyM

2
y +NzM

2
z

)
. (3.2)

Nx, Ny and Nz are the demagnetization factors and V is the volume of the

ellipsoid. In case of a prolate ellipsoid, Nx equals Ny. By using the relation

Ms =
√
M2

x +M2
y +M2

z the shape energy can be expressed as a function of

Mz [18].

ED =
1

2
V
[
Nx

(
M2

x +M2
y

)
+NzM

2
z

]
=

1

2
V
[
(Nz −Nx)M

2
z +NzM

2
s

]
= −1

2
V (Nx −Nz)M

2
z + const.

(3.3)

Ms is the constant saturation magnetization of the particle. Hence the last

part of the second row in equation 3.3 contains only constant values and can

be neglected within the calculation of energies.



19

In case of an uniaxial anisotropy with an anisotropy energy density K and an

easy axis parallel to the z-axis, the energy term is given by

E = KV sin2(ϕ− θ). (3.4)

Apart from a constant term, equation 3.3 and 3.4 exhibit the same math-

ematical form. Including the Zeeman term, the Hamiltonian of the system

describing a particle of uniform magnetization is given by

H = KeffV sin2 (ϕ− θ)−BMsV cos (ϕ) . (3.5)

The anisotropy energy density Keff is either related to the shape anisotropy

or the uniaxial anisotropy or to the superposition of both. The magnetization

rotates within the plane de�ned by the directions of �eld and the long axis

of the ellipsoid. The angles θ and ϕ are related to the �eld axis and to the

long axis of the ellipsoid as represented in �gure 3.1. The hysteresis loop (cf.

section 4.1) can be determined by minimizing equation 3.5 with respect to θ.

In the case of θ = 0, the external �eld B⃗ is parallel to the easy axis of the

particle and the coercive �elds can be obtained analytically. Keff is greater

than zero as the anisotropy has an easy axis aligned with the z-axis. Ms is

greater than zero as well.

dH
dϕ

= 2KeffV cos(ϕ) sin(ϕ) + BzMsV sin(ϕ)
!
= 0 (3.6)

⇒ ϕ0 =

arccos(−BzMs

2Keff
)

±nπ

(3.7)

The three solutions of equation 3.6 re�ect the minima, maxima or in�ection

points for Keff > 0, Ms > 0 at a corresponding �eld strength Bz. To get

the energy minimizing spin orientations with respect to the magnetic �eld Bz,

these three solutions are inserted into the second derivative of the Hamiltonian.

Only angles and �eld ranges, at which equation 3.8 holds, might be valid spin

states.
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d2H
dϕ2

|ϕ0 = 2V Keff cos
2(ϕ)− 2V Keff sin

2(ϕ) + BzMsV cos(ϕ)|ϕ0

!
> 0 (3.8)

⇒ ϕ0 =


π + 2πn if Bz <

2Keff

Ms

2πn if Bz > −2Keff

Ms

arccos(−BzMs

2Keff
) if Bz < −2Keff

Ms
∨Bz >

2Keff

Ms

with n = 0, 1, 2, . . .

The last solution of ϕ in equation 3.8 is non-physical, as ϕ becomes complex

valued. Thus, ϕ = 0 and ϕ = π are the only valid spin states for the corre-

sponding �eld ranges Bz <
2Keff

Ms
and Bz > −2Keff

Ms
.

The results of the calculation above are visualized using the energy curves

in �gure 3.2a. The energy curves are a graphical representation of the en-

ergy minimizing magnetic states as a function of the applied magnetic �eld

in a certain direction. Here, the energy of the states are plotted against the

z-component of the magnetic �eld Bz. The di�erent magnetic states are sepa-

rated by energy barriers. The evolution of the states and thus, the hysteresis

loop can be deduced from the graphical representation in �gure 3.2a. At neg-

ative magnetic �elds, the system is in its global minimum at ϕ = π. This state

is represented by the red curve. By increasing the external �eld, the energy of

this magnetic state becomes a local minimum. The energy barrier between the

states prohibits a spin reversal before the coercive �eld Bc =
2Keff

Ms
is reached.

At the coercive �eld the energy barrier is decreased to zero and the spins re-

verse their magnetization to reach the global minimum. The related hysteresis

curves, including the case of θ = 0, are illustrated in �gure 3.2b.

Although the Stoner-Wohlfarth model is based on many simpli�cations, it can

be used to calculate the shape of experimentally determined hysteresis curves

[21, 18]. A large structure consists of many particles, which are arbitrarily

orientated. Thus, the angles between each anisotropy axis and the magnetic

�eld are random. The shape of measured hysteresis curves of ferromagnetic

materials can be obtained by averaging over all angles θ .
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Figure 3.2: (a) Energy curves representing local energy minima of

the Stoner-Wohlfarth model. (b) Hysteresis curves of the

Stoner-Wohlfarth model for di�erent magnetic �eld angles.

3.1.2 Classical spin dimer

The spin dimer consists of two exchange coupled spins. The spins are either

antiferromagnetically (J<0) or ferromagnetically (J>0) coupled. Both spins

exhibit the same uniaxial anisotropy in the z-direction with an anisotropy

constant Dz and the same e�ective magnetic moment µ. In the simplest case,

the external �eld B⃗ is also applied along the z-axis.

The rotation of the spins is assumed to be restricted to a plane, so that the cor-

responding Hamiltonian (equation 3.9) is given by the angles α and β between

the spin vectors and the z-direction as illustrated in �gure 3.3.

H = −J cos(β − α)−Dz(cos
2(α) + cos2(β))− µBz(cos(α) + cos(β)). (3.9)

Figure 3.4 illustrates the energy curves and the hysteresis curves for the ferro-

magnetic and the antiferromagnetic coupling, which are found by minimizing

equation 3.9.

A hysteresis curve represents a history dependent process (cf. section 4). Thus,

at least the initial states have to be known to obtain the hysteresis curves in

�gure 3.4. In both cases it is assumed, that the spins are initially aligned along

the direction of a high magnetic �eld. Each �eld range of a local minimum has

a di�erent color. The related hysteresis branches are illustrated with the same
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x
y

z

Figure 3.3: Spin dimer.

color. The arrows sketch the spin states. A state transition does not occur, as

long as the state is a local minimum, i.e. as long as equation 3.10 and equation

3.11 hold for a given �eld strength Bz,0.

∂H
∂α

=
∂H
∂β

|Bz,0 = 0 (3.10)

∂2H
∂α2

|Bz,0 > 0 &
∂2H
∂β2

|Bz,0 > 0 &
∂2H
∂αβ

|Bz,0 > 0 (3.11)

In general, a spin reversal cannot occur at the intersection points of the energy

curves, because the states are still separated by energy barriers.

In the ferromagnetic case, the hysteresis consists of two branches. The �eld

ranges of the related energy minima are single-sided restricted by the coercive

�elds, at which a spin reversal into the global minimum state occurs. The

green branch in 3.4 (a) is related to the energy of an antiparallel spin state.

This spin state cannot be reached from any other spin state. It can only occur

as an initial state under the condition, that the uniaxial anisotropy constant

Dz is larger than 2J .
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Figure 3.4: Energy curves (top) and hysteresis loops (bottom) of a

spin dimer. The curves on the left are related to the ferro-

magnetic dimer, the curves on the right are related to the

antiferromagnetic dimer. The spin states are illustrated by

blue and red arrows. The branches in both representations

are illustrated by the same colors.
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In the antiferromagnetic case, the uniaxial anisotropy is set to a much lower

value than the exchange constant and thus, the spins are antiparallelly aligned

close to zero �elds. At increasing �elds, the spins �op into a state, at which

both spins are in the same angle to the easy axis while pointing slightly up-

wards. This state is called spin �op, which is discussed in section 7.3.2 at

Cr
2
O

3
in more detail. At high �elds, both spins align with the external �eld.

3.2 Atomistic spin dynamics

All calculations above, as well as the results of the Stoner-Wohlfarth model

and the spin dimer do not include time-dependence, i.e. the dynamic evolu-

tion of the spin states. Furthermore, they do not describe any temperature

dependence. Two di�erent methods are used within this thesis to calculate

the spin dynamics. The �rst one is based on the Landau-Lifshitz equation,

which is a time dependent equation of motion. The second one is a Metropolis

Monte Carlo algorithm, which is mainly used to calculate ground states of the

exchange bias stacks described in chapters 6 and 7.

3.2.1 Landau-Lifshitz equation

The Landau-Lifshitz equation is a classical equation, which describes the mo-

tion of spins exposed to an e�ective �eld. It consists of two terms, namely the

precession and the damping term. The equation of motion for a spin precessing

around the e�ective �eld H⃗eff = ∂H
∂S⃗j

is described by

dS⃗j

dt
=

∂H
∂S⃗j

× S⃗j, (3.12)

where S⃗j denotes the normalized classical spin and H is the extended classical

Heisenberg Hamiltonian as described in section 2.2. One can deduce this clas-

sical equation from the quantum mechanical Heisenberg equation of motion in

combination with the Ehrenfest theorem [10, 23].

The precession term conserves the magnitude of each spin and the energy.

Landau and Lifshitz added a second term [24], which also conserves the mag-

nitude, but allows dissipation. The term models a damped precession towards
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the local e�ective �eld. The strength of this damping is described by λ, the phe-

nomenological Landau-Lifshitz damping factor. The complete Landau-Lifshitz

equation is given by

dS⃗i

dt
=

∂H
∂S⃗i

× S⃗i + λ

(
∂H
∂S⃗i

× S⃗i

)
× S⃗i. (3.13)

The spin motion due to the precession and the damping in equation 3.13 is

sketched in �gure 3.5.

Heff x S(Heff x S) x S

S

Heff

Figure 3.5: Illustration of the spin motion in an e�ective �eld Heff

due to the precession term (green) and the damping term

(blue) of the Landau-Lifshitz equation.

Until now the in�uence of the temperature has not been taken into account. A

�nite temperature leads to thermal �uctuations which have to be considered

within the spin equations of motion. To model a heat bath coupling with

�nite temperatures, �uctuations of the spins are introduced using a Langevin

approach [25]. Langevin describes the Brownian motion of a particle in a liquid

by Newton's second law of motion. He introduced an additional stochastic force

to model the collisions with the much smaller �uctuating particles within the

liquid [26]. In this case the equation of motion for a particle at position x⃗(t)

reads

m
d2x⃗(t)

dt2
= −ζ

dx⃗(t)

dt
+ F⃗ (t). (3.14)
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The �rst part of equation 3.14 is the friction term with the coe�cient of friction

ζ. This term models the velocity dependent deceleration of the particle. The

second term is the �uctuating force due to the collisions. The �uctuations

are independent of the motion of the particle and assumed to vary in a much

shorter time scale than the particle's motion.

The principle of an additive force �eld can be used to extend the Landau-

Lifshitz equation to the so-called stochastic Landau-Lifshitz equation:

dS⃗i

dt
=

(
∂H
∂S⃗i

+ f⃗i

)
× S⃗i + λ

(
∂H
∂S⃗i

× S⃗i

)
× S⃗i (3.15)

The duration of the �uctuations and the time interval between the �uctua-

tions are much shorter than the time scale of the spin precession [10]. The

following equations express the properties of the �uctuations, i.e. the mean of

the random �uctuation �elds is zero and the �elds are uncorrelated in time.

< f⃗i >= 0 (3.16)

< fα
i (t)f

β
j (t

′) >= 2λkBTδijδαβδ(t− t′). (3.17)

The stochastic Landau-Lifshitz equation preserves the magnitude of the spins

as well.

The spin dynamics is determined by solving the stochastic Landau-Lifshitz

equation. The accuracy of the numerical calculation is of the order O(h4 +

ϵ2h2), where h is the time step length and ϵ =
√
2λT [27]. Therefore, at high

temperatures and rather long time steps the magnitude of the spins �uctuates

around 1, i.e. is no longer preserved. In these cases, the time step length has

to be adjusted in order to keep the magnitude �uctuations within about 1%

over the whole simulation time. However, shorter time step lengths su�er from

an increase of the computational time.

Within the Landau-Lifshitz approach, thermal averages of physical properties

can be determined by either sampling and averaging over many time steps or

by averaging over many con�gurations of system's replicas. In both cases, the

system has to be thermalized prior to the sampling process in order to prevent

non-physical states in the ensemble resulting from arti�cial initial states [10].
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For simulations at T = 0 one has to avoid the case where all spins are parallelly

or antiparallelly aligned to the e�ective �eld. In this case, the right hand side

of equation 3.13 becomes zero, i.e. the system is frozen in its inital state. To

avoid such a scenario it is useful to start from a random initial con�guration.

Another option is to apply a very low temperature, at which the �uctuations

produce an additional torque, but the results are otherwise not biased by the

temperature.

3.2.2 Monte Carlo approach

The second approach, used to model spin dynamics, is based on a Metropolis

Monte Carlo algorithm [28]. Within this scheme, a new spin con�guration

is found by a random rotation of a single spin. This con�guration is either

accepted or rejected depending on the energy di�erence between the previous

con�guration and the new con�guration. The energies are determined from

the classical Heisenberg Hamiltonian. Each trial change of a spin is called a

Monte Carlo step and a Monte Carlo cycle denotes a trial change of all spins

of the structure.

The ensemble spin states of a model with N spins at �nite temperature T are

found by applying the following procedure:

1. The system is prepared in a proper initial state. In most cases, the initial

state is a random orientation of all spins.

2. A spin at site i is selected and its local energy is calculated. This energy

is denoted by Eold.

3. The direction of this spin is rotated to a new position. This new position

is either an arbitrary position on the surface of a unit sphere or restricted

to a spherical segment centered around the former spin direction (cf.

section 4.2.2).

4. The local energy related to the new con�guration Enew is calculated.
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5. The old and the new energies are compared. If Enew < Eold, then the new

con�guration is accepted. Else, an evenly distributed random number

r between 0 and 1 is chosen. If r < exp(−Enew−Eold

kBT
), then the new

con�guration is accepted. Otherwise this con�guration is rejected and

the old one is kept.

6. If the new con�guration has been accepted, Eold = Enew.

7. Steps 2 to 5 are repeated.

The spin states have to be sampled to compute thermal averages. This sam-

pling might be done after each Monte Carlo cycle. At the end, the averaging is

performed over all samples. The con�gurations should not be sampled before

the system reaches physical states. This is required to prevent non-physical

states from initial spin states.

3.3 Micromagnetics

Micromagnetics [9] is a classical approach, at which the material parameters

are assumed to be continuous. In comparison to atomistic approaches, the

atomistic structure is ignored and the method is appropriate for rather large

structures in the micrometer range. The term micromagnetics is somehow

misleading, but it is understandable in its historical context. Brown, who

mainly developed micromagnetics with the aim to study domain walls, has

chosen this wording to distinguish his theory from domain theory. In domain

theory, the focus is on much larger domains. The small regions of the domain

boundaries are neglected in the domain theory [18].

The micromagnetic approach is based on the di�erent energy terms introduced

in section 2.3 as well, but these terms are rewritten in a continuous form [23].
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Eexch = −A

∫
V

(∇S⃗)2dV (3.18a)

Eaniso = −K

∫
V

(S⃗ · e⃗u)2dV (3.18b)

Efield = −Ms

∫
V

(B⃗ · S⃗)dV (3.18c)

Edip = −µ0

2

∫
V

(M⃗ · H⃗D)dV (3.18d)

Here, A is the exchange sti�ness, K the micromagnetic uniaxial anisotropy

constant associated to an preferred magnetization direction e⃗u, Ms the satura-

tion magnetization and H⃗D denotes the demagnetization �eld. The conversion

from a discrete form in section 2.3 to the continuous form is based on the as-

sumption, that the next neighboring spins di�er only slightly in their direction.

Thus, the summations over all spins of the structure within the energy terms

in section 2.3 can be replaced by integrals. For the complete derivation we

refer to [18, 23].

By comparing both forms of the energy terms, the constants of the micromag-

netic approach are derived from their atomistic counterparts by

A =
cJ

2a
(3.19a)

K =
D

a3
(3.19b)

Ms =
µeff

a3
. (3.19c)

In the equations above, c denotes a lattice dependent coe�cient which is equal

to c = 1, 2, 4 for bcc, fcc, and hcp, respectively [18]. The second constant a in

equations 3.19a-3.19c is the lattice constant of the crystal. The time indepen-

dent magnetic states of a structure are determined by minimizing all energy

terms analytically or by numerical evaluation. The magnetization dynamics,

i.e. the time dependent evolution of the magnetization M⃗ , is commonly cal-

culated by solving the Landau-Lifshitz-Gilbert equation (equation 3.20) [18].

This equation is very similar to the Landau-Lifshitz equation explained in sec-

tion 3.2.1. As the Landau-Lifshitz equation fails in case of large damping,

Gilbert introduced a di�erent damping term [29]. Here, the Landau-Lifshitz-
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Gilbert equation is described in its continuous form as all given parameters in

a micromagnetic approach are continuous.

∂M⃗

∂t
= − γ

(1 + γ2α2M2
s )
M⃗ × H⃗eff +

γ2α

(1 + γ2α2M2
s )
M⃗ × (M⃗ × H⃗eff), (3.20)

In this equation α denotes the phenomenological Gilbert damping coe�cient.

The Landau-Lifshitz-Gilbert equation and the Landau-Lifshitz equation be-

come identical in the limiting case of low damping in both, the atomistic and

the continuous description.

As the micromagnetic approach is based on a continuous description of the

material properties, the complete structure can be divided into cells inde-

pendently of discrete atomic positions. Hence, the Landau-Lifshitz-Gilbert

equation can be solved by �nite element methods. The grid size for such a

calculation is adjustable which permits the calculation of the magnetization

and other quantities of rather large structures. However, the application of mi-

cromagnetics is more restricted than the application of atomistic approaches.

The characteristic length of the determined quantities has to be much larger

than the size of a single cell. Besides the restriction of the cell size, the con-

tinuous description prohibits the investigation of antiferromagnetic materials

without further adaptions [30]. Furthermore, high temperatures cannot be

taken into account in the common micromagnetic approaches, as �nite tem-

peratures change the saturation magnetization locally. This local change is in

contradiction to the assumption of constant saturation magnetization within

micromagnetic approaches [31].

3.4 Macrospin approach

In a macrospin approach, the magnetic moments of several neighboring spins

are combined into a single macrospin. This is only valid by assuming a ho-

mogenous magnetization of the neighboring spins within the volume, which

is modeled by the macrospin. Thus, the macrospin is represented by a clas-

sical spin with a single e�ective magnetic moment. The e�ective magnetic

moment and the total uniaxial anisotropy are calculated by a summation over
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the e�ective magnetic moments and the anisotropies of the atomistic spins

within the volume. The shape anisotropy resulting from dipole-dipole inter-

actions is also considered by the total uniaxial anisotropy. As the macrospin

approach is based on a homogenous magnetization within the volume, the ex-

change interactions of the atomistic spins are neglected. In opposite to that,

the interactions between di�erent macrospins might play a crucial role. The

exchange constants can be deduced from the exchange sti�ness of a continuum

approach like the micromagnetic approach described in the previous section.

The calculation of the magnetic states is determined by the same methods

as introduced for atomistic descriptions in section 3.19a-3.19c. The Stoner-

Wohlfarth particle can be seen as an example for a single macrospin. Within a

macrospin approach, �nite temperature could not be considered without fur-

ther assumptions. Thermal �uctuations change the alignment of the spins and

reduce the saturation magnetization, which is not considered in such an ap-

proach [32].

The macrospin approach might be seen as a theory, which is an in-between

of the atomistic and micromagnetic approaches. In some cases results from

micromagnetic simulations can be determined by a macrospin approach as

well. In the following example, the macrospin method is used to calculate

the di�erent ground states of a cubic structure, whose results are known from

micromagnetic calculations. The example is the standard problem no. 3,

which is one of �ve standard problems to compare the results of di�erent

micromagnetic implementations. The standard problems are described on the

webpage of the µMAGmicromagnetic modeling group at the National Institute

of Standards and Technology (NIST)1. The third standard problem has been

proposed and calculated by Hubert [33].

1http://www.ctcms.nist.gov/mumag/mumag.org.html, retrieved May 10th, 2016
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A cube of edge length L exhibits either a magnetic �ower or a vortex state.

Both are illustrated in �gure 3.6. The transition of the vortex to the �ower

state depends on the edge length and the material parameters. The material

parameters are given by the intrinsic length lex =
√

A
Km

and the magneto-

static energy density Km = µ0M2
s

2
. The uniaxial anisotropy is supposed to be

Ku = 0.1Km. From [33] it is known, that the transition should occur at ap-

proximately L = 8 lex.

To determine the di�erent states using a macrospin approach, the cube is

modeled by 9× 9× 9 macrospins on a simple cubic lattice. The material pa-

rameters are derived using equations 3.19a-3.19c under the assumption that

Ms = 1 · 106 A/m. The resulting �ower and vortex states in �gure 3.6 are

related to L = 10 lex and L = 7 lex. Thus, the expected transition length of

approximately L = 8 lex could be reproduced by a macrospin model.

(a) Flower state at L = 7lex. (b) Vortex state at L = 10lex.

Figure 3.6: Flower and vortex state of 9× 9× 9 classical macrospins.

The alignment of the spins depend on the edge length L

of the cubic structure.



Chapter 4

Hysteresis Modeling

Theoretical models in the area of magnetism are developed to explain and

predict the magnetic behavior of materials and systems. During model devel-

opment, the magnetic properties of the model are considered and compared

with experimental �ndings. One of the major properties is the hysteresis of the

magnetic material. It describes the history dependent behavior of the magne-

tization in response to a magnetic �eld whose strength is varied in time. In

a simulation such a magnetization curve can be directly calculated. In oppo-

site, the magnetization within an experiment is often indirectly obtained, for

example by the measurement of a current, voltage, resistance or by re�ected

and absorbed light waves. Nevertheless, the �eld dependent curves of these

quantities are also used to verify the quality of a model. Rather than a com-

parison of the magnetization, characteristic values like coercivity or distinct

curve shapes are used to compare experimental and theoretical results.

Within the following sections the main terms related to magnetic hysteresis

curves are explained and di�erent simulations methods to calculate the �eld

dependent and time dependent curves are introduced.

4.1 Fundamentals of magnetic hysteresis

In case that a material exhibits a magnetic hysteresis, its magnetization is

neither proportional to the applied �eld, nor it is a one-valued function of

the �eld [18]. Typical hysteresis curves are plotted in �gure 4.1. The blue

dotted line represents the virgin magnetization curve after demagnetization

33
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of the sample. The red line represents one of the minor loops, occurring by

decreasing the applied �eld again before reaching the saturation magnetization

Ms. The limiting magnetization curve is sketched by a green solid line. The

magnetization at zero �eld of the limiting curve is denoted by Mr, which is

the remanent magnetization or remanence. The minor hysteresis loops and

the limiting curve are bounded by two slopes of either increasing or decreasing

magnetization. The coercive �elds Bc
1 and Bc

2 indicate the �eld strength at

which the magnetization of the limiting curve becomes zero. Within this thesis

the coercivity is calculated by Bc = 1
2
(Bc

1 −Bc
2). If the hysteresis loop is

symmetric to the vertical axis, this value equals Bc
1.

B1

c
B2

c

Ms

Mr

2

1

3

Figure 4.1: Schematic representation of a hysteresis curve. The num-

bers are related to the virgin curve (1), the limiting hys-

teresis curve (2) and a minor hysteresis curve (3).

On one hand the shape of magnetization curve depends on the former magne-

tization and thus, on its history and the applied magnetic �eld. On the other

hand, the shape and especially the coercivity depend on the sweep rate of the
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external �eld. The sweep rate determines the time, in which the magnetization

of the structure can relax at each �eld value. Furthermore, the hysteresis loops

depend on the temperature.

The relation between temperature, sweep rate and magnetic �eld is explained

on the basis of a simple system with two energy minima, which are separated

by an energy barrier of a �nite height as illustrated in �gure 4.2.

π/2 π  θ
 

E

E2

E1

E = K V sin2(θ) - Ms V B cos(θ)

 

 

Figure 4.2: Representation of an energy barrier between two energy

minimizing spin states related to a Stoner-Wohlfarth par-

ticle.

The Stoner-Wohlfarth model, introduced in section 3.1.1, describes such a sys-

tem. First, it is assumed that the temperature is zero. By applying a magnetic

�eld, one of the two minima represents the global minimum, while the other

is a local minimum. Initially, the system is in its local minimum, at which the

spins are pointing against the positive �eld direction (cf. �gure 4.2). As there

is no temperature considered, the structure will reverse its magnetization as

soon as the height of the barrier reaches zero due to an increase of the external

�eld. The barrier equates zero at the coercive �eld Bc = 2K/Ms. K and Ms

denote the energy of the anisotropy per unit volume and the saturation mag-
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netization, respectively. If the reversal occurs in an in�nite small time interval,

it does not matter how fast the �eld is increased or decreased, the hysteresis

loop looks the same. The hysteresis loop is said to be rate-independent [34].

If a small temperature is taken into account, the hysteresis loop becomes rate-

dependent. A �nite temperature can be described by a stochastic process,

which leads to a random walk of the spin orientations in time. If the time in-

terval of distinct �eld strength is long, it is probable, that the system overcomes

the energy barrier and reaches its thermal equilibrium. In other words, the

�nite temperature permits, that a system might overcome its energy barrier,

although the external �eld is lower than the coercive �eld without tempera-

ture.

The time interval, which is necessary to �ip from one magnetic state into the

other by thermal agitation, is called the relaxation time τ . In case of zero �eld

its value is given by the Néel-Arrhenius equation

τ = τ0e
KV
kBT , (4.1)

at which τ0 denotes a constant of approximately 10−10s [18]. This value de-

pends on the material and the dimensions of the structure. It is often assumed

to be constant, but this is only applicable at narrow energy minima and high

energy barriers. Brown developed a di�erential equation based on a random

walk, at which τ0 can be determined numerically [9]. At Brown's approach τ0

is no constant anymore and depends among other parameters on the temper-

ature.

Nevertheless, equation 4.1 is used to explain the rate-depended hysteresis in

more detail. In �gure 4.3 the relaxation time is plotted against the tempera-

ture at zero external �elds. The anisotropy constant is 3.9 ·106 erg/cm3, which

is the value for hcp-Co [18]. The geometry of the Co particle is a sphere with

radius of r = 5nm. It can be seen from �gure 4.3, that the relaxation time

reaches high values in the geological range of more than million years, while

the relaxations at rather high temperatures shrinks to a few milliseconds (inset

of �gure 4.3).

Thus, in many experiments, the relaxation time is much higher than the time

of the measurement. In this case, the magnetization seems to be stable. For
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Figure 4.3: Representation of the relaxation time against temperature

calculated by the Néel-Arrhenius equation.

measurements, larger than the relaxation time, the magnetization is changed

during the measurement. E�ects like superparamagnetism, at which the mag-

netization seems to be zero, are observed. This class of magnetism is not

further studied within this thesis. Instead of that, the hysteresis loops result-

ing from experiments at which the relaxation time is much larger than the

measurement time, are discussed in detail. The hysteresis loops are measured

by applying an external magnetic �eld, which shrinks the energy barrier and

thus forces a state transition. As the height of the energy barrier is decreased

by the external �eld, a �nite temperature might lead to a spin reversal before

the coercive �eld Bc is reached. How much the �eld strength, which forces the

spin reversal, deviates from the coercive �eld at zero temperature, depends on

the time interval the system could spent to relax at a given �eld value. This is

sketched in �gure 4.4 by modifying the Néel-Arrhenius equation 4.1 [18]. It is

assumed that the system is in its local minimum and the global minimum can

be reached by increasing �elds. With an external �eld, equation 4.1 becomes

τ = τ0e
KV (1−BMs/2K)2

kBT . (4.2)

The Néel-Arrhenius equation and thus also equation 4.2, is only applicable at

rather high energy barriers and narrow energy minima, i.e. at low tempera-

tures and negative or low positive �elds away from coercivity. Anyhow, �gure
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4.4 illustrates the decrease of time, until a reversal occurs at a constant mag-

netic �eld due to thermal agitation. The curves �atten by increasing higher

temperatures. At �nite temperatures, the hysteresis curves of measurements

at low sweep rates and long time intervals exhibit smaller coercivities than

measurements at high sweep rates with short time intervals per �eld value.

These relations have also been measured by Wernsdorfer at a Mn
2
Ni single

chain magnet [35].
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Figure 4.4: Relaxation time against magnetic �eld at di�erent tem-

peratures.

Up to now the motion of spins during the state transition has not been taken

into account within these explanations. The resulting hysteresis curves are

denoted as static or quasi-static. In ultra-fast measurements and in typical

atomistic spin dynamics simulations of larger systems, the determined coer-

civities might be larger than the theoretical values needed to force a state

transition. If the sweep rate is very high, the time spent at each �eld value

is too short to relax into the new minimum. This occurs for example at sys-

tems with rather complicated spin reversal mechanisms, like reversals based

on domain wall motions [36]. Thus, the so called dynamic hysteresis loops

are measured or calculated at high sweep rates. Especially the comparison of

measured static hysteresis curves with hysteresis loops resulting from atom-
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istic spin dynamics calculations is problematic, because these calculations are

very time consuming. A typical time step in the simulation is in the femtosec-

ond range, while a reversal process is in the nanosecond regime [37]. Thus,

an atomistic spin dynamics calculation could easily exceed months, while a

comparable experimental measurement takes only seconds. This dilemma is

further discussed in the next section. A parallel algorithm to speed up the

calculations of hysteresis loops is introduced in the section one after.

4.2 Serial calculation of hysteresis curves

Two di�erent methods have been introduced in section 3.2 to calculate the

spin dynamics of small magnetic structures atomistically. Within the �rst

method, the Landau-Lifshitz equation is solved by a stochastic Runge-Kutta

scheme to calculate the �eld and time depended magnetization. The second

method is based on a Monte Carlo algorithm to determine the lowest energy

states. Both approaches are applicable to calculate hysteresis loops. In the

next section these approaches are abbreviated by SRK and MC, which stands

for Stochastic Runge-Kutta and Monte Carlo, respectively.

4.2.1 Solving the Landau-Lifshitz equation of motion

The Landau-Lifshitz equation is solved to calculate the spin state at each time

step. The spin state of the previous time step represents the initial spin state

of the actual time step. Thus, the necessary history-depended evolution of the

spin states is a naturally build-in feature.

The crucial parameters of a hysteresis loop calculation based on the SRK

approach are the sweep rate and the phenomenological damping factor. The

magnetic �eld strength can be arbitrarily chosen at each time step t. Typically,

a triangular function B(t) = B0 · [2 ·tri( t
tmax

−1)−1] with an up and down �eld

ramp or a sinusoidal function B(t) = −B0 · cos( t
tmax

2π) are used to determine

the hysteresis loops of the structure or system. B0 denotes the �eld amplitude

and tmax equates the time period of the complete �eld cycle.

The sweep rate Rs =
∆B
∆t

equals the ratio of the �eld amplitude and the time

interval covering half of a signal period as illustrated in �gure 4.5.

The second crucial parameter is the Landau-Lifshitz damping factor λ, which
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Figure 4.5: Di�erent functions of the magnetic �eld to determine a

magnetic hysteresis curve. The sweep rate is calculate as

the ratio of ∆B and ∆t.

is related to the relaxation time of the magnetization introduced in the former

section. Di�erent mechanisms, which permit an energy transfer, contribute

to the damping. These are for example the spin-orbit coupling and the spin-

phonon coupling in an atomistic approach [38, 39]. If the Landau-Lifshitz

equation is used to calculate the dynamics of a macrospin model or used within

a micromagnetic approach, the damping constant includes also damping due

to lattice defects or complex and time-consuming magnetization reversal pro-

cesses.

By choosing a proper damping constant and sweep rate, the resulting magneti-

zation curves are directly comparable to experimental hysteresis loops. If �nite

temperatures are taken into account, the magnetization values are determined

by thermal averaging.

The in�uence of the sweep rate on the hysteresis loop is exemplarily illustrated

by a thin CoFe layer in section 4.2.3.

4.2.2 Applying a modi�ed Monte Carlo scheme

Instead of solving the Landau-Lifshitz equation, a modi�ed MC scheme can be

used to determine hysteresis loops. The typical aim of Monte Carlo methods

in the area of magnetism is the determination of lowest energy states. As

each spin is rotated randomly to a position on the surface of a unit sphere

within a MC cycle, possible energy barriers might be exceeded within a small

amount of MC steps. A thermal averaging would reveal a superparamagnetic

behavior of the structure. To force a hysteretic behavior, the system has to be
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con�ned in one of its local energy minima, until the respective energy barrier

is exceeded either by the applied magnetic �eld or by thermal agitation with

a rather high temperature. One option to realize the con�nement is to restrict

the random change of the spins [40, 41]. In a classical view, the spin is thought

as a vector, which can be represented by an arrow pointing to a position on the

unit sphere (cf. 2.2). Without any restrictions, the new spin state is related

to an arbitrary position on the surface of the unit sphere. If the rotation is

con�ned, the arrow of the new state can only point onto a spherical segment

located around the position related to the former state. Figure 4.6 illustrates

one of these segments, which can be seen as the convex ground of a cone.

The segment is constructed by adding a vector to the initial position. The

coordinates of this vector are equally distributed on the surface of a sphere

with a radius Rc. Afterwards, the total vector is normalized. In �gure 4.6, the

radius of the sphere is Rc = 0.5.

Figure 4.6: Restriction of the random rotation of a spin to a spherical

segment in a modi�ed MC scheme. The spherical segment

is constructed by adding a sphere of radius Rc = 0.5 to

the spin vector.

By the restriction of the rotation a kind of pseudo dynamics is implied. A

comparison of the spin dynamics within a Landau-Lifshitz-Gilbert approach

and the pseudo dynamics of the modi�ed MC scheme leads to a relation be-

tween a time interval ∆t of the stochastic di�erential equation and a Monte



42

Carlo cycle [41]. The relation is given in equation 4.3. It is only valid in the

high damping limit.

R2
c =

20kBTαγ

(1 + α2)µs

∆t. (4.3)

α denotes the Gilbert-damping factor, which is part of the Landau-Lifshitz-

Gilbert equation and a phenomenological constant like the Landau-Lifshitz

damping factor. The Boltzmann constant kB multiplied with the temperature

T represents the thermal energy. µs is the e�ective magnetic moment of the

spins within the structure and γ denotes the gyromagnetic ratio. This equa-

tion is further studied within [42] at classical spin chains. It is shown that

the high damping limit in this case is reached for α > 4. Thus, the relation

in equation 4.3 fails for the investigation of the dynamics at structures with a

rather low damping.

In the modi�ed Monte Carlo scheme, �nite temperatures are considered im-

plicitly (section 3.2.2). A thermal averaging over each magnetization value of a

single �eld value reveals the hysteresis loop as described for the SRK approach.

4.2.3 Application: Magnetization curve of a thin CoFe

layer

A 1 nm and a 1.2 nm thick CoFe(B) layer are part of a magnetic tunnel junction,

which is switchable by a thermal spin-transfer torque (T-STT) [43, 44]. In a

T-STT device, the spin state is changed by a spin-polarized current, which is

caused by a temperature gradient. The two layers are separated by an ultrathin

non-magnetic MgO layer in the Ta/CoFe(B)/MgO/CoFe(B)/Ta stack. The B

atoms are thought to di�use into the neighboring layers during annealing.

The remaining CoFe layers exhibit a bcc-structure. Together with the MgO

layer and the Ta layers a perpendicular magnetic anisotropy (PMA) is induced

at CoFe(B)[45, 46]. The PMA is thought to be an interfacial e�ect, which is

explained in more detail within section 7.3.1. The strength of the perpendicular

anisotropy depends on the CoFe(B) layer thickness. Kim et al. proposed a

calculation of the magnetocrystalline and the shape anisotropy of thin ordered

B2 FeCo �lm at which a transition from in-plane to out-of-plane magnetization

is expected at approximately 15 monolayers (≈ 2.2 nm) [47]. The authors of
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[47] expect that the change of the lattice constant from the surface to the bulk is

responsible for the large perpendicular anisotropy. While the shape anisotropy,

which is caused by the long range dipole-dipole interactions, increases with the

layer thickness, the sum of the magnetocrystalline anisotropy over all atoms

decreases.

To demonstrate the challenges of a hysteresis calculation a model is developed,

which is related to an ordered bcc-CoFe layer with a thickness of 1 nm. The

e�ective uniaxial anisotropy of each Co and Fe atom is based on the results from

Kim et al. In a �rst instance, the in�uence of the dipole-dipole interactions

is neglected and the uniaxial anisotropy is assumed to be 175µeV of each

atom. The e�ective magnetic moments (µFe = 2.76µB, µCo = 1.74µB) and the

exchange constants of the �rst nine neighbor shells are obtained by density

functional theory calculations and illustrated in �gure 4.7 [48].
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Figure 4.7: Exchange interaction between the �rst nine neighboring

atoms of CoFe. From I. Stockem and C. Schröder, IEEE

Trans. Mag., 51, 11, 2015. c⃝2016 IEEE.

The lattice constant is assumed to be 0.286 nm. The rather high �rst neighbor

exchange interactions dominate the behavior and thus, no signi�cant di�er-

ence of the magnetization curve is observable, if the exchange interactions are

restricted to the �rst neighbor shell.

The hysteresis loops in �gure 4.8a and �gure 4.8b are obtained by solving

the stochastic equation of motion or by applying the modi�ed Monte Carlo

scheme, respectively. In the stochastic equation, the sweep rate is varied. In

the case of the Monte Carlo scheme the cone size Rc is changed.
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(a) Hysteresis loops at di�erent
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Landau-Lifhsitz equation.
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Figure 4.8: Hysteresis loops of CoFe.

The hysteresis loops in �gure 4.8a illustrate the sweep rate dependence. The

Landau-Lifshitz damping factor is assumed to be λ = 0.1. The high ferro-

magnetic coupling and the uniaxial anisotropy would cause a spin �op at the

coercive �elds of approximately 3T. This would lead to a sudden jump in the

magnetization. As the time step length is 0.1 fs, the spins could not reverse

within one time step and the dynamic rotation is re�ected in the curved shape

of the hysteresis loops. The hysteresis loop calculation of a cylindrical sample

with a radius of r = 2.5 nm and 1684 magnetic atoms takes 280minutes on a

single processor for the curve with the sweep rate of 80T

ns. The resulting curve illustrates a dynamic behavior, as the expected coer-

civity is not reached.

At this example, the determination of the hysteresis loops is less time con-

suming by applying the MC approach. The calculation with 107 MC steps

takes approximately 30min on a single processor. Although this approach is

much faster than solving the equation of motion, its application is in question.

The relation described in equation 4.3 is valid only in the high damping limit

and does not apply to the calculation of time step sensitive dynamic hystere-

sis loops with low damping. In opposite to this, the MC method might be a

good choice for the calculation of quasi-static hysteresis loops, at which the

measurement time is larger than any dynamic spin �ip, but much less than

the relaxation time at zero �eld.

In case of the CoFe structure with a uniaxial anisotropy, the hysteresis loop
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width decreases by decreasing the cone size Rc from Rc = 1.0 to Rc = 0.05.

This is in contrast to equation 4.3 and might be caused by the rather high

exchange interaction between the next neighboring spins. The Monte Carlo

procedure is based on a single spin �ip. A rotation of a single spin away from

the orientation of the surrounding spins leads probably to an increase of the

energy and the rejection of the new con�guration is very likely. At small angles

the energy reduction due to the Zeeman term might exceed the energy gain

from the exchange interaction and thus the state is more likely accepted.

The calculation of a quasi-static hysteresis curve for such a small structure,

excluding the long range dipole-dipole interactions, is a feasible task. But

as the radius increases, the number of atoms and interactions grows at least

quadratically and becomes impractical. The next section provides an approach

that reduces the computational time by a parallelization of the hysteresis loop

calculation.

4.3 Parallel calculation of hysteresis curves

The subsequent approach [48] is established to calculate quasi-static hystere-

sis loops e�ciently. A magnetization curve, which exhibits a hysteresis loop,

represents the history dependent behavior of the magnetization. As the mag-

netization depends on former magnetic states, the hysteresis loop is measured

by increasing or decreasing the magnetic �eld in a serial manner. But in sev-

eral cases some former states are known and the magnetization curve can be

divided into independent parts, allowing a parallel calculation. In these cases,

the parallel calculation leads to an enormous reduction of the computational

time.

4.3.1 Division into independent parts

A hysteresis of the �eld dependent magnetization occurs, when a system is

temporary trapped in local minima that are separated by energy barriers. In

the simplest case, the system is represented by a single spin with a uniaxial

anisotropy. Without temperature, two local minima are separated by one

energy barrier. The two states are those at which the spin points either up-

or downwards. By applying a large magnetic �eld parallel to the anisotropy
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axis the spin is reversed from one state into the other. If the energies of the

local minima are plotted against the magnetic �eld, the overlapping range

represents the width of the hysteresis loop (cf. section 3.1.1). To speed up the

hysteresis loop calculation, the complete �eld cycle is subdivided into branches,

at which the magnetization is calculated independently by choosing proper

initial conditions.

(a) Hysteresis curve and branches

for a structure with a uniaxial

anisotropy.

(b) Hysteresis curve and branches

for switchable exchange bias

systems. From I. Stockem

and C. Schröder, IEEE Trans.

Mag., 51, 11, 2015. c⃝2016

IEEE.

Figure 4.9: Schematic representation of hysteresis curves (top) and

branches with related initial conditions (bottom) used for

a parallel calculation.

In this example the hysteresis loop consists of two branches with di�erent ini-

tial conditions. In the upper branch the spin is initially pointing upwards and

in the lower branch the spin is initially pointing downwards. Figure 4.9a illus-

trates the branches for the case of a symmetric hysteresis loop. Each branch

can be further divided into small intervals until each interval consists of only

one �eld value and a related initial condition. Thus, the history is re�ected in

the initial conditions and the magnetization at each interval can be calculated

in parallel.
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Figure 4.10: Energy curves of a switchable exchange bias model.

Such a splitting into intervals is also applicable at more complicated systems

and multilayer stacks with shifted hysteresis loops. One example is the switch-

able exchange bias stack Pt/Co/Cr
2
O

3
/Pt described in detail in chapter 7. A

three spin model, which is explained and further investigated in section 5.3.2,

is used here to explain the parallel calculation of hysteresis loops at switchable

exchange bias systems. At Pt/Co/Cr
2
O

3
/Pt it is supposed, that the spins of

the antiferromagnetic layer are reversed by a high magnetic �eld. The com-

plete �eld cycle consists of three branches to determine a magnetization curve

showing a switchable loop shift (�gure 4.9b). At the �rst branch the �eld is

increased to switch the system. The second and third �eld branch describes a

down and up �eld ramp to determine the hysteresis loop on the opposite side

of the coordinate system. From the energy curves in �gure 4.10 it can be seen

that all three branches require di�erent initial conditions.

At approximately −6T three di�erent energy minimizing states exists. To

distinguish which state can be reached within each cycle, the order of the spin

states has to be known. This order is re�ected by the initial conditions of each

branch.

• At the �rst branch the �eld is increased to switch the antiferromagnetic

layer. The related initial state is the �rst state in �gure 4.10.
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• At the second branch the �eld is decreased. In a serial calculation, the

spin reversal of the antiferromagnetic state has been passed before. Thus

the fourth state is the related initial con�guration of the second branch.

• At the third branch the �eld is increased again. The initial condition

equates the �fth state.

In the following, the calculations are based on the cylindrical CoFe layer de-

scribed in the former section 4.2.3. Such a single domain ferromagnetic struc-

ture equates the two local energy minima example from above (cf. �gure 4.9a).

The calculation of quasi-static hysteresis loops of other systems follow the same

scheme as explained by the cylindrical CoFe layer in the next sections.

4.3.2 Calculation of the magnetization within the inter-

vals

The quasi-static magnetization within each interval can be determined by the

MC scheme (section 4.2.2) or by the SRK approach (section 4.2.1). Within

the implementation of the SRK approach a hybrid parallelization is used to

accelerate the calculations. The calculation of the magnetization of the in-

dependent intervals are parallelized by the message passing interface (MPI)

[12]. The time consuming parts of the SRK scheme are accelerated by a multi-

threading algorithm based on OpenMP [11].

Depending on the material parameters and the interactions, either solving the

SRK scheme or the MC method leads to a faster relaxation. At both methods,

the number of steps has to be chosen properly. The number of time or MC

steps has to be at least equal to the number of steps which are necessary to

rotate the magnetization at the coercive �eld strength completely. To obtain

the limiting number of steps a spin reversal is computed at a �eld value that

is slightly larger than the coercive �eld for both methods. The magnetization

during the spin reversal at B = 4.8T is represented in �gure 4.11.

At the MC scheme a cone of size Rc = 0.5 is assumed. The damping factor in

the Landau-Lifshitz equation is λ = 0.1. A small temperature of only 0.1K is

applied at both methods. It is used to cause a small torque at a ferromagnetic

state within the Landau-Lifshitz equation and used to avoid a division by zero
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Figure 4.11: Determination of the necessary computational time for

the CoFe layer by the evolution of the magnetization at

the critical �eld B = 4.8T.

within the Monte Carlo scheme. With these parameters the MC scheme needs

less than 3646200 MC steps and approximately 25min, which is faster than

the numerical calculation of the Landau-Lifshitz equation even with multi-

threading.

The two branches in �gure 4.9a are divided into small intervals of �ve �eld

values. At the beginning of each interval a relaxation run of 3 ·106 MC steps is

performed starting from the related initial state. After that the magnetization

of the �ve �eld values within the interval are sampled with further 3 · 106 MC

steps, which is su�cient to get a quasi-static behavior. Figure 4.12a illustrates

these intervals and the resulting hysteresis loop. An insu�cient number of

steps leads to artifacts, recognizable close to the coercive �elds in �gure 4.12b.

Here, the prerelaxation run is performed with only 1 · 105 and the sampling

consists of 5 · 105 MC steps.

Depending on the available number of processors, the intervals can be further

divided and the speed-up increased, so that at least one processor calculates

the magnetization at one �eld value.

4.3.3 Hybrid scheme for the long-range dipole-dipole

interactions

The long range dipole-dipole interactions cause a dramatic increase of the com-

putational time. To reduce the computational time the hybrid implementation

of MPI and openMP is extended. Multi-threading is used to accelerate the cal-
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(a) Quasi-static calculation with a

su�cient number of MC steps.

Adapted from I. Stockem and

C. Schröder, IEEE Trans.

Mag., 51, 11, 2015. c⃝2016

IEEE.
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Figure 4.12: Quasi-static hysteresis loop of CoFe. The di�erent initial

conditions applied at each branch are represented by up-

and downwards orientated triangles. The color of the

triangles indicates the intervals for each processor.

culation of the dipole-dipole interactions (DDI) in both, the MC and the SRK

approach. In opposite to the calculations without DDI, the SRK scheme is

much faster than the modi�ed MC method in case that the DDI are included

(�gure 4.13a). The speedup with and without DDI are represented in �gure

4.13b.

4.3.4 Temperature

A noise term is added to the Landau-Lifshitz equation (section 3.2.1) to obtain

the magnetization at �nite temperatures. In the MC approach, temperature

is implicitly considered (section 3.2.2).

In the parallel approach a quasi-static hysteresis curve under �nite temper-

atures is determined by calculating many loops and a subsequent averaging

over the magnetization values at each �eld point. Figure 4.14a represents the

averaged loops at 1K, 100K and 300K. Additionally a single trajectory of the

calculation at 300K is shown. The number of necessary trajectories depends

on the temperature. A higher temperature has a higher variance leading to a
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Figure 4.13: Parallelization of the hysteresis loop calculation including
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higher number of necessary trajectories to get a smooth hysteresis loop. Figure

4.14b illustrates the evolution of the average magnetization for distinct �eld

values at 300K. An average value is reached at approximately 200 runs, which

is the number of trajectories used to calculate the hysteresis loops in �gure

4.14a.

4.3.5 Limitations of the method

The introduced method is applicable to single domain structures with a rigid

magnetization to obtain quasi-static hysteresis loops. By the application of this

algorithm, the history has still to be taken into account. As it is not complied

with a serial calculation of depended states, the history has to be re�ected

by the initial states. At more complex structures or systems, the necessary

branches and the related initial conditions cannot be easily obtained. In some

cases, the function of the external �eld plays a major role to obtain the correct

chronological order of the spin states. One example is the magnetization curve

determination of the NiFe/IrMn exchange bias stack in section 6.8.2. If the

magnetic �eld is slowly increased by a �eld ramp, the system moves into a local

minimum and is trapped. A sudden �eld jump, as it occurs at a rectangular
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�eld pulse, leads to a di�erent state. This state is energetically favored, but

not accessible by slowly increasing �elds. Thus, the parallel approach would

fail to calculate hysteresis loops.

4.4 Concluding words on hysteresis modeling

In this section the fundamental terms regarding hysteresis are explained. Dif-

ferent methods have been introduced to determine hysteresis loops. The in-

�uence of the sweep rate and the cone size have been shown exemplarily at a

CoFe cylindrical layer. As the serial calculation of quasi-static hysteresis loops

might be very time consuming, an approach has been developed, that acceler-

ates the calculation by parallelization. This approach has been introduced on

the basis of the CoFe example as well.

A comparison with the measured results in [43, 44] and [46] implies a much

lower anisotropy value of the CoFe layer. The deviation is too high to be rea-

soned by a wrong assumption of the CoFe layer thickness. But two other rea-
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sons seem to be valid. The �rst one is that the dipole-dipole interactions have

been neglected. From [47] it can be seen, that the energy of the dipole-dipole

interactions is of the same magnitude as the magnetocrystalline anisotropy.

The second one concerns the assumed structure of the layers. The assumed

magnetocrystalline anisotropy is related to an ordered bcc lattice. In [44] a

Co
20
Fe

60
B
20

layer is prepared, at which the B atoms are transported to the

CoFe(B)-Ta interface. As the fraction of the Fe atoms is higher than those of

Co, the remaining Fe and Co atoms are disordered on the bcc lattice. The mag-

netic properties of the Ta/CoFe(B)/MgO/CoFe(B)/Ta system could be either

calculated with an e�ective uniaxial anisotropy, that includes the dipole-dipole

interactions or by considering the dipole-dipole interactions separately within

the method proposed in the former section. The Ta/CoFe(B)/MgO/CoFe(B)/

Ta system has not been further investigated within this thesis.
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Chapter 5

Exchange Bias: Theory and

Modeling

The term exchange bias describes a unidirectional anisotropy related to the

interfacial interaction between a ferromagnetic and an antiferromagnetic ma-

terial. It leads to a displacement of the hysteresis loop along the �eld axis.

The e�ect was found at oxidized cobalt particles by W. H. Meiklejohn and C.

P. Bean in 1956 [49]. Today the exchange bias e�ect is used in the memory

technology to pin the magnetization of a reference layer, while the magnetiza-

tion of a free layer is reversed by applying an external magnetic �eld (�gure

5.1) [50].

In this speci�c application, the spins of the antiferromagnetic pinning layer are

assumed to be rigid and �xed. The hysteresis loop of the pinned layer is shifted

in one prede�ned direction along the �eld axis via an interfacial coupling be-

tween both layers. In other applications, the pinning layer is not totally �xed

and the spins might be reversed by a high magnetic external �eld.

During the last decades after the discovery of the exchange bias e�ect sev-

eral models have been proposed to explain the observed phenomena related

to exchange bias [51, 52, 53, 54, 55]. Until now, no model exists that scopes

all the observed phenomena at di�erent kinds of materials, structures and

their related interfaces. Each model is based on assumptions suitable for a

particular group of materials or applications. The �rst model developed by

Meiklejohn and Bean comes along with a very intuitive picture explaining

some of the exchange bias phenomena qualitatively on the basis of a two layer

55
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(a) Spin Valve. (b) Hysteresis curves.

Figure 5.1: Representations of a spin valve and the related hysteresis

curves of the free layer (blue curve) and the pinned layer

(red, dashed curve).

ferromagnetic-antiferromagnetic stack [56]. But this model is based on as-

sumptions like a coherent magnetization, which are not applicable to many

systems. One example are systems that show a spring-like magnetic behavior

(cf. section 5.3.3). A one dimensional chain model is introduced in section

5.2.2, which expands the degrees of freedom for the magnetization compared

to the Meiklejohn-Bean model. In section 5.2.2 it is used to illustrate a spin re-

versal of the antiferromagnetic layer like it is observed at the Pt/Co/Cr
2
O

3
/Pt

exchange bias system (cf. chapter 7). Additionally, some of the most relevant

models, supporting the nowadays theoretical understanding of the exchange

bias, are shortly introduced in section 5.2.3. At the end of this chapter four

application related categories of exchange bias stacks are introduced.

5.1 Discovery of the exchange bias e�ect

In 1956 Meiklejohn and Bean reported the phenomena of exchange bias for the

�rst time [49, 56]. After cooling oxidized Co particles in an applied magnetic

�eld, they observed a shift of the hysteresis loop along the �eld axis. The mag-

netization curves of the Co particles with and without an applied �eld during

the cooling process are shown in �gure 5.2a from [56]. The displacement of the

loop did not occur at particles in mercury, which prevents oxidation. Thus, the
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shift have been considered as an interfacial e�ect between the ferromagnetic

Co core and the antiferromagnetic oxide coating.

(a) Magnetization curves of the ox-

idized Co particles with (solid

line) and without (dashed line)

an external �eld during the

cooling process.

(b) The torque magnetometer con-

sists of a spring (a) which is

mounted on the sample (b).

The sample is surrounded by

an electromagnet (c) inducing

a magnetic �eld.

Figure 5.2: Magnetization loop and schematic representation of the

torque magnetometer. Reprinted �gures with permission

from W. H. Meiklejohn and C. P. Bean, Phys. Rev., 105,

904, 1957. Copyright 2016 by the American Physical So-

ciety.

Furthermore, Meiklejohn and Bean compared the torque curves of non-oxidized

and oxidized Co particles. They used a self-made torque magnetometer illus-

trated in �gure 5.2b. A spherical sample of non-oxidized Co particles, whose

magnetization is aligned by an applied �eld during the cooling process, exhibits

a uniaxial anisotropy with two stable energy minima. Such a spherical sample

is placed in a magnetic �eld generated by the surrounding electromagnet. The
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�eld and the easy axis of the uniaxial anisotropy are in an angle θ to each

other. Thus, a torque is acting on the rotatable sample trying to align the

anisotropy axis of the particles with the external �eld. This torque is balanced

by a spring mounted on the Co sample. The torque of the �eld acting on the

Co particles can now be determined by the de�ection of the spring. The torque

curve, i.e. the torque as a function of θ, of the non-oxidized Co particles is a

sinusoidal curve with a period of π as illustrated in �gure 5.3a.

(a) Torque curves of non-oxidized

Co particles with an uniaxial

anisotropy.

(b) Torque curves of particles with

an unidirectional anisotropy.

Figure 5.3: Schematic torque curves. Reprinted �gures with permis-

sion from W. H. Meiklejohn and C. P. Bean, Phys. Rev.,

105, 904, 1957. Copyright 2016 by the American Physical

Society.

The torque is given by equation 5.1. Ka denotes the magnetocrystalline

anisotropy of the Co particles.

T = −Ka sin(2θ) (5.1)

Due to the relation E = −
∫
Tdθ the energy term of the anisotropy is described

by equation 5.2. K0 is a constant of integration.

E = Ka sin
2(θ) +K0 (5.2)

The torque curve of the oxide coated particles is also a sinusoidal function, but

it exhibits a period of 2π (�gure 5.3b, 5.4). Taking the integral over the angle

leads to an energy term describing the unknown anisotropy (equations 5.3 and

5.4).
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(a) Torque curves of decreasing

and increasing rotation angle θ.

(b) Di�erence (a) and average (b)

torque curve of �gure 5.4a.

Figure 5.4: Measured torque curves. Reprinted �gures with permis-

sion from W. H. Meiklejohn and C. P. Bean, Phys. Rev.,

105, 904, 1957. Copyright 2016 by the American Physical

Society.

T = −Ku sin(θ) (5.3)

E =

∫
Ku sin(θ) = −Ku cos(θ) +K0 (5.4)

The conditions for local minima, ∂E
∂θ

= 0 and ∂2E
∂θ2

> 0, acquire only one stable

minimum at θ = 0 for the energy of the oxidized cobalt particles. Due to the

fact that the magnetization tends to align with the �eld in only one direction,

this kind of anisotropy is described as unidirectional anisotropy.

Meiklejohn and Bean showed that such a unidirectional anisotropy leads to

a shift of the hysteresis loop by comparing the coercive �elds of the non-

oxidized and the oxidized Co−CoO system. The coercive �eld of the non-

oxidized particles can be derived from the energy term per unit volume of

the ferromagnetic layer, i.e. the sum of the anisotropy term (5.2) and the

Zeeman term, which re�ects the in�uence of the magnetic �eld. The spherical

Co particles can be assumed as a single Stoner-Wohlfarth particle (cf. section

3.1.1). In case that the external �eld is applied along the related easy axis, the

total energy per unit volume can be determined by equation 5.5. The angle
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between the magnetization direction and the easy axes is denoted by α. The

saturation magnetization of the ferromagnetic material per volume is indicated

by Ms.

H = Ka sin
2(α)− µ0HMs cos(α) (5.5)

This equates the Hamiltonian of the Stoner-Wohlfarth model. Thus, the solu-

tions α = ±nπ with n = 0, 1 describe the two local energy minima of the Co

atoms. The magnetic state of the material depends on the magnitude of the

external �eld µ0 H and its history. If the magnetization and the �eld are ini-

tially in an antiparallel alignment, an external �eld that equals the coercivity

of µ0 Hc =
2Ka

Ms
will reverse the magnetization.

The oxidized Co particles show a torque curve, which is proportional to sin(θ).

An integration over θ leads to a function of the energy that is proportional

to cos(θ) (equation 5.3). This function is added to the energy term given in

equation 5.5 to deduce the Hamiltonian of the Co/CoO sample (equation 5.6).

H = Ka −Ka cos
2(α)− µ0HMs cos(α)−Ku cos(α) +K0 (5.6)

To identify the coercive �elds and the loop shift of the Co/CoO sample, the

energy minimizing values of θ and related �elds are calculated analogously to

equation 3.6 and equation 3.8 in section 3.1.1.

dH
dα

= 2Ka cos(α) sin(α) + µ0HMs sin(α) +Ku sin(α)
!
= 0 (5.7)

⇒ α0 =

arccos(−µ0HMs+Ku

2Ka
)

±nπ

These solutions are the extrema of the Hamiltonian. The energy minimizing

spin states and the corresponding �eld ranges are determined by equation 5.8.

The anisotropy constants and the magnetization are assumed to be greater

than zero.
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d2H
dα2

|α0 = 2Ka cos
2(α)− 2Ka sin

2(α) + µ0HMs cos(α) +Ku cos(α)|α0

!
> 0

(5.8)

⇒ α0 =



π + 2πn if µ0H < 2Ka−Ku

Ms

2πn if µ0H > −2Ka+Ku

Ms

arccos(−µ0HMs+Ku

2Ka
) if µ0H < −2Ka+Ku

Ms

∨ µ0H > 2Ka−Ku

Ms

with n = 0, 1, 2, . . .

The third solution leads to complex values and is neglected.

A comparison of the energy minimizing �eld ranges for the Co particles and

the Co/CoO sample (equation 5.8 and equation 3.8) shows the shift of the

hysteresis loop by a biasing �eld µ0 HEB = −Ku

Ms
.

Meiklejohn and Bean discovered the exchange bias e�ect, studied the torque

curve and explained the shift by a unidirectional anisotropy. In a next step

they proposed a model in which the unidirectional anisotropy arises from an

exchange interaction of the interfacial spins of two layer system. Among others,

this model is described within the following section.
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5.2 Exchange bias models

A proper exchange bias model should explain the e�ects measured in the ex-

periments. Kiwi has speci�ed the most important requirements of a theoretical

description of the exchange bias e�ect in [54]. A selection of these requirements,

which are relevant for the model development within this thesis, is given here:

The proper model should describe the shift of the hysteresis loop qualitatively

and quantitatively. It should include geometrical aspects like interface rough-

ness, defects or di�erent thickness of the layers. It should explain the training

e�ect, i.e. the decrease of the exchange bias �eld at repeating the �eld cy-

cles. Furthermore the model should be able to forecast the exchange bias at

di�erent temperatures. With a view to section 5.3 the model should re�ect all

categories depending on the geometry and material of the layers or composites.

Until now no model exist, which explains all e�ects measured at di�erent

materials and structures. Instead of one proper model, many di�erent models

have been proposed during the last sixty years. Each model explains a part

of the measured data for a particular material group or application. The

�rst model that explains the shift of the hysteresis loop at a layered system

qualitatively has been developed by Meiklejohn and Bean.

5.2.1 Meiklejohn-Bean model

The Meiklejohn-Bean (MB) model [49, 56] is based on the torque measure-

ments of the oxidized Co particles described in the previous section 5.1. As

the displacement of the hysteresis loop does only occur, if an antiferromag-

netic oxide surrounds the Co sample, the exchange bias is thought to be an

interfacial e�ect. Therefore the MB model consists of two interfacially coupled

layers. These layers and the corresponding parameters of the MB model are

schematically drawn in �gure 5.5. One layer represents the ferromagnetic Co

core and the other layer represents the antiferromagnetic CoO shell. Further-

more the layers are assumed to be rigid, meaning that an external magnetic

�eld rotates the spins coherently. The ferromagnetic layer shows a uniaxial

anisotropy with an anisotropy constant KFM as indicated by the torque curves

of non-oxidized Co particles. The saturation magnetization of the ferromag-
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netic layer is denoted by Ms. The spins of the antiferromagnetic layer exhibit

a uniaxial anisotropy with the anisotropy constant KAFM as well. Both layers

share a common easy axis, which is indicted by the double-headed arrows in

�gure 5.5. In this section the anisotropy constant and the magnetization are

given per unit length, while the constants within the former section are e�ec-

tive quantities of the Co and the Co−CoO samples.

Figure 5.5: Schematic drawing of the ferromagnetic (reddish high-

lighted) and the antiferromagnetic layer (greenish high-

lighted) of the Meiklejohn-Bean model with the parame-

ters described in the text.

The interfacial interaction, whose exchange constant is denoted by Jeb, is the

key parameter of the MB model. The unidirectional anisotropy of the Co−CoO
sample can be measured as soon as the sample is cooled below the Néel tem-

perature of the antiferromagnetic oxide. The ferromagnetic spins align with a

constant magnetic �eld applied during the temperature decrease. Due to the

interfacial exchange interaction, the spins of the oxide are coherently aligned

into a collinear order with respect to the magnetic structure of the ferromag-

netic layer during the cooling process. The interfacial interaction is the origin

of the hysteresis loop shift. If the antiferromagnetic layer exhibits a large

anisotropy, the torque caused by the ferromagnetic layer cannot reverse the

magnetic moments of the antiferromagnetic layer. The magnetization of the

ferromagnetic layer is pinned to the spins of the antiferromagnetic surface by

the interfacial interaction, which results into a shift of the hysteresis loop.
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If the sample is cooled without applying an external �eld, the exchange inter-

action does still exist, but a shift of the hysteresis loop cannot be measured

(cf. �gure 5.2a). Without the cooling �eld the Co particles are randomly ori-

entated in the sample and thus, there is no common alignment of the spins at

the interface. This case is not covered within the MB model, as the layers are

assumed to be in a single-domain state.

Jint > 0

HEB H

M

AFM

FM

Figure 5.6: Schematic representation of the hysteresis loop of a bilayer

system related to the Meiklejohn-Bean model.

The MB model explains the shift of the hysteresis loop phenomenologically.

Figure 5.6 depicts the magnetization curve and the spin orientations during

the �eld cycle. Within the cooling process the interfacial spins of antiferro-

magnetic material are aligned with the spins of the ferromagnetic material and

the external �eld. According to �gure 5.6 and �gure 5.5, the easy axis is as-

sumed to be in-plane. Initially, the ferromagnetic coupled spins are orientated

against the positive �eld axis. If the �eld is increased towards positive values

the ferromagnetic layer reverses its magnetization. Decreasing the �eld again

leads to a delayed spin reversal due to the interfacial coupling.
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According to the MB model, the energy per unit area of the ferromagnetic-

antiferromagnetic layered system is given by equation 5.9 [51]. The angles α,

β and θ are de�ned in accordance to �gure 5.5.

H =− Jeb cos(α− β) +KFM tFM sin2(α) (5.9)

+KAFM tAFM sin2(β)− µ0HMstFM cos(θ − α)

Radu [55] determined the angles, which minimize the energy in dependence of

the ratio R = KAFMtAFM

Jeb
numerically. He found three regions of the ratio R

showing di�erent shapes of the magnetization curves. Figure 5.7a shows the

shapes for R = 2, R = 0.91 and R = 0.25 at θ = 0 and KFM = 0.
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(a) Magnetization curve of the fer-

romagentic layer.
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(b) Magnetization curve of the

sublayers within the antiferro-

magnetic layer.

Figure 5.7: Magnetization curves re�ecting three shapes related to the

ratio R of the MB model, cf. [55].

If R exceeds one, the shift of the hysteresis loop appears. The curve ap-

proaches a step function, in case that R approaches to in�nity. For smaller

ratios (R < 1), a �eld induced spin reversal of the ferromagnetic layer leads

to a spin reversal of the antiferromagnetic layer. If R < 0.5 the angles of the

magnetization jump from 0 to π and vice versa.

The coercive �eld µ0Hc = µ0

(
H2

c−H1
c

2

)
and the exchange bias �eld µ0HEB =

µ0

(
H1

c+H2
c

2

)
at R = 0.25 to R = 10 are represented in �gure 5.8. These curves

are similar to those in [55].
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The coercive �elds and the exchange bias �elds are normalized to the exchange

bias �eld H∞
eb of a stack with �xed antiferromagnetic spins.

R = K
AFM

 t
AFM

 / Jeb
0 1 2 3 4 5

H
eb

 / 
H
∞ eb

, H
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H
∞ eb
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H
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Figure 5.8: Exchange bias �elds and coercive �elds as a function of

the ratio R similar to [55].

The MB model can be further simpli�ed if we assume, that the spins of the

antiferromagnetic layer are �xed. This kind of model is called the idealized

Meiklejohn-Bean model. At the idealized MB model β becomes a constant and

the coercive �elds can be easily calculated by determining the �rst derivatives

with respect to α. The equations 5.11 and 5.12 are re�ecting the case with

β = θ = 0.

H =− Jeb cos(α) +KFMtFM sin2(α) (5.10)

− µ0HMstFM cos(α)
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dH
dα

=+ Jeb sin(α) + 2KFMtFM cos(α) sin(α) (5.11)

+ µ0HMstFM sin(α)
!
= 0

⇒ α0 =

arccos(−µ0HMstFM−Jeb
2KFMtFM

)

±nπ

d2H
dα2

|α0 =Jeb cos(α) + 2KFMtFM cos2(α) (5.12)

− 2KFMtFM sin2(α) + µ0HMstFM cos(α)|α0

!
> 0

⇒ α0 =



π + 2πn if µ0 H < 2KFMtFM−Jeb
MstFM

= µ0H
1
c

2πn if µ0 H > −2KFMtFM+Jeb
MstFM

= µ0H
2
c

arccos(−µ0HMstFM−Jeb
2KFMtFM

) if µ0H < −2KFMtFM+Jeb
MstFM

∨ µ0H > 2KFMtFM−Jeb
MstFM

with n = 0, 1, 2, . . .

The last solution is not further taken into account, as α0 is complex within

the corresponding �eld ranges. The calculation is analog to the calculation

of the exchange bias �eld in the former section. Here, the exchange bias �eld

is inverse proportional to the thickness of the ferromagnetic layer (equation

5.13), while the width of the hysteresis loop is independent of this thickness

(equation 5.14).

µ0Heb = µ0 (
H1

c +H2
c

2
) = − Jeb

MstFM
(5.13)

µ0 Hc = µ0 (
H1

c −H2
c

2
) =

2KFM

Ms

(5.14)

In comparison with experimental values of the loop shift, the exchange bias

�eld µ0 Heb is much overestimated for an interfacially exchange constant Jeb

having approximately the same value as the exchange coupling constant of

the ferromagnetic material JFM [51]. In section 5.2.3 other exchange bias

models are shortly introduced, which reduce the shift of the hysteresis loop

by considering di�erent aspects like interfacial roughness, defects inside the
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antiferromagnetic material or domain wall formation. But before, the in�uence

of the antiferromagnetic layer thickness is further studied by a one dimensional

chain model within the next section.

5.2.2 One dimensional chain model

The one dimensional chain model represents the layers of an exchange bias

stack by M +N spins, which are arranged in a chain-like order. The exchange

interactions between the spins are restricted to their next neighbors. The

ferromagnetic layer is modeled by M spins favoring a parallel orientation,

while the monolayers of the antiferromagnetic material are modeled by N spins

favoring an antiparallel alignment. The two types of spins are interfacially

exchange coupled. The rotation of the spins is assumed to be restricted to a

plane. The spin orientations minimize the energy described by the exchange

interactions, a uniaxial anisotropy of each spin and the interactions with an

external �eld. Such a chain model is represented in �gure 5.9.

In a simple case, all spins prefer the same magnetization direction and the same

uniaxial anisotropy constant within each layer. The easy axes are assumed to

be aligned with the external �eld along the chain. Furthermore, only three

di�erent exchange constants describe the interactions between the next neigh-

boring atoms. The exchange constants JFM, JAFM and Jint are related to the

ferromagnetic layer, the antiferromagnetic layer and to the interfacial interac-

tion, respectively. Furthermore, the e�ective magnetic moments of each spin

within one layer are denoted by µFM and µAFM. In this case the Hamiltonian

of the one dimensional chain model is given by equation 5.15.

H =− JFM

M−1∑
m=1

cos(θFMm+1 − θFMm )− Jint cos(θ
AFM
1 − θFMM ) (5.15)

− JAFM

N−1∑
n=1

cos(θAFM
n+1 − θAFM

n )

−DFM
z

M∑
m=1

cos2(θFMm )−DAFM
z

N∑
n=1

cos2(θAFM
n )

− µFMBz

M∑
m=1

cos(θFMm )− µAFMBz

N∑
n=1

cos(θAFM
n )
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Figure 5.9: Schematic representation of the one dimensional chain

model.
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The one dimensional chain model might be a proper model to represent the

exchange bias e�ect of multilayer systems, as it can be seen as a vertical cross

section of a multilayer stack. It does not re�ect the lateral dimensions of

the layers, as each plane is re�ected by no more than a single spin. In the

following the one dimensional chain model is used to examine the spin reversal

of the antiferromagnetic layer of an exchange bias system exemplarily. In this

example the ferromagnetic layer is represented by only one spin, while the

antiferromagnetic layer is modeled by N spins. Thus, equation 5.15 reduced

to

H =− Jint cos(θ
AFM
1 − θFM1 )− JAFM

N−1∑
n=1

cos(θAFM
n+1 − θAFM

n ) (5.16)

−DFM
z cos2(θFM1 )−DAFM

z

N∑
n=1

cos2(θAFM
n )

− µFMBz cos(θ
FM
1 )− µAFMBz

N∑
n=1

cos(θAFM
n ).

In the subsequent investigation, only these spin states are taken into account,

at which the spins are aligned with the anisotropy axis. Furthermore, the next

neighboring spins of the antiferromagnetic layer within the considered states

point into opposite directions (θ = 0 ∨ θ = π). A minimization of equation

5.16 leads to the energy curves represented in �gure 5.10. Depending on the

number of antiferromagnetic spins N , two or four di�erent states are deter-

mined and shown in �gure 5.10. This representation illustrates the thickness

dependent spin reversal of an exchange bias stack. At a stack with a very thin

antiferromagnetic layer, a magnetization reversal of the ferromagnetic layer

forces a spin reversal of the antiferromagnetic coupled spins. The exchange

bias �eld equals zero, although the width of the hysteresis loop is enhanced.

As the thickness of the layer is increased, two additional spin states occur.

If the system can reach these additional states directly from one of the other

states, the antiferromagnetic coupled spins are not completely reversed. This

is the case at N ≥ 6 at the example illustrated in �gure 5.10.

Such a thickness dependence has been observed at the investigation of both

exchange bias systems NiFe/IrMn/MgO/Pt and Pt/Co/Cr
2
O

3
/Pt.
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Figure 5.10: Energy curves of a chain model with one spin represent-

ing the ferromagnetic layer and N spins representing the

antiferromagnetic layer. The energy curves of four di�er-

ent states are drawn.
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5.2.3 Short Descriptions of other important exchange bias

models

A larger amount of models has been proposed during the last decades to reveal

most of the exchange bias related e�ects referring to speci�c structures [52, 51,

54]. In this thesis only a part of the existing models are introduced, which seem

to be milestones within the research of exchange bias systems and which might

be relevant for the two closer studied exchange bias stacks Pt/Co/Cr
2
O

3
/Pt

and NiFe/IrMn within the next chapters.

Mauri model

The model by Mauri and Siegmann has been proposed in 1987 [57], approxi-

mately 30 years after the discovery of the exchange bias e�ect and the develop-

ment of �rst theoretical model by Meiklejohn and Bean. Experimental results

indicate a much smaller exchange bias constant as it is predicted by the MB

model. This contradiction is solved by the Mauri model. The Mauri model

is based on the assumption, that a partial domain wall is created inside the

antiferromagnetic layer. This domain wall leads to a reduction of the exchange

bias �eld. Even for large exchange coupling constants, the shift of the loop

reaches a limiting value given in equation 5.18 at λ >> 1.

The geometric parameters of the model and the domain wall are illustrated in

�gure 5.11.

Figure 5.11: Schematic representation of the layers within the Mauri

model. Reprinted from D. Mauri et al.,J. Appl. Phys.,

62, 3047, 1987. With the permission of AIP Publishing.

To prohibit a complete spin reversal of the antiferromagnetic layer, this layer
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has to be thicker than the width of a 180◦ domain wall. Thus, the antiferro-

magnetic layer can be assumed to be in�nite. The ferromagnetic layer is rather

thin, so that the angle β does not change within the layer. The magnetic mo-

ments of both layers exhibit a uniaxial anisotropy along the z-axis, which is

likewise the direction of the applied magnetic �eld. The bulk antiferromag-

netic material and the ferromagnetic layer are both in a single domain state.

The Hamiltonian describing the total energy E of interface within the Mauri

model is given by

H = 2
√
AK (1− cosα) +

A12

ξ
(α− β) +KFt cos β + µ0HMst (1− cos β) .

(5.17)

The �rst term of equation (5.17) is the energy of the partial domain wall which

occurs due to the rotation of the spins belonging to the �rst sublayer by an

angle α. A and K are the exchange sti�ness and the anisotropy constant

of the antiferromagnetic layer, respectively. The second term involves the

energy of the interfacial coupling with an interfacial exchange sti�ness A12.

The third term contains the energy corresponding to the uniaxial anisotropy of

the ferromagnetic layer with the anisotropy constantKFM. The in�uence of the

magnetic �eld H on the magnetic moments within the ferromagnetic layer is

described in the last term, at which Ms denotes the saturation magnetization.

Minimizing this equation with respect to the angles α and β leads to the

magnetization curves represented in �gure 5.12. λ = A12

ξ2
√
AK

, µ = KFt

2
√
AK

and

κ = µ0 H Ms t

2
√
AK

denote the prefactors of the di�erent energy terms normalized to

the energy per area of a 90◦ domain wall.

In the case that the exchange coupling is low (λ << 1) the hysteresis loop

shift equals the calculated value of the idealized MB model. The angle β re-

mains small during a spin reversal and a domain wall is not extended into

the antiferromagnetic material. In the opposite case (λ >> 1) a 180◦ domain

wall is created inside the antiferromagnetic layer. The exchange bias �eld does

no longer depend on the interfacial exchange sti�ness and reaches its limiting

value.
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Figure 5.12: Characteristic magnetization curves of the Mauri model.

The upper row �gures represent the magnetization with

an external �eld applied �eld parallel to the easy axis. In

the lower row �gures, the �eld is applied along the hard

axis of the anisotropy. The solid lines are related to the

magnetization of the ferromagnetic layer and the dashed

lines illustrate the magnetization of the uppermost inter-

facial antiferromagnetic plane. Reprinted from D. Mauri

et al.,J. Appl. Phys., 62, 3047, 1987. With the permis-

sion of AIP Publishing.

The exchange bias �elds of both cases are mathematically described in equation

5.18.

µ0tHeb =

− A12

ξMs
if λ << 1

−2
(√

AK
Ms

)
if λ >> 1.

(5.18)

If a domain wall is created, the magnetization curves will exhibit rounded

edges as it is shown in the �rst and the second graphic of �gure 5.12. In the

region of the edges, the magnetization is reversible, while the magnetization

after jump, as represented in the third graphic, is irreversible. Furthermore,

it can be seen from �gure 5.12, that the creation of a domain wall leads to a

decrease of the coercivity, i.e. the width of the hysteresis loop.
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In anticipation of chapter 7, a creation of a domain wall inside the antiferro-

magnetic layer of the Co/Cr
2
O

3
is also observed by atomistic spin dynamics

simulations and the related magnetization loops exhibit round shapes and a

reduced loop width.

Random �eld model

Within the Mauri model, the in�uence of rough interfaces or defects has not

been taken into account. This structural disorder a�ects the exchange bias

shift and leads to the formation of domain walls within the random �eld model

proposed by Malozemo� 1987 [58].

As a starting point, Malezomo� supposed the movement of a domain wall

within the ferromagnetic layer by an in-plane magnetic �eld as illustrated in

�gure 5.13.

Figure 5.13: Movement of a domain wall by an applied magnetic �eld.

Reprinted �gure with permission from A. P. Malozemo�,

Phys. Rev. B, 35, 3679, 1987. Copyright 2016 by the

American Physical Society.

Depending on the surface structure of the antiferromagnetic layer, the inter-

facial energies σ1 and σ2 might di�er at both sides of the domain wall. The

di�erence ∆ = σ2 − σ1 causes the exchange bias �eld

µ0HEB =
∆

2MFtF
, (5.19)

at which MF and tF are the magnetization and the thickness of the ferro-

magnetic layer. Figure 5.14 presents the energies of di�erent interfaces. A

ferromagnetic spin reversal at a stack with a fully uncompensated interface

might cause a domain wall inside the antiferromagnetic layer to reduce the

energy (�gure 5.14(b)-(d)).
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Figure 5.14: Side view of possible spin states. The interfacial spins

of the antiferromagnetic layer (lower arrows) are coupled

with the spins of the ferromagnetic (upper arrows) layer.

The unfavorable spin state (c) might be avoided by the

creation of a domain wall (d). Reprinted �gure with per-

mission from A. P. Malozemo�, Phys. Rev. B, 35, 3679,

1987. Copyright 2016 by the American Physical Society.
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The model by Malozemo� is based on random �elds that are caused, for ex-

ample, by interfacial roughness. The roughness induces steps of the material

surfaces as represented in �gure 5.15, which change the net magnetization and

the interfacial energy.

Figure 5.15: Schematic representation of interface roughness.

Each interface irregularity causes a local energy di�erence of ±2zJ , at which z

is a number of order unity and J is the exchange constant between atoms near

the interface. The total energy di�erence of the interface might be reduced by

the formation of domain walls within the antiferromagnetic layer during the

cooling process [59]. At this process the temperature is decreased from above

Néel temperature to a temperature at which at least the bulk antiferromagnetic

spins remain �xed despite the spin reversal of the ferromagnetic spins. As

the appearance of interfacial irregularities, which might result from interfacial

roughness, is random, the interfacial energy can be described by statistical

methods. By minimizing the total interfacial energy, Malozemo� determined

the exchange bias �eld

µ0 HEB =
2z
√
AK

π2MFtF
. (5.20)

The exchange bias �eld has the same structure as it is found within the Mauri

model. Both models assume the creation of domain walls, whereas the origin

of the walls is di�erent. Compared to the Mauri model, the domain walls are

created at imperfect or rough interfaces, while the interface within the Mauri

model is assumed to be fully uncompensated. The random �eld model fails to

explain the exchange bias at fully compensated interfaces.

Koon's model of compensated antiferromagnetic surfaces

Koon introduces in 1997 a model concerning the exchange bias e�ect at ferro-

magnetic/antiferromagnetic stacks with fully compensated interfaces [60]. The
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model is also called spin �op model, as the spins of the ferromagnetic and the

antiferromagnetic layer prefer a perpendicular orientation to each other. This

is comparable to the spin �op state of an antiferromagnetic material in a high

magnetic �eld (cf. 7.3.2).

Koon exchange bias description is based on a micromagnetic model, at which

each layer is represented by 15 monolayers with a simple body centered tetrag-

onal magnetic structure as represented in �gure 5.16. The antiferromagnetic

layer exhibits a uniaxial anisotropy axis.

Figure 5.16: Representation of the tetragonal structure within Koon's

model. Only the antiferromagnetic monolayers with the

related spins are illustrated. Reprinted �gure with per-

mission from N. C. Koon, Phys. Rev. Lett., 78, 4865,

1996. Copyright 2016 by the American Physical Society.

He applies a relaxation method to identify the preferred spin orientation at

which the spins of the outer monolayers are initially aligned along the easy

axis of the antiferromagnetic layer. The inner spins are randomly orientated

before the relaxation. In case of a frustrated interface, the lowest energy is

obtained at 90◦ between the orientation of the spins at the interfacial ferro-

magnetic and antiferromagnetic layer. Furthermore, a spin canting is observed

within the inner antiferromagnetic monolayers as illustrated in �gure 5.17. An

antiferromagnetic coupling across the interface induces a spin canting away

from the magnetization direction of the ferromagnetic layer, whereas an inter-

facial ferromagnetic coupling forces a spin canting towards the direction of the

ferromagnetic spins.

Koon supposed, that the unidirectional anisotropy of the exchange bias stack

is related to the creation of an antiferromagnetic domain wall during the fer-

romagnetic spin reversal. He obtained this suggestion from the calculation of
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Figure 5.17: Spin orientation near the interface. At the lowest energy

state, the spins of the lowermost ferromagnetic mono-

layer and the spins of the uppermost antiferromagnetic

monolayer are perpendicular aligned. Reprinted �gure

with permission from N. C. Koon, Phys. Rev. Lett., 78,

4865, 1996. Copyright 2016 by the American Physical

Society.

the energy at �xed angles between ferromagnetic magnetization direction and

the antiferromagnetic easy axis. The spin structure of a former angle has been

used as initial con�guration of the subsequent energy calculation at a slightly

increased or decreased angle. At the starting angle of 90◦ the minimum occurs

as evaluated by the relaxation before. The resulting energy curves at di�erent

thicknesses of the antiferromagnetic layer are represented in �gure 5.18 from

[60]. If the spins states at high positive and high negative in-plane magnetic

�elds are equal, a second energy minimum should occur at 270◦. This is true for

thin antiferromagnetic layers, which are thinner than the theoretical domain

wall width of w ∝
√
4J/Ku, which is approximately 9 monolayers in Koon's

exemplary calculation. Ku and J are the uniaxial anisotropy constant and

the exchange constant of the antiferromagnetic layer, respectively. At thicker

layers, the spins reach a high energy meta-stable state. A transition to the low

energy state appears after reaching a critical angle depending on the antifer-

romagnetic layer thickness. As this angle is more dependent on the interfacial

interaction than on the external �eld, the unidirectional anisotropy might ap-

pear due to these two energy states. Thus, the perpendicular orientation of

the spins and the unidirectional shift of the hysteresis loop at exchange bias

systems with a compensated interface seem to be explainable by Koon's model.



80

Figure 5.18: Energy per unit area as a function of the angle between

the spins at the interface within Koon's model. Di�erent

layer thicknesses have been considered. Reprinted �gure

with permission from N. C. Koon, Phys. Rev. Lett., 78,

4865, 1996. Copyright 2016 by the American Physical

Society.

Later Schulthess and Butler [61] proved that this is not true for the hystere-

sis loop shift as Koon's considerations are based on the restriction, that the

magnetization could only rotate in-plane. The details are described within the

next section.

Generalized random interface models

Schulthess and Butler investigate also the exchange bias at stacks with com-

pensated interfaces [61, 62]. They used an extended classical Heisenberg model

to study the spin structure during a magnetic �eld cycle. The model involves

the Zeeman term, the exchange interactions within and between the antiferro-

magnetic and the ferromagnetic layer, the uniaxial anisotropies of both layers

and the dipole-dipole interaction. In comparison to the model of Koon in

section 5.2.3, the motion of spins is not restricted to be in-plane. The dipole-

dipole interaction assures a preferred in-plane orientation of the ferromagnetic

spins and thus the restriction within Koon's model becomes obsolete in this

generalized random interface model.
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By solving the Landau-Lifshitz equation of motion (cf. 3.2), the authors of [61]

have shown that no domain wall is created inside the antiferromagnetic layer

by a spin reversal as assumed by Koon. By allowing an out-of-plane magnetic

component, the spins are �ipped between the two degenerated spin states as

shown in �gure 5.19. The resulting hysteresis curve has an irreversible mag-

netization, but is symmetric to the vertical axis. Thus, a uniaxial anisotropy

is induced which leads to an enhancement of the coercivity, but a horizontal

shift of the hysteresis loop does not occur.

Figure 5.19: Schematic illustration of initial spin �op state and the

�nal spin-�op states. Reprinted �gure with permission

from T. C. Schulthess and W. H. Butler, Phys. Rev.

Lett., 81, 4516, 1998. Copyright 2016 by the American

Physical Society.

To generate a unidirectional anisotropy Schulthess and Butler combine Koons

model and the model of Malozemo� described in section 5.2.3. To be more

speci�c: They introduced defects at the interface in the sense of Malozemo�'s

model. This interface roughness leads to an asymmetry between the initial

and the �nal con�gurations, which is an prerequisite for Koon's model. Hence

the shift of the hysteresis loop is derived from Koon's model.

In conclusion, Koon's spin �op model and Malozemo�'s random �eld model

are not in contradiction to each other, but rather the combination of both

models is necessary to explain important e�ects related to exchange bias at

stacks with compensated interfaces.
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Frozen interface model

Koon's model of exchange bias at stacks with fully compensated interfaces [60]

does not lead to a shift of the hysteresis loop as shown by Schulthess and But-

ler [61]. The frozen interface model by Kiwi [63, 64] is based on Koon's model,

but the symmetry of the lowest energy states is broken by freezing the canted

spins at the interface. The freezing occurs during the cooling process. A high

magnetic �eld forces the spins at the antiferromagnetic part of the interface

to rearrange into a meta-stable state. This meta-stable state exhibits a per-

pendicular alignment between the ferromagnetic magnetization and the easy

axis of the antiferromagnetic layer. A canting occurs like it is describe within

Koon's model. By clamping a fraction of the canted spins, the magnetic state

of the antiferromagnetic layer does not change during a �eld cycle. Instead of

a domain wall within the antiferromagnetic layer, an interfacial domain wall is

created within the ferromagnetic layer. In this model the exchange bias �eld

depends on the number of clamped spins and the cooling �eld.

Domain state model

In the Mauri model [57], the random interface model [58] and in the generalized

interface model [62], domain walls are assumed to occur at the interface of the

exchange bias stack. In the domain state model by Nowak et al. [65] magnetic

domains and thus domain walls are formed within the volume of the antiferro-

magnetic layer. In Nowak's model the domains are caused by dilution of the

antiferromagnetic layer, i.e. by replacing magnetic atoms with non-magnetic

atoms inside the antiferromagnetic material. Such domains are studied previ-

ously by Imry and Ma [59] with Ising models [66]. Nowak et al. combined an

Ising model to represent the energy terms of the antiferromagnetic layer with a

classical Heisenberg model representing the energy terms of the ferromagnetic

layer. The diluted antiferromagnetic layer and a single ferromagnetic layer are

sketched in �gure 5.20.

Nowak et al. obtained the formation of domains during �eld cooling and the

hysteresis loops at low temperatures by applying a Monte Carlo method with

a heat bath coupling. Without an external �eld during the cooling process,

no exchange bias is observed. The application of an external �eld at decreas-
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Figure 5.20: Domain state model. Reprinted �gure with permission

from U. Nowak et al., Phys. Rev. B, 66, 014430, 2002.

Copyright 2016 by the American Physical Society.

ing temperature supports the formation of domains reducing the total energy.

The meta-stable state, which exhibits a net magnetization, is frozen by ex-

ceeding the Néel temperature of the diluted antiferromagnetic material. In

this case, the spin structure of the interfacial layer is a�ected by the magnetic

domains within the volume and a horizontal shift of the hysteresis loop ap-

pears. Furthermore a vertical shift is observed as the antiferromagnetic layer

has an irreversible surplus net magnetization. The exchange bias �eld within

this model is determined by

µ0 HEB =
JINTmIDS

l
, (5.21)

at which mIDS refers to the irreversible domain state magnetization, JINT to

the interfacial coupling constant and l to the number of antiferromagnetic

monolayers. This model explains experimental results like the training e�ect,

which describes the decrease of the exchange bias at repeated measurements of

the hysteresis loop. It also supports negative or positive shifts of the hysteresis

loop related to the interfacial interaction and the cooling �eld.

Concluding remarks on the exchange bias models

As stated before, the introduced models are relevant for today's understanding

of the exchange bias e�ects. Some important models, as the one from Stiles and

McMichael [67] or the spin wave model [68, 51] are not further explained here,

as they depend on structures like polycrystalline layers, which are not consid-

ered within this thesis or they are based on physical descriptions, which could

not be covered within the applied atomistic calculation methods of chapter 3.
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5.3 Classi�cation of exchange bias applications

As there are plenty of models describing the di�erent e�ects at various multi-

layer exchange bias stacks, an overview is helpful to understand and categorize

new experimental results of the actual research. Furthermore, such a catego-

rization provides guidance for the development of new models. With a view

on the multilayer exchange bias stacks treated within this thesis, an overview

is created, which consist of four main categories:

• Conventional exchange bias systems

• Switchable exchange bias systems

• Exchange spring magnets

• Systems showing mixed magnetic characteristics

The classi�cation into these categories depends on the physical properties of

each magnetic layer or phase. The answer to the question, if the sign of the

loop shift is switchable or if a domain wall appears within the exchange bias

system relies on the degrees of freedom of the magnetization within each layer

or phase. The relation of each category to the degrees of freedom is illustrated

in table 5.1. Fixed means that the spins of the layer or phase point into a

prede�ned direction and do not change their orientation during the magnetic

�eld sweep. It has no degree of freedom. If a layer has a rigid magnetization,

its spins rotate coherently under the in�uence of an external magnetic �eld.

In case of a ferromagnetic material the angles between the spins and a de�ned

axis are equal within the whole layer. The highest degree of freedom arises in

systems where no prede�ned assumptions are limiting the rotation of the spins.

Thus, each spin can rotate freely with respect to its local physical interactions.

5.3.1 Conventional exchange bias systems

In a conventional exchange bias system the ferromagnetic hysteresis is shifted

to one side of the coordinate system. The sign of the exchange bias is not

changed within the magnetic �eld range of the distinct application. Further-

more, the spins of the ferromagnetic layer or phase are assumed to rotate

coherently under an applied magnetic �eld. The rotation of the antiferromag-

netic moments is restricted in the way that they cannot be reversed by the
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HHHHHHHHAFM

FM
Rigid Free

Fixed
Conventional exchange

bias systems

Fully reversible exchange

spring magnets

Rigid
Partially reversible

exchange spring Magnets

Free

Switchable exchange bias

systems
Systems showing mixed

magnetic characteristics

Table 5.1: Exchnage bias categories sorted by the degrees of freedom

of each layers

torque resulting from the rotation of the ferromagnetic moments at the inter-

face.

Meiklejohn and Bean proposed a two layer model at which both, the ferro-

magnetic and the antiferromagnetic layer, rotate coherently [56], cf. section

5.2.1. At least the antiferromagnetic material is assumed to have a uniaxial

anisotropy. In the limiting case of an in�nitely high anisotropy along the �eld

axis, the antiferromagnetic spins are �xed independently of the magnetic �eld

strength. In this case, the idealized MB model described at the end of section

5.2.1 is applicable. The equations 5.13 and 5.14 can be used to describe the

coercive �elds and the displacement of the shifted hysteresis loop schematically

drawn in �gure 5.1b for the typical application of an exchange bias stack within

a spin valve. Here, the exchange bias stack is used to �x the magnetization of

the reference layer during the complete �eld cycle.

5.3.2 Switchable exchange bias systems

In a conventional exchange bias stack the spins of the antiferromagnetic layer

are assumed to be �xed. In contrast, the spins within a switchable exchange

bias stack can be fully reversed. An example is the Pt/Co/Cr
2
O

3
/Pt exchange

bias system (cf. chapter 7). The Cr spins within this system are reversed by

a high magnetic �eld [14] or by the application of a magnetic and an electric

�eld simultaneously [15]. The spin reversal of the antiferromagnetic layer leads

to a switchable shift of the hysteresis curve, either to the right or to the left
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hand side.

Before the magnetic behavior of the Pt/Co/Cr
2
O

3
/Pt system has been inves-

tigated by atomistic methods, a one dimensional chain model has been studied

in order to gain a deeper understanding of the switchable behavior. Although

the one dimensional chain model is based on the Pt/Co/Cr
2
O

3
/Pt stack, the

results are generally valid and may be used to explain the magnetic behavior

of other switchable exchange bias stacks.

The one dimensional chain model consists of three spins only. One spin is used

to model the ferromagnetic Co layer while the other two spins represent the an-

tiferromagnetic layer. To understand the magnetic behavior the Hamiltonian

in equation 5.22 is exploited by numerical methods.

H =− JintS⃗
AFM
1 · S⃗FM

1 − JAFMS⃗
AFM
2 · S⃗AFM

1 (5.22)

−DFM
z (S⃗FM

1 · e⃗z)2 −DAFM
z ((S⃗AFM

1 · e⃗z)2 + (S⃗AFM
2 · e⃗z)2)

− µeffBz(S
FM
z,1 + SAFM

z,1 + SAFM
z,2 )

For simpli�cation, all three spins in the chain model have the same e�ective

magnetic moment µeff . The interfacial coupling constant Jint is assumed to

be positive and much smaller than the coupling constant between the two

antiferromagnetically coupled spins. The magnetic layers of the Pt/Co/Cr
2
O

3
/

Pt favor a perpendicular magnetization. Therefore a perpendicular uniaxial

anisotropy is assumed for all three spins. In an atomistic model the anisotropy

of the Cr spins is rather small compared to the anisotropy of the Co spins. But

as the Cr
2
O

3
layer is much thicker than the Co layer, the e�ective anisotropy

constantDAFM
z of the antiferromagnetically coupled spins is chosen to be larger

than the anisotropy constant DAFM
z of the spin modeling the ferromagnetic

layer. The exact values are arbitrarily chosen with respect to these restrictions.

The Landau-Lifshitz equation has been solved to determine the hysteresis

curves of the one dimensional chain model. It has been found that the system

shows mainly six di�erent stable magnetic states. Their occurrence depends

on the maximum value of the applied magnetic �eld. This behavior has been

interpreted with the help of the energy curves related to each of the six states.
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To simplify the calculation of these curves, the rotation of the three spins is

restricted to a plane. The Hamiltonian in equation 5.23 becomes

H =− Jint cos(θ
AFM
1 − θFM1 )− JAFM cos(θAFM

2 − θAFM
1 ) (5.23)

−DFM
z cos2(θFM1 )−DAFM

z (cos2(θAFM
1 ) + cos2(θAFM

2 ))

− µeff(cos(θ
FM
1 ) + cos(θAFM

1 ) + cos(θAFM
2 )).

The hysteresis loops for three di�erent maximum values of the applied �eld

and the energy curves of the six relevant spin states are drawn in �gure 5.21.

Figure 5.21: Magnetization curves and energy curves of a switchable

exchange bias system.

The second and �fth state of �gure 5.21 are no energy minimizing states, if

the coupling constant Jint is large compared to the anisotropy of the antifer-

romagnetically coupled spins. In this case, a spin �ip occurs, instead of a spin

�op. Both states transitions are visualized in �gure 5.22.

In the following, the di�erent hysteresis curves are explained on the basis of

three �eld ranges of the magnetic �eld. Bmax is the maximum value and Bmin
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Figure 5.22: Schematic representation of the spin �ip and spin �op

states.

is the minimum value of the magnetic �eld. B
p/n
SF denotes the spin �op �eld

at positive or negative �elds. It is assumed, that the exchange coupling is low

and that no spin �ip occurs.

Bn
SF < Bmin and Bp

SF > Bmax

Initially the system is in state 1 of �gure 5.21(d). At increasing �elds, the

energy barrier between state 1 and state 2 approaches zero and the upper spin

rotates into the new spin state. While the ferromagnetic spin reverses its mag-

netization under the in�uence of an external �eld, the antiferromagnetically

coupled spins stay �xed due to a high uniaxial anisotropy and a rather low

interfacial exchange constant. The positive and negative maximum of the �eld

strength is too small to change the state of the antiferromagnetic spins, i.e. no

spin �op occurs. The system behaves like a conventional exchange bias system

described in the previous section. The resulting hysteresis curve is shown in

�gure 5.21(a).

Bn
SF < Bmin and Bp

SF < Bmax

The same initial state is used as before. The ferromagnetic layer reverses its

magnetization as soon as the external magnetic �eld exceeds the energy barrier

resulting from the uniaxial anisotropy and the interfacial exchange coupling. If

the external �eld is further increased, the antiferromagnetic spins are �opped.
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A subsequent decrease of the �eld strength causes a complete reversal of the

antiferromagnetically coupled spins. If the spin �op �eld is not reached at

negative �elds, the hysteresis loop is shifted to the opposite side of the �eld

axis. The blue dotted line of �gure 5.21b represents the magnetization of

all three spins. The spin �op can be clearly determined from the increasing

magnetization at high �eld values.

Bn
SF > Bmin and Bp

SF < Bmax

If the spin �op �eld is reached at positive and negative values, the width of the

hysteresis loop is enhanced, but it is not shifted anymore. The hysteresis loop

is drawn in �gure 5.21(c). The symmetry occurs as all six states are reached

during the �eld cycle.

Depending on the di�erent parameters of the model, other states than the six

states in �gure 5.21(d) might occur at a given �eld strength. However, some of

the basic properties like the switchable exchange bias can already be explained

with such a simple model.

5.3.3 Exchange spring magnets

The term exchange spring magnet is originally used for two coupled ferro-

magnetic materials. It describes a composite or a multilayer system of hard

magnetic material with a high uniaxial anisotropy and a soft magnetic ma-

terial with a high saturation �eld [69]. The layers or phases are interfacially

exchange coupled. In contrast to a conventional ferromagnetic material or a

structure of two independent ferromagnetic materials, the hysteresis curve of

an exchange spring magnet has a reversible part far beyond the zero crossing

of the applied �eld. This can be seen from the demagnetization curves in �gure

5.23.

The reversible behavior of an exchange spring magnet can be explained by the

one dimensional model as sketched in �gure 5.24. The hard magnetic phase is

assumed to have a high uniaxial anisotropy with an easy axis parallel to the

external �eld. The soft magnetic material has a uniaxial anisotropy with an

easy axis in the same direction, but a much lower anisotropy constant. The
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(a) Demagnetization curves of

an exchange spring magnet.

(b) Demagnetization curves of a

conventional magnet.

Figure 5.23: Reversible and irreversible demagnetization curves of an

conventional magnetic material and an exchange spring

magnet. From E. F. Kneller and R. Hartwig, IEEE

Trans. Mag., 27, 3588. c⃝2016 IEEE.

magnetic moments at the interface of the hard and the soft phases are ferro-

magnetically exchange coupled. Under the in�uence of an external �eld, which

is illustrated by a blue arrow, the spins of the upper soft magnetic layer try

to rotate into the direction of the external �eld. Because of the interfacial

coupling, a spring like rotation occurs. As long as this rotation does not pro-

ceed into the hard magnetic layer, the curve of the chain is fully reversible. A

rotation of the hard magnetic moments overcoming the uniaxial anisotropy is

irreversible. The corresponding �eld strength is denoted by Hno in �gure 5.23a.

In exchange bias systems an antiferromagnetic material is exchange coupled to

a ferromagnetic material. Scholl describes in [70] the observation of spring-like

magnetic behavior within the antiferromagnetic layer at the Co/NiO exchange

bias stack. With the x-ray magnetic linear dichroism (XMLD) spectroscopy

Scholl has proven the existence of a partial domain wall like it is predicted by

many exchange bias models. Two examples are the Mauri model [57] and the

random �eld model [58] introduced shortly in section 5.2.3. By rotating the
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Figure 5.24: Illustration of the spring-like rotation of spins within the

soft magnetic layer.

ferromagnetic layer with an external �eld, the spins of the antiferromagnetic

layer are wound up and down. This behavior is similar to that of conventional

exchange bias springs.

5.3.4 Systems showing mixed magnetic characteristics

In general, a mixture of the characteristics of the three main application cat-

egories may occur. One example is an exchange spring system with a thin

hard magnetic layer. If the thickness of the hard magnetic layer is less than

the width of a 180◦ domain wall, a complete spin reversal would be possible

by applying a high magnetic �eld. Thus, a system that exhibits a spring-like

rotation acts like an switchable exchange bias system.

Another example places emphasis on major and minor e�ects. A closer exam-

ination of the interfacial region of a conventional exchange bias stack might

show a canting or a very short partial domain wall. In this case the system is

qualitatively understandable within a picture of a conventional exchange bias

system, although the quantitative results might di�er due to the slight rotation

of the interfacial antiferromagnetic spins.

In the following chapter 6 the exchange bias system NiFe/IrMn/MgO/Pt is

investigated by atomistic spin dynamics simulations, at which a spring-like

magnetic behavior of the IrMn layer has been supposed by the authors of [13].

Within the investigation the idea arises, that the magnetic behavior is caused

by an abrupt switching of the antiferromagnetic state. Hence a spring-like
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rotation is likely not the key property.

In short, the most exchange bias systems show properties of di�erent cate-

gories. If a system exhibits several important properties of di�erent categories

within a speci�c application, the system might belong to this category of mixed

characteristics.



Chapter 6

Exchange Bias: NiFe/IrMn

6.1 NiFe/IrMn: AFM TAMR at an exchange

spring system

NiFe/IrMn is an exchange bias stack, at which a rotation of the ferromagnetic

NiFe spins is thought to cause a spring-like rotation of the spins within the an-

tiferromagnetic IrMn layer [13]. In correspondence to ferromagnetic exchange

spring stacks, such a system with a spring-like rotation of the antiferromag-

netic material is called an antiferromagnetic exchange spring [70] (cf. section

5.3.3).

The antiferromagnetic exchange spring is part of a NiFe/IrMn/MgO/Pt mul-

tilayer system, which is described by Park et al. as an antiferromagnetic

tunnel junction with a spin valve like behavior [13]. Depending on an ap-

plied magnetic �eld, a spin valve exhibits a high or a low resistive state. The

authors of [13] studied the magnetic behavior of the system experimentally.

Figure 6.1a and �gure 6.1b represent the resistance of the stack containing

NiFe(10 nm)/IrMn(1.5 nm) against an applied magnetic �eld. The resistance

depends clearly on the applied �eld. The measured signal shows a high resis-

tive state at negative �elds and a low resistive state at positive �elds. Thus,

the change of the resistive signal is caused by a spin rotation within either the

ferromagnetic or the antiferromagnetic material. Because tunneling is sensi-

tive to the atomic layers directly at the barrier (MgO), in this case the spin

93
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con�guration of the IrMn obviously in�uences the tunneling resistance.

At ferromagnetic materials a dependence of the resistance on the angle between

the applied �eld and the current is known as the anisotropic magnetoresistive

e�ect (AMR). The in�uence of the magnetization on the resistance was ob-

served by W. Thomson in 1856 at Fe and Ni [71]. If a magnetic �eld is applied

along the direction of a current through the sample, a high resistance will be

measured. An applied magnetic �eld, which aligns the magnetization perpen-

dicular to the current, is related to a low resistance. The e�ect arises from

the spin dependent scattering of the electrons due to spin-orbit coupling [72].

The magnetoresistive e�ect is also measurable in tunnel devices, in which the

tunnel barrier is created by an insulating material. The e�ect, which describes

the dependence of the resistance on the magnetization of the barrier material,

is called tunneling magnetoresistive e�ect (TMR). Conventionally, a ferromag-

netic material is placed next to the tunnel barrier. In the case of the NiFe/

IrMn/MgO/Pt system the antiferromagnetic IrMn is placed next to the electri-

cal insulating layer. Hence the di�erence in the so called tunneling anisotropic

magnetoresistance (TAMR) is caused by a change of the magnetic state of the

antiferromagnetic material.

An applied magnetic �eld, which is much lower than the spin �op �eld, could

not lead to a state transition of the antiferromagnetic IrMn. Figure 6.1(c)

and �gure 6.1(e) depict the magnetization curves of the NiFe/IrMn/MgO/

Pt system with and without the IrMn layer. Without the IrMn layer the

magnetization curves show only very small coercive �elds. As NiFe is a soft

magnetic material with small anisotropies the hysteresis loop has a non-visible

loop width in this �eld range. Samples that contain IrMn show shifted hys-

teresis loops. This indicates that the NiFe layer is exchange coupled to the

IrMn layer. The authors of [13] assume, that the external applied �eld leads

to a rotation of the ferromagnetic NiFe spins, which is accompanied by by

a spring-like rotation of the spins within the antiferromagnetic layer. Thus,

they suppose that a spin reversal of the ferromagnetic NiFe layer might cause

a tilt of the antiferromagnetic coupled Mn spins [13]. Within their theory, the

measured TAMR signal would arise from this tilt.

The microscopic behavior of the NiFe/IrMn stack and especially the role of



95

Figure 6.1: Experimental results from [13]. (a) Magnetoresistive sig-

nal of the NiFe/IrMn/MgO/Pt multilayer system, which

is depicted on the right. The insets visualize the exchange

spring e�ect of NiFe on IrMn. (b) Hysteric magnetore-

sistance of NiFe/IrMn/MgO/Pt. (c) Magnetization curve

of NiFe/IrMn/MgO/Pt. The �lm is grown and annealed

in an magnetic �eld. The green curve is related to a �lm

growth at negative �eld and the blue curve to a growth

at positive �eld (d) Magnetoresistive signal of the system

without the IrMn layer. The inset shows the magnetoresis-

tive signal of the sample, which is rotated in a 50mT �eld.

(e) Magnetization curve of the system without the IrMn

layer. Reprinted by permission from Macmillan Publishers

Ltd. [Nat. Mater.] Park et al., 10, 5, copyright 2016.
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IrMn and NiFe have been investigated by atomistic spin dynamics simula-

tions. Starting from ground states of each individual layer, the low energy

states of the interfacial coupled layers are determined (section 6.3). Based on

the gained knowledge di�erent e�ective models have been developed to explain

the shifted hysteresis loop of �gure 6.1d and the magnetic behavior described

in [13]. The developed models are of �nite lateral dimensions. The bound-

ary atoms have a reduced number of neighbors, which may lead to a di�erent

magnetic behavior in comparison to structures with a low boundary-to-bulk

ratio. To avoid the in�uence of the dangling boundary atoms, two dimensional

periodic boundary conditions have been introduced in section 6.7.3. As the

atomistic calculation of magnetization curves comes along with huge compu-

tational e�orts, the performance has been improved by a macrospin approach

(cf. section 3.4). The NiFe layer within the experimental stack has a height of

10 nm. This layer is replaced by a single macrospin leading to a similar mag-

netic behavior. In general, hysteresis loops depend on the sweep rate of the

external �eld. In an experiment the sweep rate is rather low and the system

is able to reach its quasi-static magnetization at each �eld value. Depending

on the system size, a calculation of quasi-static magnetization curves is too

time consuming (cf. section 4.2.3). In that case a direct comparison of the

experimental and computational results is not possible. But if the e�ect of

the sweep rate is low, predictions regarding the quasi-static magnetization at

di�erent �eld values might be possible. Therefore the in�uence of the sweep

rate is discussed in section 6.7.4. Furthermore, the temperature dependence

is studied and compared to experimental results (section 6.9). The di�erent

steps towards a suitable e�ective model are represented by the �ow chart in

�gure 6.2.

6.2 Crystal structures and material parameters

of NiFe/IrMn

Di�erent crystal structures are known for both NiFe and IrMn [73, 74]. The Ni

and Mn fractions are stated to be 80% for NiFe and IrMn, respectively. The

atoms of both materials arrange on an fcc-lattice in an ordered or a disordered

manner. In case of a disordered crystal structure the arrangement of the atoms
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Figure 6.2: Work�ow used for the investigation of the exchange spring

system NiFe/IrMn/MgO/Pt.
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on the grid changes within the sample. In atomistic spin dynamics calculations

several di�erent arrangements have to be considered to get comparable aver-

age values with respect to experimental results. Therefore the e�ective models

have to cover larger dimensions, leading to an enormous increase of the com-

putational e�ort. In the next section an e�ective model is introduced, which

reproduce the experimental data to a huge extend. As this model is based on

ordered crystal structures, the magnetic behavior of disordered structures is

not further discussed.

The magnetic layers have been grown in the [111]-direction [13]. The devel-

oped e�ective models of the NiFe/IrMn stack consist of unit cells as depicted

in �gure 6.3. The [111]-direction is aligned with the z-axis. The colors indi-

cate di�erent atom types. The light blue sphere visualizes the non-magnetic

Ir atom in the cell on the right hand side of �gure 6.3. The blue, yellow and

purple colored spheres represent the Mn atoms with di�erent anisotropy easy

axes. The yellow bars which de�ne the edges of the unit cell are aligned with

the three di�erent anisotropy axes of the Mn atoms. In case of NiFe the bars

do not correspond to any anisotropy. The Ni atoms are green colored and the

red sphere represents the Fe atom of the considered unit cell.

Figure 6.3: Schematic representation of the NiFe (left) and IrMn

(right) unit cells. Explanations are given in the text above.

In the spin dynamics calculations three di�erent energy terms are taken into

account: The �rst term describes the isotropic exchange coupling of neighbor-

ing atoms. The second term represents the energy resulting from an uniaxial

anisotropy of each spin vector and the third term is the Zeeman term, which

involves the in�uence of the external �eld. All three terms are part of a Hamil-

tonian shown in equation 6.1.
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Figure 6.4: Exchange interaction constants of NiFe. Reprinted �gure

with permission from P. Yu et al., Phys. Rev. B, 77,

054431, 2008. Copyright 2016 by the American Physical

Society.
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Jij, Di and µeff,i denote the exchange constant between neighboring atoms, the

uniaxial on-site anisotropy constant and the e�ective moment of each atom, re-

spectively. The unit vector e⃗i indicates the direction of the uniaxial anisotropy

axis. These parameters depend on the structure and the material of each layer

as well as on the interfacial structure of the two layers.

6.2.1 Material data of NiFe

NiFe is a soft magnetic material with a very small anisotropy. Therefore, the

uniaxial anisotropy constant DNiFei of equation 6.1 is assumed to be zero. The

material data for fcc − Ni3Fe are calculated in [75] and [76] using ab initio

methods. The e�ective moments of Ni and Fe are 0.628µB and 2.637µB [76].

The exchange interaction constants are taken from �gure 6.4 [75]. The lattice

constant a of fcc-Ni
3
Fe is assumed to be a = 0.355 nm.
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6.2.2 Material data of IrMn3

The magnetic parameters of IrMn and ordered IrMn
3
have been determined by

Szunyogh et al. [77]. With a lattice constant of 0.3785 nm the e�ective moment

of Mn is speci�ed as 2.66µB. The isotropic exchange constants are depicted in

�gure 6.5b. Figure 6.5a [77] represents a unit cell with three Mn atoms. Each

of the Mn atoms has a di�erent easy axis with the same anisotropy constant.

As the anisotropy calculated in [77] is based on a Hamiltonian related to the

energy of a unit cell, the local uniaxial anisotropy constant D = 0.52meV of

each Mn atom is taken from [78].

(a) Unit cell of IrMn. The

black arrows represent the

anisotropy axes, the red

ones the ground state ori-

entation of the Mn spins.

(b) Exchange constants of

disordered IrMn and

ordered Ir3Mn.

Figure 6.5: Material parameters of IrMn. Reprinted �gures a and b

with permission from L. Szunyogh et al., Phys. Rev. B, 79,

020403, 2009. Copyright 2016 by the American Physical

Society.

6.3 Ground state con�gurations of NiFe, IrMn

and NiFe/IrMn

In a �rst step the ground states of IrMn and NiFe are determined independently

by a Monte Carlo approach (cf. 3.2.2). Afterwards the layers are combined

and the resulting ground states are compared to expectations revealed from
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previous calculations regarding the individual layers.

To determine the ground states of the individual structures and the two layer

stack the Hamiltonian, given in equation 6.1 is minimized at B = 0T by a

Monte Carlo approach. Each calculation starts from a random orientation of

the spin vectors with a �nite temperature to overcome energy barriers. During

1 ·108 Monte Carlo steps the temperature is decreased from 1K to 0K and the

system rearranges towards its ground state con�gurations. Further information

regarding the Monte Carlo procedure and the resulting states of the individual

layers and the stack are discussed in the following three sections.

6.3.1 Ground states of NiFe

The dominating positive exchange constants indicate a ferromagnetic coupling

between the Ni and Fe atoms. As there is no anisotropy considered, the spin

vectors of NiFe are aligned in an arbitrary direction. Figure 6.6 depicts one of

the possible orientations of the permalloy spin vectors determined by a Monte

Carlo approach with an initial random orientation of the Ni and Fe spin vectors

and a temperature of T = 1mK.

Figure 6.6: Ground state of NiFe

6.3.2 Ground states of IrMn3

IrMn
3
is an ideal antiferromagnetic material, meaning that the magnetization

of the ground states equates zero. The spin orientations inside a unit cell de-

pend on the anisotropy of each Mn atom and the exchange coupling between

neighboring atoms. Both energy terms in�uence the ground state spin orien-

tations and hence a more complicated con�guration is expected. To �nd all

degenerated ground states 300 Monte Carlo cycles of 1 · 108 steps have been
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performed. Initially the system has a random orientation of the spins and is

heated up to 1K. During the subsequent Monte Carlo cycles the temperature

is decreased to zero. A typical evolution of the total energy during the Monte

Carlo calculation is shown in �gure 6.7.
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Figure 6.7: The �gure represents a typical evolution of the energy dur-

ing a Monte Carlo simulation to determine the ground

states of IrMn
3

In case that a constant energy is not reached during the simulation, the system

is heated up again and relaxed for further 1 · 107 Monte Carlo steps. In this

run the initial orientation of the spins equals the resulting con�guration of the

previous run. Figure 6.8a represents the eight resulting ground states of IrMn.

The high e�ective anisotropy of each Mn atom and the antiferromagnetic ex-

change between the magnetic atoms lead to a T1 or kagome ground state [79].

The kagome planes can be seen in �gure 6.8b. Two Mn spins of a common

kagome plane are in an angle of 120◦ to each other. The MC calculations with

1 · 107 MC steps result into further seven degenerated ground states. All de-

generated states are depicted in a [111]-projection in �gure 6.8b. The yellow

bars of �gure 6.8a and 6.8b represent the easy axes of the Mn atoms. The bars

form a cube at which the surface normal vector of the kagome planes points

into one of the corners. As a cube has eight corners, eight degenerated ground

states could be identi�ed. The results of the 300 MC runs are visualized as

circles and crosses on the unit sphere in �gure 6.8c. The green, blue and yellow

crosses indicate the orientation of the Mn spin vectors. The di�erent colors

are related to the three types of Mn atoms with di�erent easy axes. The red

circles represent the surface normal vectors of the resulting kagome planes.
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(a) Representation of the eight degenerated ground states of

IrMn
3
.

(b) Front view of

the �rst ground

state. The

yellow bars

represent the

anisotropy axes.
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(c) Representation of the classical spin vec-

tors and the kagome surface normals on

the surface of a unit sphere. Each accu-

mulation of crosses is related to a spin of

a IrMn
3
ground state. Di�erent colors are

chosen for spins with di�erent anisotropy

axes. The red circles represent the kagome

surface normals.

Figure 6.8: Di�erent representations of the IrMn
3
ground states.
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As there are eight degenerate ground states eight similar patterns are equally

distributed over the surface of the unit sphere. Since two states have common

planes only four red circles appear on the sphere.

6.3.3 Ground states of the NiFe/IrMn stack

In regard to the development of e�ective models representing the magnetic

behavior of a NiFe(10 nm)/IrMn(1.5 nm) bilayer stack the thickness of IrMn

is increased to 1.5 nm. To decrease the computing time, NiFe layer thickness

is reduced to 1 nm. The lattice constants of fcc-IrMn and fcc-NiFe are almost

equal, so that a lattice constant of 0.3785 nm is assumed for both layers.
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Figure 6.9: Representation of the ground states of NiFe/IrMn on the

surface of a unit sphere. The Mn spins are illustrated by

crosses at which each color indicates a di�erent anisotropy

axis of the atoms. The orientation of the central lowermost

Fe spin is represented by red circles.

In this case each interfacial Fe atom has three next neighboring Mn atoms at

the same distance. Thus, it seems likely to suppose that each Mn atom at

the interface is equally coupled to the neighboring Fe atom. In the following

this e�ective model is referred to 3Mn3C because all three Mn atoms of the

interface are assumed to be exchange coupled with the overlying Fe atom. The

exchange coupling constant is supposed to be Jint = 4.3meV for all three cou-

plings. As NiFe has no magneto-crystalline anisotropy the interfacial exchange
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coupling determines the orientation of the permalloy spin vectors. In case of

equal coupled Mn spins the red circles on the unit sphere in �gure 6.8c are

the expected orientations of the NiFe spin vectors. Monte Carlo calculations

of 300 cycles con�rm this expectation. Figure 6.9 represents the ground state

orientations on the unit sphere. The crosses highlight the Mn spin vectors

as before in �gure 6.8c, while the red circles visualize the orientations of the

interfacial coupled Fe spin. The eight patterns from �gure 6.8c are also recog-

nizable in �gure 6.9. The eight degenerated ground states of the NiFe/IrMn

stack are represented in �gure 6.10.

In section 6.3.2 four surface normal vectors are related to eight IrMn degen-

erated ground states. The orientation of the NiFe spins is either parallel or

antiparallel to the surface normal vectors calculated previously. The paral-

lel orientation or antiparallel orientation is not random and depends on the

ground state of IrMn. The interfacial exchange coupled Mn spin vectors change

their orientation slightly in the way that the anisotropy energy is reduced.

6.4 Applied simulation methods

The ground states of NiFe, IrMn and the complete NiFe/IrMn stack have been

determined by a Monte Carlo scheme (cf. section 3.2.2). As the relaxation into

one of the global minima needs only a few Monte Carlo steps, no optimization

of the cone size is necessary to speed up the calculations. The cone size of Rc

has been arbitrarily chosen to be Rc = 0.5.

In the following the hysteresis curves of di�erent NiFe/IrMn models are deter-

mined. The hysteresis curves are calculated by solving the Landau-Lifshitz

equation (section 3.2.1, equation 3.15), as this approach enures a correct

chronological order of the obtained spins states during the �eld cycles. As

there are several degenerated ground states of IrMn existing, the application

of the parallel hysteresis loop calculation (section 4.3) is in question. A look-

ahead to section 6.8 reveals that the evolution of the spins depends on the

shape of the external applied �eld. The resulting state obtained by a �eld

pulse di�ers from the resulting state after a slow increase of the external �eld.

Such a dependence prohibits the application of the parallel algorithm.
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Figure 6.10: Eight degenerated ground states of the NiFe/IrMn stack.
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6.5 Magnetization curves of the 3Mn3C model

with an ideal interface structure

In the previous section a two layer stack of NiFe(1 nm)/IrMn(1 nm) is used to

determine the ground states of the exchange coupled layers. In this section the

magnetization curves of the e�ective two layer model are studied and compared

to experimental magnetization curves described in [13]. During growth and

annealing of the NiFe/IrMn/MgO/Pt stack, an in-plane magnetic �eld has

been applied [13]. The magnetization curves, which are represented in �gure

6.1, have been measured by an external �eld applied in the same direction as

during growth and annealing. It is supposed that the NiFe spins align with the

external �eld at least during annealing. Therefore, the magnetic �eld in the

simulation is aligned with an in-plane projection of the NiFe spins at each NiFe/

IrMn ground states. A schematic representation of the con�guration based on

the �fth ground state is represented in �gure 6.11. The magnetization of the

upper layer is perpendicular to the kagome plane of the �rst and second ground

states in �gure 6.10. In these cases the external �eld is aligned with the y-axis

of �gure 6.11.

Figure 6.11: Schematic representation of the calculation setup.
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The applied �elds in the calculation are increased and decreased by a sweep

rate of 8Tms. The resulting magnetization curves are represented in �gure

6.12.

Figure 6.12: Magnetization curves of the 3Mn3C model.

The symmetric exchange couplings at the interface induce an almost uniaxial

anisotropy. The corresponding magnetization curves are comparable to those

of a Stoner-Wohlfarth particle described in chapter 3.1.1. The width of the

hysteresis loop depends on the angle between the easy axis and the magnetic

�eld. Applying a �eld along the easy axis, leads to a rectangular hysteresis

loop. The hysteresis loop disappears at �elds aligned with the hard axis. The

latter can be seen at the magnetization curves of the �rst and second state in

�gure 6.12. The hysteresis curves of the other states are not perfectly rectan-

gular due to the small deviation from the easy axis.

Although most of the hysteresis curves show a horizontal loop shift, the shapes

of the magnetization curves di�er from the experimental magnetization curves

given in �gure 6.1 [13]. The blue line of �gure 6.1c indicates that the mag-

netization suddenly changes at increasing �elds and drops slowly down in an

s-shaped curve at decreasing �elds. To reproduce this magnetization curve,

the 3Mn3C model has to be modi�ed.
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6.6 Including interfacial defects

As the 3Mn3C e�ective models do not lead to the expected magnetization

curves, di�erent approaches are investigated to break the symmetric coupling

between the three Mn atoms and the single Fe atom. The following considera-

tions refer to the �rst and second ground states of IrMn, which are represented

in �gure 6.8a.

6.6.1 Asymmetric coupling

If all three Mn atoms at the interface are equally exchange coupled to the upper

Fe atom, a nearly uniaxial anisotropy with an out-of-plane axis is induced

within the NiFe layer (cf. 6.5). A shifted hysteresis loop requires that the

unidirectional anisotropy with an easy axis is predominantly aligned with the

external �eld. In [13] the magnetization curve is measured by an in-plane

�eld with the same direction as during growth and annealing. Assuming a

random coupling between the three interfacial Mn atoms and the Fe atom, the

symmetry would be broken, but the resulting anisotropy axis would still exhibit

a perpendicular component. An in-plane anisotropy axis without any out-of-

plane component occurs by equaling at least one of the couplings between Mn

and Fe to zero. The unidirectional anisotropy is aligned with the external �eld

direction by zeroing the interfacial coupling of the Mn atom, whose spin vector

is parallel to the �eld. Furthermore the exchange constants of the remaining

interfacial couplings have to be equal. In the following, this e�ective model

is identi�ed as 3Mn2C model. The interface of the e�ective 3Mn2C model is

schematically drawn in �gure 6.13. The coupling constant between Fe and the

transparent pictured Mn spin vector is assumed to be zero.

Applying an external �eld aligned with the transparent drawn spin vector of

�gure 6.13 leads to comparable magnetization curves with the experimental

results. The blue and green curve of �gure 6.14 are related to di�erent initial

states. The green curve is determined by using the �rst ground state of �gure

6.8a as initial condition for the Mn spin vectors. The blue curve describes the

evolution of the magnetization starting from second ground state of �gure 6.8a

for IrMn. The blue and green curves are a mirror image of each other. Their

shapes reproduce the shapes of the experimental curves given in �gure 6.1c [13]:
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Figure 6.13: Schematic representation of the 3Mn2C model. The cou-

pling between the upper red colored Fe spin and the

transparent blue colored Mn spin equals zero.

The green curves of the experiment and the simulation show a steep increase of

the magnetization at increasing �elds and an s-shaped decrease at decreasing

�elds. Both hysteresis loops are shifted indicating an induced unidirectional

anisotropy. The shape depends on the interfacial exchange constant between

Mn and Fe. The constant used here is Jint = 1.7meV. The in�uence of the

exchange constant on the shape of the magnetization curve is further described

in section 6.7.1.

Figure 6.14: Magnetization curves of the 3Mn2C model with di�erent

initial states. The initial states are illustrated as insets

of the �gure.

The authors of [13] assume that the antiferromagnetic TAMR is based on a

rotation of all spins inside the antiferromagnetic layer [80]. Such a magnetic

phase transition of the whole IrMn layer is observed in the simulation. During
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Figure 6.15: Magnetization curves of the Mn atoms within the 3Mn2C

model at di�erent initial states. The insets illustrate the

di�erent states of the stack during the �eld cycle related

to the blue colored magnetization curve.

the �eld cycle the Mn spin vectors rotate from the initial IrMn state to another

ground state con�guration at approximately B = 1T. The magnetization

curve of the antiferromagnetically coupled Mn spins is represented in �gure

6.15. The initial state and the �nal state of IrMn
3
, referring to the green

curve, are given as insets of this �gure. The initial state of the IrMn layer

equals the �rst ground state of �gure 6.8a and the �nal IrMn
3
state can be

identi�ed as the eights state of the same �gure. As the easy axis of the induced

anisotropy of the eights ground state with two exchange coupled Mn spins is

not aligned in plane, the curve shape at decreasing �elds di�ers from the shape

at increasing �elds. At very low �elds the Mn spin vectors �ip back into the

�rst ground state.

6.6.2 Replacement of one Mn spin

Instead of zeroing one of the exchange couplings between Mn and Fe, a replace-

ment of the non-coupled Mn atom by an Ir atom leads to magnetization curves

with almost the same characteristic shapes. The related model is denoted by

2Mn2C. Figure 6.16 depicts the ideal IrMn
3
interface and the interface with

rearranged Mn spin vectors of the 2Mn2C model.
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(a) (b)

Figure 6.16: Interfacial Mn spins of the 3Mn2C model (a) and the

2Mn2C model (b).

At the modi�ed interface the third Mn is replaced by a non-magnetic Ir atom.

Therefore the Fe atom at the interface interacts only with to two Mn atoms.

Without an external �eld, the Mn spins of the IrMn layer remain nearly in

one of the ground states described in section 6.3.3. At the �rst and second

state of IrMn, the Ni and Fe spins are aligned in-plane. These states are

again suggested to be the initial states for the calculation of the magnetization

loops. Increasing the interfacial exchange constant to Jint = 2.2meV leads to

almost the same magnetization curves as of the 3Mn2C model and thus the

experimentally determined curves in [13]. Due to a missing magnetic moment

the remaining interfacial spins can follow the �eld to a larger extend before

the state transition occurs. Furthermore the interfacial spins are not fully

compensated, which leads to a net magnetization. This net magnetization

is much lower than the magnetization of the NiFe layer. The magnetization

curves of the two layers and the IrMn layer are depicted in �gure 6.17 and

�gure 6.18 as blue solid lines. The dashed blue lines are the magnetization

curves of the e�ective model with an asymmetrical coupling providing a direct

comparison of both e�ective models. As a rearrangement of the interfacial

layer is a probable e�ect of the application of an magnetic �eld during growth

and annealing of the structure, the e�ective 2Mn2C model with the explained

structural modi�cation is used for further investigations.
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Figure 6.17: Magnetization curves of both layers of the 3Mn2C and

the 2Mn2C model.

Figure 6.18: Magnetization curves of the antiferromagnetic layers

within the 3Mn2C and 2Mn2C model.
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6.7 Towards qualitative and quantitative com-

parable magnetization curves

The coercive �elds of �gure 6.17 are much higher than the measured �elds

in [13]. Furthermore, a detailed comparison of the experimental curves and

the simulation based curves reveals miner di�erences in the shape. In the

following di�erent parameters of the 2Mn2C model are studied to identify

the signi�cant criterion leading to qualitative and quantitative comparable

magnetization curves.

6.7.1 In�uence of the exchange coupling constant

The shape of the experimental curves and the shape of the calculated mag-

netization curves in �gure 6.17 di�er at decreasing �elds. In the simulation a

jump of the magnetization is observed. The �eld value, at which the jumps

occurs, can be adjusted by decreasing or increasing the interfacial exchange

constants between Fe and Mn. In �gure 6.19 six magnetization curves with

di�erent exchange constants are depicted.
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Figure 6.19: Magnetization curves of the 2Mn2C model with di�erent

interfacial interaction constants Jint.

Although NiFe is assumed to be isotropic a hysteresis loop is observed at an

interfacial exchange constant of Jint = 0 eV. The hysteresis loop has a �nite
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width due to the high sweep rate. The magnetization cannot reach its quasi-

static magnetization states during the �eld cycle. This e�ect is further studied

in section 6.7.4. A weak coupling leads to a shifted magnetization curve with a

narrow hysteresis loop width. This behavior is the common exchange bias e�ect

at which the magnetization of the NiFe layer is pinned by nearly �xed spins

of the underlying IrMn layer (section 5.2.1). A stronger interfacial exchange

coupling constant around Jint = 2.6 eV forces a state transition of the IrMn

layer, which leads to a broadening of the hysteresis loop. A further increase

of the exchange coupling leads to a considerable jump of the magnetization

related to a reordering of the Mn spin vectors into the initial state at the

returning cycle of the external �eld. The stronger the exchange coupling the

earlier the second phase transition occurs at deceasing �elds. In the following

section the exchange constant is adjusted with respect to the experimental

results: On one hand the exchange constant has to be high to force a state

transition. On the other hand the exchange constant has to be low to prohibit

a signi�cant jump of the magnetization at the returning cycle of the �eld.

6.7.2 In�uence of the NiFe layer thickness

The coercivity of the e�ective 2Mn2C model depends strongly on the thickness

of the NiFe layer. This dependence is shown in �gure 6.20 for h = 1nm−10 nm.

The previously used initial con�guration based on the �rst IrMn ground state

is applied here.

Increasing the thickness leads to a decrease of the hysteresis loop width. The

shape of the curves is retained: At increasing �elds the magnetization rises

suddenly and at decreasing �elds the magnetization falls slowly in an s-shaped

curve. If a rigid magnetization of the NiFe layer is assumed, i.e. the spin vectors

of Ni and Fe rotate coherently under the in�uence of an external �eld, the upper

layer can be modeled by a macrospin approach. The macrospin representing

the upper NiFe layer has an e�ective magnetic moment of 184.62µB. This

approach leads to an appropriate curve depicted in �gure 6.21.

At the macrospin model and the model with hFM = 10 nm the spin reversal

of the NiFe layer occurs around 100mT. The shapes of the magnetization at

increasing and decreasing �eld are equal for both e�ective models. The most

striking di�erence is the �eld strength at which the IrMn layer �ips back into
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Figure 6.20: Magnetization curves of the 2Mn2C model with di�erent

layer heights of the ferromagnetic NiFe layer.

its initial state.

6.7.3 In�uence of the lateral dimensioning

The cylindrical models, which are used in the previous sections, have a radius

of r = 0.27 nm. They consist of four stacked cells as depicted in �gure 6.3.

Two unit cells represent the IrMn layer, followed by one cell which is composed

of IrMn and NiFe modeling the interface. The fourth cell represents the NiFe

layer with a thickness of 1 nm. Several NiFe unit cells are added to represent

a 10 nm thick NiFe layer. Most of the atoms are located at the boundary of

the model, so that these atoms have less next neighboring atoms. In compar-

ison, structures of large lateral dimensions have an almost neglecting number

of boundary atoms in contrast to the number of bulk atoms. Hence at large

structures, the magnetic behavior is mainly a�ected by the bulk. The impact

of the dangling spins at the models of restricted dimensions is determined by

two di�erent approaches. In a �rst approach, the radius of the e�ective 2Mn2C

model described in section 6.6.2 is increased to r = 0.56 nm. Hence all atoms

of the inner unit cell are surrounded by next neighboring atoms. The interfa-

cial layers of the model with r = 0.56 nm is depicted in �gure 6.22.
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Figure 6.21: Magnetization curves of the 2Mn2C model with an NiFe

layer height of hFM = 10nm and the 2Mn2C model with

an macrospin representation of the NiFe layer.

Figure 6.22: Representation of the interfacial Ni (blue colored), Fe

(light blue colored) and Mn (green and red colored)

atoms of the cylindrical 2Mn2C model with a radius of

r = 0.56 nm.

A second approach is an implementation of periodic boundary conditions

(PBC) based on the e�ective 2Mn2C model with r = 0.27 nm. The two di-

mensional periodic boundary conditions are implemented by using a hexagonal

unit cell as indicated by a green line in �gure 6.23.

The model has been extended by shifted unit cells, which are illustrated by

crosses of di�erent colors. Atoms of these images represent the neighboring
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Figure 6.23: Illustration of the periodic boundary conditions applied

to the 2Mn2C model. Left: Representation of the com-

putational cell and the image cells. Only the Mn atoms

are shown. Right: Spins of computational cell.

atoms of those within the unit cell. During the calculation only atoms of

the inner unit cell are taken into account. Therefore an in�nite structure is

modeled by a single unit cell given on the right hand side of �gure 6.23.

Figure 6.24 shows the related hysteresis curves of both approaches with an

interfacial exchange constant of J = 2.15meV. A third curve represents the

magnetization of the 2Mn2C model with a radius of r = 0.27 nm.

Both approaches lead to similar results: In comparison to the 2Mn2C model

with many dangling atoms, the coercive �eld is decreased. Apart from the coer-

civity the shape of the curves remains asymmetric with an abrupt increase and

a slow decrease of the magnetization. At the model with periodic boundaries

an earlier reversal at the decreasing �eld branch is observed. This di�erence

may occur due to the boundary atoms of the 0.56 nm model. In the approach

with periodic boundaries, the sample is assumed to be in�nite without any

boundary atoms in the lateral dimension. By contrast, at a model with an

increased radius, the ratio of boundary to bulk atoms is only decreased to a

smaller, but �nite, value.



119

Magnetic field (T)
-2 -1 0 1 2

M
ag

n
et

iz
at

io
n

 M
/M

F
M

S

-1

-0.5

0

0.5

1 r = 0.27 nm, PBC
r = 0.56 nm
r = 0.27 nm

Figure 6.24: Magnetization curves of the 2Mn2C model with two dif-

ferent cylindrical radii or with the application of periodic

boundaries.

6.7.4 In�uence of the sweep rate

Because of the huge computational e�ort the �eld sweep is restricted to high

frequencies in the GHz-range. Therefore the spin vectors cannot reach their

quasi-static magnetic states at each �eld value during a calculation of a hys-

teresis loop in short computational time. One resulting e�ect can be seen in

�gure 6.19. A �nite loop width is observed in all cases. This includes the case,

at which IrMn and NiFe layers are not exchange coupled. It should be noted,

that no anisotropy of the ferromagnetic layer is taken into account. The �nite

loop width of the blue line in �gure 6.19 is just caused by the high sweep

rate. The magnetization curves of the exchanged coupled two layered stack

are depicted for di�erent sweep rates in �gure 6.25.

The curves above are based on a cylindrical 2Mn2C model without periodic

boundaries. The radius is r = 0.27 nm. The thickness of the layers are 1.5 nm

(IrMn) and 1 nm (NiFe). The �rst seven nearest neighbor shells within the

IrMn and NiFe layers are taken into account. The atoms of the interfacial

layers are exchange coupled with a coupling constant of J = 2.6meV. The

calculation of the magnetization curve with a sweep rate of 8T/µs takes around
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Figure 6.25: Magnetization curves of the 2Mn2C model resulting from

di�erent sweep rates of the applied magnetic �eld.

25 h computational time on a single processor. A parallel computation of the

magnetization curve as described in chapter 4.3 is not applicable for the NiFe/

IrMn stack (cf. section 6.4). By comparing the yellow and green curve in �gure

6.25 one �nds that a sweep rate of 80mT/ns is su�cient to get a quasi-static

magnetization curve for the described model.

6.8 Switching by high magnetic �elds at �nite

temperatures

In the supplementary information of [13] it is stated that the sign of the TAMR

signal can be reversed by applying a high magnetic �eld of 10T which is

visualized in �gure 6.26.

A negative magnetic �eld during growth and annealing leads to the blue mag-

netization curve shown in �gure 6.1c. Applying a �eld of 10T before the

magnetization measurement results into the green curve shown in �gure 6.1c

at the measurement.
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Figure 6.26: The magnetic �eld dependent resistance measured before

and after applying a high magnetic �eld pulse. Reprinted

by permission from Macmillan Publishers Ltd. [Nat.

Mater.] Park et al., 10, 5, copyright 2016.

6.8.1 Applying a high magnetic �eld pulse

In the following the e�ective model described in section 6.6.2 is used to study

the impact of a high magnetic �eld pulse. A macrospin approach, as explained

in section 6.7.2, cannot be used with �nite temperatures without further im-

provements of the e�ective magnetic moments of each macrospin (cf. section

3.4). Therefore the number of atoms representing the NiFe layer has not been

reduced. Figure 6.27 shows the �nal states of the e�ective model after applying

a rectangular �eld pulse of 10T for 0.5 ns at di�erent temperatures.

Without a �nite temperature or at almost 0K, the high �eld has no in�uence

on the hysteresis loop. The �rst state of �gure 6.27 represents the �nal state

at almost 0K. In this case only the Ni and Mn spins are rotated due to the

external �eld. The Mn spins remain at their initial orientation. Thus, no

switching is expected by applying a high �eld pulse at T = 0K. Increasing

the temperature to 1K, the Mn spins rotate from their initial state into the

second state of �gure 6.8a after 1 ns. The �nal state is recognized as the initial

state of the green curve of �gure 6.14. Thus, the curve is switched by a high

�eld pulse at �nite temperatures. The same behavior could be observed at 2K
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Figure 6.27: Final states of the 2Mn2C model after applying a rect-

angular �eld pulse of 10T with duration of 0.5 ns at dif-

ferent temperatures.

and 3K, but with stronger �uctuations of the spin vectors. At 4K the states

of IrMn seem to vary randomly between di�erent states of �gure 6.8a. Such

a random state transition of the spins within the antiferromagnetic layer is

discussed in section 6.9.1 as well.

6.8.2 Applying a magnetic �eld ramp

Instead of applying a high magnetic �eld pulse, the �eld is increased from

B = 0T to B = 10T in 1 ns at a temperature of 1mK. In this case a IrMn

state transition from the �rst state to eights state is observed at 1T.

The evolution of the states depends on the time dependend function of the

external �eld. In case of a high �eld pulse, the Zeeman term of the Hamilton in

equation 6.1 dominates the magnetic behavior. In opposite, the �eld strength

and the related energies are low during the �rst time steps in the case of a �eld

ramp. Hence, solving the time dependent Landau-Lifshitz equation (section

3.2.1) leads to a di�erent evolution of the states, which can be seen in �gure

6.28.
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Figure 6.28: Magnetization curve due to an applied �eld ramp. The

insets represent the initial (left) and the �nal (right) mag-

netic state of the 2Mn2C model.

6.9 Atomistic spin dynamics of NiFe/IrMn at

�nite temperatures

In [80] the temperature dependence of the exchange bias stacks NiFe(10 nm)/

IrMn(1.5 nm
3
nm) are studied by the superconducting quantum interference

device (SQUID) and TAMR measurements. Within a SQUID measurement

the hysteresis loop of the stack is obtained. Angular depended TAMRmeasure-

ments are providing information about the spin states of the antiferromagnetic

IrMn layer. Figure 6.29 depicts the SQUID results at 5K, 50K and 100K from

[80].

The stacks with an 3 nm and an 1.5 nm thick IrMn layer show the same charac-

teristic at di�erent temperatures. Thus, the e�ects are categorized into three

temperature ranges:

• Low temperature range

The hysteresis loops are asymmetric and horizontally shifted. The width

of the loops are enhanced.
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Figure 6.29: Magnetization curves of the NiFe/IrMn stack with a

IrMn layer height of 3 nm (left) and 1.5 nm (right) at

di�erent temperatures. Reprinted �gure with permission

from Martí et al., Phys. Rev. Lett., 108, 017201, 2012.

Copyright 2016 by the American Physical Society.

• Mid temperature range

At this temperature range the hysteresis loops are symmetric. The en-

hancement of the coercivity is still present. The shift of the hysteresis

loops decreases with increasing temperature.

• High temperature range

The loops are not shifted anymore and the coercivity is approximately

zero.

In the following the results of the temperature dependent calculations regard-

ing the e�ective 2Mn2C model with a NiFe layer thickness of 10 nm are pre-

sented and compared to those of [80]. It is supposed that periodic boundaries

with a rather small computational cell in conjunction with �nite temperatures

might lead to wrong results. This supposition is based on correlation of the

�uctuations caused by the periodic boundaries. Temperature is induced by

adding a �uctuation term to the Landau-Lifshitz equation. This term leads to

an additional random variation in the orientation of each spin vector. As the

neighboring spins of the image cells are those of the unit cell, these spins would

obtain the same �uctuations. This correlation might permit a non-physical

thermal agitation of the complete structure. To apply periodic boundary con-
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ditions with such a small unit cell as illustrated in �gure 6.23, it has to be

ensured that this method leads to physical results especially for simulations

at �nite temperatures. Thus the calculations at �nite temperatures are based

on the 2Mn2C model without periodic boundaries. The cylindrical model is

restricted to a radius of r = 0.27 nm.

6.9.1 Temperature dependence of the 1.5 nm IrMn sample

The magnetization curves of the 1.5 nm IrMn sample with an interfacial ex-

change coupling constant of Jint = 2.59meV are shown in �gure 6.30. From

this �gure two di�erent temperature ranges are identi�ed. These temperature

ranges correspond to the low and mid temperature range of the description

above.

The single trajectories of the magnetization at a temperature up to 100mK

exhibit a loop shift and an enhancement of the coercivity. Furthermore, these

curves are asymmetric. The curve shape becomes reasonable by the consider-

ation of the occurring spin states during the �eld cycle. The antiferromagnetic

coupled spins undergo a spin reversal from the �rst to the seventh state and

return to their initial state at the decreasing �eld branch of the hysteresis loop

calculation. This is the same behavior as described in the former sections with-

out temperature �uctuations. A signi�cant di�erence is observed at a higher

temperature of 1K. The magnetization loop is symmetric and the coercivity

is enhanced. The loop is centered around the zero �eld axis. Apart from the

zero loop shift, these properties correspond to the mid temperature range of

the former list. The related state transitions are represented as insets of �gure

6.30a. At 1K the antiferromagnetic layer pass through a 180◦ spin reversal,

which leads to a symmetric and non-shifted hysteresis loop.

If the temperature is further increased, the antiferromagnetic IrMn layer changes

its magnetic state independently of the external magnetic �eld. The thermal

�uctuations exceed the impact of the interfacial exchange coupling between

the ferromagnetic and the antiferromagnetic layer. All eight states of �gure

6.8a have been observed. This behavior explains the decreasing shift and the

approximately zero hysteresis loop width in the high temperature range.



126

(a) Hysteresis loops of the ferromagnetic NiFe layer.
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(b) Hysteresis loops of the antiferromagnetic IrMn layer.

Figure 6.30: Temperature dependence of the NiFe/IrMn with a 1.5 nm

thick antiferromagnetic layer. Only single trajectories of

the magnetization are illustrated.
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6.9.2 Temperature dependence of the 3 nm IrMn sample

An increase of the IrMn layer thickness to 3 nm changes the magnetic behav-

ior. With an exchange coupling constant of Jint = 2.59meV, the Mn spins

keep their initial orientations during the complete hysteresis cycle in the low

temperature range. The NiFe spins are exchange biased and reverse their

magnetization as soon as the external �eld exceeds the energy barrier result-

ing from the interfacial coupling. This behavior is comparable to an idealized

MB model (section 5.2.1). This e�ect occurs also from a low interfacial cou-

pling as shown in section 6.7.1.

As the experimental curves of the3 nm thick IrMn sample indicate a rotation

of the antiferromagnetic coupled spins, the interfacial constant of the 2Mn2C

model should be increased. A macrospin approach has been used to speed up

the determination of the interfacial constant, which causes a spin rotation of

the antiferromagnetic layer (cf. section 6.7.2). It has been observed that the

exchange constant has to be increased to a value of approximately 5.2meV to

force a state transition from the �rst to the seventh state at increasing �elds.

That is around twice the value of the 2Mn2C model with a 1.5 nm thick IrMn

layer. The macrospin approach leads to slightly lower coercivities at the �eld

decreasing branch. To ensure a state reversal, the interfacial exchange constant

is increased to 6.0meV for the �nite temperature calculations with an atomistic

representation of the NiFe layer. The magnetization curves of the stack with a

3 nm IrMn layer and Jint = 6.0meV are represented in �gure 6.31. The sweep

rate of the �eld has been increased to 1T/ns to reduce the computational times

in spite of a necessarily decrease of the time step length (cf. section 3.2.1).

Although the macrospin model shows a state transition from the �rst to the

eights IrMn state at low temperatures, this transition is not recognized at the

model with a 10 nm thick NiFe layer. Instead an exchange spring behavior (cf.

section 5.3.3) is observed for temperatures up to 100mK. The uppermost Ni

and Fe spins reverse their magnetization completely with the external �eld.

The ferromagnetic and antiferromagnetic spins near the interface obtain a

slight rotation. At a temperature of 1K the spins rotate from the �rst state

in �gure 6.8a to the third state at increasing �eld cycle. At the decreasing

�eld cycle a transition from the third state to �fth state is observed. Just a
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(a) Hysteresis loops of the ferromagnetic NiFe layer.
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(b) Hysteresis loops of the antiferromagnetic IrMn layer.

Figure 6.31: Temperature dependence of the NiFe/IrMn with a 3 nm

thick antiferromagnetic layer. Only single trajectories of

the magnetization are illustrated.
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slight increase of the temperature to 2K leads to a 180◦ reversal of the spins

as described in the previous section for the mid temperature range.

The high temperature case is not further studied. If the temperature would be

increased to higher values, the time steps within the Landau-Lifshitz equation

(section 3.2.1, equation 3.15) have to be reduced to prevent a change of the

spin length. A reduction of the time step length leads to an enormous increase

of the computational time. Furthermore, a calculation of a single trajectory

becomes insu�cient to determine the hysteresis loops. Thus, the magnetiza-

tion has to be sampled and averaged over many cycles, which also increases

the computational e�ort.

6.10 Comparison with experimental properties

and conclusion

Di�erent e�ective models have been implemented to reproduce the magnetic

behavior of the NiFe/IrMn stack described in [13] and [80] qualitatively. To

calculate the spin dynamics of a multilayer stack is a very time consuming

task, especially the calculation of quasi-static hysteresis loops. Therefore a

macrospin approach and the implementation of periodic boundary conditions

have been used to decrease the computational e�ort. With these methods, the

magnetic behavior of the most promising 2Mn2C model has been studied in

detail. Based on the ground states of an ordered IrMn
3
structure, the 2Mn2C

model is used to explain nearly all experimentally observed properties:

• At low temperatures the hysteresis loop is shifted in the experiment and

in the calculation results. A shift of the hysteresis loop occurs due to the

common exchange bias e�ect. Spins of the NiFe layer are interfacially

coupled to spins of the antiferromagnetic layer.

• The asymmetric shape of the hysteresis loop at low temperatures de-

scribed in [13] and [80] can be explained by the state transition of the

antiferromagnetic layer. The Mn spins reverse from the �rst (second) to

the eighth (seventh) state of �gure 6.8a during the �eld cycle of a slowly

changing magnetic �eld. Each state induces a unidirectional anisotropy
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with a di�erent easy axis leading to a di�erent evolution of the magne-

tization at the increasing and decreasing �eld branch.

• In the experiment the TAMR signal of high positive and high negative

�elds di�ers at low temperatures. The authors of [80] conclude that

this signal is related to a spin reversal into a meta-stable state with a

rotation angle of each spin less than 180◦. This conclusion equates the

observed state transitions in the calculation. In both initial states the

antiferromagnetic spins are aligned in-plane. After the transition into

the seventh or eighth state each spin has an out-of-plane component.

This may lead to a di�erent TAMR signal at high positive and negative

�elds.

• At low and medium temperatures the coercivity is enhanced compared to

a sample without IrMn [80]. The enhancement results from the interfacial

exchange coupling between the antiferromagnetic and the ferromagnetic

layer. With the used interfacial exchange constant, a rotation of the NiFe

spins leads to a spin reversal of the IrMn layer. Such a broadening of the

hysteresis loop is also explained within the Meiklejohn and Bean model

(section 5.2.1).

• At medium temperatures the exchange bias �eld decreases, but the loop

width is still enhanced [80]. In the calculation it is observed that higher

temperatures lead to a full spin reversal at high magnetic �elds. In this

case the hysteresis loop is enhanced but centered around the zero �eld

axis. This is in agreement with the measured TAMR signal and the

explanations in [80].

• At high temperatures the coercivity of the NiFe/IrMn/MgO/Pt becomes

approximately zero, which equates the coercivity of pure NiFe. The

calculations at higher temperatures of 2K (1.5 nm stack, section 6.9.1),

indicate the same result. With increasing temperature, the �uctuations

overcome the exchange coupling of both layers. Thus, the magnetic

behavior of the upper NiFe layer becomes independent from the lower

IrMn layer.
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• In [13] it is described that the TAMR signal is switchable by applying

a high magnetic �eld pulse of 10T. This e�ect is related to a full spin

reversal of the antiferromagnetic layer. The reversal occurring from a

high �eld pulse is fully reproduced by the simulation and described in

section 6.8.1.

In contrast to the assumption by Park et al. [13], no decisive spring like ro-

tation of the spins within the antiferromagnetic material is observed. Instead

most of the experimentally �ndings are explainable by an abrupt state transi-

tion of these spins.

The major di�erences between the 2Mn2C model and the experimental results

are the quantitative values regarding the coercive �elds and the temperature

ranges. Assuming that all material parameters are properly chosen, the inter-

facial exchange constant of the 2Mn2C model remains unknown. The strength

of the exchange coupling has a direct impact on the shape of the hysteresis

curve and the state transitions at �nite temperatures. As the 2Mn2C model is

just an e�ective model, it is probable, that the true interfacial structure di�ers

from the assumption of a symmetric interface with a regular replacement of

each third Mn atom by an Ir atom. However, the observed state transitions at

the 2Mn2C model may occur at experimental structures as well. The minor

di�erences in the curve shape, the more important di�erences at the tempera-

ture values and the coercive �elds might disappear by an irregular interfacial

structure and a thermal averaging.
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Chapter 7

Exchange Bias: Pt/Co/Cr2O3/Pt

The second exchange bias system in this thesis is the Pt/Co/Cr
2
O

3
/Pt mul-

tilayer. The stack is schematically represented in �gure 7.1a. The Pt layer

induces a perpendicular anisotropy at the thin Co layer. The Cr atoms of the

Cr
2
O

3
layer exhibit a perpendicular anisotropy as well. The induced uniaxial

anisotropy of Co is superimposed by a unidirectional anisotropy caused by the

interfacial exchange coupling between the Cr and Co atoms. Hence the system

under investigation is a perpendicular exchange bias (PEB) stack. PEB stacks

are of high interest for spintronics as these stacks are highly integrable and less

power consuming compared to in-plane magnetic multilayer systems [81, 82].

Furthermore, the direction of the unidirectional anisotropy of Pt/Co/Cr
2
O

3
/

Pt can be switched by either a high magnetic �eld [14] (�gure 7.1b) or by ap-

plying a magnetic and an electric �eld simultaneously (�gure 7.5). Therefore,

this e�ect o�ers an additional functionality of spin valves.

7.1 Signi�cant characteristics of the multilayer

Pt/Co/Cr2O3/Pt stack

The exchange bias e�ect is commonly explained by the existence of uncom-

pensated spins of the antiferromagnetic layer, which stay �xed during a spin

reversal of the ferromagnetic spins [51]. To understand the role of the un-

compensated spins at the Co/Cr
2
O

3
interface, the Pt(1.0 nm)/Co(0.5 nm)/

Cr
2
O

3
(120 nm)/Pt(20 nm) stack has been grown and experimentally studied

133
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(a) Pt/Co/Cr
2
O

3
/Pt stack. (b) Pt/Co/Cr

2
O

3
/Pt magnetiza-

tion curves.

Figure 7.1: (a) Schematic representation of the Pt/Co/Cr
2
O

3
/Pt

stack. (b) Element speci�c magnetization curves for posi-

tive and negative applied �eld pulses (upper �gures). Illus-

tration of the switching in dependence on the remanence of

the maximum applied magnetic �eld strength. Reprinted

from Y. Shiratsuchi et al., Appl. Phys. Lett., 100, 262413,

2012. With the permission of AIP Publishing.
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by Shiratsuchi et al. [16]. The sample has been heated up to T = 315K, which

is above the Néel temperature of Cr
2
O

3
. Afterwards the stack is cooled down to

T = 235K and to T = 180K in an applied external �eld of B = ± 0.4T. The

experimental results show that the exchange bias e�ect appears suddenly at

temperatures lower than T = 235K (�gure 7.3). At T = 180K vertical shifts

of the Cr hysteresis loops could be observed. The related element-speci�c mag-

netization curves determined from x-ray magnetic circular dichroism (XMCD)

are shown in �gure 7.3 and 7.4. The vertical shifts of the Cr hysteresis loops

and the XMCD signals indicate the existence of uncompensated unreserved Cr

spins. The coercivity of the system decreases to 25% at T = 180K compared

to the the coercivity at T = 235K.

Figure 7.2: Vertical and horizontal shift of the hysteresis loops of an

exchange bias stack. The vertical shift is caused by unre-

served uncompensated spins. Reprinted �gure with per-

mission from H. Ohldag et al., Phys. Rev. Lett., 91,

017203,2003. Copyright 2016 by the American Physical

Society.

The ratio of unreserved and reversed uncompensated spins can be obtained by

the vertical shift of the Cr XMCD signal in �gure 7.4. Figure 7.2 illustrates the

magnetization of the pinned spins, which do not change their orientation in an

external �eld and the rotatable spin, which reverse their orientation during the
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�eld cycle. In the case of Pt/Co/Cr
2
O

3
/Pt, around 33% of the uncompensated

AFM spins would be pinned and do not reverse their magnetization.

Figure 7.3: Element speci�c hysteresis loops of Co and Cr at T =

235K and T = 280K. At lower temperatures, a shift of the

hysteresis loops appears. Reprinted �gure with permission

from Y. Shiratsuchi et al., Phys. Rev. Lett., 109, 077202,

2012. Copyright 2016 by the American Physical Society.

In many exchange bias systems, the existence of pinned spins could not be

proofed. The authors of [17] believe, that this may be related to the fact, that

the fraction of pinned spins is very tiny. A high ratio, like 33%, would lead to

a greater shift of the Cr hysteresis loops. Therefore, the authors of [16] sup-

pose, that the uncompensated Cr spins do not fully reverse its magnetization.

Instead of a full reversal, the interfacial Cr spins are canted.

Another signi�cant property of the Pt/Co/Cr
2
O

3
/Pt system is the shape of the

hysteresis curves in �gure 7.5, which has been captured to highlight the mag-

netoelectric (ME) e�ect in [15]. Here, the experimentally studied Pt(5 nm)/

Co(0.8 nm)/Cr
2
O

3
(200 nm)/Pt(20 nm) stack di�ers only in the thickness of

the layers compared to the stack described in [16]. Before the measurements

the system is heated up above the Néel temperature of Cr
2
O

3
and cooled down

to T = 253K in an external �eld of B = ±0.6T, which is slightly higher than

in [16]. The curves of �gure 7.5 represent the signal of an anomalous hall mea-

surement (AHE), which is proportional to the magnetization of the stack. At

the system under consideration, the sign of the exchange �eld can be reversed

by applying a magnetic and electric �eld simultaneously. Both hysteresis loops
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Figure 7.4: Element speci�c hysteresis loop signals of Cr at T = 235K

and T = 280K after �eld cooling at negative and positive

�elds (upper �gure). XMCD signal at ±1T at both tem-

peratures (lower �gure). Reprinted �gure with permission

from Y. Shiratsuchi et al., Phys. Rev. Lett., 109, 077202,

2012. Copyright 2016 by the American Physical Society.
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are mirror images of each other and both are not symmetric regarding the hor-

izontal axis. The curved shape of the red (blue) line near positive (negative)

saturation indicates a complex energy landscape.

Figure 7.5: Di�erent magnetization curves resulting from AHE mea-

surements before and after magnetoelectric switching.

Reprinted from K. Toyoki et al., Appl. Phys. Lett., 106,

162404, 2015. With the permission of AIP Publishing.

Simple models, like the Meiklejohn-Bean model described in section 5.2.1,

lead to shifted, but symmetric hysteresis loops. In the case of Pt/Co/Cr
2
O

3
/

Pt the magnetization before (after) switching exhibits an abrupt change at the

coercive �elds near negative (positive) saturation.

In a simpli�ed picture, the exchange bias �eld HEB decreases with increasing

temperature, as the thermal �uctuations overcome the energy barrier of the

unidirectional anisotropy at lower �elds. For the same reason, the width of

the hysteresis loop narrows [53]. The temperature dependence of the exchange

bias �eld at Co/Cr
2
O

3
di�ers from the temperature dependence of this picture,

as it exhibits an increasing and a decreasing branch [82]. The exchange bias

�eld is proportional to the unidirectional anisotropy energy JK = MsHexttF,

which is shown in �gure 7.6a. tF denotes the thickness of the ferromagnetic

Co layer and Ms denotes its saturation magnetization.

The blocking temperature, i.e. the temperature at which the exchange bias

�eld becomes zero, depends on the thickness of the layers. Figure 7.6a shows

the exchange bias �eld from 80K to 320K for di�erent Cr
2
O

3
layer thicknesses

tCr2O3
. The blocking temperature at thinner layers decreases, while the shape



139

(a) (b)

Figure 7.6: Temperature dependence of (a) exchange bias �elds and

(b) coercive �elds at di�erent layer thicknesses. (a), (b)

from [82]. Copyright 2016, The Japan Society of Applied

Physics.

of the curves, up to the blocking temperature, does not change. For very thick

layers, the blocking temperature correlates to the Néel temperature of Cr
2
O

3
.

The thickness of the Co layer tCo in�uences the blocking temperature as well.

A multilayer stack with tCo = 0.5 nm and tCr2O3
= 50 nm exhibits a larger

blocking temperature as the same stack with tCo = 1nm [82].

The coercive �elds of a stack with tCo = 1nm and tCr2O3
= 50 nm are shown in

�gure 7.6b at di�erent temperatures. From this, one can see that the coercive

�elds at the positive and negative magnetization branch are increasing before

the exchange bias �eld drops to zero.

The signi�cant temperature dependence, especially the increasing exchange

bias �eld with increasing temperature, is assumed to be related to a temper-

ature dependent tilt of the interfacial magnetization of the antiferromagnetic

layer [82, 83].

The interfacial magnetism of Pt/Co/Cr
2
O

3
/Pt is investigated by atomistic

spin dynamics simulations and described in the following sections. First, the

magnetic properties of the ferromagnetic Co layer and the antiferromagnetic

Cr
2
O

3
layer are introduced separately. The subsequent sections cover the re-
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sults of the calculation regarding the Pt/Co/Cr
2
O

3
stack. The lower Pt layer is

not further considered in the following models as no in�uence on the magnetic

properties resulting from this layer has been observed in the calculations. The

di�erent models based on the Pt/Co/Cr
2
O

3
stack reveal some of the major

e�ects, which lead to the experimentally observed magnetic behavior. The

microscopic origin of most of these properties could not be identi�ed and it is

supposed that an unknown energy term exist. The impact of this energy term

is described to high extend and may support the future research on this topic.

7.2 Simulation method and periodic boundary

conditions

Before discussing the results of the atomistic spin dynamics calculations, the

simulation methods are brie�y mentioned and the used energy terms are in-

troduced. Subject of the simulations are magnetic ground states without an

applied �eld and the magnetic response of the system to an external mag-

netic �eld, i.e. the magnetization curve. Both are determined by solving the

stochastic Landau-Lifshitz equation described in section 3.2.1. Equation 7.1

involves the relevant energy terms of this chapter. These terms are the sym-

metric exchange coupling between neighboring spins, an energy term modeling

a uniaxial anisotropy of each spin and the Zeeman term, which takes the in�u-

ence of the external �eld into account. Long range dipole-dipole interactions

are neglected, because these interactions would strongly increase the compu-

tational e�ort, while their in�uence on the magnetic behavior is expected to

be small compared to the in�uence of the uniaxial anisotropies.

H = −
∑
i<j

Ji,jS⃗i · S⃗j −
∑
i

Di

(
S⃗i · e⃗i

)2

− µeff,i

∑
i

B⃗ext · S⃗i (7.1)

The computational e�ort is minimized by applying two and three dimensional

periodic boundary conditions (PBC) as in the previous chapter. The computa-

tional cell has a hexagonal base as shown in �gure 7.14. The hexagonal shape

is suitable for both kind of lattices, namely the fcc-(111) lattice of the Pt and

Co layers and the corundum structure of Cr
2
O

3
. The impact of the periodic

boundary conditions related to the spin �op �eld of Cr
2
O

3
are discussed in
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section 7.3.2.

The calculation of magnetic hysteresis loops is accelerated by the parallel algo-

rithm introduced in chapter 4.3. A heat bath coupling with �nite temperatures

is essential in conjunction with collinear initial states (cf. section 3.2.1). Only

very low temperatures have been taken into account, so that a sampling over

many magnetic �eld cycles is not required. Furthermore, the impact of temper-

ature in combination with PBC has been not yet determined and the combined

use might lead to unphysical results.

7.3 Material properties and material parame-

ters of Pt/Co/Cr2O3

The magnetic behavior of the exchange bias stack Pt/Co/Cr
2
O

3
depends on

the properties of each layer and the exchange coupling between the layers. The

signi�cant property of the free Co layer is its perpendicular anisotropy, which is

induced by the interfacial Pt and Cr spins. Therefore, the magnetization curve

of Co with an induced anisotropy is determined. Cr
2
O

3
is an antiferromagnetic

material with a collinear orientation of the spins as ground state. The stability

of the collinear state plays a major role in the ability of generating interfacial

domain walls or permitting spin reversal processes. When switching the sign

of the exchange bias direction, the antiferromagnetic coupled spins have to

reverse their orientation. This is the case by applying a high �eld or by a

combination of electric and magnetic �elds. If only Cr
2
O

3
is considered, the

signi�cant property to describe the stability against a magnetic �eld is the

spin �op �eld. The spin �op �eld denotes the �eld strength at which the spins

rotate suddenly into the so called spin �op state. Thus, the spin �op �eld of

Cr
2
O

3
is calculated and compared to values known from literature [84].

7.3.1 Perpendicular magnetized Co

The investigation of the perpendicular magnetic anisotropy (PMA) of the Co

layer is reported in [85]. The PMA is an interfacial e�ect, which results most

likely from hybridization of the orbitals at a magnetic and non-magnetic ma-

terial interface [86, 87]. The hybridization leads to a high orbital magnetic
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moment, which couples to the spin moment. The spin-orbit coupling of the

Co atoms generate the perpendicular uniaxial anisotropy. By changing the

Co thickness and the stacking number n of [Pt/Co]
n
/Cr

2
O

3
superlattices, Shi-

ratsuchi observed, that at both, the Pt/Co and the Co/Cr
2
O

3
interfaces, a

perpendicular anisotropy [85] is induced. The e�ective anisotropy, which has

been measured for di�erent thickness of the Co layer, is shown in �gure 7.7.

Figure 7.7: Dependence of the perpendicular magnetic anisotropy on

the Co layer thickness for di�erent stacking numbers n.

From Y. Shiratsuchi, Appl. Phys. Express, 5, 043004,

2012. Copyright 2016, The Japan Society of Applied

Physics.

The red dots represent the anisotropy of a stack with n = 1. As the tempera-

ture at the experiments has been higher than the Néel temperature of Cr
2
O

3
,

the authors of [85] ascribe the measured anisotropies to the PMA and not to

the exchange bias e�ect, which occurs only at lower temperatures.

In the following atomistic spin dynamics calculations are compared to exper-

imental results of Pt(1.0 nm)/Co(0.5 nm)/Cr
2
O

3
(120 nm)/Pt(20 nm), which

are described in [16]. Therefore the e�ective anisotropy of a 0.5 nm thick Co

layer is required for the spin dynamics calculations. Based on the red dots
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of �gure 7.7 the e�ective anisotropy per cubic centimeter is assumed to be

0.4 ergcm3. The lattice structure of the ultrathin Co layer is supposed to be

face-centered-cubic (fcc) with a lattice constant of a = 0.3548 nm [88]. There-

fore the e�ective anisotropy per Co atom is around 30µeV. The e�ective

magnetic moment and the exchange interaction constants of fcc-Co are calcu-

lated and described in [89]. The e�ective magnetic moment of each Co atom

is 0.17321µB. The exchange constants of atoms within the �rst neighbor shell

are much higher than exchange constants between more distant atoms. Thus,

only the �rst neighbor interactions with a constant of JCoCo = 14.8meV are

taken into account.

The 0.5 nm thick Co layer is grown in [111]-direction and is therefore modeled

by two monolayers. Figure 7.8 shows the calculated magnetization curve of

the Co layer.
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Figure 7.8: Magnetization curve of a 0.5 nm thick Co layer with

a perpendicular magnetic anisotropy with an e�ective

anisotropy derived from [85].

In this kind of model, the Pt layer itself is not involved in the calculations and

only its in�uence on the Co atoms, i.e. the PMA is considered. An alterna-

tive approach is to induce the anisotropy by interfacial couplings. Besides the

exchange coupling between the Co and Cr atoms, an exchange interaction be-
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tween the Co atoms and the magnetic Pt atoms is supposed. The Pt atoms at

the Pt/Co interface exhibit a spontaneous magnetic orbital and spin moment,

which has been determined from XMCD measurements by Suzuki et al. [90].

The spin-orbit coupling is modeled by a perpendicular uniaxial anisotropy. If

the interfacial Pt atoms are exchange coupled to the underlying interfacial Co

atoms, the magnetization of Co exhibits a non-vanishing coercive �eld, i.e. a

perpendicular anisotropy is induced by the magnetic Pt atoms. The orbital

and spin moment of the Pt atoms are represented in �gure 7.9 [90].

Figure 7.9: (a) Pt spin magnetic moment mspin(z) and orbit magnetic

moment morb(z) as function of distance z from the in-

terface. (b) Ratio of orbital to spin magnetic moment.

Reprinted �gure with permission from M. Suzuki et al.,

Phys. Rev. B, 72, 054430, 2005. Copyright 2016 by the

American Physical Society.

To decrease the number of variables in the model, an e�ective magnetic mo-

ment of µeff,Pt = 0.2µB is assumed for each Pt atom of the 1 nm thick Pt

layer. The exchange coupling constant and the anisotropy constant are chosen

properly, so that the coercivity equates 0.5T again. In [85] it is stated that the

PMA at the Co/Cr2O3 interface is comparable to the the PMA value induced

at the Pt/Co interface. Based on the opposite magnetization of the uncompen-

sated Cr the Co spins in �gure 7.3, an antiferromagnetic coupling between the

neighboring Cr and Co spins is expected. Even if the temperature is higher
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than the Néel temperature of the antiferromagnetic layer, a high exchange

coupling constant would force an ordered magnetic state at the interface and

support a PMA. In the following the exchange coupling constant between the

uppermost Cr spins and the Co spins is assumed to be JCoCr = −14.6meV.

This value equals the exchange constant between the next neighboring Cr spins

of the Cr
2
O

3
bulk [91]. The Cr e�ective moment and the perpendicular uniax-

ial anisotropy are also related to the bulk values and given by µeff,Cr = 2.86µB

and DCr = 2.98µeV [91, 92]. A more detailed description of the structure

and the material parameters of bulk Cr
2
O

3
is given in section 7.3.2. The co-

ercivity of the Co layer induced by Cr atoms at the interface is around 0.25T.

The values of the exchange constant related to Pt and Co and the uniaxial

anisotropy constant of Pt have to be chosen with respect to the expected coer-

civity of 0.5T. An antiferromagnetic coupling of Co and the next neighboring

Pt atoms of JPtCo = −8.62meV and a Pt anisotropy of DPt = 2.59µeV leads

to the expected coercivity. Figure 7.10 shows all three hysteresis loops.
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Figure 7.10: Hysteresis loops of Pt/Co/Cr. The perpendicular mag-

netic anisotropy is modeled by interfacial interactions be-

tween magnetic Pt atoms and Co and between Co and

Cr.

To reduce the computational e�ort as much as possible, the Pt layer is ne-

glected in the following calculation of the Pt/Co/Cr
2
O

3
stack. The induced



146

anisotropy has been taken into account by an e�ective uniaxial anisotropy of

DCo = 10.34µeV per Co atom. Together with the exchange coupled Cr atoms

of the interface, the expected coercivity is also reached.

Thin Co/Pt multilayer �lms with a broken inversion symmetry and a high spin-

orbit coupling permit chiral spin structures, the so called Skyrmions, which

are related to the Dzyaloshinskii-Moriya interaction [93]. The Dzyaloshinskii-

Moriya interaction forces the neighboring spins Si and Sj to be orthogonal to

each other and to a Dzyaloshinskii-Moriya axis D⃗ij (cf. equation 7.2).

HDM =
∑
i<j

D⃗i,j ·
(
S⃗i × S⃗j

)
(7.2)

The orientation of this axis depends on the symmetry of the interface. The

appearance and the role of such an exchange interaction related to the magnetic

behavior of the Pt/Co/Cr
2
O

3
stack is discussed in section 7.5.4.

7.3.2 Antiferromagnetic Cr2O3

Cr
2
O

3
has a corundum structure with 12 Cr and 18 O sites. The Cr atoms

of the hexagonal unit cell are shown in �gure 7.11. The lattice constant a =

0.495 nm denotes the edge length of the hexagon. The height of the unit cell

is given by c = 1.3566 nm. The cell has a periodicity of six planes. Each plane

has three buckled Cr spins, which are slightly shifted away from the plane.

As compared with cobalt, the chromium atoms exhibit a rather small uniaxial

anisotropy of 2.98µeV along the c-axis of the hexagonal unit cell [92]. At the

ground state the next neighboring spins are antiparallelly aligned along the

easy axis of the hexagonal corundum structure. The exchange interactions

within the �rst �ve next neighbor shells are taken into account. The related

exchange constants are listed in table 7.1 [91] and the next neighboring atoms

are schematically represented by oval shapes on a projection of the primitive

unit cell in �gure 7.12.
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Figure 7.11: Front view (left) and top view (right) of the Cr
2
O

3
hexag-

onal unit cell. Only the Cr atoms are shown.

Figure 7.12: Projection of the unit cell.

The oval shapes repre-

sent the next neighboring

atoms.

Identi�er JCrCr (meV)

JCrCr,1 −14.6

JCrCr,2 −11.1

JCrCr,3 2.11

JCrCr,4 2.96

JCrCr,5 −2.16

Table 7.1: Exchange interaction

constants of Cr
2
O

3
.
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A magnetic �eld is applied parallel to the easy c-axis. If the �eld overcomes

a critical �eld strength, a sudden state transition of the Cr spins occurs. The

new state is the spin �op state, which has been shortly introduced in section

3.1.2. At the spin �op state, the next neighboring Cr spins make the same

angle with the easy axis and rotate into the direction of the external �eld. The

critical �eld strength is denoted as spin �op �eld BSF. The antiferromagnetic

state and the spin �op state of Cr
2
O

3
are shown in �gure 7.13.

(a) Collinear state of Cr
2
O

3
at

low magnetic �elds.

(b) Spin �op state of Cr
2
O

3

at Cr
2
O

3
at high magnetic

�elds.

Figure 7.13: Spin state of Cr
2
O

3
at di�erent magnetic �eld strengths.

The �rst order transition from an antiferromagnetic state to the spin �op

state occurs at 5.8T [84]. A comparison of the computational determined

spin �op �eld illustrates the necessity of periodic boundaries. In the following,

the spin �op �eld is calculated for a Cr
2
O

3
sample with and without periodic

boundaries and a layer height varied between 1 c and 4 c. The geometry of the

sample is selected in such a way, that it could be easily extended in all three

spatial directions. Therefore, the sample is based on the dimensions of the

corundum unit cell described above. This cell has been shifted to support the

application of periodic boundaries. Three di�erent boundary conditions are

considered. In the �rst case, no periodic boundary condition is applied to the

sample, whose Cr atoms are shown in �gure 7.14a. In this �gure the height

of the sample equals 1 c. The atoms at the surface have less next neighbors

compared to the inner atoms, which may a�ect the magnetic behavior and thus

the spin �op �eld. In the second and third case the bulk to boundary ratio is
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increased by introducing two and three dimensional periodic boundaries. In

the second case the sample equates the computational cell, which is extended

in the lateral dimension by image cells. Figure 7.14b represents the atoms

of the computational and the image cells. The hexagonal computational cell

is highlighted in �gure 7.14b by a green line. In the third case the periodic

boundaries are applied to all three dimensions. The image atoms and the

atoms of the computational cell are shown in �gure 7.14c.

The magnetization at increasing magnetic �elds are represented in �gure 7.15

for all cases. With the extension of the sample by periodic boundaries, the spin

�op �eld increases. An increasing height of the sample or the computational

cell leads also to an increase of the spin �op �eld. The highest spin �op

�eld with a computational cell height of 4 c and three dimensional periodic

boundaries is approximately 5.4T, which is less than 5.8T, referring to the

value described in [84].

Four di�erent reasons may lead to an underestimated spin �op �eld in the

calculation:

1. The computational cell contains only a small number of atoms. A trend

towards rising spin �op �elds with increasing number of spins in the com-

putational cell is visible in �gure 7.15. This trend leads to the conclusion,

that a too small computational cell is responsible for the underestimated

spin �op �eld.

2. A very low temperature of 1K is used to prohibit a stagnation of the spins

in a state, which represents no local energy minimizing con�guration (cf.

chapter 3.2.1). As the external �eld is increased in a rather short time

interval of 50 fs, a quasi-static spin state could not be reached at each

�eld value. In this dynamic simulation temperature cannot be processed

as an average over many samples as for each simulation step only one

speci�c sample is taken. This leads to a non-physical spin evolution.

3. The third reason is a combination of the ones described above. The

application of periodic boundaries at a small unit cell combined with

a �nite temperature may lead to an early state transition. If a single

spin of the computational cell is agitated by temperature, it rotates into
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Figure 7.14: Illustration of periodic boundary conditions.
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Figure 7.15: Magnetization curve at increasing external �elds of

Cr2O3 with di�erent layer heights h and boundary con-

ditions.

another state. Its image atoms imitate this rotation, which might initiate

a state transition of the complete system.

4. A fourth possible reason of an underestimated spin �op �eld is simply a

wrong assumption of the material parameters. The e�ect of parameter

deviations is examined and described next.

To verify the in�uence and the sensitivity of the di�erent material parame-

ters, the spin �op �eld of a one dimensional chain model has been studied.

The model is comparable to the one dimensional chain model for exchange

bias systems introduced in section 5.2.2. Here, the chain consists of N atoms

with equal material parameters. Each atom of the model has an e�ective spin

moment and a uniaxial anisotropy. Only next neighboring atoms are antiferro-

magnetically coupled with an exchange constant JAFM. Assuming that every

second spin exhibits the same angle with the anisotropy axis, the Hamiltonian

can be reduced to a summation of three energy terms given in equation 7.3.

The applied magnetic �eld B⃗ is aligned with the anisotropy axis of uniaxial

anisotropy.
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H =− (N − 1)JAFM cos(α− β)

− 1

2
NDz

AFM cos2(α)− 1

2
NDz

AFM cos2 (β)

− 1

2
NµBz cos(α)− 1

2
NµBz cos(β)

The antiferromagnetic orientation of the spins will be retained under an in-

creasing magnetic �eld as long as α− β = 180◦ minimizes equation 7.3. Oth-

erwise the spins have to rotate into another state. At a spin �op transition

the spins tend to rotate perpendicular to the magnetic �eld. Both spins make

the same angle with the �eld axis α = −β. As the �eld is further increased,

the spins point more and more along the external �eld direction until they are

fully aligned with the external �eld. The spin �op �eld Bz
SF, at which the spins

tend to be perpendicular to the �eld axis, can be determined by calculating

the principal minors of the Hessian of equation 7.3. As soon as one of the

principal minors with α = 0◦ and β = 180◦ becomes greater or equal to zero

the critical �eld is reached and the spin �op occurs. With the assumptions

above, the spin �op transition is given by

Bcrit = 2

√
−NDz

AFM (2NJAFM −NDz
AFM − 2JAFM)

Nµ
. (7.3)

It should be noted, that equation 7.3 is only valid if every second spin makes

the same angle with the easy axis. As the exchange constants of Cr
2
O

3
are

high, it is assumed that equation 7.3 re�ects the in�uence of the material

parameters properly. Thus, an increase of the anisotropy constant, an increase

of the exchange constant and a decrease of the e�ective magnetic moment lead

to an enhancement of the spin �op �eld. The variation of the spin �op �eld due

to a change of the exchange constant and the e�ective magnetic moment per

spin by 5% of the original values (black line) are visualized in �gure 7.16. The

spin �op �eld converges against a maximum very soon as the number of spins

is increased. The material values of the black line are chosen in such a way,

that the spin �op �eld converges approximately against 5.8T. The anisotropy

constant and the e�ective magnetic moment are equaling the Cr values of

Cr
2
O

3
. As remaining variable parameter, the exchange constant between next

neighboring spins has been adjusted to match Bz
SF = 5.8T at N = 100. The

lines that connect the spin �ops �elds in �gure 7.16 are just to guide the eye.
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Figure 7.16: Spin �op �elds against the number of spins of the N -spin

chain model for di�erent parameter sets. The deviation

of the exchange constant and the magnetic moment are

± 5% from the parameters used to calculate the black

line.

Although the calculated spin �op �eld of the Cr
2
O

3
sample does not reach the

denoted �eld strength with the described material parameters and by applying

periodic boundary conditions, the models of the two layer Co/Cr2O3 stack

in the next sections are based on these parameters. An adjustment of the

parameters is not further considered as too many parameters in�uence the

spin �op �eld and the reasons for a deviation are manifold. It is important to

bear in mind, that the mentioned reasons, which lead to a deviation of the spin

�op �eld, may in�uence the quantitative magnetic behavior of the full stack

and do not only e�ect the spin �op �eld of Cr
2
O

3
.

7.3.3 Structure of the interface

The Pt atoms play a minor role, as their magnetic behavior is modeled by an

e�ective magnetic anisotropy of the Co spins. For this reason only the Co and

the Cr
2
O

3
layer are taken into account. The lattice constant of the ultrathin

fcc-Co is assumed to be increased by 14.15% to �t the surface structure of
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Cr
2
O

3
. Thus, the pattern of the Cr atoms is continued by Co atoms. A

projection of the interfacial layers along the c-axis is shown in �gure 7.17.

Figure 7.17: Top view of interfacial layers of the Co/Cr
2
O

3
stack. Cr

atoms are blue colored and Co are red colored.

Depending on the interface positive relative to the lattice, the Cr spins of the

Cr
2
O

3
uppermost layer are either compensated or uncompensated. In case of

a compensated surface the net magnetization becomes zero. This is the case,

if all spins of a single plane in �gure 7.11 are spins of the surface. Otherwise

the surface consists of only non-buckled spins and the net magnetization does

not average to zero. Hence, the Cr
2
O

3
surface is said to be uncompensated.

Most exchange bias models are based on the assumption of interfacial uncom-

pensated spins, but also compensated spins could be the origin of the exchange

bias e�ect [51] (cf. section 5.2.3).

The XMCD measurements at Co/Cr2O3 prove a net magnetization of the Cr

spins as described in section 7.1. This net magnetization results from the

ferromagnetic surface of non-buckled spins as shown in �gure 7.18 from the

supplementary material of [83]. The spins at the surface are pointing all up- or

downwards, depending on the ground state of the underlying Cr atoms of the

bulk. As every step of a stepped surface shows the same spin con�guration,

roughness is not expected to a�ect the magnetic behavior.



155

Figure 7.18: Spin strcuture of Cr
2
O

3
with a stepped (0001) sur-

face. This kind of stepped interface shows no roughness.

Reprinted by permission from Macmillan Publishers Ltd.

[Nat. Mater.] He, X. et al., 10, 5, 2010. Copyright 2016.

Introduction of di�erent coupling scenarios

At the coherent interface di�erent options exist to couple the ferromagnetic

and the antiferromagnetic layer. The XMCD measurements of the system [16],

from which the resulting hysteresis loops are illustrated in �gure 7.3, indicate

an opposite magnetization of the Co and the uncompensated Cr spins. Based

on the atomic structure of Cr
2
O

3
shown in �gure 7.18, the uncompensated

spins are located at the uppermost plane of the antiferromagnetic layer. Figure

7.12 is extended to illustrate possible interfacial interactions between di�erent

neighboring atoms of both materials in �gure 7.19.

In a �rst step, the interfacial interactions are assumed to be restricted to an

exchange interaction between the uncompensated Cr spins and the lowermost

Co spins. Two cases of weak and strong coupling are discussed. The weak

coupling is more simple to handle, e.g., by the MB model, whereas the strong

coupling requires much more considerations.

7.4 Weak coupling between interfacial Co and

Cr spins

A very weak exchange constant JCoCr,1 does not explain most of the observed

e�ects described in section 7.1. Due to the induced anisotropy by the interfacial

Pt atoms, the reversal of the Co spins leads to a hysteresis loop with a �nite
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Figure 7.19: Schematic projection of Co/Cr
2
O

3
stack as an extension

of �gure 7.12. Di�erent pairs of neighboring atoms are

highlighted with blue oval shapes.

width. The exchange coupling causes a shift of the hysteresis loop. Thus, the

magnetization of the Co atoms during a �eld cycle corresponds to the measured

data. In contrast, the out-of-plane magnetization of the uncompensated Cr

spins does not change during the increasing or decreasing �eld branch. Figure

7.20 represents the normalized magnetization curves of the ferromagnetic and

the antiferromagnetic layer, which are coupled by an exchange constant of

JCrCo,1 = 172.35µeV between the interfacial atoms.

Such a magnetic behavior is comparable to the idealized Meiklejohn and Bean

model (cf. section 5.2.1), at which the antiferromagnetic spins are �xed.

7.5 Strong coupling between interfacial Co and

Cr spins

A strong coupling between the interfacial spins will create a interfacial domain

wall inside the antiferromagnetic layer (section 7.5.1). The calculated magne-

tization curves match already the experimental results quite well. Next, the
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Figure 7.20: Magnetization curves of Co/Cr
2
O

3
with a weak exchange

interaction between the interfacial Cr and Cr atoms.

properties of such a domain wall are described. As the magnetization loop is

shifted in contrast to the experiment, countermeasures are required. Di�erent

scenarios to archive the expected magnetic behavior are discussed in section

7.5.2.

7.5.1 Creation of an interfacial domain wall

The creation of an interfacial domain wall is described within the Mauri model

(cf. section 5.2.3). The wall seems to be related to a magnetization curve,

which is comparable to those of the experiments.

A part of the interfacial domain wall of a 80 nm thick Cr
2
O

3
layer deposited

on a 0.5 nm thick Co layer is shown in �gure 7.21a. The related magnetization

curve is given in �gure 7.21b.

The hysteresis loop is shifted to the right hand side due to an interfacial ex-

change coupling of JCrCo,1 = −14.6meV per Cr-Co pair. The strength of the

coupling equals the interaction between the next neigbouring Cr spins of the

Cr
2
O

3
bulk. This value is also used to determine the e�ective anisotropy of

Co in section 7.3.1 to achieve the required coercivity of 0.5T.
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(a) Interfacial domain wall.
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Figure 7.21: The case of a strong interfacial coupling. (a) By applying

a magnetic �eld an interfacial domain wall is created at

the interface between Co and Cr
2
O

3
. (b) The related

hysteresis curves of the Co and the Cr
2
O

3
layer.

The shape of the Co magnetization curve caused by a strong interfacial ex-

change constant matches the curve shape of the experiments described by

Toyoki [15] very well. The asymmetric shape of the blue line regarding the

horizontal axis can be recognized from �gure 7.5 of section 7.1. The magneti-

zation curve of the antiferromagnetic layer becomes negative as the ferromag-

netic spins reverse their magnetization. After reaching a negative peak, the

net magnetic moment rises again against zero. This increase is caused by the

spins of the domain wall. The magnetization of the surface spins and the spins

of the lower layers are shown in �gure 7.22.

Aside from the increase of the net magnetization of the lower antiferromagnetic

spins, it is assumed that the creation of an interfacial domain wall plays a

major role for the magnetic behavior of the Pt/Co/Cr
2
O

3
multilayer stack.

The creation and the properties of an antiferromagnetic domain wall will be

considered in more detail in the following section.

7.5.2 Properties of an interfacial domain wall

At a domain wall the spins reverse their orientation along the material between

two domains. In case of Co/Cr2O3 the Co layer represents one domain, while

the bulk Cr spins represent the other domain. Without an external �eld and a

single antiferromagnetic coupling between the uppermost Cr and the lowermost
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Figure 7.22: Magnetization curves of the uppermost Cr spins (red

line) and the lower Cr spins (blue line).

Co spins, the Cr spins are pointing along the c-axis and the Cr spins are

collinear like it is sketched in �gure 7.19. Without any further energy term, the

collinear state is the ground state. Thus, the ground state possesses no domain

wall at zero �elds. With a negative external �eld along the c-axis, which

overcomes an energy barrier related to the anisotropies of both layers, the Co

spins start to reverse their magnetization and force an interfacial domain wall

in the antiferromagnetic material as shown in �gure 7.21a.

The domain wall width increases by a stronger alignment of the Co spins with

the external �eld. To prohibit a complete reversal of the antiferromagnetic

layer, the layer thickness has to be larger than the width of a 180◦ domain

wall. In �gure 7.23 the z-component of the Cr spins are represented for di�er-

ent domain walls. The uppermost Cr spins are �xed to a certain angle with

the c-axis, while the underlying spins are relaxed without an external �eld.

From �gure 7.23 it can be seen, that a 180◦ domain wall has a width of ap-

proximately 45 nm. This value matches the domain wall width of 38 nm given

in [94] very well. In opposite to a ferromagnetic domain wall, an antiferro-

magnetic domain wall could not propagate due a constant magnetic �eld. As

Cr
2
O

3
is a magnetoelectric material, a domain wall can be propelled by ap-

plying an electric and magnetic �elds simultaneously. The driving force of the
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Figure 7.23: z-component of the magnetization for a 45◦, 90◦, 135◦

and 180◦ domain wall. The Cr spins of the uppermost

layer are �xed to the related angles.

wall is given by F⃗ = 2E⃗âH⃗ [94], at which â is the magnetoelectric tensor and

E⃗ and H⃗ are the electric and magnetic �eld. The electric �eld is thought to

cause a shift of the Cr atoms inside Cr
2
O

3
as illustrated in �gure 7.24 [95].

This shift has an impact on the g-tensor and thus, on the e�ective magnetic

moment of each Cr atom as well. By increasing or decreasing the e�ective

magnetic moments of each second sublayer, the structure exhibits a net mo-

ment and becomes ferrimagnetic. Assuming that the Cr
2
O

3
layer becomes

ferrimagnetic, the wall can be moved by a magnetic �eld. The direction of the

movement along the layer depends on the e�ective magnetic of each sublayer

of the ferrimagnetic material. The direction of the wall movement is illustrated

in �gure 7.25a. If the magnetic moments of the uppermost sublayer are larger

than those of the second sublayer, a positive magnetic �eld moves the wall

upwards.

At the Pt/Co/Cr
2
O

3
stack the wall is created by the rotation of the Co spins

and pinned at the interface. In case that the interfacial sublayer consist of

Cr atoms with a larger magnetic moment than the next lower sublayer, the

domain wall is pressed against the Co layer at positive magnetic �elds. This

con�guration would lead to a greater exchange bias as shown in �gure 7.25b.
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Figure 7.24: Shift of the Cr atoms due to the magnetoelectric e�ect.

Redrawn from [95].

(a) Domain wall motion

within a ferrimag-

netic layer.
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Figure 7.25: (a) Schematic representation of domain wall motion

within a ferrimagnetic layer. The wall moves upwards

with the velocity v⃗w driven by a positive magnetic �eld

Bz. The larger drawn arrows represent spins with a

higher magnetic moment. (b) Magnetization loops of the

Co spins upon the antiferromagnetic Cr
2
O

3
with Cr spins

of equal e�ective magnetic moments (red line) and upon

the ferrimagnetic Cr
2
O

3
(blue line).
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Based on the opposite scenario with smaller Cr magnetic moments at the

interface, a reversal of the Co spins at a positive magnetic �eld would lead to

a movement of the wall downwards until all Cr spins are reversed.

7.5.3 Shift of the hysteresis loop

The hysteresis loops of the stack with equal Cr e�ective moments are shifted

to the right hand side of the coordinate system. A comparison of the shape

and the position of the calculated curve in �gure 7.21b with the experimental

determined curves in �gure 7.5 indicate a mirror-inversion. Either the hys-

teresis should be shifted to the opposite side of the coordinate system or the

creation of the wall should occur at magnetic �elds of opposite sign. Three

di�erent strategies are investigated to get closer to the experimental results.

Rotated anisotropy axes

In �gure 7.5 the magnetization at the increasing �eld cycle has neither reached

positive saturation, nor remains at negative saturation at B = 0T. Such a

magnetic behavior can also be seen in the Stoner-Wohlfarth model (cf. section

3.1.1) of a single spin with a uniaxial anisotropy and an easy axis, which has

a non-zero angle with the external applied �eld. In opposite to the hysteresis

loops of the Pt/Co/Cr
2
O

3
/Pt stack, the hysteresis loop related to Stoner-

Wohlfarth model is not shifted and exhibits a point re�ection in the origin of

the coordinate system as seen in �gure 3.2b.

A rotation of the uniaxial axes of the ferromagnetic layer, the antiferromag-

netic layer or both layers, does not lead to comparable results with the ex-

periments. Figure 7.26 illustrates the Co magnetization curves of the stack at

which the particular easy axes make an angle of 45◦ with the �eld axis. At

these cases the hysteresis loop width approaches zero. Furthermore the typi-

cal curve shape with a steep (slow) increase at the lower (upper) half of the

coordinate plane disappears. Thus, it is concluded, that a modi�cation of the

uniaxial anisotropy does not lead to the expected e�ects.
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Figure 7.26: Magnetization curves of the Co/Cr
2
O

3
layer with dif-

ferent anisotropy axes. The angles of the Co layer, the

Cr
2
O

3
layer or both layers is rotated by 45◦. The re-

maining axes are perpendicular.

Additional interfacial exchange coupling

Another approach to meet the experimental results is to shift the hysteresis

loop by an additional exchange bias coupling. This can be done by introducing

a second exchange bias coupling between the lowermost Co spins and the Cr

spins of the second sublayer. The exchange bias constant JCrCo,2 should have

the same sign as the �rst coupling to force a shift of the loop to the left hand

side. Both interactions are competing and the loop is shifted back to the

origin. However, by increasing the coupling constant JCrCo,2 a domain wall is

also created at negative �eld values. Thus, the hysteresis loop has a curved

shape at the upper and the lower half of the coordinate system. Furthermore,

the loop is narrowed as the in�uence of interactions approaches to equal values.

The related hysteresis curves of the antiferromagnetic and the ferromagnetic

layer are represented in �gure 7.27.

Second unidirectional exchange bias by an additional spin

Instead of a second coupling between Cr and Co, the Co layer can be exchanged

biased to an additional spin with a �xed orientation. The second exchange

bias leads to a shift of the magnetization loop without a change of its shape

as shown in �gure 7.28. The inset of �gure 7.28a sketches the unreserved,

uncompensated spin which is exchange coupled to one of the Co atoms. A
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Figure 7.27: Magnetization curves of the Co/Cr
2
O

3
stack with a sec-

ond interfacial exchange interaction.

coupling constant of JCo,Add = 1.29meV is su�cient to shift the loop to the

left hand side of the coordinate system.
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Figure 7.28: Magnetization curves of the Co/Cr
2
O

3
stack with an

�xed additional spin, which interacts with the Co layer.

The additional spin leads to a unidirectional anisotropy, which models the

experimental results to a high extend. The additional unreserved spin itself is

thought to be non-physical. The origin of such a unidirectional anisotropy is

discussed in the next section.
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7.5.4 Origin of the second unidirectional anisotropy

The origin of the second unidirectional anisotropy is related either to the ferro-

or the antiferromagnetic layer. An energy term, which has not been considered

yet, includes the Dzyaloshinskii-Moriya interaction and is given in equation 7.2.

This interaction is based on the symmetry of the structure [96]. If a center of

inversion is located between the two magnetic ions, the Dzyaloshinskii-Moriya

interaction vanishes. The symmetry is broken at the interface between di�er-

ent materials. At the Pt/Co interface the Dzyaloshinskii-Moriya interactions

supports Skyrmions, which are chiral magnetic states at the surface of the

structure [93, 97]. These states exhibit domain walls in-plane as shown in

�gure 7.29 [98].

Figure 7.29: Magnetic Skyrmion states. Reprinted by permission from

Macmillan Publishers Ltd: Nat. Mater., [98], copyright

2016.

The structure of the wall and thus the creation of chiral Skyrmions depends

on the size and the shape of the sample [99]. In [99] a stable chiral Skyrmion is

observed at a Pt/Co/MgO square sample with a side length of 420 nm. Figure

7.30 illustrates magnetic domains, which are caused by the Dzyaloshinskii-

Moriya interaction between the Co atoms of the same monolayer at a much

smaller cylindrical sample.

Such domain walls are not observed experimentally at Pt/Co/Cr
2
O

3
/Pt. In

[100] the spatial distribution of the Co and the Cr magnetization is determined

via XMCD measurements. Without applying a high magnetic �eld pulse, two

di�erent domains are observed. These domains are related to the two ground

states of Cr2O3. The Co spins are orientated either up- or downwards, depend-
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Figure 7.30: Co layer Dzyaloshinskii-Moriya interaction.

ing on the ground state of the underlying Cr spins. The magnetization curve

of the Co spins shows a negative and positive exchange bias, which is related

to the two di�erent domains. After applying a high �eld pulse during cooling,

the loop is shifted either to the right or the left side, which means, that one

of these domains vanishes. In other words, the exchange bias and the related

e�ects occurring at the Pt/Co/Cr
2
O

3
stack can be considered separately for

each domain. A Dzyaloshinskii-Moriya interaction, which may occur at the

Co/Pt interface, seems to play a minor role in the investigation of the second

unidirectional anisotropy. Furthermore, the e�ect of the Dzyaloshinskii-Moriya

interaction at Co may be reduced by a concurring DM term generated by a

broken symmetry at the Co/Cr
2
O

3
interface.

In opposite to the Co/Pt interface, the Dzyaloshinskii-Moriya interactions

might play a larger role between the interfacial Cr spins. An origin of the

unidirectional anisotropy based on the antiferromagnetic layer would also ex-

plain part of the temperature dependence. The exchange bias �eld reaches

zero around the Néel temperature. This requires both kinds of interactions,

which generate the exchange bias to vanish around zero. If the second unidi-

rectional anisotropy is also caused by the Cr
2
O

3
layer, it should be vanish at

Néel temperature as well.

Cr
2
O

3
itself exhibits no broken symmetry, so that Dzyaloshinskii-Moriya inter-
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action does not appear between the magnetic Cr ions without further changes.

As Cr
2
O

3
is a magnetoelectric material, the magnetization can be in�uenced

by an electric �eld. The electric �eld may have an e�ect on all energy terms

in equation 7.1 as explained in [101]. In addition to a change of the g-factor

(cf. section 7.5.2), it supports the existence of the Dzyaloshinskii-Moriya in-

teraction within Cr
2
O

3
[102, 103]. By applying an electric �eld perpendicular

to the c-axis, the spins might be inclined in-plane and generate a net magneti-

zation. Although no external electric �eld applied during the measurements in

[14], similar e�ects might arise due to the �eld cooling under a high external

magnetic �eld and cause the expected shift of the hysteresis loop. Targeting

models with proper material values are di�cult to identify, as the interactions

between the magnetic �eld, electric polarization and the electric �eld and mag-

netic polarization a�ects many parameters. Hence, further computations to

reveal the origin of the second unidirectional anisotropy are not pursued within

this thesis.

7.6 Explained and non-explained e�ects

An e�ective model has been introduced, which explains many of the measured

e�ects, but failed to give a microscopic understanding of the magnetic behav-

ior at the Co/Cr
2
O

3
interface. First the perpendicular magnetic anisotropy

appearing at the Pt/Co interface has been modeled by an e�ective uniaxial

anisotropy of the Co spins. After that, the Cr
2
O

3
layer has been introduced and

coupled the ferromagnetic layer by the uppermost Cr and the lowermost Co

spin. The Co magnetization curve of this model already exhibits the expected

shape of the experimental results. Furthermore, the decrease of the coercivity

matches the experimental �ndings quite well. The shape of the magnetization

curve and the decrease of the coercivity are based on the formation of a do-

main wall and thus, it is assumed, that the formation of a domain wall is one

of the key properties of the system. By implementing a second unidirectional

anisotropy with an additional uncompensated and �xed spin, the hysteresis

loop is shifted to the correct �eld range. Although the origin of the unidirec-

tional anisotropy is yet unclear, the switching of the exchange bias and a part
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of the temperature dependence observed in the experiments can be recognized

by the e�ective model.

7.6.1 Magnetic and magnetoelectric switching of the ex-

change bias

The sign of the exchange bias is switchable either by a high magnetic �eld

or by applying an lower magnetic �eld and an electric �eld simultaneously

[14, 15]. Both observations are explainable by the computational results and

physical backgrounds described in previous sections. Before any measurement

the Pt/Co/Cr
2
O

3
/Pt stack has been heated over Néel temperature of Cr

2
O

3

and cooled down under an external magnetic �eld between B = 0.4T and

B = 0.6T [14, 16, 15, 100], respectively. The lower bulk Cr
2
O

3
spins are

suspected to be in one of the two collinear states during the measurements. The

upper spins are thought to form an interfacial domain wall due to the unknown

e�ect introduced in section 7.5.3 and 7.5.4. This state is the energetically most

favorable state at high positive �elds. At negative �elds, the Cr spins are forced

to build a complete collinear state. Increasing the �eld again, after reaching

spin �op, all Cr spins reverse their magnetization. This also includes the spins,

which might be involved in the unknown e�ect. Thus the antiferromagnetic

Cr spins could relax into a state with an interfacial domain wall at the top and

collinear spins at the bottom again. A reversal of all spins within the stack

would lead to mirrored magnetization curves as illustrated in �gure 7.31. A

simulation including the reversal of the spins by a high negative �eld pulse

could not be performed, as the initial state of the system depends on the

unknown interaction.

The required �eld strength to switch the exchange bias is determined experi-

mentally in [14] and is given by approximately BSF = 9T. Applying an electric

�eld of −2500 kVcm simultaneously, the sign of the shift is switched at only

−1T [15]. This can be explained by the magnetoelectric e�ect. As mentioned

in section 7.5.2, the electric �eld induces a shift of the Cr atoms, which a�ects

the magnetic moments of each Cr
2
O

3
sublayer. Due to the arising net mag-

netization, the antiferromagnetic material becomes ferrimagnetic. In case of

ferrimagnetic structure, a domain wall can be propelled by a magnetic �eld



169

Magnetic field B (T)
-3 -2 -1 0 1 2 3

M
ag

n
et

iz
at

io
n

 M
/M

m
ax

-1

-0.5

0

0.5

1

1.5 Interfacial Cr spins pointing upwards
Interfacial Cr spins pointing downwards

Figure 7.31: Switchable behavior of exchange bias stack is modeled by

di�erent initial conditions.

and move along the layer. The interfacial wall, which is formed by the positive

magnetic �eld applied during cooling, is moved downwards until it leaves the

Cr
2
O

3
layer. Thus a reversal of all spins is initialized by an electric �eld and

a rather small magnetic �eld.

7.6.2 Temperature dependence

The experimentally observed temperature dependence of the exchange bias

�eld represented in �gure 7.6 [82] can be partly recognized from the e�ective

model of two di�erent exchange coupling phenomena. The exchange bias �eld

increases at rising temperature, before it drops to zero around the Néel tem-

perature. Within the e�ective model, the interfacial interaction between the

Co and the Cr layer shifts the loop to positive values of the magnetic �eld,

while the additional spin supports a shift to the negative values. By increasing

the temperature, the impact of the exchange coupling between Cr and Co is

reduced and the loop is further shifted to the left side. A further increase

of the temperature would in�uence both couplings and the coercivity of each

layer. If the second unidirectional anisotropy is caused by an e�ect of the

antiferromagnetic material, it would also vanish at Néel temperature and the
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exchange bias �eld would drop to zero.

This model does not explain the abrupt collapse of the exchange bias �eld at

stacks of lower thickness as shown in �gure 7.6a. It might be that the unknown

e�ect, which caused the second unidirectional anisotropy, is also related to

this temperature behavior. Assuming that the e�ect comes along with the

generation of a ferrimagnet the temperature might depin the interfacial wall,

which would support a wall movement and lead �nally to a complete spin

reversal of the antiferromagnetic layer.

7.7 Open-ended questions and outlook

Although many of the observed magnetic properties of the Pt/Co/Cr
2
O

3
/Pt

stack are revealed by the introduced e�ective model, some properties remain

unexplained. This concerns for example the correspondence between the ex-

perimental hysteresis loops and the calculated ones. The shifted hysteresis

loop of the Co atoms matches the measured magnetization curve quite well,

but the hysteresis loop of the antiferromagnetic layer shows some minor di�er-

ences. The uppermost spins change their directions simultaneously with the

Co spins. But the generated domain wall leads to an increase of the mag-

netization against zero. Furthermore, the hysteresis loops of the experiments

show a vertical shift, which has not been observed in the curves determined

by simulation.

As mentioned above, the temperature dependence could only be partly ex-

plained by the e�ective model. The idea that the abrupt disappearance of

the exchange bias �eld at stacks with thin antiferromagnetic layer depends on

the unknown e�ect has not been proven yet. To prove that, the origin of the

second unidirectional anisotropy has to be found and the related properties

have to be studied. In case of a mutual interaction between the magnetic �eld

and the dielectric polarization, e�ects which are based on the magnetoelectric

properties might play a major role for the physical origin of the second uni-

directional anisotropy. As the investigation of the physical origin is a di�cult

and surely time consuming task with many parameters, it has not been treated

within this thesis and is left for future research.



Chapter 8

Summary and Outlook

Within this thesis the magnetic properties of multilayer systems have been

investigated. The main focus has been on exchange bias stacks, which are an

elementary part of today's magnetic memory devices [104]. As it is a challenge

to save a huge number of data on a very limited cell size with a very low power

consumption, the interfacial e�ects based on the atomic structure and the in-

teractions with external magnetic or electric �elds have to be understood. An

appropriate method to study these e�ects are atomistic spin dynamics simu-

lations is shown in this thesis.

The investigations of the multilayer structures related to this thesis are based

on the development of e�ective models. This includes the exchange bias sys-

tems NiFe/IrMn/MgO/Pt and Pt/Co/Cr
2
O

3
/Pt, which have been discussed

in detail within chapter 6 and 7. The development and improvement of e�ec-

tive models involves the calculation of magnetic quantities and a subsequent

comparison with experimental results. Therefore, di�erent methods have been

introduced and adapted to ful�ll the requirements of multilayer stacks (section

3 and section 4).

The time independent magnetic behavior has been determined by minimizing

the related extend classical Heisenberg Hamiltonian. The energy curves, in-

troduced in section 3.1, illustrate the local minima against the magnetic �eld.

This is a proper representation to obtain characteristic values like coercive

�elds of simple models. This representation has been applied to a simple chain

171



172

model, which has been studied to understand the typical thickness dependent

behavior of exchange bias systems like it is observed at both mainly studied

structures in this thesis. The energy curves of the one dimensional chain model

in section 5.2.2 show that a 180◦ spin reversal cannot occur at an exchange

bias stacks with a quite thick antiferromagnetic layer.

The time dependent magnetic properties have been studied by two di�erent

methods. The �rst one is a Landau-Lifshitz approach, at which a time depen-

dent stochastic equation is solved. This method naturally leads to the correct

chronological order of the spin states. The second one is a Monte Carlo scheme,

at which a new spin state is determined by a random rotation of spins and

a subsequent evaluation of the energy di�erence between the actual and the

former magnetic state. However, this method is modi�ed to determine some

kind of pseudo dynamics [65].

One signi�cant property of exchange bias stacks is the occurrence of hystere-

sis seen as a hysteresis loop within a magnetization curve. The calculation

of quasi-static hysteresis loops is a very time consuming task. To reduce the

computational time, a method has been developed to parallelize the calcula-

tion. A hysteresis loop arises due dependence between the actual magnetic

state and the former magnetic states. If parts of the history are known, this

information can be used to create independent parts of the complete hysteresis

cycle. Each part is correspondence to a certain initial condition, which pre-

vents the chronological order. The independent parts could be further divided

into intervals, so that the magnetization of each �eld value can be calculated

on di�erent processors in parallel. The calculation of each magnetic state can

either be done by solving the stochastic Landau-Lifshitz equation or by apply-

ing a Monte Carlo scheme. For speeding up calculations including long term

dipole-dipole interactions, a hybrid implementation is developed. Within the

implementation, the parallelization of the intervals is based on the message

passing interface (MPI), while the calculation of the dipole-dipole interactions

is accelerated by multiple threads using openMP. Within this parallel scheme,

�nite temperature are considered by averaging over several trajectories.

This method has been explained in section 4.3 based on a single CoFe layer.
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This layer is part of a magnetic tunnel junction, which can be switched by a

thermally exited, spin polarized current [43].

A parallelization of the hysteresis loop calculation is not always possible. An-

other method to reduce the computational time is to combine neighboring

spins to a single macrospin. Such a macrospin approach is applicable, if a

homogenous magnetization of the neighboring spins can be assumed.

The di�erent approaches have been applied to determine the static and dy-

namic properties of the exchange bias stacks NiFe/IrMn/MgO/Pt and Pt/Co/

Cr
2
O

3
/Pt. Both exchange bias stacks show a special characteristic. NiFe/

IrMn/MgO/Pt is described by Park et al. as a tunnel junction with a spin

valve like magnetoresistance. The change of the magnetoresistance of this

system due to an applied �eld seems to be based on a rotation of the antiferro-

magnetic coupled Mn spins. With the calculation of the ground states and the

spin dynamics, an e�ective model has been established, at which the antiferro-

magnetic IrMn layer undergoes a state transition during the �eld cycle. Each

of the states during a complete �eld cycle are one of the eight degenerated

ground states of IrMn. Besides the agreement regarding the rotation of the

Mn spins, the shape of the hysteresis curves determined experimentally and by

atomistic spin dynamics simulations are nearly equivalent. Furthermore the

temperature dependent magnetization curves have been explained on the basis

of the e�ective model. As the calculation of thermal averaged hysteresis loop

means a huge computational e�ort, only single trajectories at rather low tem-

peratures have been calculated. The determination of the thermal averaged

hysteresis loops at the same temperatures as applied during the experiments

[80] might strengthen the established model.

The special characteristic of the Pt/Co/Cr
2
O

3
/Pt system is the switchable sign

of the exchange bias. By applying a high magnetic �eld or a rather low mag-

netic �eld in conjunction with an electric �eld simultaneously, the hysteresis

loop is shifted to the opposite side of the �eld axis at a subsequent hysteresis

loop measurement. Although no perfect e�ective model has been found, which

explains all experimentally determined e�ects, the occurrence of an interfacial

wall is very probable. By introducing an additional �xed spin, which is inter-

facially coupled to the ferromagnetic layer, the shapes of the magnetization
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curves have been qualitatively obtained. The origin of e�ects, that act like an

additional exchange bias �eld, might be related to the magnetoelectric proper-

ties of the Cr
2
O

3
structure. The combination of spin dynamics with a change

of the atomic structure due to magnetoelectric e�ects is left for future research.

In section 5 some of the most important exchange bias models have been in-

troduced. None of them might directly explain the behavior of the two studied

exchange bias stacks. The Mauri model is based on the creation of a interfacial

domain wall within the antiferromagnetic layer, like it has been observed at

the NiFe/IrMn/MgO/Pt stack. But it does not account for a complete spin

reversal, which is a property of both studied systems. Although a complete

spin reversal is permitted within the Meiklejohn-Bean model, this model fails

to explain other properties, e.g., the vertical shift of the hysteresis loop at Pt/

Co/Cr
2
O

3
/Pt.

Within this thesis it becomes evident, that the magnetic properties of exchange

bias stacks depend on the individual structures and material parameters of

each layer. This implies, that no general exchange bias model can exist, which

covers all properties of di�erent exchange bias systems.

Rather than searching for a general exchange bias model, several models have

to be developed to describe and explain the properties of the individual sys-

tems. The further development of the simulation methods shown within this

thesis might support the future investigations of other multilayer structures.
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