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Introduction

The electromagnetic force is one of the four fundamental forces of nature and
its interaction is mediated by quantised force carriers called photons. For human
beings the most obvious impact of electromagnetic radiation on every day life is
visual perception: It allows to process information of the surrounding environment
which is encoded by photons of the visible part of the electromagnetic spectrum.
The significance of electromagnetic radiation for life, technology and knowledge
in general was recently honoured by the United Nations with the International
Year of Light 2015 in which most parts of the present thesis have been written [2].

Anniversaries of some important milestones coincided in that year: For instance,
150 years ago James Clerk Maxwell formulated a field theory for describing all
phenomena associated with classical electrodynamics [208]. 40 years later Albert
Einstein, inspired by the idea of Max Planck about quantised exchange of en-
ergy, explained the photoelectric effect with the concept of photons [96] and thus
opened the door to a quantised field theory. The emission and detection of electro-
magnetic radiation, i.e. photons, delivered knowledge on different spatial scales:
While atomic physics in the laboratory is an example for smallest scales [178], the
detection of the cosmic microwave background by Penzias and Wilson 50 years
ago is an example for enormously large scales [235]. At an intermediate level
photons are exchanged in ever-growing global communication networks. Besides
these technological and academic aspects, light has a fundamental impact on life
itself: In photosynthesis, light is captured in molecular antenna systems, so called
light-harvesting complexes, and its excitation energy is directed towards reaction
centres where it fuels the organisms’ activities [36]. Actually, the photosynthe-
sis process is the fundamental example for all the aforementioned technological
aspects: Capturing signals or energy efficiently and transporting them from one
form and location to another is a universal theme in all areas of physics [72].

Light harvesting is associated with the concentration of excitation energy, so
that the chance for the desired interaction or process is enhanced. Due to the
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diffraction limit in far-field optics, the confinement of freely propagating electro-
magnetic waves is limited to regions as small as the light wavelength. This fact
could be perceived as a limit for the miniaturisation of photonic devices. How-
ever, the progress in the field of nano-technology facilitated to design so-called
plasmonic antennas, which capture light due to resonant interaction cross-sections
and convert optical radiation into intense and deep-sub-wavelength electromag-
netic near-field distributions [33, 34]. The corresponding excitations, which are
coupled to metal-dielectric interfaces, are called surface plasmons. They can be
described as collective oscillations of charge carriers, near a metal-dielectric in-
terface, coupled to an evanescent, i.e. exponentially decaying, electric field on
both sides of the interface [197]. Surface plasmons can be localised at nano-scale
structures like nano-particles and nano-rods, or they can propagate along a surface
or a waveguide to which they are bound.

Concentrating electromagnetic energy to the size of state-of-the-art electronic
devices while maintaining a propagation speed close to that of photons in free-
space, make surface plasmons an interesting candidate for on-chip routing of in-
formation and energy on ultra-fast time-scales [338, 175]. Furthermore, the broad
tunability of surface plasmon resonances is exploited for harvesting photons of
the solar spectrum in photovoltaic devices [23], to build nano-scale light detectors
[162], and to drive chemical reactions with hot-electrons generated by photons
of the plasmonic excitation [50] which recently culminated in an autonomous
plasmon-assisted photosynthetic device [219]. Moreover, concentrated light near
nanostructures can be used for the observation of the temporal dynamics of vibra-
tional wave packets in single molecules [323], or to manipulate and engineer light
emission of quantum systems positioned in strongly confined electromagnetic
fields [18].

The present thesis describes the author’s contribution to the research field of
light concentration in plasmonics. Different devices will be presented which utilise
light concentration to enable e.g. a coherent energy transfer between widely sepa-
rated plasmonic nano-antennas for the first time ever. In a theoretical approach it
will be assessed if these systems are suited to prepare entanglement between quan-
tum systems exposed to the concentrated electromagnetic near-field of the incor-
porated nano-antennas. Another device, a nanoparticle-decorated metal-insulator-
metal junction, facilitates to generate yet unexplored states in non-equilibrium
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dynamics through intense light concentration: Thermionic emission, supported by
instantaneous thermalisation of the excited electron gas, is identified as the domi-
nating current injection mechanism although ultra-short laser pulses are used for
excitation. In a third device the near-field enhancement, i.e. light concentration,
of nano-structures is exploited to transfer spectroscopic information of molecules
located in a nano-scale volume to the far-field. In the following the four different
chapters are shortly introduced in more detail and a sketch of the respective topics
is shown in Fig. 0.1.

Thesis outline

Chapter 1. The research of recent years revealed that molecules in light har-
vesting complexes are strongly coupled to their nearest neighbours so that they
can interact in a coherent fashion [47, 262]. Plasmonic systems can also couple
to one another when their electromagnetic modes exhibit a spatial and spectral
overlap [244]. The stronger light is concentrated, the stronger surface charges are
accumulated and associated electric fields act, in addition to the external stimulus,
as an enhanced local driving force. Here, it will be demonstrated for the first time
in theory and experiment that the localised plasmon resonances of two widely sep-
arated nano-antennas can be strongly coupled (hybridised) via a surface plasmon
mode that is confined to an elliptical shaped cavity. The antennas are separated by
a distance of 2λ0, in which λ0 is the vacuum wavelength of the antenna resonance.
A strong interaction between the single antennas alone, i.e. without the cavity
structure, via intense electromagnetic near-fields is usually not feasible at these
large distances. However, interaction is greatly enhanced by placing the nano-
antennas in the focal spots of the elliptic cavity where the electromagnetic energy
of the cavity mode is concentrated, therefore supporting hybridisation. Energy
is then periodically exchanged between the sub-systems whereupon the temporal
dynamics can be described by three coupled oscillators. Since the nano-antennas
are coupled via the cavity mode, the overall system represents an all-plasmonic
analogue of the quantum mechanical Tavis-Cummings model, in which several
atoms are coupled via a cavity mode [290]. This device might serve as a plasmonic

Matthias Hensen 19



Introduction

r0

r
( )E w0 L 

(r   , )E wS 

p a

+
+

+
-
-

-
-

-

-

+

+

+

charge
transport

metal

metal

oxide

Au nanoparticle
with molecular

cladding

Chapter 3 Chapter 4

Chapter 1 Chapter 2

Tim
e (fs

)

0

50

100

150

200

x

y
z

725 nm
725 nm

500 nm

1646 nm

dipole
excitation

donor
dipole

acceptor
dipole

hw0

~1.6 µm

Fig. 0.1: Chapter 1: Two nano-antennas positioned in the focal spots of an elliptical cavity mode en-
able the coherent transfer of energy between the single constituents. Chapter 2: Investigation of mu-
tual interaction between quantum systems positioned on top of the nano-antennas in the hybridised
cavity system of Chapter 1. Chapter 3: Nano-antenna enhanced current injection in metal-insulator-
metal junctions. Chapter 4: Light concentration in the gap between two adjacent nano-particles to
overcome the rather low cross-section of Raman scattering. Plus and minus signs indicate surface
charges of the symmetric plasmon mode which corresponds to a hybridised system.

bus which enables to coherently route plasmonic excitations between emitting and
receiving elements, i.e. nano-antennas.

Chapter 2. The coupled cavity-antenna system presented in Chapter 1 is not
only suited for distributing plasmonic energy between the widely separated nano-
antennas but also for enhancing the energy transfer between donor and acceptor
systems like molecules or quantum dots which are exposed to the concentrated
electromagnetic energy of the localised antenna modes. Since the early works of
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Edward Mills Purcell [245] and Karl-Heinz Drexhage [90], it is known that quan-
tum emitters can experience self-interaction when coupled to electromagnetic
modes resulting in enhanced or suppressed spontaneous decay rates. Moreover,
light-concentrating structures can increase the probability for photon absorption in
nearby quantum system, i.e. the chance of finding a photon near the quantum emit-
ter is increased [269]. By combining both aspects, it will be shown in this chapter,
by means of finite-difference time-domain simulations, that the normalised energy
transfer rate of the incoherent dipole-dipole interaction is increased up to seven
orders of magnitude compared to the donor-acceptor pair at equal distance in free-
space. Then realistic quantum dot parameters are utilised to asses the chance of
a coherent interaction, i.e. the transfer between both quantum emitters could be
so fast that it is not possible to distinguish between donor and acceptor. Such
an entangled (strongly coupled) system is highly desired for realising on-chip
quantum information applications. Additionally, finite-difference time-domain
simulations will be utilised to demonstrate Dicke superradiance [84] of quantum
emitters inside the elliptical cavity. The corresponding mutual interaction between
the emitters can enhance or suppress the emitter decay rates and this phenomenon
has not been experimentally demonstrated in plasmonics, yet. Once realised, it is
a promising candidate to generate an entangled state of widely separated systems
in the absence of strong coupling [205].

Chapter 3. One of the most prominent technological implementations of light
harvesting is the generation of electrical currents by electron-hole pair separa-
tion in semiconductors. The availability of optical nano-antennas led to a grow-
ing interest in exploiting the strong near-field enhancement of resonant metallic
structures to improve the efficiency of solar cells [23]. In the last years espe-
cially metal-insulator-metal (MIM) junctions have become an interesting candi-
date for generating light-induced electric currents [308, 22, 61]. In these devices
electrons are excited by surface plasmon decay in one electrode and they travel
across the tunnel-barrier, i.e. through the conduction band of the insulator, to the
back-electrode. In this chapter a device is presented which utilises pre-arranged
nanoparticles as light concentrators on top of MIM junctions. In contrast to previ-
ous works [88, 293, 308, 89, 22, 61], the research presented here is based on rather
extreme excitation conditions with respect to the overall setup: Intense few-cycle
Ti:sapphire laser pulses are utilised to experimentally demonstrate nanoparticle-
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supported charge carrier injection. The experimental results, in combination with
numerical simulations, imply that the concentration of energy underneath the
nanoparticle is so intense that a recently proposed regime in non-equilibrium dy-
namics [220] is reached: The excited electron gas instantaneously thermalises
and it can be represented by a Fermi-distribution of temperatures > 1000 K. Heat
diffusion simulations suggest that the ultra-short character of the laser pulse is
imprinted on the injected current pulse.

Chapter 4. Surface-enhanced Raman scattering (SERS) exploits the enhanced
near-field of metallic nanostructures to overcome the low scattering cross-section
in Raman scattering experiments so that the unique spectroscopic fingerprints of
molecular vibrations are appreciably amplified [283]. In this chapter the strongly
concentrated light in the gap of plasmonically coupled and laser-excited nano-
particle aggregates, preferably nanoparticle dimers, is utilised to increase the
acquired Raman signals from associated molecules. The work is distinguishes
itself from similar approaches by using a newly synthesised alkyne-rich molecule
for nanoparticle aggregation: The corresponding carbon triple bonds provide a
Raman feature in a spectral region that is not affected by the signature of solvents
or living cells, while its rigid character is promising for obtaining well-defined
structures. Furthermore, all experiments in this chapter, like wavelength-resolved
Raman scattering and UV-Vis extinction measurements, are performed with as-
prepared solutions. Hence, the number molecules bound to the nanoparticles
will not change since equilibrium in the sample is not affected. This allows to
assign reliable enhancement factors for the SERS process since the number of
participating molecules can be estimated from experimental data.

Annotation

The results in this thesis have been obtained in a collaborative effort with col-
leagues and other working groups. The only exception is the content of Chapter
2 which was motivated and handled by the thesis author himself. In the spe-
cific introduction of all other chapters the contribution to the presented results is
explicitly itemised with respect to the involved people.
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1 Cavity-mediated coupling of widely
separated nano-antennas

1.1 Coupling of bright and dark plasmonic resonances

Hybridisation, i.e. the coupling, of plasmonic systems [244] is a phenomenon
widely utilised in photonics. The coupled gold nanoparticles used for surface-
enhanced Raman scattering in Chapter 4 are only one of the most prominent
structures (see Fig. 0.1 for a sketch). Another simple and similar example are end-
to-end aligned nanorods which also facilitate enhanced optical near-fields inside
the inter-rod gap [145, 8].

Coupling in more complex systems has been demonstrated with concentric
nanoshells [244], self-assembled nanoparticles [99], non-concentric ring-disc
nanocavities [276] and dolmen structures [331, 193]. These complex structures
are of special interest since they facilitate the coupling of so-called bright modes
(low-Q resonances) and dark modes (high-Q resonances). The terms bright and
dark usually refer to the fact that only one constituent of the hybridised system is
efficiently excited by far-field illumination, e.g. an electric dipole resonance, while
the other constituent requires the excitation of an electric quadrupole (magnetic
dipole) for instance. The latter resonance can be represented by two anti-phased
electric dipoles. Radiation damping is appreciably reduced in this case because the
radiated electric fields interfere destructively, leading to narrow spectral features
and hence long-lived excitations. In analogy to atomic physics the interference
of broad and narrow spectral features in plasmonic systems is called a Fano reso-
nance [154].

These plasmonic Fano resonances are very sensitive to modifications of the
sample environment [196] and therefore they are suited for chemical or biological
sensing applications [194]. Moreover, if the coupled bright and dark modes are
tuned to resonance and if the associated life-times differ considerably, the absorp-
tion of the bright mode is suppressed by destructive interference with the coupled
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Fig. 1.1: Hybridisation of a low-Q and a high-Q resonance. (a) Hybridisation of the different modes
sketched as coupled pendulums with deflections x1,2. Only the bright resonance is initially excited. (b)
Temporal evolution of the deflections x1,2 after a δ -pulse excitation of the bright mode. Amplitudes are
normalised to the maximum deflection of each curve, respectively. (c) and (d): Spectral intensity and
phase of the single constituents of the coupled system. The spectral intensity of the uncoupled system
is shown for comparison as grey and red shaded areas for the bright and dark mode, respectively.

dark mode. As a consequence of this, the material gets transparent in a narrow
spectral window near the dark mode. This effect is known from atomic physics as
electromagnetically induced transparency (EIT) [39] and it was proposed [331]
and demonstrated [193] in plasmonics via the above mentioned dolmen structures.
Furthermore, the abrupt change of optical properties in the spectral vicinity of
the transparency window leads to a substantial slow-down of light propagation
[54]. Hence, in plasmonics these coupled systems might be utilised as metama-
terials [196] while in atomic systems EIT has been exploited for storing coherent
information of light pulses in cold atom clouds for durations of up to 1 ms [192].
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Coupling of bright and dark plasmonic resonances 1.1

The research presented in this chapter was motivated by an additional aspect: As
a consequence of hybridisation the unique feature of one sub-system is imprinted
onto the other sub-system [271]. For example, intense electric fields of bright
nano-antenna resonances (low-Q) can be combined with the longevity of dark
modes (high-Q) to give an elongated and therefore enhanced interaction of optical
near-fields with nearby quantum systems. Moreover, as in the case of coupled
pendulums, energy can be coherently exchanged between the plasmonic sub-
systems.

These statements are depicted in Fig 1.1: The bright and dark plasmonic modes
are represented by pendulums, i.e. Lorentzian oscillators, which are coupled via
an additional spring between them. The deflection amplitudes are labelled x1

and x2 for the bright and dark mode, respectively. Since only the bright mode
couples to a far-field stimulus, it is initially excited as sketched in Fig. 1.1(a). The
temporal evolution of the deflection amplitudes upon a δ -pulse excitation is shown
in Fig. 1.1(b): A beating behaviour occurs so that energy, which is proportional
to the squared envelope of the temporal dynamics, is transferred back and forth
between both modes. The important point to note is that the decay constants of
both oscillating deflections appear to be similar although the Q-factors, and hence
the amount of dissipation, in the individual sub-systems should be clearly different.
This is further investigated by looking at the spectral signature of the hybridised
sub-systems in Fig. 1.1(c) and (d) of the bright and dark mode respectively.
The spectral intensity of the uncoupled resonances with considerably different
widths are represented by shaded areas. When coupling is switched on, the single
peaks of both resonances split into two distinct peaks representing symmetric and
anti-symmetric modes. The spectral intensity of the bright mode is vanishingly
small between these two new modes. This is the above mentioned transparency
window of EIT in which the motion of the bright mode oscillator is quenched
by the dark mode oscillator and the bright mode phase shows a characteristic
Fano dip [154]. Besides this effect, it is pointed out that the widths of split-up
peaks are similar in the local coordinates of both sub-systems: The symmetric and
anti-symmetric peak width of the bright mode is narrower than the peak width
of the isolated resonance (grey-shaded area), while in the case of the dark mode
both new peaks are broader than the respective uncoupled resonance (red-shaded
area). Consequently, both time signals in Fig. 1.1(b) decay with comparable time
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constants and the feature of one mode is imprinted onto the other.

With respect to these findings, it would be highly desirable to find a narrowband
and hence long-living plasmonic system that can be strongly coupled to an intense
localised surface plasmon resonance (LSP) to greatly enhance the interaction of
optical near-fields with incorporated quantum systems. Such structures could be
utilised to enhance the energy transfer between different quantum systems like
molecules or quantum dots [92, 206]. Moreover, it could be possible to reach the
so-called strong coupling regime of light-matter interaction in which particular
peaks of the hybridised modes again split up due to vacuum Rabi splitting, i.e.
modes of the plasmonic and molecular system get hybridised [295]. In this case
quantum emitters coupled to the plasmonic mode can interact coherently which
will pave the way for quantum information theory [198] on a chip. Although
the strong coupling of single emitters and single plasmons has been proposed
[148, 263, 297, 272, 62, 77] an experimental realisation has not been demonstrated
so far [295]. However, this topic will be extensively discussed in Chapter 2 of
this thesis. Here, the focus lies on the realisation of the fundamental plasmonic
properties of such a system. The task is to find a combination of plasmonic nano-
antennas and long-living plasmonic excitations so that the coherent and periodic
transfer of optical near-fields, as sketched in Fig. 1.1(b), can be demonstrated
in theory and experiment. This task includes the ambitious goal to couple more
than one nano-antenna to the dark plasmonic mode in order to realise a coherent
exchange of energy between selectively addressable ports of a plasmonic hub (see
Fig. 0.1, Chapter 1).

Coupling of localised and propagation surface plasmons

Extended surface plasmon polaritons (SPPs) [171, 197] are interesting can-
didates for excitation of long-living surface-bound electromagnetic waves. SPPs
have generally rather long coherence life-times since they do not couple directly to
the far-field and they exhibit only a small overlap with bulk electronic states [6]. At
typical Ti:sapphire operation wavelengths of 800 nm the propagation length δSPP,
i.e. the e−1-decay of intensity, of SPPs on atomically flat and single-crystalline Au
surfaces amounts to ≈ 50 µm according to Section A.1. Since in the NIR spec-
tral region the SPP group velocity vg,SPP is similar to the vacuum speed of light
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c, i.e. vg,SPP(800 nm) = ∂ω/∂k ≈ 0.92c (retrieved from Fig. A.1(a)), the e−1

life-time of near-field intensity is about 180 fs. This duration is considerably long
compared to typical coherence life-times of LSPs of about 10 fs [131, 222, 277].
However, coupling of a textbook SPP with a single LSP turns out to be difficult
due to the following reason: It has been shown that hybridisation of plasmonic
modes can be described in a similar fashion compared to how molecular orbitals
are constructed from interacting atomic orbitals in electron structure theory [281].
In short, the interaction of the electric charges and associated fields of the distinct
constituents leads to a redistribution of charges forming the new (symmetric and
anti-symmetric) eigenmodes [281]. This has been verified experimentally [244]
and with density functional theory [243]. Hence a considerable mode overlap
is required which is unlikely to occur by considering the quasi-infinite spatial
extension of a textbook SPP and the nano-localisation of a single LSP.

To date a prearranged strong coupling of SPP and LSP was only achieved by
using a large number of nano-antennas interacting with a propagating SPP. This
approach is similar to the strong coupling of plasmons and quantum emitters which
is facilitated due to the vast amount of e.g. J-aggregate molecules interacting with
the plasmonic excitation [31]. In the case of SPP-LSP coupling, Holland and
Hall showed in 1983 that in the presence of an SPP excitation the resonance
wavelength of a light scattering Ag nanoparticle film shifts. Later, in 1998, Hall
and Stuart could furthermore demonstrate that Ag island films exchange energy
with optical waveguide modes of a silicon layer or with SPPs from a non-contact
Ag layer. They attributed modifications in particle scattering spectra to the surface-
mode-modified dipole-dipole interaction [287]. The first experimental evidence
for mode-splitting and hence a strong coupling of LSPs with SPPs was reported
by Cesario and co-workers [60]. They used an array of Au nano-discs for both,
LSP excitation and grating coupling of SPPs into an ITO-coated Au layer. By
varying the grating period the SPP resonance was tuned into the LSP resonance,
resulting in a slightly observable mode splitting. A clear mode splitting of 35
THz was observed in 2009 by Chu and Croizer who also utilised Au nano-disc
arrays: They varied both, the grating period as well as disc diameters and hence
the LSP resonance [66]. The coupling of nanoparticle arrays with SPPs was
numerically studied by Papanikolaou [233] and by Ghoshal and Kik [115]. In the
latter paper the charge distribution in nanoparticles and the metal layer had also
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been shown for the new emerging modes, clearly indicating the symmetric and
anti-symmetric character. Furthermore, Ghoshal and Kik demonstrated explicitly
that the numerical results, obtained with the finite integration technique [315],
could be perfectly described by a coupled oscillator model similar to the sketch in
Fig. 1.1(a). In 2014 Yun and co-workers also observed a strong coupling of SPPs
and LSPs of a nano-cube array by using the Kretschmann excitation geometry
[171], in contrast to all previous works which utilised nano-antenna-supported
grating coupling of SPPs [330].

So far, the only experimental demonstration of a single LSP resonance coupled
quite strongly to a delocalised surface plasmon excitation occurred by chance:
Aeschlimann and co-workers observed an unexpected long phase memory of lo-
calised plasmon resonances of about 90 fs on a corrugated Ag surface [6]. They
explained the long coherence life-time by coupling of the LSP to a delocalised
surface plasmon which is confined between the ridges of the corrugated Ag films
on length scales of some micrometers. Some important aspects are shown in Fig.
1.2:

A scanning electron microscopy image of the corrugated Ag surface shows that
the topography is dominated by ridges and valleys (Fig. 1.2(a)). The ridges ex-
hibit heights of about ∼ 1 µm according to atomic force microscopy (Fig. 1.2(b)).
These ridge heights facilitate reflection of excited SPPs since the e−1 penetra-
tion depth into air at energies of 1.55 eV is about 600 nm (see Fig. A.1(d)). By
chance the ridges can form random micro-resonators and only a small part of the
broadband SPP wave packet, injected by laser pulses, is allowed to exist inside
this system by forming a standing SPP pattern. Due to the momentum mismatch
of far-field photons and SPPs of the same frequency (see Fig. A.1(a)), surface
corrugations like the particle-like protrusions in Fig. 1.2(a) are required to act as
broadband optical nano-antennas and to transform energy from the far-field into
the aforementioned SPP wave packets. Additionally, strong electric field enhance-
ment occurs at the particle-like corrugations due to the simultaneously excited
localised plasmon modes. The strong fields facilitate multi-photon photoelectron
emission at the random nano-antennas whereupon two of these hot-spots are sys-
tematically investigated with two-pulse-correlation measurements (Fig. 1.2(c)).
Two laser pulses of 50 fs duration are delayed by a time T to probe the phase mem-
ory of plasmonic excitations of two adjacent hot-spots (see inset of Fig. 1.2(d)).
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Fig. 1.2: Hybridisation of SPPs with single LSPs in random resonators. (a) Scanning electron mi-
croscopy image of the sample: A corrugated Ag surface showing a ridge and valley topography. (b)
Atomic force microscopy reveals typical ridge heights of 1 µm. (c) Two-pulse-correlation measure-
ments at adjacent hot-spots, ROI 1 and ROI 2 (region of interest), separated by less than 500 nm
(see inset part (d)). The signal, i.e. ejected photoelectrons from a multi-photon photoelectron emis-
sion process, is normalised to T = 0 and ϕ = 0. (d) Interpretation of results: An incident laser pulse
E(r,ω) (∼ 50 fs duration) excites bright LSPs EBM

1 (r,ω) and EBM
2 (r,ω) which couple to a delocalised

dark mode EDM(r,ω). Inset: Photoemission pattern of investigated hot-spots. (a) and (b) are repro-
duced from [286] while (c) and (d) are reproduced from [6].

The measured and integrated photoelectron yield in both regions of interest (ROI1
and ROI2) is a measure of the local electric field intensity. Due to the short
life-time of LSPs and the non-linearity of the photoelectron emission process,
the yield is expected to diminish quickly for non-overlapping pulses (T > 50 fs).
However, the yield in both ROIs does not monotonically decrease but it increases
again after 100 fs and then finally decreases to the signal baseline not until 200
fs. Aeschlimann and co-workers ascribe this unusual behaviour by coupling of
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Fig. 1.3: Sketched cavity schemes for coupling
of extended surface plasmon polaritons (SPPs)
with single localised surface plasmon (LSP) res-
onances. (a) Examples for an inappropriate de-
sign of cavities and nano-antennas: Since SPPs
are bound at the interface of two media they
should be confined in all lateral directions which
is not possible in a simple 1D Fabry-Pérot cav-
ity. In this case electromagnetic energy is trans-
ferred into SPPs that will never return to the in-
teraction region. Also very bright nano-antennas
should be avoided since they efficiently radiate
energy into the far-field instead of exchanging
energy with SPPs. (b) A circular cavity: SPPs
injected with radial symmetry by a nano-antenna
in the cavity centre are simply reflected by en-
casing metallic walls and are subsequently re-
focused. (c) A cavity with elliptic metallic walls
allows for an enhanced interaction of two nano-
antennas: If placed in the focal spots emitted
SPPs are refocused at the opposite antenna so
that LSPs can interact via a cavity mode.

energy radiated
into far-field

energy dissipated
into SPPs

energy stored
in SPP cavity mode
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dark SPP modes confined between the ridges in a random micro-resonator to a
random LSP of a particle-like bump of the corrugated Ag surface (Fig. 1.2(d)).
Hence, according to Fig. 1.1(b), random LSP nano-antennas inject energy into a
dark SPP mode which recurs at the antenna due to hybridisation so that a coherent
superposition of local electric fields and the probe pulse leads to an increased
photoelectron emission yield at later times. The coherence of this process and
therefore the unusual long phase memory of LSPs is demonstrated by the fact that
the measured electron yield at T > 100 fs depends on the relative phase between
the pump and probe laser pulse (see the abscissa in Fig. 1.2(c)).

Chapter aim and outline

In this chapter a device is presented, in theory and experiment, that allows for
the first time a prearranged strong coupling of extended surface plasmon polari-
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tons with localised plasmonic resonances of well-defined nano-antennas. Inspired
by the first results of Aeschlimann and co-workers in random micro-resonators,
the extended SPP modes will be confined in designed plasmonic cavities. Confine-
ment is achieved by SPP reflection at upright metallic (Au) walls which exhibit a
height of some hundred nanometres to account for the SPP penetration depth into
the vacuum half-space. The cavity floor, to which the SPPs are bound, will be an
atomically flat Au surface in both, theory and experiment. Ultimately, the strong
coupling of two nano-antennas to the same cavity mode will result in a device that
facilitates a coherent and periodic energy transfer between antennas with a reso-
nance wavelength of 800 nm, which are separated by more than one micrometre.
Without such a cavity structure a strong interaction between the antennas would
not be possible since the intense near-fields usually do not overlap at these large
distances. The chapter is structured as follows:

Section 1.2 is dedicated to the introduction of the nano-antenna that will be
utilised inside the cavities. According to the considerations depicted in Fig. 1.3(a),
it should be avoided that the antenna couples strongly to the far-field since the en-
ergy dissipated in this loss channel is no longer available for SPP injection. On the
other hand the antenna still needs to be addressable by laser pulse excitation. It will
be shown via finite-difference time-domain (FDTD) simulations that a specific and
often neglected operation mode of so-called whispering gallery mode resonators
(WGMs), which have been previously investigated by Vesseur and co-workers
[305, 306], is perfectly suited to interact with extended SPPs. For this purpose
electric near-field distributions, far-field projections, absorption cross-sections and
Q-factors for the specific antenna geometry will be extracted from simulation data.
With view to later sections some technical aspects will be addressed which deal
with the effect of different excitation geometries of electromagnetic field sources.

In Section 1.3 it will be shown via FDTD simulations that a WGM antenna
placed in the centre of a cavity of circular shape (Fig. 1.3(b)) indeed leads to
strong coupling of a single LSP with an extended SPP. First the performance of
the pure cavity is evaluated by retrieving e.g. Q-factors from simulation data. Then
the hybridised system will be investigated with view to its temporal and spectral
signatures. It will turn out that the perceivable altered response functions of single
constituents can be perfectly described by a model of two coupled harmonic
oscillators as sketched in Fig. 1.1. To further proof hybridisation the charge
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distribution of emerging symmetric and anti-symmetric modes will be calculated
from FDTD simulations and associated near-field distributions will also be shown.

In Section 1.4 a cavity of elliptic shape will be introduced (Fig. 1.3(c)). Such
a design allows the incorporation of two identical WGM antennas at the posi-
tions of the focal spots of the corresponding cavity eigenmode. First, it will be
demonstrated by FDTD simulations that the electric field distribution in the spots
is perfectly suited for the present antenna operation mode. Then it will be shown
with FDTD simulations and an analytical model of three coupled oscillators that
the incorporated WGM antennas are coupled over a large distance of ∼ 2λ0 via
the extended SPP cavity mode. Thereby it will be emphasised that one oscillator
is the cavity mode itself and hence the system depicts an all-plasmonic analogue
of the quantum mechanical Tavis-Cummings model [290], which describes the
interaction of N atoms with a common light field.

Furthermore, the impact of different cavity wall heights, i.e. the degree of
reflectivity, on the temporal dynamics of energy transfer between the three sub-
systems will be investigated. By using the analytical model of coupled oscillators
it will be shown that the hybridised system obeys the phenomenon of impedance
matching. It will be shown that the relative amount of cavity and antenna loss
determines how energy is distributed between the sub-systems.

Finally, Section 1.5 is dedicated to the experimental realisation of a device
which facilitates the coupling of two widely separated WGM antennas via an
extended SPP mode inside the elliptic cavity. First, single crystalline gold plates
with atomically flat surfaces [127, 143, 319] will be introduced as building blocks
for the fabricated structures. Then, WGM antenna patterns with different size
parameters will be investigated by laser irradiation and photoelectron emission
microscopy (PEEM) to demonstrate the desired antenna operation mode. Last,
the fabricated systems are mainly studied in the temporal domain by PEEM-based
two-pulse-correlation measurements which reveal the coherent back-and-forth
energy transfer between the opposite WGM antennas.

In Section 1.6 results will be reviewed in short and an outlook for future projects
is given.

The idea and design of devices that allow a prearranged strong coupling of
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single LSPs and extended SPPs for the first time ever is ascribed to the author of
the thesis. All FDTD simulations and the corresponding evaluation, as well as
the implementation of the coupled oscillator model, were also done by the author.
Single-crystalline gold plates with the pure elliptic cavities have been fabricated
by Enno Krauss from the Nano-Optics and Bio-Photonics Group of Bert Hecht
(University of Würzburg). WGM antennas have been incorporated via focused
ion beam milling with support of Thomas Löber (Nano Structuring Center, TU
Kaiserslautern). PEEM measurements and preliminaries were performed at the
TU Kaiserslautern by Benjamin Frisch, Martin Piecuch and Philip Thielen from
the working group of Martin Aeschlimann (TU Kaiserslautern), Bernhard Huber
and Christian Kramer from the working group of Tobias Brixner (University of
Würzburg) and the thesis author (Walter Pfeiffer group - University of Bielefeld).

1.2 SPP injection with whispering gallery mode resonators

To foster hybridisation, hence a persistent interaction of localised plasmon
resonances with extended SPP modes, the appropriate nano-antenna should exhibit
several properties: While still being addressable from the far-field it, should inject
most of its electromagnetic near-field energy into propagating SPP modes. This
requires an appreciable mode overlap. Since SPPs are bound to a surface, the
near-field intensity of the nano-antenna should also be mainly localised at the
cavity floor. Moreover, since hybridisation results in a redistribution of surface
charges, it would be beneficial if the nano-antenna is directly incorporated into
the cavity floor so that LSP and SPP dynamics is governed by a common electron
gas. Additionally, by considering the proposed cavity shapes (Fig. 1.3 (b) and (c))
the resonant mode of the nano-antenna should posses a radial symmetry and the
antenna itself should be equal or smaller in size compared to spatial features of the
supported cavity mode. In the case of circular cavity walls a radial symmetric field
would match the cavity curvature radius and the electromagnetic energy would be
imaged back to the source point in the centre. In the case of elliptic cavity walls,
a rather small size renders the antennas as point sources in the focal spots and a
coupling to other cavity modes of different symmetry is averted.
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1.2.1 Introduction to nanoscale whispering gallery mode resonators

All of the above goals are to a certain extent fulfilled by a particular operation
mode of an all-metallic whispering gallery mode (WGM) resonator which has
been introduced by Vesseur and co-workers [305, 304, 306]. Whispering gallery
waves are acoustical or optical excitations that are usually guided along concave
surfaces. Compared to excitations spread into all spatial dimensions these waves
exhibit reduced decay rates. Whispering gallery modes were first mentioned in
acoustics by Lord Rayleigh [248] in 1878 and had been later introduced in optics
where they, for instance, enable to store light for 36 µs by successive total internal
reflection in dielectric cavities of macroscopic size [126]. Microscopic whispering
gallery cavities for surface plasmon polaritons have been demonstrated by Min
and co-workers by using hybrid metal-dielectric toroidal discs [214]. The above
mentioned all-metallic WGM resonators, which were investigated by Vesseur and
co-workers, can in principal be fabricated on scales below the diffraction limit and
they are therefore suited to be used as nano-antennas in the proposed SPP cavities
presented here.

An example of such WGM antennas is shown in Fig. 1.4(a): The antennas con-
sist of annular grooves which are milled into a single-crystalline Au microplate
by focused ion beam (FIB) technique. The scanning electron microscopy (SEM)
image was taken during a preparation process with the support of Thomas Löber
(NSC, TU Kaiserslautern). Note that the SEM column is tilted by 52◦ with re-
spect to the surface normal. This allows to cut through the entire Au substrate
which reveals a cross-section of the V-shaped grooves of the antenna in the fore-
ground. These grooves support the existence of electromagnetic surface waves
which are confined between the groove boundaries and which exhibit a real-valued
wave vector k perpendicular to the groove cross-section. Hence, these near-field
excitations propagate along the channel and they are therefore known as chan-
nel plasmon polariton (CPP) modes, as introduced by Novikov and co-workers
[227]. These confined plasmon modes have been demonstrated [41] and utilised as
micro-scale waveguides, interferometers and ring resonators [42] by Bozhevolnyi
and co-workers. In addition, the modal properties of CPPs have been extensively
studied in literature [227, 216, 324, 301].

It has been shown in theory and experiment [305] that nanoscale WGM res-
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Fig. 1.4: Annular grooves used as nano-antennas: The whispering gallery mode (WGM) resonator.
(a) Scanning electron microscopy image of two WGM antennas with R = 350 nm and and a depth of
180 nm in a single crystalline gold plate. The upper WGM antenna demonstrates smooth structures
after fabrication with focused ion beam (FIB) milling, which is also seen in the cross-section and
groove structure of the lower antenna. The image is taken at an angle of 52◦ to surface normal.
Images and structures were produced with the support of Thomas Löber (NSC, TU Kaiserslautern).
(b) Lateral cross-sections of electric field intensities |E|2 associated with different azimuthal antenna
mode numbers m. Dashed lines sketch the annular groove. The image is reproduced from [305]. (c)
Comparison of the dispersion relation of straight groove plasmons (coloured lines) for different groove
depth d and radial mode numbers n with expected WGM antenna resonances k = mR for m = 6,7,8
(black cricle, triangle and square). Top-left inset: Calculated spectrum of the local density of states
for d = 530 nm and R = 600 nm. The black symbols (square, triangle and circle) indicate the WGM
resonances and correspond to the symbols in the dispersion relation for straight grooves. Top-right
inset: |E|2 distribution in straight grooves with different radial number n.The image is reproduced from
[305]. (d) Cross-section of the WGM antenna structure that is used in FDTD simulations in the present
thesis. Corners are rounded and the geometric parameters correspond to a m = 0 resonance.

onators like in Fig. 1.4(a), as well as microscale WGM resonators for SPPs [214],
feature resonant modes if the circumference (2πR) of the circular groove matches
the wavelength of the propagating CPP. This is expressed by the condition

m = kR, (1.1)
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where m is the so-called azimuthal mode number which takes on integer values
m ≥ 0. In this case a standing wave pattern is localised inside the groove. The
corresponding lateral distributions of the electric field intensity |E|2 for m = 0,1,2
are shown in Fig. 1.4(b) (reproduced from [305]). For m = 1 the circumference
is matched to the CPP wavelength resulting in two nodes and two anti-nodes in
the lateral mode pattern. Due to its dipolar character this mode can be efficiently
excited from the far-field when the electric field vector oscillates parallel to the
substrate [306]. The mode corresponding to m = 2 exhibits a quadrupolar charac-
ter and couples less to far-field radiation.

According to condition (1.1) WGM antenna resonances can be envisioned as
circulating CPPs which originate from plasmons in straight grooves that have just
been bend to a ring of radius R. This analogy is shown in Fig. 1.4(c) (reproduced
from [305]) which shows the dispersion relation of CPPs confined to straight
and infinitely long V-grooves of depth d. A straight groove of constant depth
can also feature different modes that are classified by the radial mode number
n which relates to the number of anti-nodes in the cross-section of the electric
field intensity, as shown in the upper right inset. The upper left inset shows the
calculated resonances (m,n) = (6,1),(7,1),(8,1) of a WGM antenna with radius
R = 600 nm and depth d = 530 in terms of the local density of states (see equation
(2.11) in Section (2.2.1)). The resonant vacuum wavelengths are marked by a
black circle, triangle and square, respectively. In the dispersion relation of the
straight groove with identical depth d = 530 nm (red solid line, n = 1) these
wavelengths indeed correspond to CPP wave vectors that satisfy k = m/R with
m = 6,7,8 (vertical grey-dashed lines) as marked by the aforementioned black
symbols.

In contrast to this resonance mechanism the m = 0 mode is not related to a
propagating CPP and it exhibits the demanded radial symmetric lateral mode
pattern Fig. 1.4(b). It has been shown that this special mode can be excited with
an electron beam at normal incidence focused on the central part of the antenna
[306]. Taking into account the radial symmetry and that the induced image charges
move perpendicular to the substrate the electric field distribution is related to an
electric dipole moment that points out of the substrate [306]. A dipole oscillating
perpendicular to the substrate is expected to predominantly inject its energy into
lateral directions and therefore into SPP excitations. Hence, the annular groove
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WGM antenna operated in the m= 0 mode seems to be suited for a strong coupling
of single LSPs with extended surface plasmons and it will be used throughout the
entire chapter.

Before presenting the results of WGM antennas incorporated in all-plasmonic
cavities the m = 0 mode is characterised by FDTD simulation with respect to
particular geometrical properties. The geometrical antenna profile, as used in the
FDTD software, is shown in Fig. 1.4(d). The groove is modelled with circular
rounded edges which are connected by tangential straight lines. The opening angle
of the groove amounts to ≈ 16◦ and is hence comparable to the angle estimated
from FIB treatment (see inset Fig. 1.4(a)). To use the presented antenna design
in the FDTD software a script has been written that allows to implement WGM
antennas with variable parameters via polygon meshes. By looking at the groove
milled with FIB it might also be appropriate to model the cross-section profile
with a Lorentzian or Gaussian peak function like in the early works about CPPs
[227]. However, since other studies use the same approach as depicted in Fig.
1.4(d) (e.g. [216]) and since most of the FDTD simulations presented here have
been done before the experiments, the modelling of alternative groove profiles
should be addressed in future work.

1.2.2 Resonant near-field distributions

This section is concerned with the electric near-field distribution of the m = 0 -
WGM antenna mode (labelled ’m0-mode’ during the rest of this chapter) in order
to qualitatively asses the interaction of the LSP with a spatially extended SPP
mode.

Electric near-fields are retrieved from FDTD simulations and the corresponding
setup is depicted in Fig 1.5(a). The WGM antenna is modelled according to the
parameters given in Fig.1.4(d). A refined mesh with a resolution of 2 nm in all
directions encases the structure. Note that a further refined mesh is avoided since
the antennas, as well as the refined meshes, will be incorporated in larger cavity
structures which then utilise nearly the maximum amount of computer RAM
(32 GB). The overall simulation volume in the present case assures that there is
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no direct interaction of the antenna near-fields with the perfectly matched layer
(PML) boundaries. Using symmetric boundary conditions in x- and y- direction
reduces the effective simulation volume by a factor of 4. An electric dipole serves
as the source of electromagnetic fields and it is buried inside the Au substrate and
positioned in the lateral centre of the antenna mesa. This configuration assures
that the WGM antenna is predominantly excited when it is incorporated in the
cavities. The dipole inside the antenna therefore depicts the initial deflection of
only one pendulum as sketched in Fig. 1.1(a). Note that it is avoided to position
the dipole close to enhanced fields near interfaces to prohibit self-interaction.

The electric near-field of the axial antenna cross-section is shown in Fig. 1.5(c)
(x-z-plane) while the near-field of the lateral cross-section (x-y-plane), 10 nm
below the gold surface, is shown in Fig. 1.5(d). Arrows represent 2D-projections
of the electric field vector E = (Ex,Ey,Ez)

T onto the axial and lateral plane, i.e.
Ex,z = (Ex,Ez)

T and Ex,y = (Ex,Ey)
T, respectively. The underlying contour plot

represents the electric field amplitude within the respective plane and is hence
directly related to the arrow length. Note that the arrows as well as the contour
plots are scaled by the decimal logarithm. This accounts for the large spread in
field strength that arises by a simultaneous comparison of electric fields at sharp
metallic structures in vacuum to the field inside metals.

The bright spot featuring maximum field values inside the antenna mesa is an
imprint of the electric dipole source (Fig. 1.5(c)). Its dipole moment points per-
pendicular to the substrate which can be directly seen by the nearby field vectors
that resemble dipolar flux lines. The dipole moment of the source mimics the
consequence of the aforementioned excitation geometry of an impinging elec-
tron beam and it is hence expected to predominantly excite the m0-mode. This is
verified by observing the frequency-resolved and squared response amplitude 10
nm above the mesa centre (Fig. 1.5(b), black circles): The shape of the spectral
intensity reveals a pronounced peak while the phase response (black-dashed line)
is typical for a harmonic oscillator. The presented near-field distributions in Fig.
1.5(c) and (d) correspond to the resonance frequency of 375 THz (800 nm).

Since the WGM antenna is resonantly driven by the centrally-positioned dipole
source its characteristic field distribution is imprinted onto the entire antenna
structure: The near-field vectors inside the mesa point downwards according to
the source field and then they are oriented around the groove bottom in the fashion
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Fig. 1.5: Spectral response and near-field distribution of the m = 0 mode of WGM nano-antennas.
(a) Sketched FDTD setup: The WGM antenna is modelled by a polygon mesh and the geometric
parameters are identical to those shown in Fig. 1.4. An extra mesh (300 nm × 300 nm × 138 nm,
2 nm resolution) encases the antenna structure while the overall accuracy of the graded mesh is
set to 22 sampling points for the centre wavelength in the respective material. Symmetric boundary
conditions are used in x- and y-direction so that the simulation volume is reduced by a factor of
4. The electric dipole source is located 58 nm below the Au-vacuum interface and gold’s dielectric
function is modelled according to [155] (see Section A.1). The black cross marks the position of the
retrieved spectral information (10 nm above the interface). (b) Near-field spectrum (black circles) and
phase (black-dashed line, shifted by +π) as retrieved from FDTD simulations. A Lorentzian oscillator
model (red lines, respectively) was fitted to the simulation data (see main text). (c) and (d) Near-field
distribution at 375 THz (800 nm): The arrows represent only in-plane field components, i.e. (Ex,Ez)
and (Ex,Ey), respectively. The underlying contour plot represents the arrow length. Data for (d) is
related to a monitor located 10 nm below the interface, inside the Au substrate.
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of a lobe. In contrast to a pure point-like dipole the machining direction of the
field vectors changes across the antenna groove due to the induced surface charges
of the extended structure. However, the rotational symmetry of the dipolar pattern
is maintained when observing the electric field vectors in the plane that has its
surface normal parallel to the dipole moment (x-y-plane, see Fig. 1.5(d)). The
radial symmetry in this plane guarantees that electromagnetic fields injected into
the proposed circular cavity, i.e. SPPs, are refocused in phase at the WGM antenna
due to reflection at the cavity walls.

The SPP injection is clearly visible outside the WGM antenna at the Au-vacuum
interface: Electric field vectors point out of the surface into the vacuum half-space
at the outer groove edges and are successively rotated to point towards the interface
after some hundred nanometres. The corresponding field vectors inside the metal
substrate feature a similar behaviour by pointing in the opposite z-direction. This
field distribution resembles the hybrid electromagnetic and conduction electron
excitations that are bound to the flat metallic surface. Hence SPP injection appears
to be an appreciable loss channel of the antenna which is more quantitatively
assessed below.

Besides the electric field orientation of the m0-mode also the corresponding
field strength distribution is of importance: The electromagnetic energy is mainly
concentrated at the flat mesa top of the WGM antenna. This is in general an
unusual behaviour since the WGM antenna resonances are linked to CPPs which
are confined close to the antenna groove and are described by the radial mode
number n≥ 1 (see Fig. 1.4(c), upper right inset). The field intensity at the upper
edges is usually linked to the evanescent part of the fundamental CPP mode [122].
Esteban Moreno and co-workers could show that the electric field is more and
more expelled from the groove with decreasing groove depth [216]. In this case
the wave vector k gets smaller and the CPP is less confined and its dispersion
line crosses that of a so-called wedge plasmon polariton (WPP). These WPPs
propagate along the upper edge of both groove sides in the same way as the CPP
propagates inside the channel [324, 217]. In a more shallow groove the CPP
dispersion line would finally cross the common SPP dispersion for a flat surface
and the delocalised plasmon is radiated away as an SPP [216]. Although the m0-
mode does not exhibit features of propagation the argumentation also holds in this
case since the (0,1)-mode usually has concentrated fields near the groove bottom
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(see [305], centre of Fig. 3(d)) whereas the present geometry leads to concentrated
fields at the upper mesa edges.

Having the electromagnetic energy confined close to the substrate surface is
beneficial for two reasons: First, it has been shown that WPPs exhibit longer
propagation lengths than CPPs [217]. Extended decay times might also hold for
the m0-mode in Fig. 1.5 since Ohmic losses are reduced by less concentrated
fields. Second, the main part of the electromagnetic energy of the resonant mode
is not buried inside the groove where an overlap with propagating SPPs can hardly
be achieved. In contrast to that the present geometry favours the interaction with
SPPs by sharing the same electron gas as well as a common mode volume.

1.2.3 Q-factor of the m0-mode and buried dipole sources

In this section the quality factor (Q-factor) of the m0-mode is retrieved from
the same FDTD simulations that have already been used in the previous section.
This is done for several reasons: On the one hand assigning Q-factors allows to
quantitatively compare the m0-mode of the WGM antenna to other nano-antennas
and on the other hand it will be shown that placing a dipole source inside the WGM
antenna does not alter the temporal dynamics of the resonant system. Additionally,
an oscillator model is applied to describe plasmonic resonances.

The Q-factor is a dimensionless parameter, used in resonator physics, that com-
pares the stored energy of a resonator to the energy loss per cycle ([260], Chapter
10.1):

Q = 2π
stored energy

energy loss per cycle
. (1.2)

In the case of surface plasmon resonances the parameter Q comprises radiative
decay as well as non-radiative processes like the electron-hole pair generation by
plasmon induced intra- and interband excitations [278]. The Q-factor of optical
resonators is also often written as the ratio of the resonance frequency ν0 to the
homogeneous linewidth ∆ν ([260, 108]):

Q =
ν0

∆ν
. (1.3)
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The formulation in (1.3) becomes equivalent to (1.2) for Q > 1 since in this
case the squared response amplitude of a harmonic oscillator can be described
by a simple Lorentzian peak function with a full-width at half the peak value:
∆ν = ∆νFWHM. The energy of the system then decays to e−1 of its initial value
after a time τ = (2π ·∆νFWHM)−1. In the case of a harmonic oscillator this decay
time is expressed as τ = (2γ)−1, where γ−1 is the time, i.e. the inverse decay
constant, in which the electric field amplitude decays to e−1 of its initial value.
The factor 2 accounts for the fact that the electromagnetic energy is proportional
to the field intensity, i.e. the absolute square of the electric field.

The Q-factor of the WGM antenna is now retrieved from the spectrally resolved
near-field intensity shown in Fig. 1.5(b). The related data stems from a position
10 nm above the mesa centre (black cross in Fig. 1.5(a)). Due to this choice it
is sufficient to evaluate the complex Ez-component since the electric near-field,
which contains the relevant spectral information about the resonance, can be al-
most completely projected onto the z-axis. The spectral intensity (|Ez|2, black
circles in Fig. 1.5(c), normalised to 3) clearly shows a resonant peak structure
without any additional background. Accordingly, the spectral phase (black dashed
line in Fig. 1.5(c)) exhibits the typical sigmoidal shape running from 0 to π across
the resonance. Please note that the original phase data from the FDTD simulation
file runs from 0 to −π and has been multiplied with a factor −1 to agree with the
conventional definition that a harmonic oscillator lags behind the driving force by
a phase of π/2 on resonance. The conjugated phase evolution in the simulation
is related to the phase jump of the electric field at the Au-vacuum interface. This
phase jump occurs because positive surface charges accumulate at the mesa top so
that the Ez-component points into opposite directions in the respective material.

The spectral information in Fig. 1.5(b) suggests to formally treat the problem
as a harmonic oscillator. In the electrodynamics of dielectrica an applied source
field deflects the electrons bound to an atom and the driven oscillator is described
in the so-called Lorentz-oscillator model ([260], Chapter 5.5C). This concept also
applies to plasmonic resonances in which deflected electrons in nano-antennas
experience a restoring force due to excess charges at nearby interfaces [34]. In-
stead of formulating the problem in terms of deflected electric charges [193] the
ordinary differential equation is written in terms of near-fields generated by these
surface charges [5]:
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d2

dt2 Eloc(t)+2γ
d
dt

Eloc(t)+ω
2
0 Eloc(t) = g ·EL(t). (1.4)

In this equation Eloc(t) is the local electric field which is the convolution of the
response function R(t) with the driving laser field EL(t), i.e. Eloc(t) = R(t)◦EL(t),
according to Merschdorf and co-workers [210]. The other parameters are the
decay constant γ (e−1 decay of the field amplitude) in units of s−1, the resonance
frequency ω0 in units of rad · s−1 and the constant g in units of rad2 · s−2 which
determines the coupling strength of the external laser source to the plasmonic
system. To model the FDTD simulation data in Fig. 1.5(b) equation (1.4) is
converted to the frequency domain by assuming that only linear processes occur
so that Eloc(t) = Eloce−iωt and EL(t) = ELe−iωt . Inserting these test solutions in
(1.4) is formally equivalent to apply the Fourier transformation in equation (A.7)
to the left and right side of equation (1.4).

At this point it has to be noted that the fast Fourier transformation (FFT) in
MATLAB uses the opposite sign convention in contrast to the definition in (A.7).
The only consequence of this difference is that the electric field with a phase
term (−iωt) evolves towards negative (earlier) times instead of positive (later)
times in MATLAB. To be consistent with common notation subsequent analyti-
cal approaches and figures use the phase term and phase depiction according to
the aforementioned Fourier transformation. Equation (1.4) reads in frequency-
domain:

−ω
2Eloc(ω)−2γiωEloc(ω)+ω

2
0 Eloc(ω) = g ·EL(ω). (1.5)

Solving for the local electric field yields:

Eloc(ω) =
1

−2γiω +ω2
0 −ω2 g ·EL(ω). (1.6)

Since the FDTD software provides the spectral information in terms of an
impulsive response (δ -pulse excitation) the laser spectrum reduces to EL(ω) = 1.
Likewise g is set to unity (w.l.o.g.) since only normalised data is considered. With
these conditions the local electric field directly transforms into the complex local
response function Rloc(ω):
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Eloc(ω) =
(EL=1

g=1 )
Rloc(ω) =

1
2γiω +ω2

0 −ω2 . (1.7)

Equation (1.7) is utilised to fit the FDTD data shown in Fig. 1.5(b) with the
function |Rloc(ω)|2. Fitting is performed with a self-written MATLAB script that
uses the non-linear data-fitting algorithm lsqcurvefit in which ω0 and γ are
the free parameters. The fitted spectral intensity and spectral phase are shown
as red lines in Fig. 1.5(b), respectively: Indeed the near-field data is in excellent
agreement with the Lorentz oscillator model. Only small deviations occur in
the spectral intensity at the side wings which might be explained by a missing
dielectric permittivity in the oscillator model.

The excellent agreement allows to specify the centre frequency ω0,wgm as well
as the decay constant γwgm of the WGM antenna:

ω0,wgm = 2π ·375.2 THz

γwgm = 43.4 THz
(1.8)

With these results the Q-factor Qwgm of the m0-mode is determined to be:

Qwgm =
ν0,wgm

∆νFWHM
=

πν0,wgm

γwgm
= 27.2. (1.9)

This is a rather high Q-factor compared to Au-nanoparticle antennas that only
exhibit Q ≈ 2 at resonance frequencies near 375 THz (800 nm) [278]. Inter-
estingly, Vesseur and co-workers also found Q-factors of ≈ 27 for the dipolar
(1,1)-mode of WGM antennas with large groove depths of 500 nm [304]. Com-
parable Q-factors of ≈ 20 have been found for Au-nano-rods in theory [34] and
experiment [278]. Similar to the utilised WGM antennas the resonant behaviour
of nano-rods can be explained in the model of a Fabry-Pérot resonator [53, 34].
Sönnichsen and co-workers have shown that the Q-factor of nano-rods increases
with decreasing resonance frequency and they attributed this behaviour to a re-
duced plasmon-induced interband transition, i.e. the plasmon energy is too low
to create a hole in the Au d-band and a corresponding electron in a free conduc-
tion band state [278]. The low Q-factors for Au-nanoparticles near resonance
wavelengths of λ = 800 nm is explained by increased radiation damping [278]:
Scattering-resonances at longer wavelengths require larger particles which in turn
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feature a higher polarisability (see e.g. Chapter 4.1.1 in [34]). It was then shown
by Sönnichsen that the decay time of nano-rods is close to that of a quasistatic-
approximation in which only Ohmic losses (inter- and intraband transitions) are
considered.

However, the results retrieved from nano-rods cannot be completely translated
to WGM antennas since in both systems the constructive wave interference of
the resonances is linked to retardation effects and hence these antennas should
generally not be treated in the quasistatic-limit. Interestingly, Feigenbaum and
Orenstein could show that Q-factors beyond the material-dependent quasistatic
limit [309] can be reached by utilising the usually non-existing m = 0 -mode
in deep sub-wavelength Fabry-Pérot resonators together with negative phase ac-
cumulation at the resonator ’mirrors’ [103]. Similar effects could therefore be
responsible for the rather high Q-factor of the non-propagating m0-mode in WGM
nano-antennas, but investigation of the exact mechanisms is beyond the scope of
this work. Here, the assessment of the ratio of different plasmon decay channels
will be further supported by far-field projections in the upcoming section.

Two important deductions can be made by concerning the retrieved Qwgm to-
gether with the application of WGM antennas inside plasmonic cavities: First,
high Q-factors lead to stronger local field-enhancement [309], especially in combi-
nation with sharp metallic structures. This is interesting with view to an enhanced
interaction of plasmons with quantum systems inside the cavities. Second, due to
the corresponding rather small bandwidth of the nano-antenna more electromag-
netic energy is stored in spectral regions which are shared with the even sharper
cavity mode. This should lead to an enhanced interaction of both constituents.

In the remainder of this section it is shown that the temporal electric field dy-
namics of the m0-mode does not crucially depend on the location of the dipole
source, even when the source is located inside a lossy and dispersive material. To
do this, the Q-factor of the m0-mode is retrieved in time-domain for two source
positions: inside the WGM antenna, like in the previously shown FDTD simula-
tions, and 10 nm above the mesa centre at the position of the black cross in Fig.
1.5(a). The latter configuration is close to the experimental excitation geometry of
cathodoluminescence [261] in which a focused electron beam at normal incidence
excites an oscillating surface-dipole in the mesa centre by means of induced image
charges. However, one should be aware of the fact that a dipole source in FDTD
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Fig. 1.6: Q-factors of the m0-mode of WGM antennas retrieved in time-domain. (a) Temporal evolution
of Ez(t) (grey solid line) at the position marked by the black cross in the lower right inset. The dipole
source is buried 59 nm inside the Au substrate and laterally positioned in the centre of the antenna
mesa. The field envelope (black-dashed line) is fitted with an exponential decay function exp(−t/τ ′)

(red thick line) in which τ ′ is the time constant for the e−1- decay of the electric field. (b) The same as
in part (a) but with the dipole source 10 nm above the Au-vacuum interface.

simulations can be understood as a quantum emitter like a molecule or quantum
dot (see Section 2.2.1). Their emitted power crucially depends on the inhomoge-
neous environment, e.g. the WGM antenna, due to self-interaction [245, 229] as
will be extensively investigated in Chapter 2. Nevertheless, this excitation geom-
etry is used since only relative electric field strength is of interest for the present
question.

The recorded temporal electric fields induced by a dipole source inside and
above the antenna mesa are presented in Fig. 1.6(a) and (b), respectively. The
data is collected at a position 100 nm away from the antenna centre in lateral
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direction and 10 nm above the Au-vacuum interface (black cross in the insets of
Fig. 1.6). At this position the electric field dominantly points into z-direction
(see Fig. 1.5(c)) and it is hence sufficient to evaluate Ez(t). First of all it is
pointed out that the temporal evolution of Ez(t) is quite similar for both excitation
conditions: The field envelope, retrieved by the hilbert command in MATLAB,
rapidly increases in the first few femtoseconds as the ∼ 4 fs pulse enters the
simulation and then the envelope decays slowly to zero after reaching maximum
field amplitude. Deviations occur only during the transient phenomenon around
t = 20 fs but the associated modulation depths of the envelope are rather small.
To retrieve the Q-factor in time-domain the slowly decaying envelope was fit
using an exponential decay exp(−t/τ ′) (red thick line) in which τ ′ is the time
constant for the e−1-decay of the electric field amplitude. The fit was applied
in the range of t = 40 fs to t = 110 fs in order to exclude features of transient
phenomena. For both excitation geometries the decay constant amounts to τ ′ =

23.08 fs, revealing that the relevant system dynamics is matched with a precision
of about 10 as. The corresponding homogeneous line width is calculated to be
∆νFWHM = (2π · τ)−1 = 13.79 THz by considering that the time constant of the
e−1-decay of the intensity amounts to τ = τ ′/2 = 11.54 fs. According to equation
(1.3) and ν0,wgm = 375 THz the Q-factor retrieved in time-domain amounts to
Qwgm,t = 27.2 which is in perfect agreement with (1.9). This result leads to the
conclusion that the dipole source can be incorporated into the lossy and dispersive
material of the WGM antenna while still maintaining the important plasmonic
dynamics. However, great care must be taken whenever absolute power values or
exact field enhancement values are retrieved.

1.2.4 Far-field properties of the m0-mode and SPP injection efficiency

In this section the efficiency of plasmon excitation as a decay channel of the
m0-mode will be further investigated by far-field projections. The amount of
energy radiated by a dipole source to the far-field allows to assess the energy that
is injected into localised and propagating surface plasmons in a complementary
fashion. Furthermore, the geometrical characteristics of the emitted radiation
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built-in function of the frequency-domain field monitor located 1.3 µm above the Au-vacuum interface.
In combination with a lateral width of the simulation volume of 9 µm this enables projections featuring
inclination angles of θ = 70◦ up to θ = 74◦. Two different dipole source positions are considered:
above (S1) and below (S2) the interface, in the lateral centre of the WGM antenna. The monitor
boxes A and B (8 nm × 8 nm × 8 nm and 300 nm × 300 nm × 300 nm, respectively) measure the
transmitted radiation. Together with the measured transmission of the far-field monitor the efficiency
of SPP injection is assessed. (b) A built-in function allows to smoothly truncate the data (black line)
for far-field projections at the far-field monitor edges. The parameter j can vary between 0 and 1
whereupon j + k !

=1. The presented 1D electric field intensity is linked to a lateral cut through the
simulation centre.

allows to find the optimum excitation geometry for an external light source like a
laser. It will be shown that the experimental setup in the working group of Martin
Aeschlimann (TU Kaiserslautern) nicely fits to the theoretical considerations. At
the end of the section concrete scattering and absorption cross sections for far-field
plane wave excitation will be given.

The FDTD setup for far-field projections is depicted in Fig. 1.7(a). It is very
similar to the setup already presented in Fig. 1.5(a), only the lateral simulation
size is extended to 9 µm in x- and y-direction. This extension guarantees, from
a geometrical point of view, that radiation emitted under an inclination angle of
θ = 74◦ can be detected by the far-field monitor which laterally spans across the
entire FDTD simulation. The distance of this monitor to the material interface was
set to 1.3 µm to ensure that the near-field of plasmonic excitations has sufficiently
decayed at the monitor position. A built-in function of the LUMERICAL software is
then used to perform far-field projections based on radiated electric fields. Before
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the projection procedure is applied the recorded data can be smoothed with a flat-
top filter as shown in Fig. 1.7(b) (red line). By setting the parameter j = 0 the
unfiltered data is used for the projection which leads to diffraction effects when the
electric field is appreciably strong at the monitor edge. In this case it acts like an
aperture. Here, the recorded electric field intensity |E(x,y = 0)|2 at 375 THz (800
nm) along the centreline of the monitor is partially truncated, but it has already
decayed to less than e−1 of the peak value and the main features are captured
(black line in Fig. 1.7(a)). Since the problem exhibits radial symmetry and since
the monitor is of quadratic shape a truncation along the diagonal bisecting line has
a minor effect.

Like in the investigation of Q-factors two excitation geometries are consid-
ered: an electric dipole source above (S1) and below (S2) the mesa centre (see
Fig. 1.7(a)). Retrieved angular far-field distributions of electric field intensity at
the resonance frequency of 375 THz (800 nm) are shown in Fig. 1.8(a) and (b).
The far-field radiation is projected onto a hemisphere in the vacuum half-space
so that the azimuthal angle φ runs from 0◦ to 360◦ and the inclination angle θ

from 0◦ (the surface normal) to 90◦ (parallel to interface). The unfiltered angu-
lar distribution of the m0-mode, excited by an electric dipole 10 nm above the
antenna (S1, j = 0.0), shows zero intensity at normal incidence (θ = 0◦) and is
hence hardly addressable by standard far-field illumination. Most of the radi-
ated energy is found in a ring-like structure around inclination angles of θ = 60◦

with a spread of 15◦. The radiation pattern exhibits a 4-fold rotational symmetry
instead of the expected radial symmetry of the problem. This 4-fold character
emerges from the enhanced intensity along the diagonal directions of the x-y-
plane (φ = 45◦,135◦,225◦ and 315◦) and can be ascribed to the cuboid shape of
the simulation volume: As described above more energy can be collected along
the diagonals of the monitor since the electric field data is not truncated as early
as along the x- or y-direction. This also allows for detecting the emitted radiation
at larger θ -angles more properly. The overall angular distribution pattern is hence
a combination of radiation emitted with circular symmetry in a distinct direction
(θ ≈ 60◦) and the sinc-like interference pattern of a rectangular mask. Utilizing
the built-in filter function with j = 0.1 (Fig. 1.8(a)) removes for the most part the
imprint of a diffraction pattern and hence the radial symmetry is clearly visible.
However, it should also be noted that the filter also limits the detection, i.e. the
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amplitude, at large θ -angles. Compared to j = 0 the emission direction is now
located at lower inclination angles (θ ≈ 55◦). However, this deviation is rather
small. By considering the likewise small deviations in amplitude and θ for differ-
ent azimuthal angles φ in the case j = 0 and the geometrical limitation θ = 74◦,
it can be deduced that most of the radiated energy is properly detected by the
far-field monitor.

The angular distributions of far-field radiation of the m0-mode excited by an
electric dipole source located inside the WGM antenna (S2 configuration) is shown
in Fig. 1.8(b). No deviations are observable in the patterns retrieved with ( j = 0.0)
and without ( j = 0.1) filtering compared to the excitation geometry S1. It can
hence be concluded that also the spatial emission properties are not crucially
altered by comparing mode excitation inside or above the antenna.

The radial symmetric emission of radiation by the m0-mode of WGM antennas
was experimentally observed by Vesseur and co-workers with cathodolumines-
cence [306]. They also pointed out that the angular pattern is related to the far-field
radiation of a dipole located above a flat metal surface and to that of transition
radiation, which occurs when an electron is impinging on a metal surface and sub-
sequently cancels with the induced image charge (see Fig. 22 in [111]). Vesseur
and co-workers used WGM antennas with a resonance wavelength of λ = 750
nm, a groove depth of 100 nm and a radius R = 120 nm . This configuration
lead to radial symmetric emission at an inclination angle θ = 45◦. In contrast
to that the chosen antenna geometry in this thesis (λ = 800 nm, R = 70 nm and
d = 118 nm) suggests a maximum emission intensity at larger inclination angles
θ ≈ 60◦−70◦ (see Fig. 1.8 for j = 0.0). Such emission angles perfectly fit to the
experimental setup that will be introduced in Section 1.5.4: A Ti:sapphire laser
hits the sample in the photoelectron emission microscope at grazing incidence,
more precisely at θ ≈ 65◦. Using p-polarised light provides oscillating electric
fields with a major field component perpendicular to the substrate which matches
the m0-mode character.

Before commenting on expected absorption and scattering cross-sections related
to the experimental excitation geometry the far-field monitor is utilised to asses the
different decay channels in the system by using the S1 configuration. In order to
do this three quantities are introduced: The transmission Tf f of radiation through
the far-field monitor, the transmission TB through the monitor box B surrounding
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Fig. 1.8: Far-field projection of the electric field intensity at 375 THz of the m0 antenna mode for an
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to 90◦, is plotted on the radial axis of the polar plot. All data is normalised to respective maxima.

the WGM antenna structure and the transmission TA through the monitor box
surrounding the dipole source (see Fig. 1.7(a)). The dimensionless transmission
is calculated by a built-in function that relates the power transmitted through the
respective monitor structure to the power that is emitted by an electric dipole in
vacuum. The results are presented in Fig. 1.9: The power injected by the dipole
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Fig. 1.9: Assessing SPP injection effi-
ciency by power transmission: The fig-
ure displays the transmission TA of radi-
ation through monitor box A surround-
ing the dipole source, TB through mon-
itor box B encasing the entire WGM
structure and Tf f through the 2D far-
field monitor (see Fig. 1.7(a) for de-
tails). The transmission is the ra-
tio of electromagnetic power passing
the monitors normalised to the power
emitted by an electric dipole source in
vacuum.
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source into the simulation serves as the reference and the related transmission is
TA = 845 at ν = 375 THz. This value is the Purcell enhancement of a quantum
emitter which will be extensively discussed in Chapter 2.2. Here, it serves just as a
reference. The transmission related to the WGM antenna amounts to TB = 305 and
it can hence be deduced that approximately 64% (1−TB/TA) of emitted power
remains in the vicinity of the antenna as a localised surface plasmon polariton
which decays mainly by intraband electron-hole generation. The transmission
trough the far field monitor amounts to Tf f = 111. Hence, about 87% (1−Tf f /TA)
of emitted power are injected to propagating or localised surface plasmons that
will be absorbed by the Au substrate instead of being radiated to the far-field. More
precisely, besides the 63% of power transferred to the LSP the amount of energy
launched into SPPs amounts to 23% (TB− Tf f )/TA of the total radiated dipole
power. Especially the latter ratio shows quantitatively that the m0-mode exhibits a
non-negligible interaction with propagating surface plasmons, as already inferred
from the near-field distribution in Fig. 1.5(c). It is also interesting to note that the
ratio of energy radiated by the WGM antenna (TB) to the energy lost to the far-field
(Tf f ) is the same for different excitation geometries S1 and S2: In both cases 1/3
(Tf f /TB) of radiated energy is lost to the far-field and 2/3 of radiated energy are
hence injected to SPPs. This confirms once more that the dipole source inside
the WGM antenna is a proper excitation geometry to initiate the evolution of the
combined system in later sections. Finally, it should be noted that the reported
values have to be treated with caution since the recorded data of the far-field
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Fig. 1.10: Scattering- and absorption cross-sections of the m0-mode. (a) FDTD setup: The WGM
antenna is excited by a total-field scattered-field (TFSF) source that injects a plane wave at an incli-
nation angle of θ = 65◦ only inside the defined volume of the TFSF box. The corresponding wave
vector k can be decomposed into a component parallel to the red injection plane (k‖) and perpendic-
ular to the injection plane (k⊥). To match the field phase at the source boundaries, k‖ is calculated
for the central pulse frequency and is then fixed for all other frequencies ν . Hence the actual in-
jection angle will change as a function of frequency. The transmission box monitor inside the TFSF
source (black-dashed lines, 290 nm × 290 nm × 225 nm) is used for calculating the absorption
cross-section while the monitor outside the TFSF source (black-dotted lines, 400 nm × 400 nm ×
500 nm) is used for retrieving the scattering cross-section. (b) Cross-sections are retrieved by the
operation transmission(ν)·sourcepower(ν)·sourceintensity−1(ν)·cos(65◦). Since sourceintensity

is normalised to θ = 0◦ the trigonometric function is required as a correction term for the angular
injection.

monitor in Fig. 1.7(b) implies an underestimation of power radiated to the far-
field due to an insufficient monitor size. More computer resources are needed to
model this problem properly. However, even if the power radiated to the far-field
doubles (2Tf f ) 1/3 of the overall radiated power is ascribed to propagating SPPs.

The last far-field property that is presented is the accessibility of the m0 - mode
by an external light source, e.g. a laser. It was already shown in the far-field
patterns in Fig. 1.8(a) and (c) that the angular distribution of emitted antenna
radiation peaks at an inclination angle θ around 60◦. Here, the scattering and
absorption cross-sections are determined for an incoming plane wave at an in-
clination angle of θ = 65◦. This particular angle is chosen because it matches
the inclination angle of the laser setup that is available for PEEM experiments in
Kaiserslautern (see Section 1.5.4).
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The reduced sketch of the FDTD simulation setup is shown in Fig. 1.10. It
is similar to the setup presented in Fig. 1.5(a) but here the symmetric boundary
condition in x-direction is omitted and the dipole source is replaced by a total-field
scattered-field source which injects a plane wave only inside the defined volume
(black solid rectangle) and subtracts it outside the source box. This allows to
record the net transmission through the inner and outer transmission box monitor
(black-dashed rectangle and black-dotted rectangle, respectively). Since the in-
jected plane wave cannot penetrate the outer box only scattered fields are recorded,
while the inner box gives a measure for the ratio of incoming and outgoing radia-
tion, i.e. the absorption. Both cross-sections are calculated with the built-in com-
mands transmission(ν)·sourcepower(ν)·sourceintensity−1(ν)·cos(65◦). A
multiplication with sourcepower(ν) withdraws the usual power normalisation
and the integrated power is instead normalised to the source intensity, giving the
cross-section in m2. The factor cos(65◦) accounts for the angular injection since in
LUMERICAL FDTD the command sourceintensity refers to normal incidence
(θ = 0◦) and hence to the complete injection area (sketched as a red line in Fig.
1.10(a)). The incoming plane wave is p-polarised to match the electric field of the
m0-mode that points out of the antenna mesa.

Results are shown in Fig. 1.10(b). The absorption as well as the scattering cross-
section (black-dashed and black-dotted line, respectively) clearly peak at ν ≈ 375
THz, therefore confirming the excitation of the resonant mode with a plane wave
light source injecting radiation from a well defined direction (θ = 65◦, φ = 180◦).
The absorption cross-section σa turns out to be larger than the scattering cross-
section σs. This behaviour is explained by the previous observation that most of
the emitted power of a dipole source is injected into a LSP (see Fig. 1.9) that
will mainly decay by intraband absorption. On resonance (ν = 375 THz) the
absorption cross-section amounts to σa = 5.5×10−10 cm2. Taking into account
the circular structure size of the WGM antenna of 6.2× 10−10 cm2 (diameter
d ≈ 280 nm) leads to the statement that nearly every photon that hits the WGM
structure under the specific angle will be absorbed. With view to the even higher
extinction cross-section σe = σs+σa of about 9.0×10−10 cm2 the WGM antenna
geometry presented here seems to be perfectly suited for addressing the overall
system in the experiments (see Section 1.5).

It has to be noted that only the cross-section value at the centre frequency
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Fig. 1.11: Cylindrical WGM antenna for excita-
tion of the m0-mode at ν = 375 THz. (a) Al-
ternative and simplified geometry for a WGM
antenna: The groove is modelled by a cylin-
der barrel (vacuum) while the antenna mesa is
just a cylindrical protrusion. The black cross
marks the position, 10 nm above the interface,
at which spectral information is recorded. The
dipole source is located 38 nm below the inter-
face. (b) Near-field spectrum (black circles) re-
trieved from FDTD simulations at the position of
the black cross in (a). A Lorentzian oscillator fit
(red solid line) was applied in the same way as
in Fig. 1.5(b).

ν0 = 375 THz is exact with respect to its absolute value and the defined inclination
angle θ . All other frequencies are injected at larger (ν < ν0, |k|< |k0|) and smaller
angles (ν > ν0, |k|> |k0|) because the FDTD code keeps the parallel component
k‖ (see Fig. 1.10(a)) of the wave vector k constant for all frequencies. This
procedure is necessary since the field is injected similar to periodic boundary
conditions and the phases at opposing TFSF boundaries need to be matched.
However, the deviations of ±5◦ are rather small since a small-band laser pulse
with a temporal duration of 30 fs was used in the simulation. It has also been
verified that no severe numerical errors occur by disabling the WGM structure in
a subsequent simulation and by checking that electric fields do not leak out of the
TFSF volume.

Alternative WGM antenna geometry for the m0-mode

At the end of this section about the m0-mode of WGM antennas a simplified
geometrical groove structure is introduced in short. As depicted in Fig. 1.11(a) the
antenna groove can be modelled by a standard cylinder barrel object in LUMER-
ICAL FDTD instead of the more complicated V-shaped grooves with rounded
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edges. The functionality is demonstrated by the near-field spectrum that is shown
by black circles in Fig. 1.11(b): A resonant mode is clearly visible around
ν = 375 THz. Like in the case of V-groove antennas the FDTD data is fitted
with a Lorentzian oscillator model (red-line). The corresponding decay constant
amounts to γ = 49.5 THz which leads to the associated e−1 life-time of the field
intensity of τ = 10.1 fs. Translating these values into the FWHM of a Lorentzian
peak function, i.e. ∆νFWHM = 15.8 THz, gives a quality factor of Q = 23.8. This
value is only 12% smaller than that of WGM antennas with a V-shaped groove
(see equation (1.9)) and these simple structures hence provide a good functionality.
The WGM antennas with barrel-shaped grooves will be used in Chapter 2 for a
more conservative estimation of energy transport between incorporated quantum
emitters: The structure-induced electric field enhancement is smaller because of
the broader antenna mesa.

1.3 Hybridisation of SPPs with single LSPs in circular all-plasmonic
cavities

In this section the hybridisation of a m0-mode of a single WGM antenna with
a single extended surface plasmon mode inside a circular all-metallic cavity is
demonstrated by FDTD simulations. First, the cavity scheme and the associated
mode characteristics will be presented in Section 1.3.1. Then, the temporal evo-
lution in the combined antenna-cavity system will be examined in Section 1.3.2.
In Section 1.3.3 it will be shown that the corresponding spectral signature of the
combined system can be described by a simple model of two coupled harmonic
oscillators, therefore confirming the hybridisation of the single systems. Finally,
near-field distributions of the new eigenmodes are presented in Section 1.3.4 and it
is shown that the observed temporal dynamics can be explained by a superposition
of these modes.
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1.3.1 Circular plasmonic arena cavities

The cavity scheme that is utilised for the prearranged hybridisation of LSPs and
SPPs is a cylindrical pit inside a metal substrate (Au), as already shown in Fig.
1.3(a).: SPP modes, injected by the incorporated WGM antenna, will be bound
to the cavity floor, i.e. at the Au-vacuum interface of the pit. The circular shaped
upright walls serve as cavity mirrors for the propagating SPPs and the concen-
tric wave fronts will be refocused at the source point in the cavity centre. Using
upright metallic walls for SPP reflection is a straight forward approach which is
historically inspired by the random coupling of LSPs and SPPs in the work of
Aeschlimann and co-workers [6]. Additionally, Sorger and co-workers demon-
strated that two straight and upright standing Ag-walls of a simple Fabry-Pérot
nano-cavity exhibit a reflectivity of approximately 98% [279]. An alternative ap-
proach would be to use distributed Bragg reflector mirrors to build an annular
nano-resonator, also known as a bull’s eye structure [139]. However, it was theo-
retically shown that two-dimensional straight Bragg reflector mirrors are limited
to a maximum reflection of approximately 90% [232]. This value is below the
above reported coefficients that can be reached by using metallic walls. Further-
more, Bragg mirrors of high reflectivity only work at a particular surface plasmon
wavelength. An appreciable mode splitting in strongly coupled systems is hence
not attainable. In contrast, the metallic walls used in the research presented here
are expected to exhibit broadband operation in the Vis-NIR spectral region with
respect to SPP reflectivity. In the following the cylindrical pits in the metal sub-
strate, serving as plasmon cavities, will be abbreviated by the acronym CPAC
(circular plasmonic arena cavity).

The first experiments of standing mode patterns confined in metallic rings on
dielectric and metallic substrates were demonstrated by Babayan and co-workers
in 2009 [25]. However, the height of their optical corrals stayed well below
100 nm, therefore providing a large loss channel due to scattering of SPPs and
waveguide modes at the upper corner of wall structures. A similar cavity scheme
as used in this research has been investigated in theory and experiment by Zhu
and co-workers [335]. They also used all-metallic cylindrical open cavities with
heights of up to 550 nm. It has to be noted that the thesis author was not aware
of this research until all theoretical and experimental results had been obtained.
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cavity simulations the dipole source is placed 10 nm above the central antenna mesa (S1) while in
simulations which include the nano-antenna the dipole source is located inside the mesa (S2) like in
Fig. 1.5(a). To compare the electric field dynamics to the model of coupled oscillators in Section 1.3.3
the frequency-domain monitors Mw and Mc are used to record amplitude and phase of the response
function in the vicinity of the antenna and the cavity mode, respectively. Due to the radial symmetry
of the structure and dipole source, symmetric boundary conditions are used in x- and y-directions.

However, some important differences still exist: Here, gold is used in theory and
experiments instead of silver and hence the surface structure and quality will not be
affected by the environment on long time scales. Furthermore different fabrication
processes are utilised: Here, single-crystalline and atomically flat gold microplates
are used in combination with focused ion beam milling [143] (see Section 1.5.1)
instead of template stripping that involves sputtering of metal layers [336]. Using
single-crystalline gold microplates is closer to FDTD conditions since no enhanced
scattering at grain boundaries has to be considered. Furthermore the cavity design
of Zhu and co-workers is comparable to a thick cylinder barrel and hence offers
more corners for unwanted scattering of incident laser light.

The fundamental plasmonic properties of circular nano-cavities, which depend
on parameters like structure height and diameter, have already been studied by
Zhu and co-workers [335]. Therefore only selected and specific cavity features
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that are important for the hybridisation scheme, as well as corresponding FDTD
simulations, are introduced and presented in the remainder of this section. The
FDTD setup for subsequent investigations is sketched in Fig. 1.12. All cavities
exhibit a height of 800 nm to assure proper reflection at the cavity walls since
the e−1 penetration depth δvac of SPP intensity into the vacuum half-space at
frequencies of 375 THz (800 nm) is about 610 nm according to equation (A.3)
and the FDTD dispersion model of Au (see Section A.1). The cavity radius ρ is
a variable that serves to select cavity modes of different order. In all cases the
minimum horizontal distance of the upper wall corner to the PML boundary is
kept larger than 1 µm and the vertical distance of the upper Au surface to the PML
boundary is set to 1 µm according to δvac = 610 nm. The WGM antenna in the
centre of the cavity can be disabled to perform FDTD simulations concerning the
pure CPAC and the extra mesh is of the same size as in Section 1.2. The mesh is
also enabled in pure cavity simulations and hence the resonant modes of the WGM
antenna and the pure CPAC are not shifted due to different meshing procedures.
All FDTD simulations are allowed to use symmetric boundary conditions in x-
and y-direction since the electric dipole source, oscillating in z-direction, is placed
in the cavity centre (position S1 or S2).

Near-field distributions of a resonant cavity mode at approximately 375 THz
(800 nm) are shown in Fig. 1.13 and the corresponding cavity radius ρ = 662
nm is the same as will be later used for hybridisation. The mode is labelled
(0,2)-mode in which ’0’ is the azimuthal mode number and ’2’ is the radial mode
number. The particular meaning of these mode numbers will be itemised below.
Fig. 1.13(a) shows a lateral cross-section through the cavity centre (y= 0 plane) of
the near-field excited in S1-configuration. Black arrows represent the full electric
field information since Ey vanishes due to symmetry reasons. The contour plot in
the background represents the absolute field strength |E|. Both, the contour plot as
well as the arrows are scaled according to the decimal logarithm in order enhance
visibility due to different field strengths in vacuum and the metal substrate. The
contour plot reveals three sub-wavelength regions of enhanced electric fields which
are bound to the cavity floor and decay exponentially into both half-spaces. Nearly
all electromagnetic energy in these regions is attributed to the Ez-component of
the electric field. Here, the arrows are retrieved by taking the imaginary part of
the response function R(ν) as directly retrieved from FDTD simulations. This
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Fig. 1.13: Near-field distribution of the (0,2)-CPAC-mode at ν0 = 375 THz. (a) The black arrows
represent a cross-section of the near-field (Ex,Ez) in the xz-plane (y = 0). Due to symmetry reasons
there is no Ey-component in this plane. The contour plot in the background represents the overall
field amplitude |E| and the plus and minus sign depict accumulated charges due to non-vanishing
Gaussian pill box integrals

∫
V ∇E dV at the Au-vacuum interface. (b) Lateral cross-section through the

near-field (Ex,Ey) 10 nm above the cavity floor. All arrows and the contour plots are scaled according
to the decadic logarithm.

operation seems to give the appropriate phase relation of the oscillating field with
respect to the maximum field amplitude. The electric field structure resembles that
of a propagating surface plasmon. Associated surface charges can be revealed by
integrating Gauss’s law (A.12) in a small pill box at the Au-vacuum interface. The
net flux through the box surface then indicates the presence of electric charges
which are sketched by + and − signs in Fig. 1.13(a) according to the common
convention that electric flux lines start at positive charges. The phase of the
electric field mode in this snapshot is related to the turning point of an oscillating
pendulum: All energy is stored in the separation of charges. The evanescent fields
will then be reflected at the cavity walls and the charges are redistributed to cancel
out and subsequently change their sign. These charge distributions will be affected
in the hybridisation process as shown later in Section 1.3.4.

An excerpt of the lateral electric near-field (Ex,Ey)T 10 nm above the cavity
floor is shown in Fig. 1.13(b). The amplitude as well as the direction of the near-
field distribution exhibit radial symmetry with respect to the rotation-axis that
points perpendicular through the lateral centre of the cavity floor. This distribution
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perfectly fits to the m0-mode of the WGM antenna (see Fig. 1.5(c,d)) and the
mode overlap is expected to appreciably support the hybridisation process.

The lateral mode structure can be decomposed by treating the electromagnetic
problem in a similar fashion like radio- or microwaves confined in cylindrical
metal cavities ([151], Chapter 3.7 and 3.8) as pointed out by Zhu and co-workers
[335]. To retrieve the eigenmodes of the CPACs, i.e. the surface charge induced
electrostatic potential Φ inside the cavity, one has to solve Laplace’s equation
in cylindrical coordinates. Utilising separation of variables the general solution
Φ = R(ρ)Q(φ)Z(z) can be written as a product state of the radial part R(ρ), the
angular part Q(φ) and the axial part Z(z). The axial part is of minor interest here
and it is hence ignored. The angular part Q(φ) exhibits the general form [151]:

Q(φ) = Asin(mφ)+Bcos(mφ), (1.10)

in which A and B are amplitudes, m is an integer value and the angle φ is
sketched in Fig. 1.13(b). Due to the radial symmetry of the resonant mode in Fig.
1.13(b) there is no angular contribution so that Q(φ) = const. and hence m = 0.
The radial part R(ρ) is solved according to

R(φ) =CJm(kρ)+DNm(kρ), (1.11)

in which Jm(kρ) and Nm(kρ) are Bessel functions of the first kind and Neumann
functions (Bessel functions of the second kind), respectively [151]. C and D are
amplitudes that need to be determined and k can be associated with the real part of
the SPP wave vector. Since the mode exhibits an anti-node in its centre at ρ = 0
and a finite electric field strength the diverging Neumann functions (→−∞ for
kρ = 0 ) have no contribution to the problem and hence D = 0. Another restriction
is that Φ vanishes at the cavity wall position ρ = a where a is the cavity radius.
This gets clear by looking at the near-field cross-section in Fig. 1.13(a): The
energy of the mode is mainly contained in the field component perpendicular to
the cavity floor. This component is highly concentrated at the sketched surface
charges since they serve as the source for electric fields. Moving the surface
charges that are related to Φ close to the cavity wall would lead to strong electric
field components parallel to metal walls. Such a field orientation is not favoured
since the electric field lines tend to point perpendicular to an equipotential surface.
Therefore Φ = 0 at ρ = a requires:
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Fig. 1.14: Circular cavity modes retrieved
from FDTD simulations (symbols, |Ez(ω)|2)
fitted by a Lorentzian oscillator model in
frequency-domain (solid lines). The modes
refer to a constant azimuthal number m =

0 and different radial mode numbers n =

1,2,3,4 which are linked to different radii ρ of
274 nm, 662 nm, 1052 nm and 1443 nm, re-
spectively. Data for n = 2,3,4 is recorded with
the monitor Mc (see Fig. 1.12) at the position
of the first mode ring (see Fig. 1.13) while
data for n = 1 (no mode ring) is recorded at
x = 150 nm.
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ka = xmn. (1.12)

Here, xmn is the nth root of the Bessel function Jm and hence Φ ∝ Jm(ka) =
Jm(xmn) = 0. n is the above mentioned radial mode number which gives the num-
ber of anti-nodes in radial direction and m is the azimuthal mode number. Modes
of CPACs are therefore labelled by (m,n) and the particular field distribution
presented in Fig. 1.13 is referred to as (0,2).

Equation (1.12) can now be utilised to find the cavity radius a for different
orders n of the radial symmetric mode. Using the plasmon wavelength λSPP,in f =

782.4 nm at a plasmon frequency of 375 THz, according to the real part of equation
(A.1), as well as the first four roots of the Bessel function x01 = 2.405, x02 = 5.520
x03 = 8.654 and x04 = 11.781 (see [151], Section 3.7), gives the following CPAC
radii:

a01 = 299 nm

a02 = 687 nm

a03 = 1078 nm

a04 = 1467 nm

(1.13)

The retrieved radii can serve as a starting point to find the radius aFDT D
0n that fits

to a CPAC resonance frequency of 375 THz in FDTD simulations. For n = 2,3,4
the spectral intensity of the SPP mode is recorded with the frequency-domain
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monitor Mc shown in Fig. 1.12 at ρ = 480 nm. This is approximately the position
of the first ring anti-node for all (0,n > 1)-modes (see Fig. 1.13) and it is hence
sufficient to evaluate the Ez(ν)-component. In the case of n = 1 the response
function is determined at ρ = 150 nm. A resonance at ν0 ≈ 375 THz is then
obtained at CPAC radii of aFDT D

01 = 274 nm, aFDT D
02 = 662 nm, aFDT D

03 = 1052
nm and aFDT D

04 = 1443 nm (see Fig. 1.14 for spectral positions). Although these
values are close to the predicted radii in (1.13) there exists a systematic deviation:
The radii obtained with FDTD simulations are smaller than those from analytic
calculations. More precisely, the deviation is about 8% for the smallest mode
volume n = 1 and decreases monotonously to < 2% for the largest mode volume
n = 4. This is attributed to the fact that strongly confined modes require a smaller
surface plasmon wavelengths λSPP and hence larger wave vectors kSPP. As a
consequence, the condition (1.12) is fulfilled for a smaller cavity radius a. In the
case of the (0,1)-mode the calculated diameter 2 · a0,1 is even smaller than the
wavelength λSPP,in f = 782.4 nm (ν0 = 375 THz) of an SPP on an infinitely large
surface. With increasing n the cavity floor area grows larger and λSPP gets closer
to the large area limit λSPP,in f , which has been used in the analytic calculations.

The spectrally-resolved intensity of all four modes is shown in Fig. 1.14
(coloured symbols). To better analyse the closely packed data in the rather small
frequency range all four modes are fitted according to the Lorentzian oscillator
model introduced in equation (1.7). The analytic model (coloured lines) accurately
describes the FDTD simulation data and the respective decay constants γmn are
determined to be γ01 = 11.4 THz, γ02 = 9.7 THz, γ03 = 9.0 THz and γ04 = 8.5
THz. Obviously the decay rate of the CPAC mode decreases with increasing mode
area. This trend can be explained by the relative part of the CPAC mode that
interacts with the annular cavity wall. In the case of the smallest (0,1)-mode a
large part of the mode volume is located in the vicinity of the cavity walls, while
only a small part of the (0,4)-mode interacts with the metallic boundaries. The
explanation is corroborated by checking that the skin depth of the modes in the
cavity floor is not influenced by the presence of the metallic walls.

The e−1 life-time τ04 of the (0,4)-mode is calculated to be τ04 = (2 ·γ04)
−1 = 59

fs. Determining the propagation length (see equation (A.2)) and the phase velocity
of an infinitely extended surface plasmon at ν0 = 375 THz by using the dispersion
relation in Fig. A.1(b) gives an SPP life-time of τSPP,in f = 165 fs. The interaction
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of the CPAC mode with the cavity walls hence reduces the SPP life-time by a
factor of three. In order to compare the retrieved decay rates to literature the
Q-factors of all modes have been determined: Q01 = 103, Q02 = 121, Q03 = 131
and Q = 139. Obviously, these values cannot compete with dielectric toroid
microcavities (Q = 107) [21] or optical microsphere resonators (Q = 1010) [119].
Therefore the retrieved Q-factors should be compared to other all-metallic systems:
Hofmann and co-workers measured a maximum Q-factor of about 36 in annular
Ag-nanocavities consisting of Bragg reflector mirrors (Bull’s eye structures) [139].
The rather low values, compared to the quality factors predicted here, might be
explained by the aforementioned reflectivity limit of 2D Bragg reflector mirrors
[232]. Zhu and co-workers found Q-factors < 25 in square-shaped Ag-pits [337],
but it should be noted that these cavities exhibited a wall height of only 300 nm.
Later, Zhu and co-workers measured maximum Q-factors of about 73 in 500 nm
high cylindrical-shaped Ag nano-cavities [335] which are closely related to the
systems presented here. However, the Ag material was sputtered in the fabrication
process and hence grain boundaries exist.

1.3.2 Time-domain characteristics of the composite system

Before investigating the composite system of CPAC and WGM antenna with
respect to its spectral features a numerical ’experiment’ is conducted according
to the introductory sketch in Fig. 1.1(a): One of the pendulums, i.e. the WGM
antenna, is initially deflected and the temporal evolution of the overall system
in the FDTD simulations is monitored. It can be inferred from the observed
dynamics that the design of the combined cavity and nano-antenna indeed gives
rise to a spring that connects the two individual pendulums. This conjecture will
be corroborated in the next sections by describing the system as two coupled
oscillators in frequency-domain and by decomposing the system into new and
old eigenmodes which are related to specific, spatially-resolved electric near-field
distributions.

The rudimentary setup of the FDTD simulation has already been depicted in Fig.
1.12. Here, the radius of the CPAC is set to ρ = aFDT D

02 = 662 nm and therefore

64 Dissertation



Hybridisation of SPPs with single LSPs in circular all-plasmonic cavities 1.3

Time t (fs)

0 50 100 150 200

-2

-1

0

1

2

N
o
rm

. 
fie

ld
 a

m
p
lit

u
d
e

x = 480 nm

x = 70 nm

E (x = 480 nm)z 

E (x = 70 nm)x 

t‘ ~ 48.5 fs

t‘ ~ 48.5 fs

-5

-4

-3

-2

-1

0

lo
g

|E
(t

)|
 

1
0

(n
o
rm

a
lis

e
d
)

(a)

(b)

z 0 -+
S

2
d

ip
o
le

7
0
 n

m
0

 n
m

1
0
 n

m

4
8

0
 n

m
0
 n

m
1

0
 n

m
x

y

Fig. 1.15: Simulated temporal evolution of the electric field in a CPAC with an incorporated WGM
antenna. The presented data is obtained by multiplying the recorded multi-dimensional response
function R(ν ,x,y = 0 nm,z = 10 nm) with a Gaussian function pgauss(ν) that represents the spectral
amplitude of a coherent light pulse of 15 fs duration, centred at ν0 = 375 THz (800 nm). Applying
a fast Fourier transformation to R(ν) · pgauss(ν) gives the local electric field E(t,x,0 nm,10 nm). An
electric dipole inside the WGM antenna serves as the source of the electric field (S2 configuration,
see Fig. 1.12). The WGM antenna geometry supports the m0-mode (ν0 = 375 THz, see Fig. 1.5) and
the CPAC parameters relate to the (0,2)-mode at ν0 = 375 THz, as presented in Section 1.3.1. (a)
Slowly varying envelope |E(t,x,0 nm,10 nm)| of the oscillating electric field. (b) Oscillating electric field
components Ex(t) and Ez(t) (black solid lines) at the positions x = 70 nm and x = 480 nm, respectively,
as marked by the white-dashed lines and black crosses in part (a). Red lines are the corresponding
field envelopes. Black dashed lines sketch the exponential decay of the electric field evolution with
manually adjusted life-times of τ ′ = 48.5 fs. All curves for x = 70 nm are artificially offset by +1 and
for x = 480 nm by −1.

the cavity features the (0,2)-mode at a resonance frequency ν0 = 375 THz. The
geometrical parameters of the WGM antenna are those shown in Fig. 1.5 so that
the m0-mode can also be resonantly excited at ν0 = 375 THz. To ensure that
only the pendulum of the WGM antenna is initially deflected, an electric dipole
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source is placed inside the antenna mesa (S2-configuration in Fig. 1.12 and Fig.
1.15(a)). It was shown in Section 1.2.3 that this excitation condition is capable
to qualitatively and quantitatively describe the relevant system dynamics. The
simulation time was set to 500 fs in order to ensure that all electric fields have
sufficiently decayed after system excitation.

The depiction in figures is restricted to two spatial dimensions and the temporal
electric field dynamics in Fig. 1.15(a) is therefore shown on a line in x-direction
along the central cross-section of the system (y = 0 nm), 10 nm above the cavity
floor. This is sufficient to capture the relevant dynamics since the antenna mode
as well as the cavity mode exhibit radial symmetry. Instead of using a simple
time-domain monitor in the LUMERICAL software to record the electric field
data the information is obtained by using a frequency-domain monitor and post-
processing of the obtained data. This is done for two reasons: First, the recorded
response function in frequency-domain can be filtered with a custom spectral
profile to account for different excitation scenarios and to exclude modes that
are not relevant to the problem. This will get important in the investigation of
hybridisation of elliptic cavities with nano-antennas in Chapter 1.4. Second, the
data can be interpolated to account for non-uniform meshing.

The post-processing procedure is executed as follows: The impulsive response
function of the system R(ν ,x,y = 0 nm,z = 10 nm) is obtained in the range of
ν = 300 THz (1000 nm) to ν = 500 THz (600 nm) with 200 sampling points
by using the dipole source S2 which injects a short pulse of about 4.3 fs. Then
R(ν ,x) is zero-padded in MATLAB with respect to ν whereby the sampling point
distance is left unaltered. Afterwards a linear interpolation of R(ν ,x) with respect
to the x-axis is performed so that all data points are spaced by the minimum grid
point distance of the extra mesh (2 nm). The response function R(ν ,x) is then
multiplied with a spectral envelope of Gaussian shape pgauss(ν) that represents
a coherent pulse of 15 fs duration centred at ν0 = 375 THz. This gives the local
electric field E(ν ,x) = R(ν ,x) · pgauss(ν) in frequency domain. A fast Fourier
transformation is applied to retrieve the complex and spatially-resolved electric
field data E(t,x) in time-domain.

The temporal evolution of the electric field envelope |E(t,x)| along the x-axis
is shown as a contour plot in Fig. 1.15(a), in which values are scaled according
to the decimal logarithm. The envelope, emphasising the relevant dynamics, was
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retrieved by a Hilbert transformation. Due to the specific excitation geometry
the electromagnetic energy (∝ |E(t,x)|2) is localised at the WGM antenna in the
first few femtoseconds of the simulation. After reaching maximum electric field
strength at t ≈ 6 fs the energy near the nano-antenna diminishes. At the same time
|E| increases appreciably inside the cavity. The amount of energy stored inside
the cavity reaches a maximum around t ≈ 20 fs while simultaneously the energy
stored at the WGM antenna is significantly decreased with respect to t ≈ 6 fs.
However, after reaching this minimum, the energy stored inside the cavity seems
to flow back into the WGM antenna until a local maximum of field strength is
reached near t ≈ 42 fs. This process is continuously repeated while the overall field
envelope and hence the entire energy stored inside the system steadily decreases
to zero. The oscillation period TE of back and forth transfer of electromagnetic
energy can be assessed by the interval of field nodes and it amounts to TE = 49 fs.

The fast oscillating electric field E(t) at the position of the WGM antenna
(x = 70 nm) and inside the cavity (x = 480 nm) is shown in Fig. 1.15(b) (black
solid lines, artificially offset by +1 and −1 for visibility). By interpreting the
electric field oscillations at the specific position as the deflection of the specific
pendulum the temporal beating behaviour of both time traces closely resembles
the time evolution of mechanically coupled pendulums in the introductory figure
Fig. 1.1(b). It is emphasised that in the mechanical scenario, as well as in the
electromagnetic scenario, only one pendulum was initially deflected. It is hence
inferred that incorporating a WGM nano-antenna into a circular plasmonic arena
cavity indeed leads to a prearranged coupling of a single localised surface plasmon
and a propagating surface plasmon.

The coupling strength can be qualitatively assessed by comparing the char-
acteristic decay time of field amplitudes to the beating period TE . Therefore an
exponential decay function exp(t/τ ′) (black-dashed lines in Fig. 1.15(b)) has been
manually adjusted to the respective envelopes (red lines in Fig. 1.15(b)). In the
case of the WGM antenna (x = 70 nm) the first anti-node has been ignored since
the transient phenomenon disturbs the comparison of field amplitudes. The decay
constant τ ′ of the electric field E(t) amounts to τ ′ = 48.5 fs at both positions:
inside the cavity and at the WGM antenna. Strikingly, the system appears to be
strongly coupled since the electric field amplitude can be restored to a local maxi-
mum while loosing only 63% (e−1-criterion) of field strength with respect to the
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former maximum. This is especially interesting in the case of the nano-antenna
since the decay time τ ′ of the isolated system was determined to be around 23
fs (see Section 1.2.3). It is hence inferred that according to hybridisation the
longevity of the cavity plasmon mode has been imprinted onto the nano-antenna
resonance.

1.3.3 Frequency-domain characteristics of the composite system

The beating behaviour of the electric field evolution suggests the existence of
two clearly distinguished spectral components although both subsystems are tuned
to the same resonance frequency. Therefore the spectral intensity and phase of
the composite system is observed at characteristic positions: In the groove of
the WGM antenna, labelled Mw, and in an anti-node of the pure cavity mode,
labelled Mc (see Fig. 1.16 and Fig. 1.12). This approach is similar to analyse
the deflections x1(t) and x2(t) of both pendulums in Fig. 1.1(a) in frequency-
domain. It can be deduced from the near-field distribution of the m0-antenna-mode
and the (0,2)-cavity-mode (see Fig. 1.5(c) and Fig. 1.13, respectively) that the
electric field dynamics inside the groove (Mw) is dominated by the x-component
of the electric field while the z-component is dominating inside the cavity (Mc).
Hence, it is sufficient to analyse the corresponding complex spectral amplitudes
EWGM

x (ν) and Ecavity
z (ν). Observing the electric field inside the groove is of

particular interest since in the case of hybridisation a redistribution of charges can
be expected which should lead to pronounced effects between adjacent metallic
surfaces. For the rest of this chapter the subscripts x and z are omitted and the
scalar field quantities Ew(ν) and Ec(ν) of the WGM antenna and the cavity are
always linked to the x- and z-component of the electric field, respectively.

The spectral intensity (black circles) and phase (black-dashed lines) at the po-
sitions Mw and Mc are shown in Fig. 1.16. The data is retrieved from the same
FDTD simulation that was utilised in the previous Section 1.3.2. Unlike the
previous analysis it is emphasized that the FDTD data is not filtered by a finite
source spectrum and hence the curves represent the complex spectral response
functions Rw(ν) and Rc(ν). As expected both spectral intensities, |Rc(ν)|2 and
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Fig. 1.16: Spectral response function of the composite antenna-CPAC system compared to a model
of two coupled point-like oscillators at two characteristic positions: (a) Inside the antenna groove
at Mw = (x = 70 nm ,y = 0 nm ,z = -10 nm ). The spectral intensity and phase as retrieved from
FDTD simulations (black circles and black-dashed line, respectively) relate to the x-component of
the response function, i.e. RFDT D

x (ν ,Mw), which is labelled Rw(ν). (b) Inside the cavity at Mc = (x =

480 nm ,y = 0 nm ,z = 10 nm ). The spectral intensity and phase (black circles and black-dashed
line, respectively) relate to the z-component of the response function, i.e. RFDT D

z (ν , textMc), which is
labelled Rc(ν). Red lines: The respective spectral intensity and phase as retrieved from the model of
two coupled oscillators in equation (1.19). Characteristic oscillator parameters are set to the values
for the m0-mode and the (0,2)-mode in previous sections, i.e. ωw,0 = 2π· 375.2 THz, γw = 43.4 THz,
ωc,0 = 2π· 375.1 THz and γw = 9.7 THz. The coupling constant is set to κ = 0.32 rad2 fs−2 to match the
frequency splitting. Dark shaded area: Spectral intensity of the m0-antenna-mode (see Fig. 1.5(b)).
Light shaded area: Spectral intensity of the (0,2)-cavity-mode (see Fig. 1.14). The FDTD setup is
shown in Fig. 1.12 and the cavity radius was set to aFDT D

02 = 662 nm.

|Rw(ν)|2, feature two clearly separated modes which are shifted to lower and
higher frequencies with respect to the overlapping spectral intensities of the iso-
lated WGM antenna and the pure cavity (light and dark shaded areas, respectively,
in Fig. 1.16). The width of these shifted modes (∼ 6 THz FWHM) is narrower
than the m0-antenna-mode but broader than the (0,2)-cavity-mode and it perfectly
fits to the observed decay time of the temporal electric field evolution (see Fig.
1.15(b)). The respective mode distance at Mw and Mc amounts to approximately
∆ (0,2) = 22 THz which leads to a beating period of τ

(0,2)
beat = 45.5 fs in accordance

to temporal field dynamics. Interestingly, the spectral intensity |Rw(ν)|2 at Mw is
completely suppressed near the resonance frequency ν0 = 375 THz of both sub-
systems whereas an appreciable amount of spectral intensity |Rc(ν = 375 THz)|2
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persists inside the cavity at Mc. As a consequence no electromagnetic energy is
located near the WGM antenna although it is directly driven by the source dipole.
This behaviour resembles the plasmonic analogue of electromagnetically induced
transparency (EIT) [39]: If a high-Q oscillator is coupled to a low-Q oscillator the
motion of the bright mode can be quenched by the dark mode at excitation fre-
quencies located in the so-called transparency window [331, 193]. The quenching
can be directly related to a destructive interference of both oscillators: Rc(ν) and
Rw(ν) run out of phase by π while ν goes through the transparency window.

To further corroborate the hybridisation of antenna and cavity the response
functions Rc(ν) and Rw(ν) are compared to a scalar model of coupled oscillators
in which the only free parameter is the coupling constant κ measured in units of
rad2 fs−2. With view to the Lorentzian oscillator equation in (1.4) the coupling of
local electric field amplitudes Ew(t) and Ec(t) is expressed by coupled ordinary
differential equations (ODEs):

d2

dt2 Ew(t)+2γw
d
dt

Ew(t)+ω
2
w,0Ew(t) = pgauss(t)+κEc(t)

d2

dt2 Ec(t)+2γc
d
dt

Ec(t)+ω
2
c,0Ec(t) = κEw(t)

(1.14)

Here, Ew(t) and Ec(t) represent the time-resolved deflection of the antenna
pendulum and the cavity pendulum, respectively, while γw and γc are the decay
constants and ωw,0 and ωc,0 the resonance frequencies of the corresponding iso-
lated subsystems. Only the WGM antenna is driven by the electric dipole source
and hence the term pgauss(t) exclusively appears in the first equation in (1.14) on
the right hand side. Coupling is mediated by treating the cavity field amplitude
Ec(t) as an additional driving term in which the coupling strength is tuned by
the coupling constant κ . Likewise the dynamics inside the cavity is driven by
the WGM antenna and hence κEw(t) is the driving term of Ec(t). The model
presented in equation (1.14) and especially the mathematical incorporation of the
coupling mechanism is inspired by the works of Zhang [331] and Ghoshal [115].
It has to be noted that in classical mechanics coupling between two identical os-
cillators is proportional to the difference in the respective instantaneous deflection
e.g. ∝ κ[Ew(t)−Ec(t)] [228]. However, adopting this approach is not suited
for plasmonic systems: In plasmonics the new symmetric and anti-symmetric
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eigenmodes shift to lower and higher frequencies with respect to the uncoupled
oscillators, whereas in classical mechanics the energy of the anti-symmetric mode
experiences a blueshift and the energy of the symmetric mode does not shift and
exactly coincides with the energy of the uncoupled oscillators [34].

Since the spectrally-resolved FDTD data is obtained in the impulsive response
mode the source term pgauss(t) can be expressed by a Dirac delta function δ (t).
By applying a Fourier transformation to (1.14) the coupled equations can be for-
mulated in frequency-domain:

−ω
2Rw(ω)−2γwωiRw(ω)+ω

2
w,0Rw(ω)−κRc(ω) = 1

−ω
2Rc(ω)−2γcωiRc(ω)+ω

2
c,0Rc(ω)−κRw(ω) = 0.

(1.15)

Due to the δ -pulse excitation the spectral amplitudes Ew and Ec are identical to
the response functions Rw and Rc. By using vector notation the problem can be
expressed as:

(
ω2−2γwωi+ω2

w,0 −κ

−κ ω2−2γcωi+ω2
c,0

)
︸ ︷︷ ︸

↔
H

(
Rw(ω)

Rc(ω)

)
=

(
1
0

)
. (1.16)

The FDTD data in Fig. 1.16 describes the deflection of the respective pendulums
in frequency-domain and hence equation (1.16) has to be solved for Rw(ω) and

Rc(ω). Therefore the left hand side is multiplied with
↔
H
−1

=
↔
K:

(
Rw(ω)

Rc(ω)

)
=

(
ω2−2γwωi+ω2

w,0 −κ

−κ ω2−2γcωi+ω2
c,0

)−1

︸ ︷︷ ︸
↔
K

(
1
0

)
, (1.17)

in which the elements of
↔
K are labelled

↔
K =

(
K11 K12

K21 K22

)
. (1.18)
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For the particular excitation geometry, described by the vector (1,0)T, the re-
sponse functions Rw(ω) and Rc(ω) are determined to be

Rw(ω) = K11 =
ω2

c,0−ω2−2γcωi

−κ2 +
(

ω2−ω2
w,0 +2γwωi

)(
ω2−ω2

c,0 +2γcωi
)

Rc(ω) = K21 =
−κ

κ2 +
(
−ω2 +ω2

w,0−2γwωi
)(

ω2−ω2
c,0 +2γcωi

) , (1.19)

in which the terms for K11 and K21 have been obtained with the MATHEMATICA

software package by using matrix inversion. To compare the spectral intensities
and phases of (1.19) to the FDTD simulation data in Fig. 1.16 the characteristic
oscillator parameters are set to the values retrieved for the m0-mode and the (0,2)-
mode in previous sections, i.e. ωw,0 = 2π · 375.2 THz, γw = 43.4 THz, ωc,0 =

2π ·375.1 THz and γw = 9.7 THz.
The resulting spectral intensities and phases of the coupled oscillator model

are shown as red lines in Fig. 1.16. Given the fact that the coupling constant
κ is the only free parameter in the analytic terms (1.19) the agreement of the
coupled oscillator model and the numerical FDTD simulations is nearly perfect.
The coupling strength κ was adjusted by hand to match the mode splitting of
∆ (0,2)= 22 THz and it amounts to κ = 0.32 rad2 fs−2. This sound set of parameters
serves to reproduce all characteristic features of the complex system response.
Only two systematic deviations can be observed: First, the spectral intensity
and phase, as retrieved from the ODE model, appear to be slightly shifted to
lower frequencies for both subsystems. And second, the peak width of the modes
retrieved from FDTD simulations is appreciably smaller compared to the peaks
retrieved from the coupled oscillator model. The frequency shift is attributed to
the ODE model since the presence of a spring shifts the natural frequencies of
the pendulums [135]. Hemmer and co-workers pointed out that this ’self-energy’-
effect is forbidden in quantum mechanics due to electric-dipole selection rules
[135].

Deviations in relative peak height and width are attributed to the fact that the
electromagnetic properties of a three-dimensional structure are modelled with
point-like oscillators. The local spectral signature of the different electric field
components inside the antenna-decorated CPAC varies significantly (not shown
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here) because the overlap and hence the interaction of the LSP and SPP mode
is location-dependent, i.e. retardation effects are present. However, the good
agreement of the ODE model and the FDTD simulation at the specific positions Mc

and Mw, as well as the temporal evolution of the entire system, suggest that indeed
an appreciable coupling of WGM antenna and cavity mode has been established
and that the essential physics of the extended three-dimensional problem can be
reduced to point-like oscillators.

Coupling strength of the WGM antenna with different CPAC modes

The coupling strength in a plasmonic systems depends on the spatial and spec-
tral mode overlap of the different constituents and it is hence expected that the
observed splitting of resonance frequencies decreases with increasing CPAC mode
size. To verify this behaviour FDTD simulations of the composite system have
been performed with different cavity radii. Fig. 1.17 shows the FDTD response
function |Rw(ν)|2 at the position Mw inside the WGM antenna groove for cavity
radii a = 299 nm, a = 687 nm, a = 1078 nm and a = 1467 nm. While the radius
a = 687 nm corresponds to the already presented (0,2)-mode of the cavity subsys-
tem the other radii are linked to cavities with different radial mode numbers, i.e.
(0,1), (0,3) and (0,4), and the same resonance frequency ν0 ≈ 375 THz (see Fig.
1.14 for pure cavity resonances). It can be observed that with increasing radial

Matthias Hensen 73



1 CAVITY-MEDIATED COUPLING OF WIDELY SEPARATED NANO-ANTENNAS

mode number n the splitting of modes, and hence the effective coupling strength,
indeed reduces. For the smallest mode with n = 1 the peak splitting amounts
to ∆ (0,1) = 32 THz (black solid curve in Fig. 1.17) which is nearly 10% of the
resonance frequency ν0 of both participating subsystems. For the next higher
(0,2)-mode the splitting is significantly reduced to ∆ (0,2) = 22 THz (red solid
curve). The coupling strength further decreases for the (0,3)- and (0,4)-mode
(∆ (0,3) = 18 THz and ∆ (0,4) = 15 THz) but the relative modification in coupling
strength with increasing radial mode number n is also reduced. The trend of a
reduced relative modification can be explained in the following way: The (0,1)-
mode exhibits only a single anti-node in the cavity centre and a major part of the
CPAC mode energy is hence concentrated at the WGM antenna structure. In the
case of the (0,2)-mode a significant part of the overall CPAC mode energy can
be found in the annular anti-node which surrounds the cavity centre and exhibits
no geometrical overlap with m0-mode of the WGM antenna. For ever higher ra-
dial mode numbers n the relative amount of energy located in the outermost ring
decreases compared to the overall mode energy. Therefore a smaller change in
mode splitting can be expected for increasing n. Additionally, it was shown in
Section 1.3.1 that the dissipation in the cavity is smallest for the (0,4)-mode so
that a reduction in mode-splitting is compensated by smaller mode widths.

Since the peaks of the response functions Rw(ν) and Rc(ν) are well-resolved it
is appropriate to classify the combination of a CPAC and a WGM nano-antenna
as a strongly coupled system. To the best of the author’s knowledge this is the first
demonstration of strong coupling between a single SPP and a single LSP. As a
consequence the amount of mode splitting, as a measure of coupling strength, can
only be compared to systems in which many LSPs couple to SPPs or to systems
which consist of a bright nano-antenna coupled to a dark nano-antenna. For
example the mode-splitting in dolmen structures amounts to ∆ = 40 THz in theory
[331] and experiment [193]. Considering that these coupled nano-antennas can
exchange energy just two times faster than in the extended system presented here
gives a first hint that the coupling of WGM antenna resonances and cavity modes
is an interesting approach for long range coherent energy transfer. The rather
strong coupling can furthermore be assessed by comparing it to the mode-splitting
found in systems in which a propagating SPP couples to a nano-antenna array. For
example Ghoshal and co-workers theoretically demonstrated that placing an array
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of elliptic nanoparticles 80 nm above a metal surface leads to a mode-splitting of
just ∆ = 12 THz although 23 nano-antennas per µm2 contribute to the process
[115]. A stronger splitting of ∆ = 30 THz was experimentally obtained by Chu
and co-workers by using Au nano-discs located 20 nm above an Au-film [66].
The density of nano-antennas in this case was about 1.6 per µm2. Taking into
account that CPACs and WGM antennas achieve a mode-splitting of ∆ (0,2) = 22
THz while there is only a single antenna associated with the cavity floor area
of 1.5 µm2 demonstrates that the cavity approach makes the large amount of
nano-antennas redundant in LSP-SPP coupling.

1.3.4 Eigenmodes of the hybridised system

In the previous section it was shown that the local spectral properties can be
perfectly described by a simple model of two coupled oscillators. Against this
backdrop, the newly emerging peaks in the response function of the WGM an-
tenna and cavity have been interpreted as the new eigenmodes of the composite
system. Before moving to the more sophisticated elliptical cavities in the next
sections the proof-of-principle investigation will be completed by looking at the
specific eigenmode structure, i.e. the corresponding near-field distribution. Ac-
cording to the common hybridisation scheme in plasmonics (see [244]) it will
be shown that the new near-field distributions correspond to charge distributions
that require different excitation energies. Furthermore the near-field data serves
to demonstrate that the same problem can be described by different sets of basis
vectors, therefore underlining the hypothesis about hybridisation in the context of
WGM antennas incorporated in CPACs. This section uses the FDTD simulation
data that is related to previous section in which the (0,2)-cavity-mode was used
for LSP-SPP coupling.

In the context of coupled systems the deflection of one subsystem can be ex-
pressed as a superposition of the new eigenmodes [228]. The superposition of
eigenmodes corresponds to the shifted peaks occurring in both response functions
Rw(ν) and Rc(ν) in Fig. 1.16(a) and (b). For convenience the blue-shifted peak
at ν = νA = 386.6 THz (776 nm) is referred to as the anti-symmetric eigenmode
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plots are scaled according to the decadic logarithm.

and the associated near-field distribution is labelled XA. The red-shifted peak at
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ν = νA = 366.7 THz (818 nm) is referred to as the symmetric eigenmode and the
associated near-field distribution is labelled XS. The near-fields of XA and XS are
shown in Fig. 1.18(a) and (b), respectively. Due to the radial symmetry of the
problem it is sufficient to consider only the axial cross-section (plane at y = 0 nm)
in which all the field information is represented by the x- and z-components while
the y-component vanishes.

Although both near-field distributions look quite similar at first sight a signif-
icant difference in excitation energy exists (∆ (0,2) ≈ 22 THz ≈ 90 meV). Since
surface plasmons are bound to electrons it is once again helpful to integrate the
electric field flux over the surface of a Gaussian pillbox that encases the Au-
vacuum interface at different positions of the cavity floor. A net flux indicates
an accumulation of surface charges and the corresponding polarity is roughly
sketched by + and −signs. While the symmetric XS-mode exhibits only a sin-
gle annular anti-node inside the cavity (linked to the positive charges) the anti-
symmetric XA-mode features two annular anti-nodes of different polarity. This
additional separation of charges demands energy and hence leads to a blueshift of
the mode. In the picture of the surface plasmon dispersion an additional anti-node
requires a larger plasmon wave vector which is usually found at higher energies.
The higher surface plasmon energy of the XA-mode also becomes obvious by
the additional surface charges at the outer antenna grooves: a repulsion of likely
charges occurs which is represented by the electric field vectors that avoid each
other above the WGM antenna. At the same time, the outer anti-node exhibits
a higher charge concentration, resulting in energetically unfavourable field com-
ponents parallel to the cavity walls. For the symmetric XS-mode precisely the
opposite is the case: The negative surface charges of the antenna mesa are con-
fined to a smaller volume compared to the pure cavity mode in Fig. 1.13(a). The
positive charges of the annular anti-node are hence less concentrated which leads
to a reduced field strength at the cavity wall and the corresponding field compo-
nents favour a perpendicular orientation to the metallic boundary as expected from
electric fields near an equipotential surface.

The resonance peaks representing the new eigenmodes XA and XS are present in
both eigenfunctions Rw(ν) and Rc(ν) in Fig. 1.16. If their presence is viewed as a
superposition then the π-difference in phase evolution of Rw(ν) and Rc(ν) reflects
the different symmetries: the symmetric case XS +XA and the anti-symmetric
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case XS−XA. Since Rw at the position Mw and Rc at the position Mc represent the
deflection of the antenna pendulum and the cavity pendulum the superposition of
eigenmodes XS +XA and XS−XA should lead to spatial near-field distributions

78 Dissertation



Hybridisation of SPPs with single LSPs in circular all-plasmonic cavities 1.4

which resemble the near-field mode of the WGM antenna and the pure cavity,
respectively.

Here, some cautionary words are necessary: Using the simple coefficients ’+1’
and ’−1 in the above given superpositions is related to a hand waving explanation.
Generally, these coefficients are non-trivial and they can become a complex-valued
and frequency-dependent quantity when treating the model of two-coupled pen-
dulums with non-matching resonance frequencies or different decay constants of
single constituents. Using coefficients ’+1’ and ’−1’ is valid in the case of e.g.
non-decaying identical pendulums. However, despite this limitation the simple
approach is qualitatively applicable in the systems presented here, as can be seen
in Fig. 1.19(a) for the symmetric superposition XS+XA and in Fig. 1.19(b) for the
anti-symmetric superposition XS−XA: In the case of the symmetric superposition
in part (a) the electric field is mainly located at the WGM antenna and the field
intensity in the cavity is orders of magnitude lower (note the logarithmic scale).
Additionally, the field vectors point strongly towards the antenna mesa. The op-
posite is true for the anti-symmetric superposition of the near-fields XS and XA:
The electric field strength is significantly reduced at the WGM antenna compared
to Fig. 1.18. Also the direction of electric field vectors seems to be unaffected by
the WGM antenna groove and they simply resemble the mode structure inside a
pure CPAC.

The superposition of the new eigenmodes also explains the temporal behaviour
investigated earlier in Fig. 1.15: There, the plasmonic excitation was periodically
exchanged between the WGM antenna and the cavity. This means that the spatial
mode distribution periodically changes from the (XS +XA) in Fig. 1.19(a) to the
cavity mode (XS−XA) Fig. 1.19(b). The specific time evolution occurs due to
beating since the new eigenmodes XS and XA exhibit different eigenfrequencies
and the π phase shift between (XS +XA) and (XS−XA) ensures that nearly all
energy can be found near the antenna while there is no energy in the cavity and
vice versa.

The specific charge distributions leading to energetically split modes, as well as
the possibility to describe the same physics by a different set of modes, correspond
to the main features of coupled systems and hence the strong coupling of an LSP
and an SPP is successfully demonstrated.
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1.4 A plasmonic analogue of the Tavis-Cummings model

Having demonstrated the strong coupling between a localised surface plasmon
of a nano-antenna and a standing SPP mode inside a circular all-metallic cavity,
the question arises: Is it possible to establish a rather strong coupling between
several, separately addressable nano-antennas, which is mediated by a plasmonic
cavity mode? Such a structure would allow to coherently control the energy
transfer between well-separated nanostructures and might find applications in on-
chip routing of surface plasmon wave packets [254]. Furthermore, the properties
of electric field enhancement and long-lived excitations could help to enhance the
energy transfer between different quantum systems coupled to the incorporated
nano-antennas, as will be shown in Chapter 2.

To couple at least two nano-antennas it suggests itself to deform the CPACs
of the previous section to an elliptical shape. An ellipse exhibits two focal spots
and therefore an enhanced interaction can be expected by incorporating the WGM
antennas in those spots: A surface plasmon injected by a nano-antenna in one
spot of the cavity will be imaged to the nano-antenna placed in the opposite
focal spot (see Fig. 1.3(c)). Projecting the information of one spot to a remote
location was impressively demonstrated in another branch of physics: Manoharan
and co-workers demonstrated in 2000 that the electronic structure near a cobalt
atom placed in the focal spot of an elliptical-shaped copper quantum corral can
be projected to the opposite focal spot [201]. More precisely, the cobalt atom
served as a magnetic impurity that was screened by a collective resonance of the
conduction electrons (see Kondo effect [165]). Due to the resonant mode pattern
of the electron concentration a spectroscopic replica of the cobalt atom was found
in the empty focus with scanning tunnelling microscopy. The first elliptical corral
for surface plasmon propagation was fabricated and demonstrated by Drezet and
co-workers in 2005 [91]. They showed that a plasmon launched at a non-resonant
gold protrusion in one focal spot can be focused at a protrusion in the opposite
focal spot by using an elliptical Bragg reflector, also consisting of protrusions.
However, considering the above mentioned goal the focal spot distance of 30 µm
appears too large for a coherent back transfer of excitation energy. Moreover,
spectrally sharp Bragg reflectors do not support an appreciable mode splitting of
the system and a strong coupling cannot be established. Optical corrals of much
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smaller size (few µm) and of elliptical shape have been investigated by Babayan
and co-workers regarding the mode pattern of confined standing surface plasmon
and wave guide modes [25]. They used shallow, and hence lossy, metallic dykes
for SPP reflection, nevertheless the observed mode patterns were similar to those
emerging in quantum corrals [201]. Finally, a gold CPAC of elliptical shape and
a few hundred nanometre height, as sketched in the introduction (Fig. 1.3(c)),
was fabricated by Schoen and co-workers [268]. The major and minor axis size
stayed well below 2 µm, therefore offering pronounced focal spots in the standing
SPP pattern which were made visible by cathodoluminescence. They could show
that a quasi-2D elliptical plasmonic arena cavity (EPAC) can be used as a 3D
broadband unidirectional parabolic antenna if the focal spot of the imaginary
parabola coincides with the focal spot of a corresponding elliptical parabola cross-
section.

In this section it is demonstrated in theory that the focal spots of an EPAC
facilitate indirect coupling between two WGM antennas separated by twice the
vacuum wavelength of corresponding resonances. It will be shown in Section 1.4.2
that the interaction is strong enough to perceivably alter the response function of
the single constituents and that the new hybridised system can be qualitatively
described by a simple model of three coupled harmonic oscillators. Thereby it is
emphasized that one pendulum is the cavity mode itself and hence the description
depicts an all-plasmonic analogue of the quantum mechanical Tavis-Cummings
model [290], which describes the interaction of N atoms with a common light
field. In Section 1.4.3 it will be shown that excitation energy can be coherently
exchanged between the widely separated nano-antennas whereupon the amount of
energy and the fashion of temporal evolution crucially depends on dissipation and
excitation conditions. Cavity dissipation is controlled via the cavity height and
hence two distinct specimen with different Q-factors for FDTD simulations will
be introduced in the upcoming Section 1.4.1.
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1.4.1 Elliptic plasmonic arena cavities

The FDTD setup is shown in Fig. 1.20. In subsequent sections two types of
elliptic cavities will be used, labelled LQ and HQ, which differ in wall height
h. Due to the interaction of the evanescent tail of standing SPP modes with the
upper wall edge the parameter h determines the cavity dissipation rate. The wall
height is set to hLQ = 500 nm and hHQ = 800 nm. Considering the penetration
depth of a SPP mode at ν = 375 THz into the vacuum half-space of δvac = 610 nm
renders the LQ-cavity as rather lossy while the HQ-cavity is expected to feature
long-living surface plasmon modes.

It important to note that the two cavities will not inherit the same type of WGM
antenna: The WGM antennas with V-shaped grooves are incorporated in the LQ-
cavity while the barrel-shaped WGM antennas can be found in the floor of the
HQ-cavity (see central insets in Fig. 1.20). This is done for two reasons: First, the
combination boosts the contrast in Q-factors of the different constituents in the
composite systems. It will be shown in Section 1.4.3 that WGM antennas exhibit a
periodic energy exchange inside the cavity when their dissipation rate is matched
to the EPAC. Second, the HQ-cavity will be used in Chapter 2 to model the energy
transfer of quantum emitters located on top of the respective antenna mesa. By
avoiding sharp structures and the associated larger field-enhancement light-matter
interaction is assessed conservatively.

It has to be noted that in the case of the LQ-cavity the extra meshes surrounding
the WGM antennas do not extend above the Au-vacuum interface due to historical
reasons. However, it has been checked that the slightly coarser mesh size does
not lead to a shift in the m0-mode resonance compared to the previously shown
simulations. The extra meshes and the WGM antennas are positioned at maximum
field intensity of the resonant cavity mode, i.e. the electromagnetic focal spots.
This leads to an antenna distance of dwgm = 1646 nm in the LQ case and dwgm =

1630 nm in the HQ case. Since a single source dipole is located at one of the
antennas (deflection of a single pendulum) a symmetric boundary condition can
only be applied along the y-direction.
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Fig. 1.20: FDTD simulation setup for WGM antennas incorporated in elliptic plasmonic arena cavities
(EPACs). The cavity height h determines the amount of dissipation. Two cases are considered: a high-
Q cavity with hHQ = 800 nm and a low-Q cavity with hLQ = 500 nm. The V-shaped groove antenna is
used in the LQ-cavity and the barrel-shaped antenna in the HQ-cavity. Corresponding extra meshes
(300 nm × 300 nm × 118 nm, 2 nm resolution) and (300 nm × 300 nm × 138 nm, 2 nm resolution),
respectively, are also present in simulations in which only the pure cavity is considered. Antennas and
meshes are separated by dwgm = 1646 nm (LQ-cavity) and dwgm = 1630 nm (HQ-cavity) and therefore
centred at the location of maximum field intensity of the pure cavity modes. In the case of pure cavity
simulations the dipole source is located 21 nm (10 nm, respectively) above the central antenna mesa
(S1) while in simulations which include the nano-antenna the dipole source is located inside the mesa
(S2). Frequency-domain monitors Mex, Msh and Mc are used to record amplitude and phase of the
response function in the vicinity of the excited antenna, the shaded antenna and the cavity mode,
respectively. The excitation of a single antenna breaks symmetry and therefore symmetric boundary
conditions can only be applied in y-direction. The major and minor axes are set to aHQ = 2072 nm and
bHQ = 1450 nm, and aLQ = 2092 nm and bLQ = 1450 nm. The eccentricity in both cases is around
e≈ 0.71.

Mode pattern

The mode pattern of a HQ-cavity resonance at 375 THz is represented by the
response function |Rc,z(x,y)| in Fig. 1.21(a). A restriction to the z-component is
valid according to the associated near-field distribution of the axial cross-section in
Fig. 1.21(b) and the considerations about how eigenmodes form in the presence of
metallic walls in Section 1.3.1. The out-of-plane component reveals pronounced
anti-nodes near the respective apex of the major axis a. It should be noted that
these outer anti-nodes do not exactly coincide with the distance of geometrical
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focal spots of ≈ 1.480 µm when considering a major and minor axis size of 2.072
µm and 1.451 µm, respectively. Despite this discrepancy the bright anti-nodes
are still referred to as focal spots for simplicity. Together with the other three
elongated anti-nodes this mode can be described by the solution Je4 · ce4 in which
Jem and cem are even angular and even radial Mathieu functions [128]. Such
modes are classified by the roots of the respective functions in the form of (m,n).
The parameter m describes the number of angular nodal lines and n the number
of radial nodal lines in the pattern. Here, the pattern is denoted as the (4,1)-mode
since the vanishing field at the metallic boundary counts as a node [128].

The n = 1-class of even Mathieu functions, featuring the pronounced anti-nodes
near the geometrical focal spots, reflects the common conception of imaging
properties of an ellipse. Here, the widely separated hot spots are beneficial to
demonstrate a strong long-range coupling and therefore a coherent energy transfer
between incorporated WGM antennas. Beyond that the rich variety of Mathieu
functions allows for more sophisticated distributions of more than two intense
hot-spots which might get interesting for designing complex networks of coupled
antennas.

Spectral features

In what follows the spectral parameters of the LQ- and HQ-cavity resonance at
375 THz are retrieved for subsequent analyses. The spectral intensity and phase,
as retrieved from FDTD simulations, are shown in Fig. 1.22 for both cavities.
Four resonant peaks can be identified in the range of 300 THz to 500 THz with
a slightly non-uniform frequency spacing of about 55 THz: the (3,1)-mode near
317 THz (946 nm), the (4,1)-mode near 375 THz (800 nm), the (5,1)-mode near
431 THz (696 nm) and the (6,1)-mode near 481 THz (624 nm). It has to be noted
that modes with odd m exhibit an anti-symmetric behaviour: The out-of-plane
field component at one focal spot exhibits a phase shift of π with respect to the
opposite focal spot. For even m the z-components point in the same direction, as
can be seen in Fig. 1.21(b).

The (4,1)-mode near 375 THz is significantly broadened in the LQ-cavity com-
pared to the the same mode in the HQ-cavity. Broadening occurs because the
evanescent tail of the standing SPP pattern interacts with the upper wall edge and
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Fig. 1.21: Mode pattern and near-field distribution of the (4,1) EPAC mode at ν0 = 375 THz. (a) Lateral
mode pattern 10 nm above the cavity floor. The mode pattern is dominated by the z-component of
the response function |Rc(x,y)| and it is hence sufficient to show |Rc,z(x,y)|. The focal spot on the
right side is overexposed with respect to the linear colour scale due to the bright dipole source (S1-
configuration). (b) Black arrows represent a cross-section through the near-field (Rc,x,Rc,z) in the plane
at y = 0. Due to symmetry reasons there is no Rc,y-component in this plane. The contour plot in the
background represents the response amplitude |Rc(x,z)| and the + and − signs depict accumulated
charges due to non-vanishing Gaussian pill box integrals

∫
V ∇E dV at the Au-vacuum interface.

hence energy is coupled out of the cavity into propagating SPPs bound to the top
surface. Modes at higher resonance frequencies feature a smaller decay length
δvac and are hence less affected (see Fig. A.1(d)).
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Fig. 1.22: Fitting the spectral intensities (black circles) of low-Q and high-Q EPAC resonances with
the lsqcurvefit kit in MATLAB according to equation (1.20) (red solid lines). The squared response
functions are recorded at the focal spot opposite to the one of the dipole source (position Mc in Fig.
1.20). Since the z-component of the near field is dominating only |Rc,z|2 is considered. The offset of
FDTD phases (black-dashed lines) and oscillator phases is arbitrarily adjusted by hand. Furthermore,
the oscillator phases gain an additional linear phase corresponding to a time delay of 6.6 fs in order
to account for the delay of electric fields emitted at the source and arriving at Mc. Fit parameters for
the (4,1)-mode: ν0,(4,1) = 375.0 THz and γ(4,1) = 8.6 THz (HQ-cavity), ν0,(4,1) = 375.2 THz and γ(4,1) =

28.0 THz (LQ-cavity).

To retrieve the exact resonance frequency ν0 and decay constant γ for the later
utilised (4,1)-mode the absolute square of the FDTD response function of the LQ-
and HQ-cavity is fitted with four coherently added Lorentzian oscillators:

|Rc(ν ,Mc)|2 =

∣∣∣∣∣a0 +
4

∑
j=1

a j

ω2
0, j−ω2−2γ jiω

eiφi

∣∣∣∣∣
2

. (1.20)

The running index j = 1, ...,4 identifies the modes from (3,1) to (6,1), respec-
tively. The free parameters are the corresponding resonance frequencies ω0, j, the
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decay constants γ j, the amplitudes a j and a general offset a0. One of the am-
plitudes is fixed to 1 so that a j gives relative amplitudes. Here, the amplitudes
are considered to be complex and the associated phase factors φ j are also treated
as free parameters. This is necessary because the FDTD data is related to the
z-component at the fixed position Mc (see Fig. 1.20). Since the various mode pat-
terns provide focal spots of different size and since every focal spot itself exhibits
a non-uniform spectral phase it is not appropriate to fix the relative phase between
the oscillators to the same value. Additionally, symmetry introduces phase shifts
of π between modes with even and odd m. Moreover, the reflection of SPPs at the
cavity walls introduces an additional phase shift which depends on the penetration
depth to vacuum δvac.

The data in Fig. 1.22 was fitted according to equation (1.20) with a self-written
MATLAB script, in which the lsqcurvefit function was utilised, and the results
are represented by red solid lines in Fig. 1.22: The spectral intensity of the
HQ- and LQ-cavity can be perfectly reproduced by the proposed model of four
coherently added oscillators. The quality of the fit can also be assessed by the
matched spectral phase which did not enter the fit routine as a quality criterion
(see figure caption for details). The retrieved parameters for the (4,1)-mode in the
HQ-cavity are:

ν
HQ
0,(4,1) = 375.0 THz, γ

HQ
(4,1) = 8.6 THz (1.21)

These values give a Q-factor of QHQ = 137 which is similar to the Q-factor
of the (0,3)-CPAC-mode that is bound to a cavity floor of comparable size. The
parameters for the (4,1)-mode in the LQ-cavity amount to:

ν
LQ
0,(4,1) = 375.2 THz, γ

LQ
(4,1) = 28.0 THz (1.22)

Accordingly, the Q-factor of QLQ = 42 is more than three times smaller than
that of the HQ-cavity. Furthermore, the Q-factor of the WGM antenna with V-
shaped grooves (see equation (1.9)) is only a factor of 1.5 smaller compared to
the LQ-cavity. This rather small difference between the different constituents
will lead to interesting dynamics in energy transport as will be shown in the next
sections.
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Fig. 1.23: Comparing the x-component of FDTD response functions of the composite EPAC-antenna
system (black circles for spectral intensity and black-dashed lines for phase) to a model of three
coupled oscillators (ODE, red solid lines) presented in equation (1.26). FDTD data is recorded at
the position indicated in the respective insets according to the setup in Fig. 1.20. All phase offsets
and signs are adjusted to common notation. The only free parameter is the coupling constant κ

which is adjusted by hand to match the mode splitting of the FDTD data. All other parameters are
retrieved from fits of the single constituents. (a) ODE parameters LQ-cavity: ν0,ex = ν0,sh = ν0,c = 375.2
THz, γex = γsh = 43.4 THz, γc = 28.0 THz and κ = 0.22 rad2 fs−2. (b) ODE parameters HQ-cavity:
ν0,ex = ν0,sh = 375.5 THz, ν0,c = 375.0 THz, γex = γsh = 49.5 THz, γc = 8.6 THz and κ = 0.23 rad2 fs−2.

1.4.2 Frequency-domain characteristics of the composite system

The response function of the composite system consisting of two WGM an-
tennas located in the respective focal spots of an EPAC is expected to be more
complicated than that of two coupled oscillators in Section 1.3.3. Additionally,
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the temporal dynamics of a system is sensitive to the specific excitation conditions
and hence the spectral properties are studied first.

FDTD simulations for the HQ- and LQ-cavity have been performed according
to the setup shown in Fig. 1.20. The S2-configuration is used for excitation and the
response function is recorded in the groove of both antennas, i.e. at the positions
Mex and Msh. In the rest of the chapter the subscripts ex and sh are used for the
directly excited antenna and its counterpart, respectively. Since the observation
points are located between opposing groove walls the problem is reduced to the
x-component of the electric field and the respective response functions are labelled
Rex(ν ,Mex) and Rsh(ν ,Msh).

The retrieved spectral intensities and phases for both cavity designs are pre-
sented in Fig. 1.23 (black circles and black-dashed lines, repsectively): In the case
of the HQ-cavity (Fig. 1.23(a)) three clearly separated peaks can be observed in
|Rex(ν , M ex)|2 at the excited antenna although the isolated cavity itself as well as
the WGM antennas exhibit a resonant response solely at 375 THz. Therefore it
is inferred that the additional peaks emerge due to hybridisation of the WGM an-
tennas and the EPAC and that their spectral position determines the normal mode
energies of the composite system. The additional peaks are located at ν

HQ
nm1 ≈ 365

THz (822 nm) and ν
HQ
nm3 ≈ 388 THz (773 nm) which results in an overall mode

splitting of ∆HQ ≈ 23 THz. This splitting is comparable to the hybridisation
strength of one WGM antenna located inside a CPAC featuring the (0,2)-mode
(see Fig. 1.17), although the EPAC exhibits a factor

√
2 larger cavity floor area. It

has also to be noted that especially the outer peak widths are smaller than 10 THz
and thus they are smaller than the line width of the pure antenna resonance (see
Fig. 1.11). This implies an imprinted SPP feature and underlines the hybridisation
conjecture. The phase evolves from 0 to π across the resonances. Small phase
dips can be observed between the peaks which might be related to transparency
windows of lower quality. The spectral intensity |Rsh(ν , M sh)|2 at the opposite
WGM antenna also features three peaks which, however, can be hardly resolved.
The corresponding phase runs from 0 to 3π and hence exhibits an extra step of π

compared to the circular system. This behaviour is ascribed to the presence of a
third resonance peak.

The characteristic features of response functions at the WGM antennas inside
the LQ-cavity are similar to those of the HQ-cavity. However, due to the enhanced
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dissipation of the LQ-cavity the peaks are broadened. As a consequence, tails of
the outer peaks add up at the position of the central peak so that the latter one
is pronounced in contrast to the peak structure of the HQ-cavity system. This
effect is visible at both antennas. Nevertheless the peak positions and hence the
mode splitting remains unaltered, i.e. ∆LQ ≈ 23 THz. The phase evolution at both
antennas resembles that of the HQ-cavity system, but characteristic features are
less pronounced.

In the following a model of three coupled oscillators is introduced in order to
quantitatively describe the response functions and to proof hybridisation. In doing
so the question arises how coupling is implement in the case of WGM antennas
incorporated in EPACs. It seems unlikely that a direct coupling exists between
the antennas since they are separated by a distance of more than 1 µm. Hence it
is assumed that the antennas are coupled indirectly via the cavity mode, i.e. both
antennas couple directly to the cavity, as in the case of CPACs, but not among
themselves. The scenario resembles the quantum mechanical Tavis-Cummings
model in which multiple quantum emitters interact with each other via a common
mode of the light field [290]. This model is discussed in Chapter 2.4.1 in detail.
Here, it is sufficient to know that the coupling of two quantum emitters and a
cavity mode leads to three non-degenerate new eigenstates of the system. By
identifying the quantum emitters with the WGM antennas and using the new set
of eigenstates (2.60) the new eigenmodes of the plasmonic system (HQ-cavity)
can be sketched in Dirac notation as

|nm1〉=
1
2

(
|WGMex〉+ |WGMsh〉+

√
2 |cavity〉

)
at ν

HQ
nm1
≈ 365 THz

|nm2〉=
1√
2
(|WGMex〉− |WGMsh〉) at ν

HQ
nm2
≈ 375 THz

|nm3〉=
1
2

(
|WGMex〉+ |WGMsh〉−

√
2 |cavity〉

)
at ν

HQ
nm3
≈ 388 THz

(1.23)

in which the normal modes |nm1〉, |nm2〉 and |nm3〉 correspond to the three
resonance peaks in Fig. 1.23. All three modes at the respective frequencies are
related to a specific electric near-field distribution labelled Xnm1(ν

HQ
nm1), Xnm2(ν

HQ
nm2)

and Xnm3(ν
HQ
nm3). These considerations are similar to those about hybridisation

in circular cavities in Section 1.3.4. According to equation (1.23) a symmetric
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superposition Xnm1 +Xnm3 should lead to a state in which the electromagnetic
energy is mainly located at both WGM antennas. On the contrary to the symmetric
case, an anti-symmetric superposition Xnm1−Xnm3 is expected to expel the energy
from the antennas and to concentrate it inside the cavity. For the sake of brevity
the near-field distributions Xnm1 , Xnm3 , Xnm1 +Xnm3 and Xnm1−Xnm3 are shown in
Appendix A.4. Indeed, the symmetric and anti-symmetric superposition of near-
fields conform the conjectures derived from the Tavis-Cummings model in (1.23).
It is once again noted that the notation in (1.23) with its superposition coefficients
is a stark simplification by considering that the involved oscillators exhibit e.g.
different decay constants and non-zero line-width. Therefore caution should be
taken by applying the above given Tavis-Cummings model in plasmonics.

As a consequence of the above considerations the system of two coupled or-
dinary differential equations (ODEs) in (1.14) is extended by the equation for
the second WGM antenna and the linear system of equations reads in frequency-
domain:

ω2−2γexωi+ω2
ex,0 −κ 0

−κ ω2−2γcωi+ω2
c,0 −κ

0 −κ ω2−2γshωi+ω2
sh,0


︸ ︷︷ ︸

↔
H

Rex(ω)

Rc(ω)

Rsh(ω)

=

1
0
0

 ,

(1.24)
in which the subscripts ex, sh and c denote the excited WGM antenna mode, the

shaded WGM antenna mode and the cavity mode, respectively. The direct cou-
pling of antennas is prohibited by setting H13 = H31 = 0. The response functions

can be retrieved by inverting
↔
H:Rex(ω)

Rc(ω)

Rsh(ω)

=
↔
H
−1

1
0
0

=

K11 K12 K13

K21 K22 K23

K31 K32 K33


︸ ︷︷ ︸

↔
K

1
0
0

 . (1.25)

Due to the specific excitation conditions only the first column of
↔
K has to be

considered and the response functions are expressed by Rex(ω) = K11, Rc(ω) =

K21 and Rsh(ω) = K31:
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Rex(ω) =
−κ2 +(2iγcω +ω2−ω2

0,c)(2iγshω +ω2−ω2
0,sh)

ζ

Rc(ω) =
κ(−2iγshω−ω2 +ω2

sh)

ζ

Rsh(ω) =
κ2

ζ
,

(1.26)

in which common denominator is

ζ =κ
2(2iγexω +ω

2−ω
2
0,ex)+ ...

...+(−κ
2 +(2iγexω +ω

2−ω
2
0,ex)(2iγcω +ω

2−ω
2
0,c)) · ...

... · (−2iγshω−ω
2 +ω

2
0,sh).

(1.27)

This analytic model is now applied to reproduce the FDTD simulation data in
Fig. 1.23. The specific parameters of the single constituents are determined by the
previously shown FDTD simulations (see figure caption for details). The results
are shown as red solid lines in Fig. 1.23 for the HQ- and the LQ-cavity: In both
cases the analytic model perfectly reproduces all specific features of the spectral
intensity. It has to be noted that relative peak heights in the spectral intensity are
highly sensitive to the spatial observation point in the extended 3D-simulation and
hence a rough agreement is sufficient. Additionally, the matched phase evolution
in all cases corroborates the coupled oscillator model. The systematic deviations
like the narrower peaks in FDTD simulations and the shift in frequency are the
same as observed in the CPAC simulations in Fig. 1.16. The frequency shift is
again ascribed to the selfenergy of the pendulums that exists due to the presence
of the spring in the classical model [135].

It is once again stressed that the only free parameter in the complex equations
(1.26) and (1.27) is the coupling constant κ which has been adjusted by hand to
match the amount of mode splitting of ≈ 23 THz. The corresponding value is
κ ≈ 0.225 rad2 fs−2 in both cavities and hence the amount of dissipation does
not generally influence the coupling strength between the m0-antenna-mode and
the (4,1)-EPAC-mode. Interestingly, the amount of mode splitting in elliptical
cavities is the same as in the case of circular cavities (see Fig 1.16) although the
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coupling constant in EPACS (κEPAC ≈ 0.225 rad2 fs−2) is a factor
√

2 smaller as
in CPACS ((2,1)-mode, κCPAC = 0.32 rad2 fs−2). The reduced coupling constant
in the case of elliptical cavities can be explained by the non-annular mode shape
of the focal spots (see Fig. 1.21) which negatively affects the mode overlap with
the radial-symmetric m0-antenna-mode. The reduced coupling strength seems
to be compensated by the presence of a second nano-antenna in the opposite
focal spot. This is at least a well-known behaviour in quantum mechanics: The
amount of Rabi-splitting increases with

√
n where n describes the number of

coupled quantum emitters [295, 108]. Here, the analogue effect is observed in
classical physics. With view to the Tavis-Cummings model it can be deduced that
the system presented here facilitates for the first time an appreciable long-range
coupling of single plasmonic nano-antennas.

1.4.3 Time-domain characteristics of the composite system

The presence of three normal modes and the different spectral phase evolutions
at the deflected pendulums imply a complex temporal dynamics of plasmonic
excitation that will crucially depend on the source spectrum. When sophisticated
devices like a pulse shaper are neglected the common shape of a source spectrum
is similar to a Gaussian curve. Therefore two specific excitation conditions suggest
itself: A spectrum that spans across the entire response function of, for instance,
the excited antenna (upper part of Fig. 1.23) and a spectrum that selects two
adjacent peaks. These two scenarios are simulated for the LQ- and the HQ-cavity
leading to four different data sets that need to be examined.

Data processing

Data processing routines follow the one that was used in the investigation of the
temporal behaviour in circular cavities in Section 1.3.2: The impulsive response
function of the system R(ν ,x,y = 0 nm,z =−10 nm) is obtained 10 nm below the
cavity floor in the spectral range of ν = 300 THz (1000 nm) to ν = 500 THz (600
nm) with 300 sampling points. The associated electric dipole source injects a short
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pulse of about 4.3 fs and it is operated in the source configuration S2. Then R(ν ,x)
is zero-padded in MATLAB with respect to ν whereby the sampling point distance
is left unaltered. Afterwards a linear interpolation of R(ν ,x) with respect to the
x-axis is performed so that all data points are spaced by the minimum distance
of the extra mesh (2 nm). The response function R(ν ,x) is then multiplied with
a spectral envelope of Gaussian shape pgauss(ν) that represents either a pulse of
15 fs duration centred at ν0 = 376.4 THz (797 nm) or a pulse of 30 fs duration
centred at ν0 = 383.6 THz (782 nm). This gives the local electric field E(ν ,x) =
R(ν ,x) · pgauss(ν) in frequency-domain. A fast Fourier transformation is applied
to retrieve the complex and spatially-resolved electric field data E(t,x) in time-
domain.

LQ-cavity

First of all the temporal dynamics inside the LQ-cavity is discussed (see Fig.
1.24). The evolution of the electric field envelope |E(t,x)| initiated by the small-
band source pulse of 30 fs duration is presented as a contour plot in Fig. 1.24(a)
(note the logarithmic colour scale): In the first few femtoseconds around t = 0
fs the field builds up at the initially excited antenna. After a short delay time
the electric field strength also increases at the opposite (shaded) antenna. The
electromagnetic field energy (∝ |E|2) at the shaded antenna reaches its climax at
t ≈ 50 fs. Interestingly, at this instant of time there is hardly any field energy
located at the initially excited antenna. Then, a re-focusing of energy occurs at
the initially excited antenna while energy is absent at the opposite one, as clearly
indicated by the field node near t ≈ 100 fs. The electric field dynamics continuous
until the end of the simulation at which the overall field amplitude has decayed by
four orders of magnitude compared to its maximum value.

For a more detailed analysis |E(t)| is shown at the well-known positions Mex

and Msh, inside the groove of the excited and shaded antenna (Fig. 1.24(c)). The
alternating occurrence of field nodes and anti-nodes at the different positions is
clearly visible and both curves decay with a time constant of τ ′ ≈ 31 fs. Compared
to a field life-time of the pure WGM antenna of 23 fs (see equation (1.9)) the
presence of the cavity yields a life-time enhancement of a factor 1.5. This is quiet
efficient when considering that the LQ-cavity mode itself exhibits a life-time of
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∣∣2 with ν0 = 383.6 THz (782 nm) and ∆ t = 30 fs. (b)

Broad-band excitation: ν0 = 376.4 THz (797 nm) and ∆ t = 15 fs. Black solid line: |Rx,ex(ν ,Mex)|2 from
FDTD simulations. (c) Details of field evolution upon small-band excitation at the indicated positions.
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only 36 fs (see equation (1.22)). The life-time of the electric field and the beating
period then determine the amount of energy that can be transferred from one
antenna to the other. Due to the uniform field evolution at the respective antennas
it is appropriate to assume that the electric field information at Mex and Msh is
sufficient to determine the amount of transferred energy. To do this, the absolute
square of both curves is integrated from field node to field node which gives a
measure for the energy comprised in a single field anti-node. The ratio of these
values, i.e. the relative amount of transferred energy, is indicated in the contour
plot in Fig. 1.24(a) for subsequent processes: Despite dissipation nearly 40% of
electromagnetic energy located at the initially excited antenna is transferred in
the first 90 fs to the opposite one. After the transient effect 7% of energy are
transferred in a subsequent emission-absorption processes. As a consequence,
nearly 3% of energy emitted at Mex are transferred back to the initially deflected
pendulum. The extraordinarily high transfer efficiency of 40% in the first process
is ascribed to the transient phenomenon: A constructive superposition occurs
between the surface plasmons directly injected by the excited antenna (delayed by
10 fs to 20 fs at Msh) and the temporal beating pattern of the steady state dynamics
(τbeat ≈ 86 fs). This is deduced from the temporal duration of the first anti-node at
the shaded antenna which is increased compared to the duration of all subsequent
anti-nodes.

After the discussion of energy transfer efficiencies the question may arise: Why
is there a periodic energy transfer between the WGM antennas at all? As a matter
of course the peak structure and spectral phases of the response functions in Fig.
1.23(b) can answer this question since they are connected with the temporal field
evolution via the Fourier transformation. Furthermore, split peaks and spectral
phases which exhibit the character of a third order dispersion imply a beating
behaviour and a train of delayed sub-pulses. However, this gives no intuitive
explanation for the specific timing. A more fundamental insight can be obtained
by considering the Tavis-Cummings model in equation (1.23): The shifted peaks
in the response functions can be related to the normal modes |nm1〉, |nm2〉 and
|nm3〉 whereupon each of them includes information about the deflection of all
pendulums. It was already shown in Appendix A.4 that a superposition of near-
fields at frequencies close to the resonance frequencies of |nm1〉 and |nm3〉 allowed
to selectively locate electromagnetic energy at the WGM antennas or inside the
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HQ-cavity. Here, the specific filtering of the response function with the source
spectrum (see Fig. 1.24(a)) implies the superposition |nm2〉+ |nm3〉 and |nm2〉−
|nm3〉. The different symmetries for the superpositions are deduced from the
spectral phase evolution at the antenna pendulums in Fig. 1.23(b). With respect
to the equations in (1.23) the symmetric superposition |nm2〉+ |nm3〉 leads to an
enhancement of the state |WGMex〉 and a suppression of the other antenna state
|WGMsh〉. The anti-symmetric case leads to the opposite behaviour and the energy
difference between these two stationary states then leads to the observed periodic
energy transfer as it is naively expected from coupled oscillators. The cavity state
|cavity〉 remains unaffected, as can be seen in the contour plot, since it is only
included in |nm3〉.

The electric field evolution upon simultaneous excitation of a all three normal
modes with a 15 fs pulse is shown in Fig 1.24(b). Obviously, there is no periodic
energy transfer between the WGM antennas. Field nodes of the temporal envelope
at both antennas are hardly visible. Using a 1D-representation similar to Fig.
1.24(c) actually reveals a weak beating behaviour with small modulation depths
(not shown here). But in contrast to the dynamics upon small-band excitation the
anti-nodes here appear synchronised in time at both antennas. Instead the broad-
band excitation leads to visible electric field nodes and anti-nodes inside the cavity
which can be expected by considering that the symmetric and anti-symmetric
superpositions of |nm1〉 and |nm3〉 eliminates or enhances the cavity state |cavity〉.
According to the superpositions |nm1〉± |nm3〉 the electromagnetic energy should
be located at the antennas when it leaves the cavity and vice versa. Although
indications of such a field evolution are visible, e.g. the antenna synchronisation,
the overall dynamics seems to be smeared out due to dissipation or unmatched
peak heights, i.e. mode contributions.

HQ-cavity

In the case of the HQ-cavity, which features reduced loss, the just predicted
electric field evolution is indeed visible upon broad-band excitation (Fig. 1.25(a)):
After the transient phenomenon (t > 70 fs) the clearly visible field anti-nodes of
both WGM antennas are synchronised. It can also be observed that the antenna
system periodically exchanges energy with the cavity as deduced from the static
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Fig. 1.25: Temporal evolution of the electric field envelope in the hybridised HQ-cavity system 10 nm
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simulations. (c) Details of field evolution upon broad-band excitation at the indicated positions.
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superposition of near-fields in Appendix A.4 and the Tavis-Cummings model in
equation (1.23).

A well-arranged temporal evolution of the electric field amplitude at the specific
positions Mex and Msh is shown in Fig. 1.25(c). The synchronisation of the
antennas after a time t > 70 fs is clearly visible and field amplitudes at both
antennas decay with a time constant τ ′ ≈ 46 fs. Considering the field life-time of
the barrel-shaped WGM antenna (τ ′ = 20.2 fs) the hybridisation process in the
HQ-cavity enhances the antenna life-time by more than a factor of 2. Since the
electric field life-time of the system is now comparable to the faster beating period
τbeat ≈ 50 fs upon broad-band excitation, the energy transfer at a specific antenna
is greatly enhanced: Well-above 10% of energy are transferred from anti-node to
anti-node at both antennas in the steady state regime. In the case of the LQ-cavity
the successive emission and absorption processes lead to a rather small energy
re-occurrence of ≈ 0.5% (conditional transfer rates: 7% ·7%, see contour plot in
Fig. 1.24(a)).

An interesting analogy to energy transport in quantum systems can be drawn
by considering the WGM antennas as quantum emitters: If the energy transfer
rate between the quantum emitters is larger than the dissipation rate of the overall
system the transfer process can no longer be described in terms of a donor and
an acceptor like in the weak coupling regime. Instead the well split peaks in the
response function of the HQ-cavity system imply a strong coupling regime in
which a coherent interaction between the sub-systems gets dominant (see Chapter
2.4.1). Considering these normal modes as new quantum sates of the hybridised
system the isochronal location of energy at both antennas can be interpreted analo-
gously to the interaction of quantum emitters: The energy transfer in the plasmonic
system is so fast that a distinction between an emitting WGM antenna and a re-
ceiving WGM antenna is not possible. This interpretation might get important
when dealing with single surface plasmons in the composite system. Therefore
the device might serve as a toy model in the research field of quantum plasmonics
[289]. However, analogies should not be overstressed and here it is important to
note that the excitation of all eigenmodes by a simple Gaussian pulse leads to a
coherent electric field evolution with characteristic features that appear on faster
time-scales than the decay of the field amplitude to 10% of its initial value. Hence
the device is a promising candidate for ultra-fast coherent control of plasmonic
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energy transfer by using e.g. shaped laser pulses, just like the evolution of coupled
quantum systems can be affected by an external stimulus.

The temporal evolution of the electric field upon small-band excitation is shown
in Fig. 1.25(b). Interestingly, the filtering of two peaks with a Gaussian spectrum
does not lead to a periodic energy transfer as in the case of the LQ-cavity. Instead,
there are indications that again the anti-nodes at both antennas are synchronised.
However, the modulations depth is small and the entire temporal dynamics of the
electric field envelope appears washed-out like in the broad-band excitation of the
LQ-cavity system. The reason for the observed behaviour is of course comprised
in the spatially dependent complex response function, but a deeper insight into
the problem can be obtained by considering a universal phenomenon: critical
coupling, also known as impedance matching.

Impedance matching

Impedance matching is best known in electrical engineering where the input
impedance of a sub-system needs to be matched to the output impedance of another
sub-system in order to maximise the transfer of power between them. Otherwise a
signal reflection can occur which leads to standing waves in the connecting cable
and hence no power is effectively transferred. This phenomenon is universal and
applies to different branches of physics: Light incident on an open 1D Fabry-Pérot
resonator, which exhibits an opaque back-reflector, will be perfectly absorbed
inside the device if the dissipation in the resonator is equal to the leakage of
the front mirror [37]. These resonator schemes are technologically relevant in
building graphene electro-optic modulators [239] or to enhance the absorption
in thin-film solar cells by Anderson-localised photonic modes [4]. With view
to the quantum mechanical Tavis-Cummings model it is interesting to note that
impedance matching also applies to quantum systems like quantum dots: The
resonant absorption of light is maximised when the absorption cross-section equals
the scattering cross-section [181] (see equation (2.45) and the related discussion).
Impedance matching is also a known phenomenon in plasmonic systems since the
work of Alù and Engheta in 2008 [11]. Only one year later Huang and co-workers
could show that the concept of impedance matching can be applied to optimise
the energy transfer between interconnected nano-optical elements [144].
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Fig. 1.26: Impedance matching in hybridised EPAC-antenna systems. (a) Temporal evolution of |E(t)|
as a function of the cavity decay rate γc at the excited and shaded WGM as retrieved from the ODE
model in equation (1.26). The applied parameters are related to barrel-shaped WGM antennas inin-
side the HQ-cavity: ν0,ex = ν0,sh = 375.5 THz, ν0,c = 375.0 THz, γex = γsh = 49.5 THz and κ = 0.23 rad2

fs−2. (b) Visualisation of mode filtering: The temporal dynamics in part (a) is initiated by a small-band
Gaussian spectral amplitude (grey-shaded area, ν0 = 383.6 THz (782 nm) and ∆ t = 30 fs). The black
solid curve represents |Rx,ex(ν ,Mex)|2 as retrieved from the ODE model with γc = γex. (c) Switching
ratio χ(t,γc) as a function of γc according to equation (1.28). The vertical white line marks the scenario
γc = γex.

The idea that impedance matching is important in the hybridised system pre-
sented here stems from the aforementioned work of Huang and co-workers, since
the cavity is used as an interconnecting waveguide. Moreover, it has been shown
that the coupling strength of WGM antennas and plasmonic cavity modes is nearly
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identical for low-Q and high-Q cavities. Hence the major difference between the
systems is indeed the amount of dissipation.

The impact of impedance matching is verified by exploiting the approved ODE
model of three coupled oscillators: The response functions at the excited antenna,
RODE

ex (ν), and at the shaded antenna, RODE
sh (ν), are obtained via equation (1.26)

for a fixed dissipation of the WGM antenna γWGM and a variable cavity decay
rate γc. The temporal electric field envelope is then calculated via the fast Fourier
transformation and a subsequent Hilbert transformation in MATLAB. The decimal
logarithm of the field envelope |E(t)| at both antennas is shown as a function of
the cavity decay rate γc in the contour plot in Fig. 1.26(a). It has to be noted that
E(t) was obtained by multiplying the response functions RODE

ex (ν) and RODE
sh (ν)

with a Gaussian source spectrum pgauss(ν) centred at ν0 = 383.6 THz and the
spectral width is related to a pulse of 30 fs (see Fig. 1.26(b)). The excitation
conditions coincide with the FDTD simulations presented in see Fig. 1.24(a) for
the LQ-cavity and Fig. 1.25(b)) for the HQ-cavity.

The contour plots in Fig. 1.26(a) perfectly fit to the hypothesis of impedance
matching: At both antennas the temporal dynamics of the electric field is smeared
out for cavities of high quality (γc < 0.02 THz) and a slow modulation of the
envelope is hardly visible. This behaviour resemble the FDTD simulations for
the HQ-cavity in Fig. 1.25(b). However, when the cavity decay rate matches the
antenna decay rate, i.e. γc ≈ γWGM = 43.2 THz, characteristic features appear in
the electric field evolution. More precisely, the features are identified as nodes
of the field envelope which exhibits an appreciable modulation depth (marked by
white-dashed ellipses). Furthermore the field nodes of the respective antennas are
shifted relative to each other in time so that an anti-node of one antenna coincides
with a node of the other antenna and vice versa. This behaviour is in accordance
with FDTD simulations of the LQ-cavity presented Fig. 1.24(a). For ever higher
cavity decay rates (γc > 0.5) the peaks of the response functions get very broad
and the temporal dynamics of the electric field envelope is smeared out again. As
a consequence, the periodic energy transfer occurs only in the region γc ≈ γWGM.
This behaviour corroborates the conjecture that impedance matching facilitates an
efficient energy transfer between the nano-antennas.

For technological applications it is interesting to examine the quality of switch-
ing during the periodic energy transfer. The quality can be assessed by comparing
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the amount of energy located at each nano-antenna to the overall amount of energy
at both antennas. The switching ratio χ(t,γc) is hence determined as a function of
time and cavity dissipation by

χ(t,γc) =
|E(t,γc)ex|2−|E(t,γc)sh|2

|E(t,γc)ex|2 + |E(t,γc)sh|2
, (1.28)

in which |E(t,γc)ex|2 and |E(t,γc)sh|2 are proportional to time-averaged inten-
sities at the respective antenna. A switching ratio χ = +1 means that all energy
is located at the initially excited antenna while for χ = −1 all energy is located
at the shaded antenna. The result is shown in Fig. 1.26(c): After a transient
phenomenon a switching ratio of χ ≈±1 is maintained for time-scales > 300 fs,
if the decay rate of the cavity is matched to the decay rate of the nano-antennas.
Otherwise the switching ratio rapidly decreases to zero. Although this result un-
derlines the general benefit of impedance matching the number of transfer events
is very small since the beating period is large compared to typical decay times:
The field envelope has decayed by two orders of magnitude after 150 fs due to
the rather low quality factor of the combined cavity-antenna system. Therefore,
it is worthwhile to bring the quality factor of the antenna system closer to that
of the high-Q cavities. For instance, Feigenbaum and Orenstein could show that
Q-factors > 100 are actually available in structures featuring ultra-small plasmon
volumes and retardation effects at the same time [103].

1.5 Experimental realisation of cavity-mediated LSP coupling

After the demonstration of cavity-mediated coupling of two widely separated
nano-antennas via FDTD simulations, this section is dedicated to the experimen-
tal realisation of the above developed concept. Before showing and discussing
the successfully implemented back and forth transfer of electromagnetic energy
between the WGM antennas in the final Section 1.5.4, the sample preparation will
be presented in Section 1.5.1. Then, the experimental setup will be introduced
in Section 1.5.2. By measuring the non-linear photoelectron emission of WGM
antenna arrays, it will be verified in Section 1.5.3 that structural parameters of

Matthias Hensen 103



1 CAVITY-MEDIATED COUPLING OF WIDELY SEPARATED NANO-ANTENNAS

plasmonic resonances found with FDTD simulations approximately coincide with
experimental results.

1.5.1 Sample preparation

The device presented here is a complex combination of three different plas-
monic structures, i.e. two WGM antennas and one EPAC, and the margin of
fabrication tolerance is hence very small. Especially the m0-mode of WGM an-
tennas is very sensitive to structural modifications: FDTD simulations revealed
that changing the groove depth by just 10 nm results in a resonance shift of 20
THz (not shown here). Using standard preparation methods for Au thin-films like
thermal evaporation is not suited for the fabrication of such sophisticated struc-
tures due to the multi-crystalline structure of evaporated thin-films: The particular
crystal grains exhibit a size of 40 nm [143] and show different resistance to FIB
milling [59] which makes it impossible to obtain well-defined and reproducible
nanostructures.

To avoid structural inaccuracy, the samples in this work have been realised by
using chemically-grown single-crystalline gold microplates: These plates take the
shape of hexagons or triangles with edge lengths of some micrometres and a thick-
ness of some hundred nanometres [127] while their surface remains atomically flat
(surface roughness < 1 nm over an area of 1 µm2 [143]). It was recently shown
that the single-crystalline character of gold microplates allows for a fabrication of
smooth and well-defined nanostructures with improved plasmonic performance
[143]. The latter statement refers to the observation that roughness and small grain
boundaries support scattering and dephasing of surface plasmon resonances [64].
With a view to this it was experimentally demonstrated by Kuttge and co-workers
that the propagation length of SPPs on single-crystalline metal films is in per-
fect agreement with predictions from the dielectric function according to equation
(A.2) [177]. Hence atomically flat single-crystalline gold microplates are perfectly
suited to be used as the cavity floor which is at the same time the substrate for
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Fig. 1.27: Sample preparation with single-crystalline Au microplates. (a) The main idea is to use two
microplates for the fabrications of cavities: One microplate is perforated with elliptical holes and it
is then mechanically drawn over a second microplate. The atomically flat surface of the lower plate
serves as the cavity floor and FIB substrate for writing WGM antennas into the focal spots. Single-
crystalline Au microplates are grown on a substrate by Enno Krauss (University of Würzburg) who
also performs all subsequent steps until WGM antennas are incorporated. This step is accomplished
with the support of Thomas Löber (NSC, TU Kaiserslautern). (b) SEM image upper microplate. For a
variety of cavities and resonant modes the upper plate is perforated with elliptical holes which increase
in major axis size. Rows A and B are identical, likewise C and D as well as E and F . The major axis
size increases in 10 nm steps from column 1 to column 21 and the range of the semi major axis is
indicated. (c) SEM image (SEM column tilted by 52◦) of a representative EPAC ready for experiments.

the FIB structuring of WGM antennas. Furthermore, the single-crystalline char-
acter and the associated consequences are expected to yield a performance close
to the predictions of FDTD simulations and should in principal allow for higher
Q-factors than the well-defined multi-crystalline metallic wall cavities of Zhu and
co-workers [335].

The overall device is composed of two different gold microplates: By utilising
FIB milling one plate is perforated with elliptic holes and it is then stacked onto
another microplate. The lower microplate serves as the cavity floor and WGM

Matthias Hensen 105



1 CAVITY-MEDIATED COUPLING OF WIDELY SEPARATED NANO-ANTENNAS

antenna substrate, thereby maintaining an untreated atomically flat surface. In
contrast to this approach, Schoen and co-workers recently fabricated monolithic
EPACs out of a single-crystalline polished gold pellet by just milling the elliptical
pits with FIB technique [268]. Although a monolithic device is often desirable the
FIB treatment excludes the existence of an atomically flat surface.

General fabrication process

The single-crystalline Au microplates are fabricated and pre-processed by Enno
Krauss from the Nano-Optics and Biophotonics group of Bert Hecht (Würzburg
University). The fabrication process is sketched in Fig 1.27(a): Here, a new ap-
proach is utilised in which Au microplates are directly grown on a glass substrate
instead of drop-casting or spin-coating solution-grown microplates onto a sub-
strate. It has been observed that direct growth on glass prevents small-particle
contamination, microplate aggregation and rejects the tendency of plates to roll
up and bend due to large aspect ratios and accumulated strain during the growth
process [319]. In a next step the microplates are transferred to a hard silicon
substrate with a silicon nitride layer (Si3N4) for the first FIB process in which
the microplate is perforated with elliptical holes of different size. Using silicon
nitride prevents a FIB-induced welding of structures and substrate [318] so that the
perforated microplate can be mechanically transferred and stacked onto another
microplate that has also been grown on a glass substrate. Then the stacked mi-
croplates are transferred to a transparent conducting oxide (ITO) and are shipped
to the Nano Structuring Center in Kaiserslautern (NSC, TU Kaiserslautern). At the
NSC the second FIB treatment is performed with the support of Thomas Löber:
A particular choice of WGM antennas is milled into the cavity floor (see Section
1.5.3 for details of this process). Then the samples are ready for time-resolved
photoelectron emission microscopy (TR-PEEM) experiments (see Section 1.5.4).
Using ITO as a sample substrate is necessary since it avoids charging effects.

Specific EPAC pattern

A scanning electron microscopy (SEM) image of the perforated microplate that
is used in the experiments is shown in Fig. 1.27(b). It exhibits the shape of a
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truncated triangle with edge lengths of some ten micrometres up to some hundred
micrometres so that it is visible to the naked eye. Enno Krauss determined the
thickness of the microplate to 440 nm which is comparable to the LQ-cavity in
Section 1.4.2. Six different rows of elliptical holes have been written labelled by
the capital letters A to F . The 21 holes in each row increase in major axis size a
in 10 nm steps while the minor axis is kept constant at b = 1450 nm. The reason
for this specific pattern is to provide a selection of cavities and to assure that at
least one of them features a resonance frequency that coincides with the WGM
antenna resonance. Changing the major axis size leads to a factor of 3.5 stronger
shift of the resonance frequency than changing the minor axis size. A step of
10 nm in major axis length results in a frequency shift of ≈ 1.7 THz (not shown
here). It has to be noted that row B is a copy of row A, likewise is D a copy of C
and F a copy of E. A and B increase (left to right) from 2080 nm to 2280 nm, C
and D increase from 1880 nm to 2080 nm and E and F increase from 1980 nm
to 2180 nm. The rows E and F are of particular interest since FDTD simulations
predict a resonance at 375 THz for cavities with a = 2092 nm which would relate
to cavities in the vicinity of E(F)12. Indeed this will turn out to be true and cavity
E14 (marked by a white-dashed circle) will be thoroughly investigated in Section
1.5.4.

Visual quality and incorporation of WGM antennas

A SEM image (column tilted by 52◦) of a representative cavity equipped with
two WGM antennas near the focal spots is shown in Fig. 1.27(c). The surface,
as well as the written WGM antennas, appears very smooth and well-defined
due to the single-crystalline character of the Au microplates. The crescent-shaped
shadow at the interface of the upper and lower microplate implies a small elevation
of the former one, leading to a horizontal notch. However, such a crescent-shaped
shadow also appears in the tilted-view SEM image of monolithic EPACs in the
work of Schoen [268] and hence the shadow appears to be an artefact that is related
to the SEM geometry.

The distance dWGM between the WGM antennas was defined by the equation
dWGM = a ·(3/4.5). The factor 4.5 relates to the uncertainty in PEEM experiments
with empty EPACs: It could not be clearly identified whether four or five anti-
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nodes exist between the walls. In the case of cavity E12 this distance amounts to
dWGM = 1393 nm while FDTD simulations predict a distance dWGM = 1646 nm.
This procedure seems to be inappropriate with view to the experimental results in
Sections 1.5.3 and 1.5.4 which render the results of FDTD simulation as reliable.
However, it will be shown that these discrepancies do not eliminate hybridisation
but the coupling strength is found to be reduced compared to simulations. It
can also be shown with FDTD simulations that hybridisation features are hardly
altered when reducing the ideal dWGM value by e.g. 100 nm.

1.5.2 Experimental setup

Measurement scheme

Similar to the first observation of LSP-SPP-coupling on corrugated Ag films by
Aeschlimann and co-workers [6] the temporal dynamics of plasmons in antenna-
decorated EPACs is investigated by time-resolved photoelectron emission mi-
croscopy (TR-PEEM) [265, 173]. In short, a PEEM consists of a system of elec-
trostatic lenses, sketched in Fig. 1.28(a), which facilitate to image the electrons
ejected by a sample upon light irradiation onto a combined system of fluorescence
screen and CCD-camera (see [29] for a brief summary of PEEM). The contrast
of this image is determined by the spatially-resolved number of emitted electrons
and is among other influences (e.g. surface topography [252] and magnetic do-
mains [12]) a measure for the strength of the local electric field according to the
photo effect [96]. Since the detection scheme is based on electrons the theoretical
resolution of a PEEM image is determined by the de Broglie wavelength of elec-
trons [48, 49] which is about 1 nm for kinetic energies of 1 eV and thereby well
below the optical diffraction limit. Using a PEEM with a Vis-NIR light source is
especially suited to refine contrast and to investigate upon optical near-fields at
small nanostructures due to the non-linear emission character of photoelectrons
[102, 67]: The work function of gold is about 5.1 eV and the photon energy at
frequencies of ν = 375 THz amounts to 1.55 eV. Hence, four photons need to
be absorbed by the electronic system to eject a single electron. In the absence of
resonant intermediate states the yield Y in this multi-photon regime scales with the
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Fig. 1.28: Setup and schemes for time-resolved photoelectron emission microscopy (TR-PEEM) ex-
periments. (a) Laser and PEEM setup. The PEEM can be operated under normal incidence (NI) of
laser light or under grazing incidence (GI) so that e.g. different WGM antenna modes can be selec-
tively excited. (b) Sketch of enhanced resolution: While a large area is illuminated by the laser with
a focus spot size of about 50 µm (e−2-diameter) the PEEM image offers a resolution of about 50 nm
which is limited by the de Broglie wavelength of the matter wave and the electrostatic lens system. (c)
Broad-band (SP, direct laser output) and narrow-band (LP, pulse shaper output) spectrum for PEEM
experiments measured in the diagnostic tools section with an OCEAN OPTICS spectrometer. (d) For
TR-PEEM the GI-geometry is used because it provides electric field components perpendicular to the
substrate which allow to excite the m0-mode of WGM antennas. The cavity wall shadows one of the
antennas so that only one pendulum is initially excited.

intensity dependent power function according to

Y (I) = IN (1.29)

in which I is the light intensity and N the number of absorbed photons [118].
Therefore the photoelectron emission is greatly enhanced at nanostructures due
to the field enhancement effect of sharp edges (lightning rod effect) or surface
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plasmon resonances, and the enhanced spatial resolution allows to map the con-
finement of associated near-fields.

The above considerations are now embedded in a more formal context in order
to shortly discuss which information can be retrieved in the experiments presented
in Section 1.5.4. First, it is recalled from Section 1.3.2 that under homogeneous
light irradiation the local electric field Eloc(r, t) at a specific position r on the
sample surface is given by

Eloc(r, t) = F−1 {R(r,ν)EL(ν)} , (1.30)

in which EL(ν) is the complex spectral amplitude of the laser pulse, R(r,ν) the
complex spectral response function at r related to the specific excitation geometry
and F−1 the inverse Fourier transformation. According to the plasmon-assisted
multi-photon photoelectron emission model of Merschdorf and co-workers [210]
the local probability for photoelectron emission can be approximated as a transi-
tion rate that depends on the local electric field intensity:

Ploc(r, t) ∝ (Eloc(r, t))2N = Iloc(r, t)N , (1.31)

in which N is the number absorbed photons. The coherent character of the
electronic system can be neglected since dephasing of intermediate electronic
states takes place instantaneously due to the continuous electronic band structure
above the Fermi energy of metals [314]. This can be envisioned as the elution of
the overall interference pattern in a double-slit experiment in which a broad-band
light source is utilised. Since the detection device in a PEEM experiment is much
slower than optical frequencies of some hundred THz the local yield Yloc(r) is
calculated by integrating (1.31) over time:

Yloc(r) ∝

∫
∞

−∞

(Iloc(r, t))N dt =
∫

∞

−∞

(
F−1 {R(r,ν)EL(ν)}

)2N
dt, (1.32)

Equation (1.32) might imply at first sight that a pump-probe geometry facilitates
to directly image the temporal evolution of plasmonic excitations in the system.
However, the outcome of such an experiment is quiet more complex which gets
clear by substituting the spectral amplitude of a single laser pulse EL(ν) with the
spectral amplitude EPP(ν ,T ) of a pump-probe geometry, i.e.:
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EPP(ν ,T ) =
[
E+

L (ν)+E−L (ν)
]
+
[
E+

L (ν)ei2πνT +E−L (ν)e−i2πνT ] , (1.33)

in which T is the temporal pulse delay. By inserting the laser field (1.33) into
(1.32) the local photoelectron yield can be written as:

Yloc(r,T ) ∝

∫
∞

−∞

(Eloc(r, t)+Eloc(r, t−T ))2N dt, (1.34)

Hence, the photoelectron yield is determined by the interference of the local
electric fields excited by the pump and the probe pulse. In specific cases Yloc(r,T )
might give a first clue of plasmon dynamics but should in general not be con-
fused with (Eloc(r, t))2N . A more reliable interpretation of Yloc(r,T ) in TR-PEEM
experiments is feasible if a concrete physical model is applied to the response
function R(r,ν) which is further supported by excluding other models through
argumentation [6, 4, 5]. This approach is also applied to the TR-PEEM experi-
ments in this thesis since it has been shown in Section 1.4.2 via FDTD simulations
that the LSPs of WGM antennas couple to the SPP cavity mode and the collective
dynamics of the plasmonic excitation was sufficiently described by an analytic
model of three coupled oscillators. Here, it should be mentioned that the single
particle dynamics, e.g. the energy dependent life-time of excited electrons, is
not considered in contrast to [210], since a quantitative fitting of the temporal
evolution is not be pursued.

Detailed setup

The most important devices of the experimental setup are shown in Fig. 1.28(a):
The photoelectron emission microscope is the FOCUS IS-PEEM ([174, 68, 69],
see the thesis of Christian Schneider for an elaborate description [267]). The
sample, mounted in an ultra-high vacuum chamber, can be excited by a laser in
two different geometries: under grazing incidence (GI, 65◦ to surface normal of
the sample) and under normal incidence (NI, 4◦ to surface normal of the sample),
as sketched in the inset of Fig. 1.28(a). The NI-geometry is made possible by
the reflection of the laser beam from a rhodium mirror (2 mm × 2 mm) which
is positioned close to the electron beam. It features broad-band high reflectivity
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for s- and p-polarised light. Although the NI-geometry is slightly offset from
the electron optical axis by 4◦ the polarisation of the incoming beam lies almost
completely parallel to the sample surface and hence facilitates to excite the m1-
mode of WGM antennas. The GI-geometry with p-polarised light provides a
dominant polarisation component perpendicular to the sample surface and hence
this configuration facilitates to excite the m0-mode of WGM antennas. In NI-
geometry the focus spot size is about 50 µm (e−2-diameter, see Fig. 1.28(b)) and
the resolution of the PEEM image can be optimised to≈ 50 nm (the supplementary
information [6]).

The light source in the experiments is a Ti:sapphire laser oscillator (SHORT

PULSE TSUNAMI, SPECTRA PHYSICS, 80 MHz repetition rate, < 30 fs laser
pulses at λ0 = 800 nm). When the laser beam arrives at the optical table of the
experiments it is actively stabilised with the TEM MESSTECHNIK BEAMLOK

4D system so that no beam pointing fluctuations occur during the measurements.
Then, two options exist for time-resolved measurements which can be selected
with a beam splitter: In previous experiments of the collaboration the temporal
and spatial control of optical near-fields was investigated with a pulse shaper [3]
which also allows to shape pulse sequences for time-resolved experiments and
multi-dimensional spectroscopy [6]. Due to the geometry of the pulse shaper
and the size of the liquid crystal display the band-width limited pulse duration is
about 55 fs. A second scheme with much shorter pulses (≈ 20 fs) can be imple-
mented by using the direct output of the Ti:sapphire oscillator and by directing the
beam through a phase-stabilised Mach-Zehnder interferometer to create a pulse
sequence of variable delay T . The temporal duration of the laser pulses was deter-
mined with the FROG method (frequency-resolved optical gating [296]) in front
of the PEEM where both beams can be picked out with a beam splitter. Addition-
ally, the spectrum of both laser beams were recorded with a spectrometer. It has to
be noted that the spectrum of the broad-band laser pulse (dark-shaded area in Fig.
1.28(c)), now labelled by the abbreviation SP, has been fitted by two Gaussian
functions because the spectrometer detection range was too small to record the
entire spectral intensity. However, the result is in agreement with the spectrum that
can be measured with a different spectrometer in the vicinity of the Ti:sapphire
oscillator in the laser laboratory. The small-band spectrum of the pulse shaper
(light-shaded area in Fig. 1.28(c)), now labelled by the abbreviation LP, was used
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to identify the parameters of WGM antennas which are resonant near 375 THz
(see Section 1.5.3). The SP pulses are then used to observe the collective dynam-
ics in the composite antenna-cavity systems since the broad-band spectrum gives
a better chance to excite the entire response function (see Section 1.5.4).

Laser pulses are then focused with a lens onto the sample. The glass window
of the UHV chamber introduces a chirp which is pre-compensated with a prism-
compressor (not shown here). For time-resolved experiments the GI-geometry
with p-polarised laser pulses is selected because of the pronounced electric field
component that oscillates perpendicular to the sample surface (Fig. 1.28). In
Section 1.2 it was shown that the m0-mode of the specific WGM antenna can be
predominantly excited from far-field at an incident angle of ≈ 65◦ (see Fig. 1.8).
This perfectly fits to the PEEM setup of the experiments. Another benefit of the
GI-geometry is that the laser pulses mainly excite one of the antennas while the
other one is screened from the incoming radiation by the cavity wall. Hence, this
antenna is labelled shaded and the directly excited antenna excited. This excita-
tion geometry approximately reflects the configurations of FDTD simulations in
which one of the antennas was initially excited to mimic the situation of coupled
pendulums in the introduction (Fig. 1.1).

1.5.3 Compliance of antenna resonances and FDTD simulations

An array of WGM antennas with different radii and groove depths was written
into a gold microplate with FIB at the NSC in Kaiserslautern in order to demon-
strate the addressability of different WGM antenna modes in NI- and GI-geometry
and to retrieve the geometrical parameters for the particular m0-mode. The subse-
quent PEEM experiments were performed by Philip Thielen, Martin Piecuch and
the thesis author.

A PEEM image of the antenna array recorded in NI-geometry and with the LP
laser spectrum (ν0 = 374.4 THz) is shown in Fig. 1.29(a). The ring radii in the
array range from 75 nm to 350 nm in 25 nm steps (vertical axis) and the groove
depth is increased from 50 nm to 200 nm in 10 nm steps (horizontal axis). To
facilitate photoelectron emission upon laser irradiation the work function of gold
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Fig. 1.29: Experimental demonstration of selecting various WGM antenna modes in an antenna array
by using grazing and normal incidence with PEEM. The array provides WGM antennas of different
radii (vertical direction) and groove depth (horizontal direction), and the work function of the single-
crystalline Au microplate was lowered by cesiation. (a) NI-geometry: The polarisation of the incoming
laser is mainly parallel to the substrate. An electron emission band indicates a m =1 resonance
showing the characteristic lobes. (b) GI-geometry: The laser hits the sample under 65◦ therefore
providing electric field components perpendicular to the substrate. The region of resonant m = 2 and
m = 0 excitation are indicated. Additionally, the periodic structure of the antenna array serves as a
grating coupler for SPPs (see horizontal electron emission lines). Green circles indicate antennas that
are used in hybridisation experiments. (c) and (d) FDTD simulations for comparison: The presented
spectral intensity |R(ν)|2 refers to respective positions marked by the black cross. Antennas of the
same parameters are indicated by red-dashed circles in the WGM antenna array.

was lowered by vapour deposition of caesium. The work function is reduced in this
case since alkali metals adsorbed on metal surfaces induce an electric dipole at the
interface [159]. The photoelectron emission yield shows a systematic behaviour:
There is hardly any photoelectron emission from WGM antennas with large radius
and large groove depth. The same holds for antennas with small radius and small
groove depth. However, between those two extremes there is an ideal relationship
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between radius and groove depth leading to an enhanced electron yield along a
band spanning from the lower left corner of the array to the upper right corner. The
highest electron yield is found for WGM antennas in the middle of this band with
a radius around R = 250 nm and a depth of d = 110 nm. The emission pattern
of each antenna shows lobes at opposite groove sides and the lobes are in line
with the incident p-polarised electric field oscillations projected onto the substrate.
Due to this specific emission characteristics and the fact that resonances lead to
enhanced near-fields, and hence to an increased electron yield according to (1.29),
it can be inferred that the associated antenna parameters support the m = 1 mode
(compare Fig. 1.4(c)).

This conjecture is verified by the FDTD simulation shown in Fig. 1.29(c): A
plane wave (TFSF source) excites a WGM antenna with R = 250 nm and a depth
of d = 130 nm under normal incidence and the frequency dependent near-field
intensity |R(ν)|2 is recorded inside the groove (black cross). The spectral intensity
shows a clear resonant behaviour and peaks near ν = 375 THz (grey-dashed line).
The antenna with the corresponding parameters in the experiment is marked by the
red-dashed circle in Fig. 1.29(a). Obviously, the prediction of FDTD simulations
is quite accurate. Small deviations are attributed to the particular shape of the
upper groove edges: FDTD simulations suggest that for a groove depth of 130 nm
no pronounced near-fields exist at the groove bottom and hence the radial mode
number n is not well-defined, i.e. the CPP is pushed out of the groove and is bound
to the upper groove edges in the form of a WPP [216].

The photoelectron emission of the same WGM antenna array, but now illumi-
nated in GI-geometry, is presented in Fig. 1.29(b). Interestingly, the trend of
the emission pattern has changed: There is hardly any photoelectron yield from
WGM antennas featuring the m = 1 resonance at normal incidence. In contrast to
that the photoelectron emission is enhanced for antennas with large radii and large
depth, or for antennas with small radii and more shallow grooves. In the case of
large radii the specific antenna emission pattern of four lobes around the groove
clearly indicates a quadrupole, i.e. a m = 2 resonance, which is most efficiently
excited at d = 150 nm and R = 300 nm. The quadrupole resonance can be ex-
cited from far-field because the incident angle of 65◦ breaks the NI-symmetry and
the p-polarised light exhibits an appreciable field component perpendicular to the
substrate.
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It is exactly this field component that also facilitates a far-field excitation of the
m0-mode of WGM antennas (see Fig. 1.10). The systematic enhancement of elec-
tron yield at small radii and shallow grooves is therefore attributed to a resonant
excitation of the radial symmetric mode. A resonant behaviour at a specific laser
frequency is presumed because the photoelectron emission signal of antennas with
constant radii increases with groove depth until a certain depth is reached, and
then the signal fades away by further increasing the groove depth. If the near-field
enhancement was attributed to a simple lightning-rod effect, like in the case of
sharp nano-tips, the electron yield would further increase with increasing groove
depth. Or, at least, it would not decline that fast. The existence of the m0-mode
resonance is corroborated by FDTD simulations in Fig. 1.29(d): A dipole source
excites a WGM antenna with radius R = 100 nm and groove depth d = 110 nm
and the near-field intensity |R(ν)|2 is recorded 10 nm above the antenna mesa
centre (black cross). A clear resonant behaviour can be observed and the utilised
parameters lead to a maximum field enhancement near 378 THz. The correspond-
ing antenna parameters suitably lead to a slightly enhanced electron emission in
the experiment (red-dashed circle in Fig. 1.29(b)). However, maximum electron
emission is reached with a reduced groove depth of 20 nm. Despite this deviation
the compliance of antenna resonances and FDTD predictions is rated very good
since the m0-mode resonance is extremely sensitive to the groove depth, espe-
cially when no proper radial mode n exists and near-fields interact across the small
antenna-mesa: It was found with FDTD simulations that changing the depth from
d = 100 nm to d = 130 nm, at a constant radius R = 100 nm, drastically shifts the
resonance frequency from ν = 340 THz to ν = 400 THz (not shown here).

The remaining measuring field in Fig. 1.29(b) is commented in short: There
seems to be a m = 1-mode at R = 225 nm and d = 70 nm which has its lobes
oriented in vertical direction and hence perpendicular to the incident light polari-
sation. It has to be noted that the enhanced electron yield is not attributed to the
direct excitation of a resonant mode. In contrast, the periodicity of the WGM
antenna array seems to facilitate the excitation of a standing SPP pattern due to
grating coupling: The photoelectron yield shows a structure of horizontal, equally
spaced lines with small signal amplitude. At the aforementioned position the
WGM antennas are located in a node of this pattern and only the opposite groove
sides interact with the plasmonic excitation. This effect is even more pronounced
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for WGM antennas with a radius of R = 325 nm and a depth ranging from 60 nm
to 100 nm. Hence, care must be taken when interpreting photoelectron emission
data of WGM antenna arrays in the grazing incidence geometry.

Selecting antennas for the cavities

The PEEM experiments on WGM antenna arrays serve to find the geometrical
parameters for the m0-mode resonance in the vicinity of ν = 375 THz. However,
it is not possible to examine the arrays and to remove them from the PEEM in
order to write antennas into the cavities during an additional FIB session. When
the sample is removed from the UHV chamber the caesium on the surface tends
to form clots that irreversibly contaminate the Au surface for further treatment.
Caesium may be desorbed by sample heating but this treatment also tends to melt
and smear out fine nanostructures. Therefore the FIB performance is gauged.

The procedure is as follows: Six WGM antennas with a constant radius and
varying groove depth are written with FIB on a free area of the lower single-
crystalline microplate. The gallium ion beam is operated at rather low intensities
(41.66 µC cm−2) and single annular grooves are milled in repetitive steps called
loops so that the depth can be precisely controlled. The number of loops varies
from 100 to 1100 in steps of 200 for the six antennas. Then they are covered with
a protecting platinum layer by using ion beam-induced deposition. Subsequently,
the gallium ion beam of the FIB cuts through the antenna structures as well as
through the entire microplate so that the axial cross-section of the grooves is
disclosed and can be imaged with the SEM column tilted by 52◦ (see Fig. 1.4(a)
for instance). This procedure allows to retrieve a linear relationship between the
number of FIB loops to the groove depth, which amounts to 100 loops for every 16
nm. It can be ensured that antenna resonances are not severely shifted by checking
this ratio before the WGM antennas are incorporated into the cavities. See the
diploma thesis of Benjamin Frisch for more details [109].

Despite this gauge procedure the m0-mode of a WGM antenna is still quite
sensitive to deviations of geometric features and it has been observed that the
emission band of the radial symmetric mode can vary by two or three columns in
Fig. 1.29(b) on different microplates: Therefore, four different nominal groove
depths have been selected at a constant radius of R = 125 nm; the corresponding
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antennas are marked by green circles. Pairs of WGM antennas are then written
with FIB milling in an alternating order into the elliptic cavities shown in Fig.
1.27(b). Since the cavities only vary by 10 nm in major axis size and the related
shift of the resonance frequency is expected to be small there is an appreciable
chance to find at least one composite system in which antenna and cavity reso-
nances are matched.

1.5.4 Demonstration of LSP-SPP hybridisation with time-resolved PEEM

In this section the coherent and periodic long-range energy transfer between
two WGM antennas, incorporated in elliptical plasmonic arena cavities, is demon-
strated with TR-PEEM. First experiments were performed during a two weeks
long measurement campaign with the sample shown in Fig. 1.27(a) at the TU
Kaiserslautern. The campaign was a collective effort from the working group of
Martin Aeschlimann at the TU Kaiserslautern (Philip Thielen, Martin Piecuch
and Benjamin Frisch), the working group of Tobias Brixner at the University
of Würzburg (Christian Kramer and Bernhard Huber) and the working group of
Walter Pfeiffer at the University of Bielefeld (thesis author). These first exper-
iments utilised the pulse shaper and the LP-spectrum. Although indications of
hybridisation have been identified a detailed analysis was hardly possible since
the small-band spectrum only probes a minor part of the response function. The
results that will be presented in this section were obtained by Benjamin Frisch at
the same sample position by using the broad-band SP-spectrum and the phase sta-
bilised Mach-Zehnder interferometer after the measurement campaign was over.
Evaluation and model fitting of the TR-PEEM data was performed by the thesis
author.

Time-integrated PEEM

A PEEM image of the cavity-antenna system investigated in GI-geometry is
shown in Fig. 1.30(a). The field of view is linked to the area marked by the white
rectangle in Fig. 1.27(b) and the cavity in the centre (shape marked by black-
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dashed line) is the E14 cavity with a major axis size of a = 2110 nm and a minor
axis size of b = 1450 nm. The sample region in the vicinity of the E14-cavity
appeared to be most interesting because some cavities showed a nano-localised
electron emission at both of their focal spots although one antenna is mainly
shaded by the cavity wall. Furthermore, FDTD simulations of the elliptic cavity
reveal a resonant (4,1)-mode at ν = 375 THz for a major axis size of 2092 nm
(see Fig. 1.22) which is close to the E14 geometry.

Here, it is recalled that different types of antennas have been written into dif-
ferent cavities: E13 and E15 are both equipped with WGM antennas of radius
R = 125 nm and depth d = 70 nm (labelled A125

70 ) and the cavity E14 is equipped
with WGM antennas of radius R = 125 nm and depth d = 90 nm (labelled A125

90 ).
While there is an appreciable nano-localised photoelectron emission at the focal
spots of E14, hardly any electron yield is obtained from the adjacent cavities.
This behaviour turns out to be systematic: The F14 system which exhibits the
same major and minor axis size as E14 also shows hardly any photoelectron
emission like E13 and E15 (not shown here). The only difference between the
bright E14 system and the dark F14 system is that the latter one incorporates the
WGM antennas A125

110 which exhibit 20 nm deeper grooves than the antennas in
E14. Interestingly, E12 and E16 are equipped with the same antennas as E14 and
both cavities provide an appreciable photoelectron emission near the focal spots,
similar to the E14 system (not shown here).

The stark contrast in photoelectron emission of the different systems in GI-
geometry cannot be explained by a lightning-rod effect which occurs near sharp
nanostructures because there is no reason why the A125

90 -antenna should be distin-
guished from the other antennas. This was checked by changing the excitation
geometry to normal incidence. In the NI-geometry the electric field polarisation
is parallel to the substrate and the m0-mode cannot be addressed. Without ex-
ception, all cavities show a pronounced photoelectron emission near their focal
spots and the different systems cannot be distinguished, as expected in the case
of non-resonant near-field enhancement. It is also implausible that the stark con-
trast in photoelectron emission under GI illumination is linked to the excitation
of the pure m0-mode of A125

90 : With view to Fig. 1.29(b) (linear colour scale) it is
expected that at least the adjacent antennas A125

70 (more shallow) or A125
120 (deeper

grooves) would show a noticeable electron yield on the logarithmic colour scale
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Fig. 1.30: TR-PEEM experiments. (a) Static PEEM image (GI-geometry) of the region of interest
marked by the white dashed-rectangle in Fig. 1.27(b) showing the EPACs E13, E14 and E15. The
radius and the groove depth of incorporated antennas A are indicated by upper and lower subscripts.
(b) and (d) Measurements conducted by Benjamin Frisch: Integrated (30×30 pixels) time-resolved
electron yield averaged over five subsequent measurements at the excited and shaded antenna of
E14. The time step of the phase-stabilised Mach-Zehnder interferometer was set to 0.2 fs and data
is normalised to the base-line value. The non-linearity of the photoelectron emission process was
determined to be N = 2.2. (c) and (d): FFT of the TR-PEEM data at the fundamental frequency
component. All black lines correspond to the ODE model of three coupled oscillators with a partial
excitation of the shaded antenna (see main text), and the photoelectron yield is calculated according
to equation (1.34). Manually set parameters: ν0,ex = ν0,c = ν0,sh = 370.8 THz, γex = γsh = 78.4 THz,
γc = 22.3 THz, κ = 0.16 rad2 fs−2, α = 0.89, φ = π/10.
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of Fig. 1.30(a). Hence, it is inferred that the combination of the cavity E14 and
the WGM antenna A125

90 leads to an appreciable hybridisation so that the larger
Q-factor of the cavity resonance is imprinted onto the antenna resonance leading
to enhanced near-fields and photoelectron emission. This statement is now closer
examined with TR-PEEM experiments.

TR-PEEM experiments

The TR-PEEM data of the E14 system from the region shown in Fig. 1.30(a)
was provided by Benjamin Frisch. He used the Mach-Zehnder Interferometer and
the SP-spectrum and recorded PEEM images for pulse delays of T = 20 fs to
T = 300 fs with a step size 0.2 fs. Omitting the first 20 fs, i.e. the period of pump
and probe overlap, serves to exploit the dynamical range of the CCD camera in
order to observe plasmonic dynamics. The delay dependent photoelectron yield
at the directly excited and shaded antenna was retrieved for data evaluation by
integrating the signal at the respective positions in a region of interest of 30×30
pixels. The experiment was repeated without interruption for five times to improve
data quality. The five different 1D-signal traces at both antennas were added up by
the thesis author and it was checked that no artefacts occur due to shifted traces.

The two-pulse correlation (TPC) signal at the excited antenna is represented by
the red curve in Fig. 1.30(b) while the TPC for the shaded antenna is shown by
the green curve in Fig. 1.30(d). Both curves are normalised to the respective TPC
signal at large delay times T so that the baseline takes the value 1. The amplitudes
of the TPCs are asymmetric with respect to the baseline and the peak-to-baseline
ratio is slightly larger than 8 : 1 at T = 0 for the excited antennas. This fits to the
order of the multi-photon photoelectron emission process which was determined
to be N = 2.2 by measuring the power dependent electron yield at WGM antenna
arrays.

The TPC of the excited antenna shows a striking feature: After the signal has
declined to a minimum value at a delay of T = 40 fs a revival occurs and the TPC
signal increases once again to culminate at T = 50 fs, although pump and probe
pulse are considerably separated in time. This behaviour reflects the experimental
results of Aeschlimann and co-workers on a corrugated silver surface, as shown
in Fig. 1.2(b). Here, the beating of the TPC envelope is interpreted in a similar
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fashion: Due to the presence of the cavity, plasmonic energy is refocused at the
initially excited antenna. This leads to an enhanced photoelectron emission. In
contrast to that the TPC of the shaded antenna is rather featureless. There are faint
indications of nodes in the envelope of the signal at T = 45 fs and T = 80 fs but
the overall amplitude is quite small for delay times larger than 40 fs.

As explained earlier the interpretation of the temporal evolution of the non-
linear TPC signal is usually not straight forward according to equation (1.34).
Thus the model of three coupled oscillators, developed in Section 1.4.2, is applied
to reproduce the measured data. The spectral response functions of the excited
antenna and the shaded antenna, i.e. Rex(ν) and Rsh(ν), are retrieved via equation
(1.26). In order to simulate the TPC signal, Rex(ν) and Rsh(ν) are multiplied with
the double pulse sequence Epp in equation (1.33) in which the spectral ampli-
tude EL(ν) is represented by the measured SP-spectrum (dark-shaded area in Fig.
1.28(c)). By applying a fast Fourier transformation the delay dependent electron
yield can be calculated via (1.34) in which the non-linear order is set to N = 2.2,
according to power law measurements.

It is important to know that the excitation vector (1,0,0)T is replaced by the
more refined excitation (α,0,(1−α)eiφ )T. Here, α ∈ [0,1] is an amplitude ratio
and φ introduces a relative phase between the entries. The non-zero third entry lifts
the dark-mode character of the shaded antenna and allows for a direct excitation
by the incoming laser pulse sequence. A direct excitation might occur due to
diffraction of light at the upper cavity edge. To keep the model as simple as
possible the relative strength of the excitation α as well as the relative phase φ are
assumed to be independent of frequency. Using this excitation condition the new
response functions of the TPC simulation read:

Rex(ν) = αK11 +(1−α)K13eiφ

Rsh(ν) = αK31 +(1−α)K33eiφ ,
(1.35)

It is noted that φ has different signs for positive and negative frequencies and
that the frequency-dependent K-coefficients are not given in detail for reasons of
brevity.

Since the TPC signals contain a lot of sampling points the problem is reduced
to a small number of data points by applying a FFT to the measured and simulated
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TPC signals. The simulated time signals as well as the corresponding FFT data
near the fundamental frequency are shown as black curves in Fig. 1.30(b,d) and
Fig. 1.30(c,e), respectively, and they are labelled ODE model. The curves have
been simulated with the following parameters:

ν0,ex = ν0,c = ν0,sh = 370.8 THz

γex = γsh = 78.4 THz

γc = 22.3 THz

κ = 0.16 rad2 fs−2

α = 0.89

φ = π/10,

(1.36)

in which the subscripts ex, sh and c denote the excited and shaded antenna
mode and the cavity mode, respectively. The above parameters were manually
determined by the thesis author and it was found by Christian Kramer that it
is difficult to apply fitting algorithms with view to convergence and fit results.
Despite the manual adjustment the above parameters nicely resemble the measured
data. Especially the anti-node of the TPC signal at the excited antenna (Fig.
1.30(b)) is accurately modelled with respect to oscillation amplitudes and phasing.
This is reflected by the corresponding FFT data in Fig. 1.30(c): The dip in the
spectral amplitude of the ODE model and the associated modulation depth in the
phase coincide with the measured data. In the case of the shaded antenna (Fig.
1.30(d)) also the shoulder in the spectral amplitude is reproduced in the range of
375 THz to 400 THz. This shoulder is of particular interest since its existence is
based on the partial excitation of the shaded antenna. The chosen values of α and
φ force the TPC signal in time-domain (Fig. 1.30(d)) to decline faster so that a
kink occurs near T = 45 fs. Otherwise the TPC amplitude would be much higher
and would decline slower. This approach appears to be justified when taking into
account the rather weak excitation of the shaded antenna.

The decay constants of the cavity mode and the antenna mode are equal or
higher than those retrieved from FDTD simulations (compare to (1.22) and (1.8)).
This seems to be realistic with respect to the findings of Section 1.3.3 and Section
1.4.2 that the peaks of the hybridised modes appear more narrow-band in FDTD
simulations compared to those of spectral response functions retrieved from the
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ODE model and the parameters of the single constituents. Using smaller values for
γ and hence longer life-times results in more pronounced features in the spectral
phase of the FFT signals. The resonance frequencies of the single systems have
been fixed to the same value of ν0 = 370.8 THz. This congruence is reliable
since the measured spectrum used for the calculation of the local electric fields
is also fixed and shifting the resonance frequencies of the antennas or the cavity
would crucially shift the features of the amplitude and phase of FFT signals in
Fig. 1.30(c,e). Moreover, the E14 cavity exhibits a slightly larger major axis than
the cavities used in FDTD simulations which showed a resonant behaviour at 375
THz. A red-shift by 5 THz in the experiments is hence conceivable.

By gathering all evidence of the experimental data and by considering that the
ODE model facilitates to mimic measured TPC signals with realistic parame-
ters it can be claimed that for the first time a prearranged coherent and periodic
energy transfer between widely separated nano-antennas has been successfully
demonstrated.

Retrieved response functions and electric field reconstruction

Having a set of reliable parameters for the model of three coupled oscillators
at hand, the temporal dynamics of plasmonic excitation can be visualised by
filtering the retrieved response functions at the excited antenna Rex(ν) and at the
shaded antenna Rsh(ν) with the measured SP-spectrum. The absolute square of the
response functions related to (1.36) are depicted in Fig. 1.31(a). The splitting of
the outer normal modes is symmetric with respect to the centre frequency ν0≈ 370
THz of the single constituents and amounts to 16.6 THz (68.7 meV) at the directly
excited antenna (red solid curve). In contrast to that the absolute square of the
response function of the shaded antenna exhibits an asymmetric spectral shape
and its spectral weight is located at lower frequencies. It was verified that the
asymmetric shape is a consequence of the partial excitation: Interestingly, a similar
effect can be observed when looking at the response function retrieved from FDTD
simulations in which the LQ-cavity system of Section 1.4.2 is illuminated by a
plane wave source at an incidence angle of 40◦.

The response function |Rex(ν)|2 was experimentally investigated by Benjamin
Frisch. He used a short pulse laser system with variable centre frequency (MAITAI
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Fig. 1.31: Corroboration of experimentally retrieved response functions and electric field reconstruc-
tion. (a) Response functions |Rex(ν)|2 (red curve) and |Rsh(ν)|2 (green curve) calculated according to
equation (1.35) with the parameters of (1.36). The resonant behaviour in the vicinity of |Rex(ν)|2 is cor-
roborated by spectrally-resolved PEEM at the excited antenna (black-dashed curve) with a tunable
laser oscillator (MAITAI HP from SPECTRA PHYSICS, experiments performed by Benjamin Frisch).
The Data is non-linear according to N =2.2. The grey shaded area is the SP-spectrum used for recon-
struction of the electric field oscillations that lead to the TR-PEEM data in Fig. 1.30. (b) Reconstructed
field at the excited antenna (red) and shaded antenna (green) according to the SP-spectrum and the
retrieved response functions in part (a).

HP, SPECTRA PHYSICS, 80 MHz repetition rate, 140 fs laser pulses, tuneable
from 690 nm to 1040 nm) and recorded the photoelectron yield at the excited
antenna in the E14 system while tuning the laser through the spectral resonance.
The laser power was kept constant in front of the PEEM at all centre frequencies.
The result is shown in Fig. 1.31(a) as a black-dashed line: Strikingly, the photo-
electron emission is greatly enhanced in the spectral window in which |Rex(ν)|2

was retrieved by the combination of TR-PEEM experiments and the ODE model.
The enhanced photoelectron emission implies the existence of a resonance and
the non-uniform shape suggests a contribution of several constituents, therefore
corroborating the hybridisation hypothesis of TR-PEEM experiments. An inter-
pretation of the detailed structure and peak heights is difficult due to the non-linear
character of the experiment and the included convolution with the excitation spec-
trum. Here, the data is represented as-measured with N ≈ 2.24. By taking the
square of the peak structure the shape will broaden and hence an even better
qualitative agreement with the ODE model is achieved.

The temporal electric field has been reconstructed by multiplying Rex(ν) and
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Rsh(ν) with the spectral amplitude of the measured SP-spectrum and applying
a FFT to the data. The results are presented in Fig. 1.31(b): First, field oscil-
lations increase at the excited (red) and shaded (green) antenna since also the
shaded antenna is partially excited at the beginning. While the field energy at the
excited antenna further increases the field oscillations at the shaded antenna are
suppressed and reach a local minimum at t ≈ 10 fs. Then, the electromagnetic en-
ergy leaves the excited antenna and the field oscillations at the shaded antenna are
no longer restrained and reach a maximum at a time instant at which the excited
antenna shows a node in the electric field envelope. Finally, the electromagnetic
energy returns to the directly excited antenna. Bearing in mind that the temporal
behaviour is retrieved from an experiment, in combination with an approved ana-
lytical model, it is stated that for the first time a coherent back-and-forth transfer
of energy between a localised surface plasmon resonance and an extended surface
plasmon has been demonstrated. The coherent character of this process is empha-
sised by the temporarily suppression of field oscillations at the shaded antenna at
the expense of increasing field oscillations at the excited antenna. Such an effect
has also been observed in FDTD simulations in the LQ-cavity system when using
plane wave excitation and the narrow-band excitation parameters.

1.6 Summary and outlook

For the first time ever a prearranged strong coupling of single localised sur-
face plasmons (LSPs) and a plasmonic cavity mode was demonstrated in theory,
i.e. finite-difference time-domain (FDTD) simulations and an analytical model
of coupled oscillators (ODE), and experiment, i.e. time-resolved photoelectron
emission microscopy (TR-PEEM). Plasmonic whispering gallery mode (WGM)
resonators [305, 304, 306] were utilised as nano-antennas for LSPs while pits of
circular and elliptical shape [335, 268] served as cavities for propagating surface
plasmon polaritons (SPPs). Confinement of plasmon modes inside the cavities
is facilitated by using the upright metallic pit walls of some hundred nanometre
height as cavity mirrors. In the case of elliptic cavities, light concentration at
the focal spots lead to an enhanced interaction between WGM antennas placed
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there and the common cavity mode, hence facilitating a coherent energy transfer
between the widely separated nano-antennas

The cavity character of WGM nano-antennas and the m= 0 operation mode pro-
vide a suitable trade-off between nano-localised electric fields and comparatively
low dissipation. Rather high Q-factors of ∼ 27 occur due to impeded far-field
coupling; this allows for elongated interaction times with surface plasmons inside
the cavity. The selective excitation of this mode under inclination angles of 60◦

perfectly fits to the utilised PEEM setup. Furthermore, their small mode size and
radial mode symmetry are perfectly suited for surface plasmon injection in the
hot-spots of extended, but confined, surface plasmon modes.

Using FDTD simulations, the incorporation of a single antenna in the centre of
non-detuned circular plasmonic cavities of high quality (Q> 100), and of different
size, lead to a mode splitting of ∆ of 15 THz - 32 THz at centre frequencies
of ν = 375 THz. The newly emerging modes were attributed to hybridisation
according to mode-dependent near-field distributions and according to the applied
ODE model which provides the coupling strength as the only free parameter. This
mode splitting is comparable to that of an SPP interacting with many LSPs of a
nano-disc array (∆ = 30 THz) [66]. Therefore, the cavity approach makes the large
number of nano-antennas redundant. The splitting found here is also comparable
to nanoscale systems like dolmen structures (∆ = 40 THz) [331, 193].

It was then found with FDTD simulations that cavities of elliptical shape and an
eccentricity of about e≈ 0.71 feature SPP mode patterns that provide two lobes
of enhanced field strength near the geometrical focal spots. Inserting WGM an-
tennas in the respective spots, lead to a strong mode splitting of ∆ = 23 THz that
is independent of cavity wall height and hence the amount of dissipation. The
spectral features of the overall three normal modes were qualitatively described
with a modified ODE model in which the two LSP modes couple indirectly via
the cavity mode. Therefore, the composite system and its description resemble
the quantum mechanical Tavis-Cummings (TM) model. However, the dissipation-
less TM model failed in providing a hand-waving explanation for the temporal
dynamics of plasmonic excitations inside the cavity upon spectrally filtering spe-
cific modes: A periodic energy transfer from one antenna to the opposite one is
only observed when the dissipation of the antennas and the cavity are matched.
Otherwise both antennas are excited simultaneously and exchange energy with the
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cavity in a synchronised fashion. This behaviour was reproduced with the ODE
model. As a consequence the composite system obeys the universal phenomenon
of impedance matching.

The elliptical cavities have been fabricated for experiments by using single-
crystalline and atomically flat gold microplates. A microplate perforated with
elliptical holes was mechanically drawn over another microplate. The lower mi-
croplate therefore provided at the same time the atomically-flat cavity floor as well
as the substrate for writing very smooth WGM antenna structures with focused ion
beam milling. Using a rather low-Q cavity according to FDTD simulations (440
nm wall height), the coherent back-and-forth transfer of energy between a directly
excited antenna and the opposite one, separated by > 1 µm , was demonstrated
via time-resolved experiments: Response functions for electric field reconstruc-
tion were retrieved by modelling the spatially-resolved PEEM data of non-linear
two-pulse correlation measurements at the position of both antennas with the cou-
pled oscillator model. According to this model, the outer modes of the response
function of the directly excited antenna are split by 16 THz and the presence of
such non-trivial spectral features was corroborated by spectrally-resolved PEEM.

The successfully observed back-and-forth transfer of energy is a huge step for-
ward in LSP-SPP coupling: In contrast to the preliminary works of Aeschlimann
and co-workers [6], energy has not only been exchanged between an SPP and
an LSP but also between two different LSPs that are separated by more than 1
µm. Moreover, the system presented here was designed in advance and it is hence
promising for on-chip technology. However, to fully exploit the benefits provided
by a plasmonic system of three coupled oscillators, some work will be required:
A detailed characterisation of response functions and spatially resolved mode pat-
terns of single constituents and composite systems will be necessary for a reliable
fabrication of structures with desired properties. This could be successfully ac-
complished by using spatially-resolved cathodoluminescence since the impinging
electron beam is the most natural way to excite an electric dipole that oscillates
perpendicular to the substrate [111, 261]. A refined technology is currently devel-
oped at the AMOLF institute (Amsterdam, Netherlands) that will even allow to
combine spatially-resolved cathodoluminescence with time resolution.

In order to improve performance and to increase mode splitting (to speed up
energy exchange), the operating frequency should be lowered. First of all, lower
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frequencies are less affected by absorption in metallic systems and hence higher
Q-factors can be expected. Furthermore, the SPP dispersion relation is steeper for
smaller wavevectors k and the surface charge patterns of the normal modes in the
hybridised system might be linked to widely separated eigenfrequencies.

The technological relevance of the antenna-cavity systems with respect to the
energy transfer between incorporated quantum emitters is discussed in the next
chapter.
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2 Cavity-enhanced energy transfer of
quantum emitters

This chapter is concerned with a theoretical study on incoherent and coherent en-
ergy transfer between single quantum emitters (e.g. quantum dots and molecules)
positioned on widely separated whispering gallery mode (WGM) antennas inside
the elliptical plasmonic arena cavities, which were presented in Chapter 1 of this
thesis. After providing a more detailed overview of the questions that will be ad-
dressed in this chapter, the investigation starts in Section 2.2 with a determination
of the general interaction strength of quantum emitters to the plasmonic structure.
The following Section 2.3 is then dedicated to the determination of relative and
absolute energy transfer rates by assuming a weak interaction between two quan-
tum emitters, located on opposed nano-antennas in the elliptical cavity. In Section
2.4 it will be estimated whether a strong, i.e. coherent, interaction can be estab-
lished by considering the mediating cavity plasmon as a part of the corresponding
stationary system state. For the sake of completeness, the strong-coupling regime
is also investigated in circular arena cavities. At the end of this chapter, in Section
2.5, the weak coupling regime is considered again in order to asses the feasibility
of cooperative emitter effects (Dicke effect), which have not been experimentally
demonstrated in literature so far.

The idea to investigate on this research topic and the implementation of required
FDTD simulations, including their evaluation, are ascribed to the author of this
thesis alone.

2.1 Introduction

In the previous chapter it was shown that hybridisation of a propagating SPP
cavity mode with localised surface plasmon resonances of well-separated nano-
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antennas facilitates the exchange of excitation energy between the antennas. Ac-
cordingly, all investigations about the hybridised system were up to now concerned
with the plasmonic properties of the structure itself. In both, theory and experi-
ment, broadband coherent laser pulses were utilised as an excitation source since
the illustrative transfer of plasmonic energy between the WGM antennas can only
be realised if a sufficiently broad part of the response function is excited: The
observation of an oscillating excitation of separated nano-antennas is only visible
when the beating period, i.e. the splitting of hybridised modes, is faster than the
decay time of the plasmonic excitation. An obvious question is to what extent
the hybridised system also facilitates energy transfer between distinct quantum
emitters like molecules or quantum dots. This problem is highly relevant with
respect to various research areas like incoherent and coherent energy exchange
in biological processes like photosynthesis [72, 47] and the related fabrication of
artificial light harvesting complexes [27, 166], as well as in quantum information
science [198] and thresholdless lasing [256]. Especially the two latter ones require
that interaction between quantum emitters occurs in the strong-coupling regime,
i.e. the splitting of new system modes can be resolved so that a coherent transfer
is established before the transient evolution of the system decays. Since WGM
antennas in circular or elliptical arena cavities can be deterministically equipped
with one or two quantum emitters respectively, it is of great interest whether a
strong coupling between this minimum number of emitters and a single cavity
photon (plasmon) can be achieved. This splitting of modes is then called vacuum
Rabi splitting and it is usually small compared to the splitting of the hybridised
plasmonic modes in Chapter 1 (e.g. 20 GHz for two quantum dots in a photonic
crystal cavity [160]). It is strongly emphasised that at this juncture the strong-
coupling regime of single emitters and a single excitation of the radiation field has
so far not been demonstrated in any plasmonic experiment [295].

On the way to strong single emitter-plasmon coupling: A short overview

The pioneering first observation of strong coupling between a single atom and a
single electric field mode was accomplished by Gerhard Rempe and co-workers in
1987 with a superconducting cavity operating at microwave frequencies [251]. In
1992 vacuum Rabi splitting was demonstrated by Thompson and co-workers in the
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optical regime with a high-finesse cavity and a frequency-stabilised Ti:sapphire
laser [292]. First solid-state strong-coupling experiments were simultaneously
realised in 2004 by Reithmaier [250] and co-workers and Yoshie [328] and co-
workers, by using In(Ga)As quantum dots in semiconductor micro-pillar cavities
and photonic crystal cavities respectively. These first experiments were conducted
at temperatures < 20 K and a vacuum Rabi splitting of about 40 GHz was demon-
strated. In the same year, first strong-coupling experiments with surface plasmon
polaritons (SSPs) and cyanide dye J-aggregates were demonstrated by Bellessa
and co-workers [31]. An enormous Rabi splitting of 144 THz was observed
at room temperature by exciting a propagating SPP at the interface of coupled
molecules and a silver film. Although the amount of mode splitting is impressive,
one has to bare in mind that this is only achieved by the large number of partici-
pating molecules. However, the benefit of strong plasmonic near-field excitations
in light-matter interaction is obvious: In 2009 Bellessa and co-workers utilised
the localised plasmon resonance of an Ag nano-disc array covered with cyanide
dye J-aggregates to experimentally demonstrate a giant Rabi splitting of 108 THz
[32]. When going to the single emitter strong-coupling regime only theoretical ap-
proaches exist. They frequently utilise standard plasmonic nano-antennas offering
large field-enhancement: nanoparticle dimers (15 THz vacuum Rabi splitting in
interparticle gap) [263] or a chain of nano-spheroids [272], cigar-shaped nano-rods
(12 THz vacuum Rabi splitting) [297] and sharp nano-tips [77]. The drawback of
these structures is simply the cumbersome preparation since a single emitter has
to be positioned and fixed in the nanometer-sized hot-spot of small structures.

A more promising approach, with view to preparation, is the coupling of single
emitters to 1D plasmonic waveguides [148]. In these structures field enhancement
of the plasmonic modes is utilised, as well as cavity features due to Bragg reflector
mirrors at both waveguide ends. A moderate vacuum Rabi splitting of up to
1 THz is predicted by simulations. These microscopic structures seem to be
worthwhile for an experimental realisation of single emitter - single plasmon
coupling since they were already used for the demonstration of single plasmon
injection by exciton decay of a coupled quantum dot [9]. Moreover, the elongated
geometry allows for the insertion of a second quantum emitter and hence the
mutual interaction can be studied.
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Enhanced light-matter interaction in hybridised cavity-antenna systems

Here, the WGM antenna decorated elliptic arena cavities serve as an alternative
system to investigate on the just mentioned two subjects: A potentially strong
coupling of single quantum emitters to single plasmons and the incoherent, and
maybe coherent, mutual interaction of two well-separated quantum emitters. Once
the strong-coupling regime is established the coherent or incoherent character of
the quantum emitter interaction can be selected by adjusting the dissipation inside
the system via the cavity wall height.

For the purpose of enhanced emission and absorption of light, the mere presence
of the elliptical cavity presented here is beneficial. According to Section 1.4.1, and
Fig. 1.21(a) therein, the highest electric field intensity of the resonant cavity mode
is found in the vicinity of the focal spots, which are associated with the specific
geometrical elliptic shape. The high field intensities suggest a concentration of
light leading to an enhanced light-matter interaction for quantum emitters, which
are placed nearby these spots. Additionally, the insertion of spectrally matching
WGM antennas at the focal spots and the associated hybridisation of plasmonic
sub-system is promising to amplify light-matter interaction even further: First
of all, metallic nano-antennas intrinsically provide a substantial enhancement of
electric fields near their respective interface. Secondly, as a consequence of the
hybridisation, the long-living character of the pure cavity mode is imprinted onto
the new emerging modes of the coupled system although these modes might be
mainly localised at the antenna structure. Consequently, energy is stored for
longer times and the associated larger electric fields additionally increase the
field enhancement provided by the antenna alone. It needs to be emphasised
that the term ’enhanced light-matter interaction’ is intended to cover two distinct
effects: The enhanced coupling of an emitter to the radiation field provided by
an inhomogeneous environment, i.e. the Purcell effect (see Section 2.2), and
the enhanced chance for interaction with photons due to light concentration at the
position of another quantum emitter, similar to surface enhanced Raman scattering
(see Chapter 4).

In addition to the plasmonic properties, the rather macroscopic and well-defined
structure of the cavity system should facilitate a deterministic positioning of quan-
tum emitters. Once positioned on the mesa of the WGM antennas, they can be
addressed and probed from above with the appropriate tools.
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Chapter aim and outline

The central question of this chapter is: "To which extent can plasmonic modes
inside the WGM antenna decorated elliptic arena cavities influence energy transfer
between widely separated quantum systems operated at Ti:sapphire wavelengths
(λ0 = 800 nm)". This question requires a quantitative assessment of the amount
of transferred energy between the emitters. If it turns out that the rate of en-
ergy transfer is sufficiently high, the separated quantum emitters might interact
in a coherent manner. Besides the benefits that arise alone from the efficient en-
ergy transfer between well-separated quantum systems, the system presented here
would be marked as a promising candidate for the first experimental demonstration
of strong coupling between a single plasmons and a quantum emitter. To tackle
the agenda this chapter is structured as follows:

First of all, the coupling strength of quantum emitters to the plasmonic struc-
tures of Chapter 1 is quantified in terms of the Purcell enhancement in Section
2.2. A mathematical introduction to this standard criterion will be presented in
Section 2.2.1. The introduction will also help to understand why FDTD simu-
lations and classical dipole sources can be utilised to model the interaction of
quantum emitters with their electromagnetic environment. Results of Purcell en-
hancement retrieved from FDTD simulations will then be discussed in Section
2.2.2. For this investigation the focus lies on the hybridised system of elliptical-
shaped HQ-cavities and barrel-shaped WGM antennas (see Chapter 1 for plas-
monic properties). In the Sections 2.3.1 and 2.3.2 FDTD simulations will be
utilised to determine the normalised energy transfer rate (nETR) and the absolute
energy transfer rate (ETR) in the formalism of weak coupling, respectively. While
the former one is independent of particular emitter properties and takes only the
contribution of the plasmonic structure into account, the latter one gives absolute
transfer rates which are determined by specific properties of quantum emitters
attached to the plasmonic structures. Section 2.4 is concerned with the question
if both quantum emitters couple strongly, i.e. coherently, to the cavity mode. For
this purpose FDTD simulations are utilised together with electric field quantisa-
tion in the dyadic Green’s function formalism in order to assess the vacuum Rabi
splitting (VRS) of the combined emitter-plasmon system. Since both systems, the
elliptical and the circular cavity, are close to the onset of a visible VRS for the
specific set of structural parameters, improvements will be discussed to achieve
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a clear coherent interaction. Section 2.5 will then be dedicated to the effect of
collective spontaneous emission, also called superradiance. Although assigned to
weak light-matter interaction, this dissipative channel can be utilised to generate
a stationary entangled state, according to ideas taken from literature [205]. With
the help of FDTD simulations, it is shown that this state might also be prepared
in the elliptical cavities presented here. This investigation presents an alternative
route if the strong-coupling regime cannot be reached despite all efforts. Besides
that, superradiance, like strong coupling, has so far not been demonstrated in a
plasmonic experiment and it is hence an appealing issue.

Please note that this chapter contains and mentions a lot of references to litera-
ture and that important concepts are explicitly discussed and adapted to the present
problem. The purpose behind this elaborate approach is a largely self-consistent
text. Hopefully, a reader who is not familiar with the topic of energy transfer
between quantum emitters can follow the text without additional literature.

2.2 Purcell enhancement in hybridised cavity-antenna systems

2.2.1 Modelling light-matter interaction with classical dipole sources

Actually, it is well known, since the early works of Edward Mills Purcell [245]
and Karl-Heinz Drexhage [90], that the spontaneous decay rate of a quantum
emitter is modified by the environment in which it is being placed; a prominent
continuation of this research lead to the field of cavity quantum electrodynam-
ics (QED) in which atoms are exposed to cavities that favour the existence of
only well defined electromagnetic modes [120, 132]. In order to describe the
above considerations about enhanced electric fields and associated increased light-
matter-interaction in a mathematical framework, the so called Purcell factor FPurcell

is introduced as ([229], Chapter 8):

P
P0

= FPurcell =
γ

γ0
. (2.1)

Both sides of the equation represent the normalised rate of energy dissipation
of an emitter. The left hand side treats the emitter as a classical oscillating dipole
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source which looses power P in an inhomogeneous environment, while P0 repre-
sent the power loss in a homogeneous environment which exhibits a background
medium matching the one that also encases the dipole in the inhomogeneous en-
vironment. The right hand side treats the radiation source as a quantum emitter in
the dipolar approximation: γ is the modified spontaneous decay rate in the inho-
mogeneous environment and γ0 represents the appropriate free-space decay rate.
Hence, the Purcell factor determines the enhancement (FPurcell > 1) or suppression
(FPurcell < 1) of radiation and it crucially depends on the emitter position in the
inhomogeneous environment.

At first, the behaviour of an enhanced or suppressed emission is described in
the classical picture. In classical electrodynamics Poynting’s theorem connects
the rate of energy dissipation P with power dissipated by the Lorentz force acting
on charged particles [229]:

P(ω) =−1
2

∫
V

Re{j∗(r,ω) ·E(r,ω)}dV. (2.2)

Here, j is the free current density corresponding to motion of charge. Keeping
in mind that the time harmonic oscillating charge of a dipole p(ω) located at r0 is
related to a current density by

j(r,ω) =−iωp(ω)δ (r− r0) (2.3)

(see [229]), the rate of energy dissipation of a dipole in the small source volume
V can be rewritten as

P(ω) =
ω

2
Im{p∗(ω) ·E(r0,ω)} . (2.4)

In the last step the relation Re{x+ iy}= Im{i(x+ iy)} was used. According to
equation (2.4) the rate of energy dissipation depends on the electric field strength
at the position of the dipole. If the dipole is the only source of electric fields
equation (2.4) states that the dipole acts on itself. The electric field at position r
of a dipole source located at r0 in an arbitrary environment is determined by

E(r,ω) = ω
2
µ0µr

↔
G(r,r0,ω)p(r0,ω), (2.5)
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in which the information about the ambient structure is encoded in the Dyadic

Green’s function
↔
G(r,r0,ω) [229]. Hence, setting r = r0 and inserting (2.5) into

(2.4) leads to

P(ω) =
ω3 |p(ω)|2

2c2ε0εr

[
np · Im

{
↔
G(r0,r0,ω)

}
·np

]
, (2.6)

in which np denotes the unit vector of the dipole moment. The radiated power
P0 in homogeneous space is finally obtained by using Green’s function of free

space
↔
G0(r0,r0,ω) [229]:

P0(ω) =
|p(ω)|2

12π

ω4

ε0εrc3 . (2.7)

In the classical picture a dipole radiates more (P > P0) or less (P < P0) power
because of its own retarded field which is determined by the surrounding envi-
ronment. In the context of quantum mechanics this means that in unit time more
or less quanta of a specific energy are emitted by the molecule or quantum dot
compared to its spontaneous decay rate in a homogeneous environment. The
spontaneous decay rate γ can be derived by Fermi’s golden rule [229]:

γ =−2π

h̄2 ∑
f

∣∣〈 f
∣∣p̂ · Ê∣∣ i〉∣∣2 δ (ωi−ω f ). (2.8)

Here, −p̂ · Ê is the interaction Hamiltonian in the dipolar approximation and
|i〉= |e〉 |0k〉 denotes the initial state of the combined emitter-photon system, while
| f 〉 = |g〉 |1k〉 denotes its final state. Furthermore, |g〉 and |e〉 denote the ground
and excited sate of the emitter while |0k〉 and |1k〉 denote the zero-photon and one-
photon state of the quantised radiation field. The subscript k represents different
modes of the radiation field which exhibit the same energy h̄ωk and thus might
be populated by the emitted photon with energy Eg−Ee = h̄ω . These modes
originate from quantisation of the radiation field by writing it as a denumerable
Fourier series. This can be considered as solving the problem in momentum space.
Thereby one should keep in mind that k indicates the appropriate spatial modes
and not a wave vector. According to this procedure the vacuum electric field
operator Ê can be written as [229]:
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Ê = ∑
k

√
h̄ωk

2ε0

[
uk(r,ωk)âk(t = 0)e−iωkt +u∗k(r,ωk)â

†
k(t = 0)eiωkt

]
. (2.9)

In this equation âk(0) and â†
k(0) denote the annihilation and creation operators

for photons, respectively, and uk(r,ωk) represents the decomposition of the field
into normal modes. The last quantity that needs to be specified is the dipole
moment operator p̂ which connects the ground and excited state of the quantum
emitter. Due to its odd symmetry it only connects different states and it can be
written as p̂= p(|e〉〈g|+ |g〉〈e|) [229], in which p is the transition dipole moment.
Inserting equation (2.9) into (2.8) and considering self-interaction (r = r0) gives
[229]:

γ =
2ω

h̄ε0
|p|2 ∑

k
[np · (uk(r0,ωk)⊗uk(r0,ωk)) ·np]δ (ωk−ω), (2.10)

in which ⊗ denotes the outer product. In the final step, the normal modes
uk(r,ωk) can be utilised as basis vectors for the expansion of the dyadic Green’s

function
↔
G(r,r′,ω). By determining the expansion coefficients and using complex

contour integration the spontaneous decay rate reads [229]:

γ =
πω

3h̄ε0
|p|2 6ω

πc2

[
np · Im

{
↔
G(r0,r0,ω)

}
·np

]
︸ ︷︷ ︸

=ρP , the partial local density of states

. (2.11)

For a given quantum emitter with a defined transition dipole moment p and
dipole orientation np the spontaneous decay rate γ depends on the partial local
density of states (LDOS) ρp. The LDOS determines the number of modes per unit
volume and frequency which are available for a potentially emitted photon during
the spontaneous decay process. If the number of modes is increased in a particular
spot than the probability for a decay to occur is enhanced. Hence, the presence of
a cavity or arbitrarily shaped object can facilitate or hinder the stimulated emission
of photons due to vacuum field fluctuations.

In the light of the LDOS, the conjecture about enhanced light-matter interaction
in nano-antenna decorated cavities at the beginning of this section can be fortified
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by a quantum mechanical point of view: According to (2.10) the LDOS is repre-
sented by the normal modes uk(r,ωk) of the environment. It seems plausible that
especially objects with sharp edges, e.g. nano-antennas, need a dense and broad
distribution of spatial frequencies in order to be properly rendered. This concept
is transferred in a hand-waving manner to the normal modes uk(r,ωk). Due to the
numerous available states at the nano-antenna the probability of finding a photon
nearby this structure is higher than finding a photon in a smooth environment
with a low LDOS. Therefore, by placing the WGM antennas, and their respective
quantum systems, in the focal spots of the elliptic cavity an increased probability
is expected for both processes: the emission of a photon by one emitter, due to the
increased LDOS, and the subsequent absorption by its counterpart, due to resonant
light concentration. Despite these qualitative considerations the above equations
refer to the enhanced emission of a single emitter. The energy transfer to a second
system will be discussed in more detail in Section 2.3.

It remains to specify the normalisation factor γ0 which is the spontaneous decay
rate in a homogeneous medium [229]:

γ0 =
2ω |p|2

3h̄ε0
· ω2

π2c3 =
ω3 |p|2

3h̄ε0πc3 . (2.12)

This equation is obtained from (2.11) by inserting the density of modes as
encountered in black-body-radiation, i.e. ω2π−2c−3, into ρp.

With the retrieved expressions for P(ω), P0(ω), γ and γ0 it is verified that
the Purcell enhancement FPurcell can be equivalently described by a full quantum
mechanical treatment as well as with classical oscillating dipole sources. This is
an important statement since it allows to use FDTD simulations in the upcoming
sections to model the mutual interaction of quantum systems with the included
classical dipole sources. Specific emitter properties, like the dipole moment p,
cancel out via normalisation with P0(ω) or γ0.

2.2.2 Purcell enhancement retrieved with FDTD simulations

This subsection is dedicated to quantify the interaction of a quantum emitter
with its environment ere the energy transport from one quantum system to another
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is investigated. As a measure of the interaction the Purcell factor of different
geometries is determined by utilising FDTD simulations. These geometries in-
clude, in addition to the combined nano-antenna decorated cavity system, the
single constituent parts, i.e. the pure elliptic cavity and a single WGM antenna. It
is emphasised that potentially high Purcell factors are not a surety for enhanced
interaction between separated quantum systems since this additionally relies on
the coupling rate of emitted photons into plasmonic cavity modes.

FDTD setup

The simulation setup is identical to the HQ-cavity system with a cavity wall
height of 800 nm and barrel-shaped WGM antennas, as already investigated in
Section 1.4. But in contrast to former simulations the dipole source is now located
10 nm above the gold substrate (see Fig. 2.1(a)) in order to mimic a real quantum
emitter. This corresponds to the S1-configuration in Fig. 1.20. The elevation of
the source is favourable in different ways: First, due to a mesh resolution of 2 nm
at the WGM antenna there is a spacing of only four Yee cells to the substrate. A
further lowering of the source might increase Purcell enhancement and coupling
to plasmonic cavity modes but also increases the influence of numerical artefacts
at the interface. Second, if the quantum emitter is very close to the surface its
transition dipole moment 〈g| p̂ |e〉 might be perturbed leading to quenching of
emission properties [229]. Furthermore it is reported in literature that fluorescence
of molecules is suppressed if the distance to a metallic nanoparticle surface is
reduced below 5 nm [18]. The reduction in fluorescence is due to the non-radiative
coupling of excitation energy to the metal leading to increased ohmic losses [229].
This quenching also reduces the plasmonic coupling between multiple quantum
emitters and hence negatively affects the prospect of superradiance [206]. To
circumvent quenching, the quantum emitter is lifted by 10 nm. This might be
implemented by a sputtered Al2O3 layer, as demonstrated in literature [321].

The charge oscillation of the dipole source is oriented perpendicular to the sub-
strate. This choice guarantees overlap with the plasmonic m = 0 mode of the
WGM antenna. Hence, the presented Purcell factors do not account for orien-
tation averaging and the successful implementation is spared for the designated
experimenter. For instance, InAs quantum dots could be used since they exhibit a
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Fig. 2.1: Purcell enhancement in elliptic cavities. (a) The simulation setup is identical to setup of the
HQ-cavity presented in Fig. 1.20. The dipole source is located 10 nm above the substrate and is sur-
rounded by transmission box monitor in order to compare the thereby measured Purcell enhancement
to the factor retrieved from a built-in function of the LUMERICAL software. (b) Comparison of frequency
resolved Purcell enhancement in different environments by either, the built-in function (lines) and the
transmission box monitor (empty circles).

trapezoidal shape and therefore feature anisotropic properties (see [13] and Section
2.3.2 for details).

The Purcell factor FPurcell is directly retrieved with a built-in function provided
by the Lumerical software. In this case the software uses equations (2.6) and (2.7)
to calculate the normalised rate of energy dissipation. The only unknown quantity

of the evaluation is the dyadic’s Green function
↔
G(r0,r0,ω) which is determined

by the relation of the applied dipole moment p(r0,ω) of the injection source
and the retrieved spectral amplitude E(r0,ω) at the emitter position according to
(2.5). The reliability of the retrieved Purcell factor is verified with a tight-fitting
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transmission box monitor surrounding the dipole (Fig. 2.1(a)). The power P(ω)

flowing out of this box is obtained by a surface integral of the spatially-resolved
Poynting vector. The obtained power of the radiating dipole is then divided by
the built-in sourcepower function which simply gives the power radiated by a
dipole in vacuum P0(ω) as determined by the analytical equation (2.7). Hence
the transmission box monitor directly gives the Purcell factor Fpurcell. This second
method is required if the mesh resolution approaches a cell size of λ/1000 or if
the dipole is placed in a dispersive medium. In the latter case depolarisation of the
dipole’s microscopic environment influences the local field at the dipole position,
which is used in the first method of the built-in Purcell function, and corrections
similar to the Clausius-Mossotti relation have to be applied to equation (2.7) [229].

Results and discussion

The Purcell factors Fpurcell for the combined cavity-antenna system, as well as
for the single constituents, are shown in Fig. 2.1(b) as a function of frequency and
values of Fpurcell range from 7 (base line of the pure cavity mode) to a maximum
value of 627 (combined system). Interestingly, the maximum Purcell enhancement
of the WGM antenna at the resonance wavelength of 375 THz (800 nm) is nearly
identical to that of the combined system. The latter one is distinguished from
the pure antenna system by offering Purcell factors well above 200 over a wider
range of frequencies. The black empty circles represent Fpurcell of the pure WGM
antenna retrieved by the transmission box method. The values match the ones
retrieved by the Lumerical built-in function very well. Hence the discussion about
Purcell factors is now restricted to the latter method.

Bare cavity: The detailed discussion starts with the Purcell factors of the pure
cavity modes: The desired cavity mode at 375 THz (800 nm) exhibits a maximum
Purcell enhancement of 52. This means that an excited quantum dot or molecule
which is located in the focal spot of an elliptic arena-like cavity would radiate one
and a half orders of magnitude more photons in unit time than its counterpart in
free space. The same holds for the adjacent modes at 317 THz (947 nm) and 430
THz (697 nm) which exhibit a Fpurcell of 40 and 45, respectively. A dipole emitter
that radiates under non-resonant conditions, i.e. the range of frequencies between
resonant modes, experiences a uniform Purcell enhancement of 7.5. This value
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is comparable to analytical results of a perpendicular oriented dipole sandwiched
between a glass substrate and an aluminium layer at 10 nm distance, showing a
Purcell factor of 10 (see Fig. 10.5 in [229]). Experimental Purcell factors reported
in literature amount to Fpurcell = 32 for InAs quantum dots emitting at 327 THz
(918 nm) in a semiconductor micropillar cavity consisting of distributed Bragg
reflectors (DBR) [114] and Fpurcell = 75 in a photonic crystal cavity doped with
InGaAs quantum wells emitting at 317 THz (945 nm) [10]. Taking into account
that these non-metallic systems were operated at cryogenic temperatures renders
the metallic system presented here at ambient conditions with a maximum Purcell
factor of 52 at 375 THz emission frequency as a promising candidate for enhanced
plasmonic light-matter interaction.

Actually, other plasmonic systems promise higher Purcell factors: Plasmonic
nano-disc resonators (MIM cavities), in which a 50 nm thick circular SiO2 layer
is sandwiched between 100 nm thick Ag layers, is expected to give a Purcell
enhancement of 900 [176]. This was deduced from the very small near-field mode
volume V0 = 0.00033λ 3n−3 of and the measured quality factor (Q = 16) of the
system according to the relation [108]:

FPurcell =
3

4π2
Q
V

(
λ

n

)3

, (2.13)

in which n is the refractive index of the cavity medium. However, this result
is not confirmed by direct observation of an enhanced spontaneous decay rate
of emitters, which appears to be a cumbersome task since the hardly accessible
emitters are buried between two metal layers. Here, the open cavity geometry
allows to directly address and observe the quantum emitters. This comes, accord-
ing to equation (2.13), at the expense of a larger mode volume so that the Purcell
enhancement in the resonators presented here is one order of magnitude below
that of nano-disc resonators. Inserting FPurcell = 52, Q = 137 (see Section 1.4.1)
and λ = 800 nm into (2.13) gives an effective mode volume of V0 = 0.1 µm3,
which resembles a cube of 464 nm side length. This volume is larger than the
geometrical extents of the nano-disc resonators. The condition for using equation
(2.13) is that the emission frequency of the emitter is only resonant to a single
resonance of the cavity. Typical emission peaks of CdSe quantum dots emitting
near 545 THz (550 nm) exhibit a spectral full-width tenth-maximum of 80 THz
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[229], and InAs/GaAs quantum dots emitting at 231 THz (1.3 µm) exhibit an
emission peak FWHM of 35 THz [294]. Hence the criterion is fulfilled by the
elliptic cavity since the adjacent modes of the 375 THz resonance are separated
by approximately 100 THz.

Purcell factors of several thousands seem to be achievable with plasmonic
wedge waveguide cavities [148] which require DBR mirrors, offering at least
95% reflection. Recently, a reflectivity of this quality has been achieved with 1D
waveguides [78].

WGM nano-antenna: Next, the Purcell enhancement of the barrel-shaped
WGM antenna with parameters matching the m = 0 mode at 375 THz excitation is
discussed (black curve in Fig. 2.1(b)). An easily accessible dipole emitter which
is located 10 nm above the surface exhibits a factor FPurcell of about 600. This
emitter is expected to radiate two and a half orders of magnitude more photons in
unit time than its counterpart in free-space. Purcell factors of 100 are available in
a spectral range of approximately 30 THz, which is nearly 10% of the emission
frequency, and hence a broadband coupling of the emitter to the antenna is feasible.
According to equation (2.13) the higher Purcell factor of the WGM antenna is
assigned to a smaller effective mode volume V which amounts to 0.0015 µm3

by inserting FPurcell = 600 and Q = 24 (see Section 1.2.3). Thus, the volume V
is 60 times smaller than the effective mode volume of the pure cavity mode. By
using the WGM antenna with V-grooves optimised for the m = 0 mode operation
at 800 nm, as presented in Fig. 1.4(d), the Purcell factor is further increased to
900 while the Q-factor is also slightly increased to Q = 27 (see equation (1.9)).
The increasing FPurcell is attributed to a sharper, tip-like form of the WGM antenna
which favours a larger field enhancement and thus a higher LDOS at the emitter
position.

Actually, it is already known for 5 years that WGM resonators theoretically fea-
ture high Purcell factors of up to 2000 according to the publication of Vesseur and
co-workers [304]. However, these factors have been retrieved for emitter positions
inside the 10 nm wide groove of barrel-shaped WGM antennas where highest field
strengths prevail. Although a fabrication of such fine structures might be feasible
[79], the positioning of a single emitter in the groove will be a cumbersome task.
Despite a surface-emitter distance of only 5 nm the authors expect no quenching
effects due to resonant plasmon coupling [304]. A first study of WGM antenna
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grooves filled with ATTO680 molecules revealed a fluorescence enhancement of
about 5 [303]. Another characteristic difference is that the investigation in [304]
only covers the m = 1 resonance of WGM antennas. In this scenario Purcell fac-
tors do not exceed values of 500 if V-shaped grooves are used instead of the above
mentioned grooves with a constant width of only 10 nm. The smaller values of
FPurcell, with respect to the m = 0 excitation, are attributed to the larger structural
extents required for the m = 1 resonance which leads to larger mode volumes.
Additionally, the antennas presented here exhibit a shallow depth of 76 nm and do
not resemble a proper n = 1 mode, as already discussed in Chapter 1: The electric
field is for the most part localised at the metal-vacuum interface and not at the
groove bottom, which is beneficial for self-interaction of emitters placed on top of
the antenna.

Hybridised system: At last, the hybridised system of two WGM antennas in
the focal spots of the elliptic cavity is discussed. Interestingly, the dipole emitter
experiences a maximum enhancement of its spontaneous emission rate (red curve
in Fig. 2.1(b)) which is comparable to the single antenna (black curve in Fig.
2.1(b)). This may seem disappointing at first sight, but the benefit of the combined
system lies in the even further broadened spectral distribution of Purcell factors.
The splitting of modes due to hybridisation leads to a Purcell enhancement of 200
in the range of 30 THz. It is worth striving for a broader distribution of large Pur-
cell factors since quantum emitters, like the above mentioned InAs/GaAs quantum
dots, exhibit a similar width of emission spectra (35 THz FWHM) at room tem-
perature. Otherwise the effective enhancement of the spontaneous decay rate is
reduced through spectral selectivity, as investigated in the enhanced luminescence
of non-thermalised excitons in whispering core-shell nanowire-cavities [65]. Here,
in the scenario of energy transport it is desirable to have a broad distribution of
Purcell factors to cover the overlapping emission and absorption spectra of the
separated quantum systems. Concerning transport it is worth mentioning that the
constant maximum Purcell factor might be attributed to the fact that emission
from one antenna is imaged to the other one: A certain part of energy emitted
by the quantum system will be localised and absorbed at the second antenna due
to enhanced near-fields. In Section 2.4.3 it will be shown that if the cavity is
circular, and both WGM antennas are merged to a single one at the cavity centre,
the dipole emitter self-interaction is increased and the maximum Purcell factor
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will be doubled compared to the scenario without cavity.

In summary, the pure cavity mode at 800 nm offers a moderate Purcell factor of
52. In contrast to numerous other plasmonic geometries FPurcell should be easily
accessible due to the exposed focal spots, rendering the elliptic arena-like cavity
alone a robust system for enhanced light-matter interaction. Likewise, an emitter
on top of a WGM antenna appears to be easily addressable in contrast to systems
embedded in the antenna groove. By utilising the m = 0 resonance the exposed
emitter exhibits appreciable Purcell factors of 600 to 900 and the associated mode
geometry is promising for an efficient excitation of surface plasmons (see Fig. 1.9
and the related discussion). The hybridised system of cavity and antennas further
broadens the spectral range of large Purcell factors provided by the antenna alone.
The Purcell factor, as a benchmark, renders the presented system of WGM antenna
decorated elliptic cavities a promising candidate for an enhanced energy transport
on comparatively large spatial scales.

2.3 Enhanced energy transfer rates of widely separated quantum
emitters

In Section 2.2 it was shown that the presence of elliptic plasmonic cavities and
incorporated WGM antennas significantly enhance the emission rate of single
quantum emitters. Consequently, this section addresses the question of how the
electromagnetic environment supports the interaction of two quantum systems
placed on top of the opposing WGM antennas (Fig. 2.2). Since interaction implies
both processes, emission and absorption, the previously used term quantum emitter
is in the following specified to quantum dot. This is done without loss of generality
and simply accounts for the fact that all upcoming examples refer to absorption
and emission properties of particular quantum dots.

As sketched in Fig. 2.2 the interaction between two quantum dots can be de-
scribed in the picture of a dipole-dipole interaction. This can be inferred from a
classical point of view by hand-waving argumentation: The interaction of two par-
ticles is generally expressed as a multi-pole expansion of the Coulomb interaction.
Since the quantum dots are uncharged, interactions like charge-charge, charge-
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Fig. 2.2: Resonant energy transfer between quantum systems in elliptic cavities. The donor system
is in an excited state and transfers the stored energy radiatively to the acceptor system. The shown
greyed acceptor dipole illustrates that no re-emission of the absorbed photon is considered (weak-
coupling limit). The dipole moments pD and pA are expressed in terms of their magnitudes pD and
pA and unit vectors nD and nA which are bot fixed in z-direction.

dipole and related higher order terms vanish. All terms including a quadrupole
interaction decay faster than a R−3-law which is ascribed to the dipole-dipole
interactions, leaving the latter one as the dominant mechanism ([229], Chapter
8.1).

A more precise classification of the distance-depended interaction is given in
the following: Within the range of 1 nm transfer of excitation energy is described
by the exponentially decaying Dexter process [83] which is caused by overlapping
wave functions of the donor and acceptor system. The Förster resonant energy
transfer (FRET) [107] then dominates on scales of up to 10 nm and it describes
the radiationless resonant dipole-dipole interaction in the near-field of the donor
system. Finally, on larger scales, the transfer of excitation energy is described
by the radiative long-range transfer theory [24]. Similar to the concept of near-
and far-fields a clear distinction between radiative and non-radiative regimes is
not possible. As a rule of thumb, the radiative energy transfer rate is valid for
R/λ � 1 and obeys R−2, while the non-radiative energy transfer rate dominates
if R/λ � 1 and it decays like R−6, as known from Förster’s theory. Actually, it
has been shown that these two regimes can be understood as the limiting cases of
a more general theory using the formalism of QED [74].

The quantum dots investigated here are separated by two times the excitation
wavelength. In this case the transfer process can be described by the pathway of
successive emission and absorption of a photon rather than the superposition of
non-intuitive quantum pathways [204]. In contrast, the separation of donors and

148 Dissertation



Enhanced energy transfer rates of widely separated quantum emitters 2.3

acceptors was on the order of some 10 nm in the first pioneering experiments of
enhanced resonant dipole-dipole interaction in Fabry-Pérot microcavities [142, 15]
and on thin metallic films which support surface plasmon polaritons [16]. More
recent experiments will be discussed together with the results at the end of this
section.

A second classification can be made according to the coherent or incoherent
nature of the transfer process. If the oscillating dipoles couple strongly to the
vibrational modes of the host structure their phase information is lost during the
transfer. A coherent resonant energy transfer (CRET) requires that the energy
transfer rate (ETR) is faster than dephasing and damping rates of the environment.
If the donor emits a photon and damping rates are smaller than the ETR, there is
an appreciable chance of re-emission of the photon by the acceptor. In this case
it is not possible to distinguish between the donor and acceptor and the excitation
becomes delocalised over the quantum dots [229]. The CRET is hence attended
by the so-called strong-coupling regime.

To classify the system presented here with respect to its transfer properties the
next section will be concerned with the evaluation of the normalised energy trans-
fer rate (nETR). The nETR describes the transfer rate of photons from the donor
quantum dot to the acceptor quantum dot in the presence of the plasmonic struc-
ture compared to the energy transfer rate of the same quantum dots in free-space.
Since specific properties like dipole moments and absorption cross-sections cancel
out in this ratio the nETR is an appropriate factor to rank the transfer properties of
the hybridised system in a more general way. Then, real quantum dot properties
will be introduced in order to estimate the plasmon-enhanced Förster transfer rate
which can be directly compared to the damping rate of the cavity-antenna system.
To fathom the possibility of a strong-coupling scenario the temperature dependent
absorption cross-section serves as a tuning parameter.

2.3.1 The normalised energy transfer rate (nETR)

The following derivation of the nETR is closely related to the approach in
Principles of Nano-Optics ([229]) written by Bert Hecht and Lukas Novotny, and
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it is adapted to the present system geometry. The power transferred from the
donor to the acceptor quantum dot is calculated by describing both constituents as
classical dipoles and by using Poynting’s theorem as in (2.2):

PDA(ω) =−1
2

∫
VA

Re{j∗A(r,ω) ·ED(r,ω)}dV. (2.14)

Here, the electric field of the donor dipole ED(r,ω) drives the acceptor charge,
leading to the associated current density jA(r,ω). This is further specified by
using the connection between the current density and the dipole moment at rA

according to (2.3):

PDA(ω) =
ω

2
Im{p∗A(rA,ω) ·ED(rA,ω)} . (2.15)

The clear distinction between donor and acceptor implies the weak-coupling
regime in which the transferred photon does not return to the donor dipole. Hence,
the acceptor dipole remains passive and it is therefore shown greyed in Fig. 2.2.
Accordingly, the transfer rate can be retrieved from FDTD simulations by using
just a single dipole source. This is explicitly verified in [97], where it is shown
that knowing just the response function, i.e. the electric field of the donor dipole
at the position of the acceptor dipole, yields the same results for resonant dipole-
dipole interaction as solving the problem in quantum mechanics with second
order Rayleigh-Schrödinger perturbation theory. The method of second order
perturbation theory only holds in the weak-coupling regime [97] and therefore the
knowledge of the response function of a single dipole is no longer sufficient to
accurately model strong interaction between the quantum dots.

Since the acceptor dipole moment pA is induced by the electric field of the
donor ED(rA) both quantities are linked by the polarisability tensor of the acceptor
quantum dot

↔
αA. Like in the evaluation of Purcell factors the induced charge

oscillation is assumed to be perpendicular to the substrate according to the m = 0
mode of the WGM antennas. The unit vector of the acceptor dipole moment nA is
therefore parallel to nz and pA can be written as:

pA(rA,ω) = αA(ω)nznzED(rA,ω). (2.16)

Inserting (2.16) into (2.15) and taking account of the complex conjugation leads
to:
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PDA(ω) =
ω

2
Im{αA(ω)}|nz ·ED(rA,ω)|2 . (2.17)

To be consistent with literature the polarisability Im{αA} will be expressed in
terms of the absorption cross section σA(ω) of the acceptor quantum dot. The
absorption cross-section can be defined as the ratio of transferred power PDA(ω)

to the incident intensity I(ω):

σA(ω) =
PDA(ω)

I(ω)
. (2.18)

According to literature the definition of the intensity in equation (A.37) is in-
serted into the upper equation and the absorption cross section then reads,

σA(ω) =
(ω/2)Im{αA(ω)}|nz ·ED(rA,ω)|2

(1/2)
√

(ε0/µ0)n(ω) |ED(rA,ω)|2
= ω

√
µ0

ε0

Im{αA(ω)}
n(ω)

, (2.19)

in which n(ω) is the refractive index of the embedding medium. In the last
step it has been assumed that the electric field mainly points into the z-direction,
according to the m = 0 WGM antenna mode, and hence the squared field am-
plitude in the denominator cancels with the projection of the field along z in the
numerator. Inserting the retrieved absorption cross-section into equation (2.17)
gives the power transferred from the donor to the acceptor quantum dot as:

PDA(ω) =
1
2

√
ε0

µ0
n(ω)σA(ω) |nz ·ED(rA,ω)|2 . (2.20)

The above equation is similar to the expression for the time averaged electric
field intensity multiplied by an absorption cross-section. By expressing the electric
field ED(rA,ω) of the donor quantum dot in terms of the dyadic Green’s function
according to (2.5) the transferred power can also be written as [229]:

PDA(ω) =
n(ω)σA(ω)ω4 |pD|

2

2ε0c3

∣∣∣∣nz ·
↔
G(rA,rD,ω) ·nz

∣∣∣∣2 . (2.21)

Interestingly, the transferred power increases with the refractive index of the
embedding medium. Although n is set to 1 (vacuum) in the remainder of this
chapter, the cavity design presented here might be improved by using highly
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refractive dielectrics to concentrate the electric field and to further reduce its mode
volume, leading to even more enhanced light-matter interaction. Since the skin
depth into the dielectric half-space would be reduced according to equation (A.3)
the Q-factor of the plasmon modes might be increased due to avoided loss at the
upper cavity edges. However, according to equation (A.1) the propagation length
will be reduced with increasing n and therefore it is required to determine optimum
conditions for the given task.

A shortcoming of the classical derivation of (2.21) is the missing influence of
an emitter spectrum with finite width. This is accounted for in quantum mechanics
by representing the ground and excited state of the two quantum systems as a set
of vibrational sub-levels ([92, 204]). Summing over these manifolds with respect
to associated overlap integrals of ground and excited state directly leads to the
above mentioned absorption cross-section σA(ω) and the so called equilibrium
single-photon emission spectrum fD(ω) which can be represented by a normalised
distribution function [229]: ∫

∞

0
fD(ω)dω = 1. (2.22)

With this distribution function (2.21) can be written as [229]:

PDA(ω) =
∫

∞

0

σA(ω) fD(ω)ω4 |pD|
2

2ε0c3

∣∣∣∣nz ·
↔
G(rA,rD,ω) ·nz

∣∣∣∣2 dω. (2.23)

Note that both, fD(ω) and σA(ω), refer to emission and absorption spectra in
free-space [93]. Hence, the transferred power PDA(ω) is in general a composition
of contributions weighted by the overlap of the absorption and emission spectrum
of the respective quantum dots. In order to simplify (2.23) it can be assumed that
fD(ω) = δ (ω −ω0). This simplification implies a discussion in the cryogenic
limit of few K sample temperature in which the quantum dot emission line is
dominated by the zero-phonon line [249], i.e. it is not broadened by energy
dissipation into phonons of the environment (Debye-Waller factor) or the quantum
dot itself (Franck-Condon factor). Another simplification can be introduced by
considering the spontaneous emission rates of quantum dots which can be as
high as 1 GHz [148]. Since characteristic changes of the cavity’s dyadic Green’s
function are on the scale of a few THz (see Fig. 2.1) the absolute square, including
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the term
↔
G(rA,rD,ω), is a constant function with respect to ω and it is hence not

involved in the integration.

The enhanced energy transfer properties of the designed plasmonic system are
now ranked in a very general sense by calculating the normalised energy transfer
rate (nETR), which is defined as:

nETR =
γDA,struc(ω)

γDA,vac(ω)
=

PDA,struc(ω)

PDA,vac(ω)
. (2.24)

Here, γDA,struc(ω) and γDA,vac(ω) are the quantum mechanical energy transfer
rates (see [92]) of the donor and acceptor quantum dot placed in the designed
plasmonic environment and in vacuum, respectively. The quantities PDA,struc(ω)

and PDA,vac(ω) describe the transferred power in the different geometries by clas-
sic dipoles according to (2.20). Equation (2.24) establishes a safe link between
classical electrodynamics and the quantum mechanical picture like in the case
of Purcell factors (see (2.1)) and the nETR is hence not limited to a particular
formalism. By inserting (2.20) into (2.24) the nETR finally reads

nETR =
|nz ·ED,struc(rA,ω)|2

|nz ·ED,vac(rA,ω)|2
=

∣∣∣E(z)
D,struc(rA,ω)

∣∣∣2∣∣∣E(z)
D,vac(rA,ω)

∣∣∣2 . (2.25)

It is emphasised that the specific form of equation (2.25) is based on the ap-
proximation that the dyadic Green’s function is constant with respect to fD(ω).
This approximation is also explicitly validated with respect to σA(ω) in Section
(2.3.2). Hence, the nETR in equation (2.25) is independent of specific quantum
dot properties and it is therefore suited to describe the influence of the electromag-
netic environment on the transfer process. In the present geometry with its fixed
dipole axes the only information required for calculating the nETR factor is the
squared modulus of the z-component of the donor’s electric field at the position
of the acceptor quantum dot. This information is easily accessible with FDTD
simulations and the results are presented in the upcoming section.
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nETR retrieved from FDTD simulations

The parameters of the FDTD simulations for retrieving the nETR are identical
to those utilised for determination of Purcell factors in Section 2.2.2. Again, the
single dipole source is located 10 nm above the lateral centre of one WGM antenna
in order to avoid quenching and enhanced ohmic loss (Fig. 2.3(a)).

Likewise both WGM antennas inside the elliptic cavity are resolved with ad-
ditional meshes of 2 nm resolution in every direction. According to the deter-
mination of Purcell factors for different geometries the nETR is also separately
evaluated for the two constituents of the hybridised cavity-antenna system, i.e. the
cavity and both antennas alone, as sketched in Fig. 2.3(a). Hence four simulations
are necessary to retrieve the three distinct nETR factors: Three for the numera-
tor in (2.25), i.e. the configurations sketched in Fig. 2.3(a), and one reference
simulation for the denominator in (2.25), i.e. a dipole radiating in vacuum.

The elliptic cavity is expected to show a plasmonic-enhanced energy transfer
by electric field concentration at both focal spots. They offer a dominating z-
component of the electric field fitting to the fixed orientation of the quantum dot
dipole moments. The third configuration, i.e. the WGM antennas in the absence
of elliptic cavity walls, might increase the transfer rate compared to the rate in
vacuum by near-field enhancement of the antenna structure alone. This latter
simulation configuration and the reference simulation of an oscillating dipole
in vacuum are most prominently affected in their mesh properties: Since the
automatic meshing algorithm takes into account the refractive index of the present
environment the absence of cavity walls and substrates will make the overall mesh
more coarse compared to the hybridised and cavity-alone system. However, all
four simulations exhibit the same fine meshes in the important regions, i.e. around
the actively radiating emitter dipole and the intended position of the acceptor
quantum dot.

The results are presented in Fig. 2.3(b). The nETR is shown as a function
of the lateral position of the virtual acceptor quantum dot 10 nm above the Au
substrate. The lateral displacement ranges from one side of the inner mesa-like
structure of the WGM antenna to the other. Two different emission frequencies are
considered here: The data for 366 THz (819 nm) relates to the spectral position
of highest Purcell enhancement in the case of the hybridised system (see Fig.
2.1(b)), while data for 375 THz (800 nm) relates to spectral resonance of the
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Fig. 2.3: Normalised energy transfer rate (nETR) of quantum dots coupled to WGM antennas in
elliptic arena cavities as retrieved from FDTD simulations (a) The nETR is calculated for the hybridised
antenna-cavity system and its distinct constituents. FDTD simulation parameters are identical to those
utilised in Section 2.2.2. The grey dot marks the position of data evaluation. (b) Evaluated nETR for
different excitation frequencies 366 THz (819 nm) and 375 THz (800 nm). The retrieved values relate
to an acceptor quantum dot positioned 10 nm above the left WGM antenna. Its lateral position ranges,
as sketched, from one groove edge to the other.

single constituents. Obviously, the nETR is highest for the hybridised system at
both emission wavelengths and amounts to values well above 107. This means
that 107 times more photons are transferred in the plasmonic environment from
the donor to the acceptor than in free-space. Minimum values for the transfer
rate amount to 3× 103. Hence, the energy transfer rate alters by four orders of
magnitude depending on the environment.

The detailed discussion starts with 366 THz (819 nm) emission: Both, the
hybridised system and the two WGM antennas show an increased nETR of factor
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1.5 near the groove edges compared to the mesa centre which is assigned to
the enhanced electric fields near the abrupt structural inhomogeneity (see Fig.
1.5(c)). The exact nETR for an acceptor quantum dot laterally located in the
centre of the WGM antenna amounts to 1.3×107 which is reduced by a factor of
500 to 2.0×104 if the cavity walls are removed (’antennas only’). Interestingly,
by removing the WGM antennas and inserting the cavity walls again (’cavity
only’) the nETR is further reduced to a value of 3.2× 103, although the cavity
should prevent the photons from escaping the quantum dot environment. This
can be explained by the LDOS of the system: The cavity mode is located at
375 THz and exhibits a sharp spectral width of below 3 THz (FWHM). The
emission of the donor quantum dot at 366 THz is therefore far off-resonant and
photons of this energy are not allowed to exist inside the cavity. To this effect
the spontaneous emission of the emitting quantum dot is reduced compared to the
other configurations which negatively affects the energy transfer rate. However,
the spontaneous emission in this off-resonant case is still enhanced compared to
free-space by the presence of the Au interface which gives a constant Purcell factor
of 7.5 (see Fig. 2.1(b)). Here, it should be emphasised that although the WGM
antennas are also not resonantly excited their broader spectral feature renders
the excitation at 366 THz as ’near-resonant’. The associated enhanced electric
field strength is sufficient to provide a nETR that exceeds that of the off-resonant
cavity despite the fact that most of the radial symmetric emission of the source
dipole will never reach the acceptor quantum dot. The orders of magnitude higher
nETR in the presence of different plasmonic geometries is a result of the large
donor-acceptor distance R in the present study, since the electric field amplitude
of an oscillating dipole emitting in vacuum falls off with R−3 in the near-field and
with R−1 in the far-field (see Fig. 8.3 in [229]). Hence the nETR is expected to
drastically increase with R if photon emission into a 4π solid angle is prevented
by an inhomogeneous environment. At very large separations R the exponentially
decaying propagation length of SPPs starts to dominate and the nETR decreases
to zero after reaching its maximum value [206].

At 375 THz (800 nm) donor quantum dot emission the hybridised system offers
a nETR of 7.3×106 at the WGM centre which is a factor of two smaller compared
to 366 THz emission. This reduction is explained by the two times smaller Purcell
factor of the 375 THz mode of the hybridised system (see Fig. 2.1(b)). If the
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quantum dots are placed inside the cavity without antennas the photon transfer rate
is enhanced by 1.4×105. In the case of WGM antennas without the cavity walls
the enhancement is about 7.1×104 and hence a factor of two smaller compared
to the pure cavity. At resonant excitation the one order of magnitude higher
Purcell factor of the WGM antennas and the associated larger LDOS is insufficient
to compensate the loss of photons emitted into other directions than the WGM
antenna decorated with the acceptor quantum dot. Like in the discussion of Purcell
factors the plasmonic cavity alone is a very interesting device to enhance the
energy exchange between widely separated quantum systems by utilising light
concentration at the focal spot.

Comparing the retrieved nETR to literature

The quality of the enhanced dipole-dipole interaction in the plasmonic cavity
system presented here is further assessed by comparing it to other devices enabling
plasmon-mediated energy transfer. This is a cumbersome endeavour because, as
discussed above, the nETR is highly sensitive to the donor-acceptor separation.
However, a plasmonic system that has been theoretically investigated with view to
nETR values on spatial scales of up to R = 17 µm is a metallic wedge waveguide
(Martín-Cano and co-workers [206]). Due to light confinement in two dimensions
and the possibility to use simple 1D Bragg reflector mirrors at the waveguide
ends this structure is predicted to reach the strong-coupling regime and to be a
suitable candidate for plasmonic cavity-QED (Hümmer and co-workers [148]). In
the work of Martín-Cano and co-workers donor and acceptor quantum systems
are positioned 10 nm above the wedge to avoid quenching effects just like in
the present study. Likewise, the donor and acceptor dipole axis is fixed and
no orientation averaging is applied. In contrast to the present study the donor
quantum system, i.e. the emitting dipole source, radiates at 600 nm and the wedge
is modelled according to the dielectric constant of Ag. The largest nETR values
of up to 105 are obtained for a quantum system separation of R = 3 µm. Beyond
this separation the exponential decay of the propagating wedge plasmon-polariton
mode starts to dominate. At a comparable distance of R = 2 µm, like in the
elliptic cavities, the nETR is approximately 5×104. Remarkably, the hybridised
plasmonic system of elliptic cavity and WGM antennas, which has been developed
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in this thesis, exceeds the nETR retrieved for metallic wedge waveguides in this
case by more than two orders of magnitude. Even the pure elliptic cavity system
without the antennas provides a superior performance with respect to nETR values
at R = 2 µm.

The observed superior performance of elliptic cavities is expected when consid-
ering propagations lengths of SPPs at a flat surface compared to those of wedge
and channel plasmon-polaritons. Esteban-Moreno and co-workers theoretically
studied the modal shape, dispersion relation and losses of channel plasmon-
polaritons (CPP) in V-grooves and wedge plasmon-polaritons (WPP) [216] as
utilised in the work of Martín-Cano. They found that the propagation length of
a pure SPP is longer than that of fundamental CPPs and even longer than that of
WPPs, which are not disturbed by the presence of a substrate featuring the wedge.
The shorter propagation lengths of WPPs and CPPs are directly related to the field
enhancement at corners and related field confinement [216].

The above discussion is restricted to fixed donor and acceptor dipole moment
orientations. A study on the non-parallel configuration of these quantum systems
and the associated impact on the nETR in the presence of metallic nano-rods, i.e.
waveguides, was performed by Yu and co-workers in [329]. They could show that
two nearby waveguides forming an angle compensate the non-parallel orientation
of dipole moments of quantum emitters placed at opposing ends of the 250 nm
long waveguides. nETR values amount to 8× 104 and are hence similar to the
results of Martín-Cano and co-workers. The non-parallel orientation of dipole
moments is assumed to be the most severe drawback of the hybridised cavity
system: If the acceptor quantum dot has its dipole moment aligned parallel to
the Au substrate (x- and y-direction) and hence perpendicular to one of the donor
quantum dot the m = 0 mode of the WGM antenna with its prominent electric field
in z-direction will greatly suppress the energy transfer.

A comparison of plasmonic-enhanced energy transfer rates in two-dimensional
systems is not possible since, to the best of the author’s knowledge, the study
presented here is the first one in this research field.
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2.3.2 Absolute transfer rates and feasibility of strong-coupling regime

This section is concerned with the discussion of absolute transfer rates between
the donor and acceptor quantum dots. As mentioned in the previous section,
retrieved nETR values are sometimes not easy to interpret since they tend to
rapidly grow with distance. Fortunately, they could be compared to a system that
is predicted to facilitate plasmonic cavity QED and it turned out that the designed
cavity-antenna system is more than a promising competitor. However, knowledge
about the absolute transfer rate will give deeper insight into the efficiency of the
transfer process and allows an estimation whether the system is suited to reach
the strong-coupling regime with single, separated quantum systems. First, the
idea of how to calculate the absolute transfer rate is introduced. In this context
the retrieved nETR values will turn out to be very useful. Then, a specific type
of quantum dot will be presented since the equation for energy transfer (2.20)
requires knowledge about properties like the absorption cross-section σA(ω) of
the acceptor quantum dot.

The determination of the energy transfer rate γDA,struc(ω) actually calls for a
full quantum mechanical treatment of the problem. This can be simplified by
making use of an expression exhibiting a comparing character like in (2.24) or
(2.1), which links the quantum mechanical formulation to classical dipole sources.
In this spirit the energy transfer rate in the plasmonic environment γDA,struc(ω) is
related to the rate of spontaneous decay γ0(ω) by

γDA,struc(ω)

γ0(ω)
=

PDA,struc(ω)

P0(ω)
= ξ (ω), (2.26)

in which PDA,struc(ω) is the power absorbed by the acceptor and P0(ω) the
radiated power of the donor dipole in free space. Equation (2.26) relates the
energy transfer rate to the spontaneous decay rate by the dimensionless factor
ξ (ω). Since the spontaneous decay rate is known for a specific quantum dot
the energy transfer rate can be evaluated in units of s−1. The fraction in (2.26)
is expanded by PDA,vac(ω), which is the absorbed power of the acceptor in free
space:

ξ (ω) =
PDA,struc(ω)

PDA,vac(ω)
· PDA,vac(ω)

P0(ω)
. (2.27)
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Comparison with equation (2.24) leads to:

ξ (ω) = nETR(ω) · PDA,vac(ω)

P0(ω)︸ ︷︷ ︸
η(ω)

= nETR(ω) ·η(ω). (2.28)

The nETR has already been evaluated in the previous section. The factor η(ω)

describes the the ratio of power PDA,vac(ω) absorbed by an acceptor quantum dot
positioned in vacuum to the power P0(ω) radiated by the donor quantum dot,
which is also placed in vacuum, in the absence of the acceptor. If η(ω) and hence
ξ (ω) is known the energy transfer rate is simply obtained by multiplying the latter
factor with the spontaneous decay rate of the quantum dot according to (2.26).
The ratio η(ω) can be calculated fully analytical by dividing (2.21) with (2.7) and
setting the refractive index of the environment to n = 1:

η(ω) = 6σA(ω)π

∣∣∣∣nz ·
↔
G(rA,rD,ω) ·nz

∣∣∣∣2 . (2.29)

Note, that (2.29) ignores the influence of a donor emission spectrum fD(ω). To
be consistent with literature the following definition is applied [229]:

T (ω) = 16π
2k4R6

∣∣∣∣nz ·
↔
G(rA,rD,ω) ·nz

∣∣∣∣2 . (2.30)

Hence, η(ω) can be rewritten as:

η(ω) =
3c4σA(ω)

8πR6ω4 T (ω). (2.31)

The function T (ω) generally accounts for an arbitrary orientation and separa-
tion of the donor and acceptor dipole moments. Due to the fixed orientation along
the z-axis in the present discussion T (ω) is evaluated by inserting the dyadic
Green’s function of free-space to give the simple term [229]:

T (ω) = 1− k2R2 + k4R4. (2.32)

Now, η(ω) can be written as:

η(ω) =
3c4σA(ω)

8πω4R6 −
3c2σA(ω)

8πω2R4 +
3σA(ω)

8πR2 . (2.33)
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The first term on the right hand side, rapidly decaying with R−6, describes
the non-radiative energy transfer in the donor’s near-field, also known as Förster
resonant energy transfer (FRET). At large donor-acceptor separation, like in the
present elliptic cavities, the last term on the right hand side dominates. It describes
energy transfer in the radiative limit in which the acceptor quantum dot absorbs
a photon which was beforehand emitted by the donor quantum dot. The term
with the R−4 dependence is related to an intermediate regime in which all terms
contribute significantly (kR≈ 1).

For the sake of generality the normalised emission spectrum fD(ω) is consid-
ered according to (2.23) and hence equation (2.33) can be written as:

η(ω) =
3c4

8πR6

∞∫
0

σA(ω) fD(ω)

ω4 dω− 3c2

8πR4

∞∫
0

σA(ω) fD(ω)

ω2 dω + ...

...+
3

8πR2

∞∫
0

σA(ω) fD(ω)dω.

(2.34)

In its present form equation (2.34) is similar to literature except a missing
orientation averaging (see equation (14.23) in [224]). With the knowledge of η(ω)

the absolute energy transfer rate γDA,struc(ω) can now be calculated according to
(2.26) and (2.28):

γDA,struc(ω) = nETR(ω,R) ·η(ω,R) · γ0. (2.35)

in which the R-dependence is explicitly mentioned. Evaluating (2.35) requires
the information about the specific absorption cross-section σA(ω), emission spec-
trum fD(ω) and the spontaneous decay rate γ0 of a real quantum dot.

Specific and general properties of quantum dots

All-solid-state emitters like quantum dots are perfectly suited for light-matter
interaction in the presented plasmonic cavities since they feature deterministic
positioning and remain stationary [266] compared to single molecules. For an
experimental realisation of the above described long-range light-matter interac-
tion InAs/GaAs quantum dots are of special interest: These quantum systems
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exhibit a strong interaction with the radiation field due to high oscillator strength
of about 11, belonging to the fundamental 0− 0 transition, which was theoreti-
cally estimated and measured by integrated absorption at temperatures below 10
K by Warburton and co-workers [310]. The oscillator strength corresponds to a
spontaneous decay rate of γ0 ≈ 1 GHz which was confirmed by time-resolved pho-
toluminescence only one year later by Gérard and co-workers [114]. These decay
rates are faster than those of alternative quantum emitters at room-temperature
like nitrogen vacancies in nanodiamonds [7] and CdSe quantum dots [9]: Both
systems feature γ0 ≈ 0.05 GHz. Fitting to the utilised cavity and WGM antenna
parameters InAs/GaAs quantum dots can be operated in the spectral range around
1.3 eV (950 nm), which lies within the spectrum of well-established Ti:sapphire
oscillators. On the way to a solid-state analogue of cavity QED within the range
of the optical spectrum InAs/GaAs quantum dots had been incorporated into mi-
cropillar cavities almost twenty years ago [113], showing a Purcell enhancement
of 32 [114]. Already in that time they had been a promising candidate for reaching
the strong-coupling regime [14]. By choosing an appropriate cavity scheme, i.e.
the above mentioned 1D plasmonic waveguides with DBR mirrors, a theoretical
study has recently shown that a plasmonic "one atom + one mode" system is ac-
tually feasible [148]. The upcoming evaluation of equation (2.35) is therefore
performed with:

γ0 = 1 GHz. (2.36)

InAs/GaAs quantum dots are fabricated by self-assembly according to the idea
of Stranski and Krastanow [285]. This method exploits the mismatch in the lat-
tice constant during epitaxial growth of semiconductor heterostructures. In this
specific case InAs is deposited onto GaAs, which explains the denomination as
InAs/GasAs quantum dots. After the first few layers of InAs, the so-called wetting
layer, strain introduced by the lattice mismatch forces subsequently deposited
InAs to build three-dimensional islands exhibiting a trapezoidal or pyramidal
structure. A capping layer made of GaAs is further required to complete the struc-
ture [229]. For the useage of single InAs quantum dots a lateral periodic growth is
required and specific quantum dots may be cut out by focused ion beam milling,
while positioning is achieved by atomic force microscopy.

The base edge size of the pyramidal structure and its height determine the
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electronic transition energies. Marzin and co-workers calculated the fundamen-
tal transition energies by an effective mass treatment and by approximating the
structure as a cone [207]: Diameters of about 12 nm and heights in the nanometre
regime should give fundamental transition energies of the ’electron - light hole’
excitations around 1.55 eV (800 nm). Transition energies below 1.2 eV (1000
nm) have been realised with a base size of 20 nm × 20 nm and a height of 6 nm
by Andersen and co-workers [13]. The geometrical extents of the active volume
is much larger than that of spherical CdSe quantum dots with effective radii of
about 2 nm [229]. Interestingly, Andersen and co-workers could experimentally
show that with rather mesoscopic InAs quantum dots the dipole approximation
of light-matter interaction is no longer valid because the extent of electron and
hole wave functions becomes comparable to that of field gradients of plasmonic
excitations. Depending on the exact configuration, the rate of decay to surface
plasmons can vary by nearly an order of magnitude [13]. However, for the sake
of simplicity and until an experimental realisation of the suggested scheme takes
form the dipole approximation is assumed to be valid throughout the rest of the
thesis.

At ambient temperatures the size of quantum dots also influences another pa-
rameter that has to be known for a quantitative analysis of absolute energy transfer
rates: the absorption cross-section σA. Osborne and co-workers investigated on
the absorption cross-section of InAs quantum dots with a base area of 100 nm2

and a height of 7 nm for the fundamental transition around 1.0 eV (1.24 µm)
[231]. From their data they deduce a peak absorption cross-section of 0.7×10−12

cm2 (70 nm2) in the absence of inhomogeneous broadening. The retrieved value
is close to the geometric size of the base area which is a common trend for quan-
tum dots operated at room temperature ([229], Chapter 9.2). For the upcoming
determination of absolute energy transfer rates the absorption cross-section σA is
set to:

σA(ω) = σA,peak

Γ 2
A,hom

4

(ω−ωe)2 +
Γ 2

A,hom
4

, (2.37)

in which σA,peak = 0.7×10−12 cm2 , ωe is the resonance frequency of the quan-
tum dot, and ΓA,hom is the homogeneous line-width of the Lorentzian absorption
peak. According to Osborne and co-workers [231] the line-width amounts to
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ΓA,hom = 2π×0.05 THz. (2.38)

The normalised emission spectrum fD(ω) of the quantum dot is modelled ac-
cording to:

fD(ω) =
1
π

Γem
2

(ω−ωe)2 + Γ 2
em
4

. (2.39)

Since the above derived formalism requires the free-space emission spectrum
[92], the emission line-width Γem is set equal to the spontaneous decay rate γ0,
i.e. Γem = 2π × γ0 = 2π × 1 GHz. It may seem odd to use the emission spec-
trum at cryogenic temperatures and the absorption spectrum at room temperature.
However, this is a conservative estimate since the peak absorption at cryogenic
temperatures is increased (Chapter 9.2 in [229]), as will be discussed below. The
upcoming discussion is assigned to the cryogenic temperature regime.

Determination and discussion of absolute energy transfer rates

This section is dedicated to the evaluation of absolute energy transfer rates
(ETR) of widely separated quantum dots positioned on nanoantennas inside a
plasmonic cavity. Finally, all results and information obtained in this chapter
serve to derive the ETR according to the developed concept comprised in equation
(2.34) and (2.35).

Here, the ETR between two widely separated quantum dots of different systems
is derived: On the one hand the hybridised system of elliptical cavity and WGM
antennas, and on the other hand the pure cavity for reasons of comparison. The
associated nETR factors in (2.35) are those retrieved from FDTD simulations in
Section 2.3.1. More precisely, the nETR of the hybridised system refers to the
mode at 366 THz (819 nm), while the nETR of the cavity without antennas refers
to the pure cavity mode at 375 THz (800 nm). Both values are taken at the centre
of the circular mesa-like WGM antenna structure (nETR ≈ 1.3× 107) and the
focal spot of the cavity mode (nETR ≈ 1.4×105), respectively (see Fig. 2.3).

By utilising the information about the specific InAs quantum dot properties
in the previous section the energy transfer rates for both systems are calculated
according to (2.34) and (2.35):
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γDA,struc(ωe = 2π×366 THz)≈ 40 GHz (hybridised system)

γDA,struc(ωe = 2π×375 THz)≈ 0.4 GHz (pure cavity)
(2.40)

In the case of combined antenna-cavity system the rate of energy transfer is
about 40 GHz which means that 40× 109 photons are absorbed by the acceptor
quantum dot every second. By considering that the nETR contributes with a factor
of 1.3× 107 the energy transfer rate in vacuum amounts to γDA,vacuum ≈ 3 kHz,
i.e. 3000 photons per second. When comparing the transfer rate of 40 GHz to the
Purcell-enhanced decay rate of the quantum dot of approximately 627 GHz it can
be deduced that 6% of all emitted photons are safely delivered to the acceptor.

In the case of the pure elliptic cavity the rate of energy transfer is about 0.4 GHz
which means that 4× 108 photons are absorbed by the acceptor quantum dot in
unit time. When comparing this energy transfer rate to the Purcell-enhanced decay
rate of the quantum dot of approximately 54 GHz it can be deduced that 0.7% of
all emitted photons are safely delivered to the acceptor. The only one order of
magnitude lower efficiency compared to the hybridised system is attributed to the
reduced dissipation of the pure cavity setup.

It can be summarised that both plasmonic structures, the hybridised system and
the pure cavity, appreciably enhance the absolute energy transfer between widely
separated quantum systems. This is also underscored by considering the rather
low transfer rates of the quantum emitters in vacuum. The transfer efficiency in
the latter case is about 3× 10−6, which corresponds to 3000 absorbed photons
per second compared to 1×109 emitted photons per second. To achieve transfer
efficiencies in vacuum that are comparabel to those of the hybridised system the
distance between the specific quantum dots should be reduced from 1630 nm to
55 nm.

Enhanced cross-sections and cryogenic temperatures

A transfer efficiency of 6% in the case of the hybridised system is a decent
performance, however, the absolute transfer rate stays below the transfer limit
that is given by the Purcell-enhanced emission rate. It should be noted that the
geometry-limited value of σA,peak in equation (2.37) is only a lower boundary
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since cross-sections in light-matter interaction can increase significantly at very
low temperatures if the energy of irradiated photons h̄ω matches the energy differ-
ence h̄ωe of particular quantum states, i.e. excitons in the case of semiconductor
quantum dots. Basic quantum-mechanical light-scattering theory treats the scat-
tering of a photon by an arbitrary multi-level system in second-order perturbation
theory [195]. The associated two interactions represent the excitation of the quan-
tum system from its initial state |i〉 to an excited state |e〉 due to the absorption of
a photon, and the subsequent emission of a photon while the system decays from
|e〉 to the final state | f 〉. If the final state is identical to the initial state (| f 〉= |i〉)
and if the photon energy h̄ω matches the transition energy h̄ωe of this two-level
system the scattering process is also known as resonant light scattering and the
scattering cross-section σS takes the simple form [195]

σS =
3λ 2

2π
, (2.41)

which is completely independent from the transition dipole moment 〈 f | p̂ |i〉.
Using λ = 800 nm gives σS = 3× 10−9 cm2 µm which is nearly four orders of
magnitudes larger than the room temperature absorption cross-section in equation
(2.37).

The approach of a pure elastic process and the approximation of a two-level
system are restricted to ambient temperatures of ∼ 0 K and to the decoupling of
the quantum dot from a dissipative environment. The related transition is the 0−0
transition represented by a zero-phonon line [249]. With increasing temperature
dephasing events become more significant. The probability for phonon excitation
and absorption grows so that the single final state transforms to a manifold of sub-
states. This process is called inelastic Raman scattering and it can be shown that
the scattering cross-section retrieved from perturbation theory in (2.41) decreases
[195, 229]:

σS =
3λ 2

2π
· γ0

γinh
, (2.42)

Here, γ0 and γinh are the homogeneous and inhomogeneous line-width, respec-
tively. This ratio can be expressed in terms of Franck-Condon- and Debye-Waller-
factors describing energy dissipation into phonons of the environment or the quan-
tum dot itself [57] and it is of the order 0.1 for many molecules at low temperatures
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[242]. The anti-correlation between resonance amplitudes and the line-width of
single molecule resonances, as implied by equation (2.42), has been experimen-
tally verified by Butter and co-workers [58].

The present discussion has been limited to the scattering cross-section under
resonant conditions. From a quantum mechanical point of view the scattering
process always includes the absorption of a photon. Using the large cross-section
(2.41) as the absorption cross-section in previous calculations will lead to transfer
rates of 100%. However, in the present formulation the derivation, starting at
Poynting’s theorem in (2.14), suggests to treat ’absorption’ as a process in which
the energy after donor excitation is irreversibly transferred into heat or chemical
reactions like in photosynthesis. Therefore, the present discussion is continued in
this picture:

Resonant light absorption, which is explicitly linked to a non-radiative decay
rate γnr [180], has been theoretically investigated for semiconductor quantum dots
by Lang and Pavlov [181]. In contrast to quantum mechanical perturbation theory
they use a semi-classical approach with retarded potentials that takes into account
all orders of light-electron interaction. The total light scattering and absorption
cross-sections σS and σA, respectively, for an excitonic excitation are given by:

σS(ω) =
3λ 2

2π
· γ2

r /4
(ω−ωe)2 +Γ 2/4

, (2.43)

σA(ω) =
3λ 2

2π
· γrγnr/4
(ω−ωe)2 +Γ 2/4

, (2.44)

in which λ and ω are the wavelength and angular frequency of the incident
light, ωe the resonance frequency of the exciton, and Γ = γr + γnr the total decay
rate with its radiative and non-radiative contributions, respectively. The results
resemble the scattering and absorption cross-section of a bound electric charge in
classical electrodynamics (Lorentz oscillator) [151]. It is noted that in the absence
of non-radiative damping of excitons (γnr = 0⇒ σA(ω) = 0) and on resonance
(ω =ωe) the scattering cross-section in (2.43) is identical to the resonant scattering
cross-section as retrieved form second order quantum mechanical perturbation
theory in (2.41).

A maximum peak absorption occurs for the special case of γnr = γr:
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σ
Res
A = σ

Res
S =

3λ 2

8π
, (2.45)

which is only four times smaller than the peak scattering cross-section. Interest-
ingly, the requirement of equal non-radiative and radiative loss rates is similar to
impedance matching and the condition for the phenomenon of critical coupling,
in which an open resonator absorbs all incident energy [37].

To summarise the investigation of energy transfer rates in the weak-coupling
regime, an appropriate choice and preparation of sample temperature and specific
system properties, e.g. γr = γnr, will facilitate to push the evaluated decent transfer
rates in (2.40) close to 100% efficiency. This result suggests to tackle the inter-
action of emitters in hybrid cavity-antenna systems in the formalism of quantum
electrodynamics. Calculating the vacuum Rabi splitting of emitters attached to
the system in the upcoming section will unambiguously reveal that the interaction
of emitters is close to the strong-coupling regime and that a quantum mechanical
description is indeed required.

2.4 Strong light-matter interaction in plasmonic arena cavities

This section is concerned with the coupling strength of quantum systems in-
side the elliptic arena cavity. With a view to literature a theoretical model will
be proposed in form of the Tavis-Cummings Hamiltonian [290] while a sophisti-
cated investigation of the master equation of an open quantum system is beyond
the scope of this work. During the discussion it will turn out that under certain
conditions both, the elliptic cavity as well as the circular cavity, are promising can-
didates for strong and ultra-fast light-matter interaction involving single quantum
emitters.
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2.4.1 Introduction to the Tavis-Cummings model

The coupling between oscillators has already been discussed in terms of lo-
calised and propagating SPPs in Chapter 1. According to those results and the
simple oscillator model (see Section 1.4.2) the strong-coupling regime features
the splitting of energy levels if two or more systems with identical resonance fre-
quencies are combined to a new system. In the case of a WGM antenna embedded
in a circular arena cavity the splitting of modes leads to an oscillatory exchange of
electromagnetic energy between the individual constituents, whereupon the rate
of energy exchange increases with the splitting magnitude. It was also shown that
the new corresponding eigenmodes are a linear combination of the modes of the
isolated systems (Section 1.3.4).

This concept also applies in a similar fashion to quantum dots: The eigenstates
of two quantum dots can be written as |g1〉, |g2〉, |e1〉 and |e2〉, in which the
subscripts denote the particular quantum dot, and g and e denote the ground and
excited state, respectively. If the quantum dots are isolated, the corresponding
systems are separable and the eigenstates can be written in form of product states,
e.g. |g1〉 · |e2〉= |g1,e2〉. By switching on the interparticle interaction Hamiltonian
V̂12 the entire system has to be described by a new set of eigenstates which can be
represented as a linear combination of the former unperturbed eigenstates ([229],
Chapter 8.7.3). Besides the ground state |g1,g2〉 and the double excited state
|e1,e2〉 the single excited states are of particular interest:

∣∣ψ+
〉
=

1√
2
(|e1,g2〉+ |g1,e2〉)∣∣ψ−〉= 1√

2
(|e1,g2〉− |g1,e2〉)

(2.46)

If the coupled system resides in one of the stationary states |ψ+〉 or |ψ−〉, it is
impossible to distinguish which of both quantum dots is excited and which one is
in its ground state. The eigenenergies associated with those two stationary states
shift to lower and higher energies with respect to the eigenenergy of the isolated
system state |e1,2〉 and they are separated by M ∝ 〈e1,g2|V̂12 |g1,e2〉 ([229], Chap-
ter 8.7.3). The increasing splitting of energy levels with higher coupling strength
M was shown by Bayer and co-workers [30]. They varied the coupling strength by
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increasing the distance between InAs quantum dot layers. A complex manifold of
such optical signatures, so-called anti-crossings, are realised by applying electric
fields to neighbouring InAs quantum dots embedded in Schottky diodes by Stinaff
and co-workers [284].

The interaction Hamiltonian V̂12 connects states in which opposite quantum dots
are excited and hence M/h̄ can be taken as a measure for the rate of excitation
exchange [74]. If this process is faster than competing processes responsible for
dephasing, e.g. phonon interaction, it is not possible to distinguish which quantum
dot is excited and the single excited states of the system have to be described by
the stationary states (2.46). The inverse of this rate can also be interpreted as the
time τc = h/M that is required to establish coherence between the states |e1,g2〉
and |g1,e2〉 ([229], Chapter 8.7.3). Temperature-dependent dephasing times of
InAs quantum dots were measured by Borri and co-workers by four-wave mixing
spectroscopy [40]: At temperatures of 25 K to 7 K they determined dephasing
times of 170 ps to 630 ps, respectively. The dephasing time near liquid helium
temperature is close to the lifetime (1/γ0) of InAs quantum dots in vacuum and
hence the 40 times larger ETR in elliptic arena cavities, retrieved in equation
(2.40), seems to facilitate stationary states like in (2.46) at first sight.

However, another process that destroys the coherence of the superposition of
states is spontaneous emission [108], since in this case the photon is generally
lost to the radiation field and the system ultimately resides in the ground state
|g1,g2〉. The interaction of quantum systems separated by distances on the order
of the Förster radius occurs in a non-radiative manner. For emitter separations
larger than the vacuum wavelength of involved photons the transport is dominated
by the intuitive quantum pathway in which a photon (plasmon) is emitted by one
quantum system and successively absorbed by the other quantum system ([224],
Chapter 14). From this considerations it can be deduced that a strong coupling
in the exact form of the eigenstates in (2.46) is not possible. This is because the
transfer process requires ultimately the emission of a photon into the cavity.

Fortunately, this latter point can be utilised to formulate a different coupling
scheme: Unlike in common spontaneous emission, the photon is not irreversible
lost in free-space but it is stored as a surface plasmon excitation inside the cavity.
In this case it is not sufficient to only consider the Hilbert spaces of both quantum
emitters. Additionally, a sub-space of photons has to be considered in which the
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eigenstate |n〉 describes the number n of photons (plasmons) stored inside the
cavity. The new product state then reads, for instance, |g1,g2,1〉, meaning that
both quantum dots are in the ground state and one photon is stored in the cavity.
The same approach was recently utilised by Kim and co-workers to describe the
experimental results of two separated quantum dots strongly coupled to a photonic
crystal cavity [160]. They were able to control the detuning between individual
exciton spin states and the cavity resonance by applying external magnetic fields
and temperature tuning. The uniform density of InAs quantum dots was about
20 µm−2 and hence the single emitters were separated by at least 200 nm. They
successfully modelled the measured photoluminescence, as well as the retrieved
vacuum Rabi splitting, by the following Hamiltonian:

ĤTC = h̄ωcâ†â︸ ︷︷ ︸
energy in radiation field

+
h̄
2
(ω1σ̂1z +ω2σ̂2z)︸ ︷︷ ︸

energy in QDs

+ h̄g1
(
σ̂1+â+ â†

σ̂1−
)︸ ︷︷ ︸

coupling of photons to QD1

+ h̄g2
(
σ̂2+â+ â†

σ̂2−
)︸ ︷︷ ︸

coupling of photons to QD2

.

(2.47)

This is the so-called Tavis-Cummings Hamiltonian which describes the inter-
action of N identical multi-level atoms with a single cavity mode [290]. Since
only a particular transition of the quantum dot is considered the formulation of
(2.47) is restricted to two-level systems and the corresponding formalism becomes
mathematically equivalent to that of spin-1/2 particles in a magnetic field [199].
In the following the particular constituents and properties of ĤTC are presented in
short.

The first term on the right-hand side describes the energy contained in the
radiation field. The operators â† and â are the creation and annihilation operators
for photons with frequency ωc. Their subsequent application â†â on the eigenstate
|n〉 gives the number of photons inside the cavity and hence the overall energy
h̄ωcn:

â†â |n〉= n |n〉 . (2.48)

This can be easily shown with the relations
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â† |n〉=
√

n+1 |n+1〉 , (2.49)

and

â |n〉=
√

n |n−1〉 , (2.50)

and the special case â |0〉 = 0, in which |0〉 denotes the vacuum state of the
quantised radiation field ([108], Chapter 8).

The second term on the right-hand side represent the amount of energy stored
in the quantum dots. This quantity is measured with the Pauli matrix σ̂i,z [247],
where the subscript i denotes the particular quantum dot:

σ̂x =

(
0 1
1 0

)
, σ̂y =

(
0 −i
i 0

)
and σ̂z =

(
1 0
0 −1

)
. (2.51)

The ground state |gi〉 and the excited state |ei〉 of the quantum dots may be
represented by

|g〉=

(
0
1

)
and |e〉=

(
1
0

)
. (2.52)

The application of σ̂i,z on |gi〉 or |ei〉 thus gives the ground state energy − h̄
2 ωi

or the excited state energy h̄
2 ωi and leaves the state itself unaltered.

The last two terms on the right-hand side finally describe the coupling of the
individual quantum dots to the cavity. If the operator â†σ̂2− acts on the state
|g1,e2,0〉, the excited second quantum dot returns to its ground state by emitting
a photon into a cavity and hence the former state is altered to |g1,g2,1〉. The
operators σ̂i− and σ̂i+ are the so-called lowering and raising operator for the
specific quantum dot and they are built by a linear combination of Pauli matrices
[247]:

σ̂− =
1
2
(σ̂x− iσ̂y) =

(
0 0
1 0

)
and σ̂+ =

1
2
(σ̂x + iσ̂y) =

(
0 1
0 0

)
. (2.53)

The raising and lowering of quantum dot states can then be easily verified with
(2.52):
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σ̂+ |g〉=

(
0 1
0 0

)(
0
1

)
=

(
1
0

)
= |e〉 . (2.54)

On this note it is important to realise that operations like σ̂− |g〉 or σ̂+ |e〉 are
pointless in a two-level system and they will give the null vector 0 according to
(2.53) and (2.52).

Since the concept of the elliptical arena cavity setup is quite similar to the one
presented by Kim and co-workers, and since both devices only differ in the specific
design, the Tavis-Cummings Hamiltonian is applied to the system presented here.
Interestingly, the coupling scheme for the quantised system in (2.47) resembles
that of the pure plasmonic properties investigated in Chapter 1.4.2. There it was
shown that the coupling of localised plasmonic modes of widely separated WGM
antennas (the emitters) is mediated by the resonant cavity mode. The response
function of the system was correctly modelled by ordinary differential equations
which exhibit a direct coupling only between both antenna modes to the cavity
mode, respectively, and no direct coupling between the antennas is required.

The question may arise which properties distinguish the system presented here
from the coupling scheme in the above mentioned photonic crystal cavities in
[160]. An important difference can occur in the strength of coupling which is
measured in terms of the coupling constant g in (2.47). The coupling constant
g is related to the so-called vacuum Rabi frequency ΩVRS ∝ g which determines
the time-scale of coherent and time-harmonic switching between probabilities of
finding the quantum dot in the ground or excited state. These coherent operations
are the building blocks for e.g. quantum information processing. Hence, a stronger
interaction between the radiation field and the quantum system allows faster and
more stable operations. Additionally, a strong interaction is needed to explore
specific phenomena like thresholdless lasing, or quantum plasmonics [289] and
quantum nonlinear optics [63] in general. Plasmonic nanostructures with small
mode volumes, like the utilised WGM antennas inside the arena cavities, are
promising for increasing this coupling strength since they offer a high LDOS and
hence many options are available for the emitter to interact with the radiation field.
It is further interesting to note that up to now no experiment exists that reports
on the successful realisation of strong-coupling between a single quantum system
and an SPP mode [295].

Matthias Hensen 173



2 CAVITY-ENHANCED ENERGY TRANSFER OF QUANTUM EMITTERS

Therefore, the next section will present the criterion for the observation of
strong coupling in the case of the Hamiltonian in (2.47). The coupling strength g
will then be derived from FDTD simulations and it will be estimated whether the
criterion is fulfilled.

2.4.2 Determination of coupling strength g in elliptic arena cavities

The criterion for strong light-matter interaction is to resolve the splitting of
energy levels of the coupled quantum dots-cavity-system in the limit of a single
cavity photon. This is similar to the case of coupled plasmonic modes in Chapter
1: If the splitting of mode peaks is too small compared their spectral width, no
periodic exchange of excitation (beating) is observed in the time-signal before it
is has decayed due to cavity loss. First, the participating states and the associated
magnitude of energy level splitting is derived from the Tavis-Cummings model.

By considering a weak excitation of the system and n cavity photons the deriva-
tion of eigenenergies is restricted to the following three states [160]: |e1,g2,n−1〉,
|g1,e2,n−1〉 and |g1,g2,n〉. Accordingly, the double excited state is not consid-
ered in the weak excitation limit. Applying the Hamiltonian in (2.47) to these
three states gives the following results:

ĤTC |e1,g2,n−1〉=
[

h̄ωc(n−1)+
h̄
2
(ω1−ω2)

]
|e1,g2,n−1〉

+h̄g1
√

n |g1,g2,n〉
(2.55)

ĤTC |g1,e2,n−1〉=
[

h̄ωc(n−1)+
h̄
2
(ω2−ω1)

]
|g1,e2,n−1〉

+h̄g2
√

n |g1,g2,n〉
(2.56)

ĤTC |g1,g2,n〉=
[

h̄ωcn− h̄
2
(ω2 +ω1)

]
|g1,g2,n〉

+h̄g1
√

n |e1,g2,n−1〉+ h̄g2
√

n |g1,e2,n−1〉
(2.57)
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As can be seen from the equations (2.55 - 2.57) the three states |e1,g2,n−1〉,
|g1,e2,n−1〉 and |g1,g2,n〉 are no longer eigenstates of the coupled system. For
simplicity it is assumed that the cavity resonance frequency is equal to both quan-
tum dot transition frequencies (ω =ωc =ω1 =ω2) and that the coupling constants
are identical (g = g1 = g2). The Hamilton operator ĤTC in matrix form then reads:

ĤTC,n =

h̄ω(n−1) 0 h̄g
√

n
0 h̄ω(n−1) h̄g

√
n

h̄g
√

n h̄g
√

n h̄ω(n−1)

 . (2.58)

Using the methods of linear algebra the Hamiltonian in (2.58) can be diago-
nalised by finding the roots of the characteristic polynomial:

ĤTC,n =

h̄ω(n−1)− h̄g
√

2n 0 0
0 h̄ω(n−1) 0
0 0 h̄ω(n−1)+ h̄g

√
2n

 . (2.59)

According to (2.59) the maximum energy splitting between the lowest and the
highest level is ∆Emax = h̄2g

√
2n. This is a factor of

√
2 larger than in the case

of a single emitter and a cavity described by the Jaynes-Cummings model ([108],
Chapter 10.4). Since the strong-coupling regime is concerned with a single cavity
photon (n= 1) the eigenenergies and the corresponding new eigenstates can finally
be written as [160]:

|ψ+〉=
1
2

(
|e1,g2,0〉+ |g1,e2,0〉+

√
2 |g1,g2,1〉

)
, E+ = h̄g

√
2

|ψ0〉=
1√
2
(|e1,g2,0〉− |g1,e2,0〉) , E0 = 0

|ψ−〉=
1
2

(
|e1,g2,0〉+ |g1,e2,0〉−

√
2 |g1,g2,1〉

)
, E− =−h̄g

√
2

(2.60)

The eigenstate |ψ0〉 is a so-called dark dressed state [106] which is not seen in
photoluminescence because it cannot decay to the system ground state by dipole
radiation or the decay of a photon into the cavity [106, 160]. In order estimate the
feasibility of strong-coupling in elliptic arena cavities only the two states |ψ+〉 and
|ψ−〉 and the corresponding level splitting ∆Emax = h̄2g

√
2 will be considered.
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It is interesting to note that in the investigation of superradiance with FDTD
simulations it will later turn out (see Section 2.5) that the central, non-shifted
mode of the hybridised system also vanishes due to destructive interference if
dipoles on separated WGM antennas are oscillating in phase.

Since the involved modes and the corresponding energy splitting have been
identified it remains to determine the coupling strength g for an estimation of
the strong-coupling regime. In the case of quantised plasmonic interaction the
coupling strength can be expressed in general by the spectral density |g(ω)|2 like
in the plasmonic QED publication of Hümmer and co-workers [148]:

|g(ω)|2 = 1
h̄πε0

ω2

c2 pT · Im
{
↔
GSPP(r0,r0,ω)

}
·p. (2.61)

Here, p is the (transposed) transition dipole moment and
↔
GSPP(r0,r0,ω) is the

plasmonic contribution to the electromagnetic Green’s tensor of the nanostructure
at the position r0 of the emitting quantum dot. By comparing equation (2.61)
with (2.11) it follows that the spectral density |g(ω)|2 differs from the enhanced
spontaneous decay rate of an emitter by only a factor of 2π . Note, that although
the spectral density is represented by a squared value it is measured in units of
s−1. Analogue to Hümmer and co-workers it is assumed that the dyadic Green’s
function retrieved from FDTD simulations is dominated by the plasmonic contri-
bution, which is underscored by the fact that most of the power emitted by a dipole
source is injected into localised and propagating surface plasmons (see Chapter
1.2.3). In this formulation the Hamiltonian for a single quantum dot (QD) with a
transition frequency ω0 coupled to a resonant cavity reads [148]:

Ĥ =h̄
ω0

2
σ̂z,QD +

∫
∞

0
h̄ω â†(ω)â(ω)dω

+
∫

∞

0
h̄
(

g(ω)â†(ω)σ̂−QD +g(ω)σ̂+
QDâ(ω)

)
dω,

(2.62)

in which â†(ω) and â(ω) are the creation and annihilation operators for collec-
tive modes, i.e. plasmon-polaritons [148]. An elaborate quantisation scheme for
the electromagnetic field in dispersive and lossy linear dielectrics can be found in
[149] and [240]. If |g(ω)|2 exhibits a resonant-like shape it can be expressed in
terms of a Lorentzian line shape function [148]:
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|g(ω)|2 = g2 1
π

1
2(2π∆νcav)

(ω−ω0)2 +
(1

2(2π∆νcav)
)2 . (2.63)

Here, g is identified as the coupling constant between a quantum dot inside
the elliptic arena cavity and the plasmonic cavity mode and it can thus directly
be inserted into the Tavis-Cummings Hamiltonian (2.47). It is important to note
that the full value of g describes the coupling strength at a sharp frequency ω0

which is assumed to coincide with the transition frequency of the quantum dots
and the plasmonic cavity mode. The peak width ∆νcav represents the amount of
loss due to SPP propagation or cavity wall reflection. It is this peak-broadening
mechanism that can obscure the Rabi vacuum splitting of ΩVRS = 2g

√
2 since

in the presence of loss also the emission lines in e.g. photoluminescence will
broaden. For modelling the full system, i.e. the temporal evolution of the density
matrix ρ , including loss, the representation of |g(ω)|2 in the form of (2.63) is
advantageous: The quantum dots and the elliptic cavity are described in the form
of a sharp two-level system (TLS) with the coupling constant g according to
(2.47), while all terms describing loss mechanisms (emitter loss, cavity loss, pure
dephasing,...) are encoded in a bosonic bath that is additionally coupled to the pure
TLS. This is the approach of the so-called Markovian Lindblad Master equation
[73, 46], which lies beyond the scope of this work.

Here, the splitting ΩVRS = 2g
√

2 will be determined and the corresponding
sharp modes will be convoluted with a Lorentzian peak function of width ∆νcav.
The sum of both peaks then renders a photoluminescence signal. The sole con-
sideration of cavity loss is motivated by the fact that peak broadening due to
enhanced emission rates lies well below 1 THz and operation at temperatures of
4 K eliminates pure dephasing as mentioned above. Since |g(ω)|2 is identical to
the enhanced emission rate of the quantum dot except for a constant factor the
peak shape in (2.63), defined by ∆νcav, is assumed to render the spectral resolved
photoluminescence signal. This procedure is a visual verification of the rule of
thumb which states that the coupling constant should be preferably larger than
half the width of the emission peak [295, 108]:

g >
∆νcav

2
(2.64)
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Fig. 2.4: Coupling strength of a quantum dot to an elliptic plasmonic cavity. (a) Spectral density (black
filled circles) calculated from the imaginary part of the dyadic Green’s function according to equation
(2.11) and a dipole moment of 1.4× 10−28 Cm (γ0 = 1 GHz). The spectral features are fitted with three
Lorentz peaks whereupon the grey curve is the cumulative result. One of the peaks (grey shaded
area) is further investigated since it exhibits the strongest coupling to cavity photons. Its fitted spectral
width of ∆νcav = 6.8 THz is mainly attributed to cavity loss. (b) Sketched photoluminescence yield:
The black solid lines represent the grey shaded peak at 365 THz shifted by ±ΩVRS/2, respectively,
according to the vacuum Rabi splitting retrieved from the Tavis-Cummings model. The black-dotted
line is the sum of both shifted peaks.

The coupling constant g is retrieved from FDTD simulation via the spectral
density |g(ω)|2 in (2.61). The FDTD simulations and corresponding parameters
are the same as utilised for the determination of Purcell enhancement (see Section
2.2) and energy transfer rates (see Section 2.3.1 and 2.3.2). The decisive compo-
nent of dyadic Green’s function at the emitter position is Gzz(r0,r0,ω) since the
dipole moment of the emitter points in z-direction. A script provided by Lumerical
was adapted to the present problem to calculate Im{Gzz} according to equation
(2.5). By utilising equation (2.12) and the previously used spontaneous decay rate
γ0 of 1 GHz at 366 THz (819 nm) the strength of the transition dipole moment p
amounts to 1.4×10−28 Cm. This value was taken as a constant and the calculated
spectral density |g(ω)|2 is represented in Fig. 2.4(a) by black filled circles.

The shape of the curve is dominated by three features which are the well-
known modes already encountered in the investigation of plasmonic modes and
the frequency-resolved Purcell factor. At 366 THz (819 nm) the spectral density
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exhibits a peak value of about 100 GHz. Taking into account that |g(ω)|2 can also
be retrieved by dividing the enhanced spontaneous emission rate γ ≈ 600 GHz by
2π approves the aforementioned procedure for calculating the spectral density. To
carve out the modal parameters of the peak at 366 THz, which is most promising
for strongest emitter-plasmon coupling, a sum of three single Lorentzian line shape
functions is fitted to the entire curve. The single Lorentzian peak functions are
given by equation (2.63) and the cavity loss rate of the mode at 366 THz amounts
to ∆νcav = 6.8 THz, while the spectral density peaks at |g(366 THz)|2 = 85 GHz.
Taking this peak position as the sharp resonance frequency ω0 = 2π×366 THz of
both, the TLS and the cavity mode, the coupling strength is evaluated according
to (2.63):

g =

√
|g(ω0)|2 π2∆νcav. (2.65)

Finally, the coupling strength and the vacuum Rabi splitting in the elliptic arena
cavity amount to

g = 2π×0.38 THz ΩVRS = 2g
√

2 = 2π×1.08 THz. (2.66)

The chance to observe vacuum Rabi splitting, i.e. the strong-coupling of a single
cavity photon to the quantum emitters, appears to be unlikely when comparing the
splitting of ΩVRS/(2π) = 1.08 THz to the peak width of ∆νcav = 6.8 THz. This
is depicted in Fig. 2.4(b): Two Lorentzian peaks are shown which are separated
by ΩVRS/(2π) and exhibit a width of ∆νcav = 6.8THz. The single peaks are well
separated for the naked a eye and can be clearly distinguished on the THz-scale.
However, if these sketched emission spectra are added up, the separation smears
out and the result has to be described as a single peak. Hence, for a real experiment
the vacuum Rabi splitting is assumed to be too small for detection.

To better assess the strength of splitting the results are compared to the coupling
of two InAs quantum dots to the mode of a photonic crystal cavity which has
already been mentioned earlier [160]. Kim and co-workers retrieved a maximum
coupling strength of gKim = 20 GHz from their experiments, whereat gKim includes
the additional factor of

√
2 due to the presence of two quantum emitters. By direct

comparison the coupling strength of the elliptic arena cavities presented here
exhibits values of about

√
2 · 0.38 THZ, which is 26 times higher than that in
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the photonic crystal cavity. Unfortunately, the higher coupling constant in the
plasmonic system is dearly bought since metallic systems also provide higher
loss rates. Here, a cavity loss rate of ∆νcav = 6.8 THz was retrieved, whereas the
photonic crystal cavity of Kim and co-workers offers a 186 times smaller damping
of ∆νKim = 36.4 GHz. In order to enhance interaction and to see a Rabi splitting
despite the plasmonic losses, more photons have to be stored inside the cavity
according to the n-photon Hamiltonian in (2.59). Approximately 10 photons have
to be kept inside the cavity to satisfy at least the rule of thumb in (2.64) because
the splitting increases with

√
n.

Although this chapter is dedicated to the interaction of multiple quantum sys-
tems the next section will be concerned with the circular arena cavity and a single
emitter. The results of this section raise the hope that a smaller mode area and the
perfect radial symmetry of plasmonic modes and metallic structures lead to higher
coupling strength.

2.4.3 Determination of coupling strength g in circular arena cavities

The coupling of a single quantum system with a single cavity mode is a limiting
case of the more general Tavis-Cummings Hamiltonian. This problem is known
in literature as the Jaynes-Cummings model. The Jaynes-Cummings Hamiltonian
ĤJC can be obtained directly from (2.67):

ĤJC = h̄ωcâ†â︸ ︷︷ ︸
energy in radiation field

+
h̄
2

ωQDσ̂QD,z︸ ︷︷ ︸
energy in QD

+ h̄g
(
σ̂QD,+â+ â†

σ̂QD,−
)︸ ︷︷ ︸

coupling of photons to QD

. (2.67)

Again, the weak excitation of the system is considered with a general number
of n cavity photons. The corresponding product states, which represent the old
eigenstates of the uncoupled system, are |e,n−1〉 and |g,n〉. Letting these two
states act on the Jaynes-Cummings Hamiltonian in (2.67) and obeying the rules
defined in (2.48) to (2.54) the matrix representation of ĤJC is given by:
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ĤJC,n =

(
h̄ωc(n−1)+ h̄ωQD

2 h̄g
√

n
h̄g
√

n h̄ωcn− h̄ωQD
2

)
. (2.68)

Assuming that the frequency of the resonant cavity mode coincides with the
transition frequency of the TLS (ω0 = ωc = ωQD) the diagonalised Hamiltonian
reads:

ĤJC,n =

(
h̄ω0(n− 1

2)+ h̄g
√

n 0
0 h̄ω0(n− 1

2)− h̄g
√

n

)
. (2.69)

The new eigenstates and eigenenergies can be summarised:

|ψ+〉=
1√
2
(|g,n〉+ |e,n−1〉) , E+ = h̄ω0(n−

1
2
)+ h̄g

√
n

|ψ−〉=
1√
2
(|g,n〉− |e,n−1〉) , E− = h̄ω0(n−

1
2
)− h̄g

√
n

(2.70)

The formal appearance of the new eigenstates is now similar two those of two
quantum dots in (2.46) and it cannot be distinguished whether the quantum dot
or the cavity is in the excited state. The eigenenergies of this system build the
famous Jaynes-Cummings ladder [108] and degeneracy is lifted if at least a single
photon is inside the cavity. The energy splitting amounts to ∆E = h̄2g

√
n, which

is a factor of
√

2 less than in elliptical cavities since the second quantum system is
missing which raises the chance of interaction. The vacuum Rabi splitting is then
defined by ΩVRS = 2g.

In the following the circular arena cavity with one circular anti-node in the
resonant mode pattern will be investigated ((0,2)-mode, see Chapter 1.3.1) with
view to the spectral density |g(ω)|2. The FDTD setup is the same as in the case
of the pure plasmonic investigation (see Section 1.3.2) and the proportions are
once again depicted in Fig. 2.5(a). The only difference is that the emitting source
dipole is now positioned 10 nm above the lateral centre of the WGM antenna just
like in the case of elliptic arena cavities. It should also be noticed that the shape
of the WGM antenna is not the same as in the investigation of elliptic cavities.
According to the pure plasmonic investigation the shape is chosen to match real
FIB processing results and its sharper mesa might further enhance light-matter
interaction.
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Fig. 2.5: Coupling strength of a quantum dot to a circular plasmonic cavity. (a) The FDTD parameters
are identical to those in Section 1.3.1 and are related to a cavity mode showing a circular anti-node, i.e.
the (0,2)-mode. As with elliptic cavities the dipole emitter is positioned 10 nm above the lateral centre
of the WGM antenna. (b) The Purcell factor FPurcell is calculated with the built-in function for both, the
hybridised system (solid black line) as well as for the WGM antenna alone (black-dashed line). (c)
Spectral density (black filled circles) calculated from the imaginary part of the dyadic Green’s function
according to equation (2.11) and a dipole moment of 1.4 × 10−28 Cm (γ0 = 1 GHz). The spectral
features are fitted with two Lorentz peaks whereupon the grey curve is the cumulative result. One of
the peaks (grey shaded area) is further investigated since it exhibits the strongest coupling to cavity
photons.

For the sake of completeness and to shed light on the different antenna shapes
the spectrally resolved Purcell factor is discussed prior to the spectral density. The
solid black line represents the Purcell enhancement of the hybridised system in
Fig. 2.5(b), while the black-dashed line is assigned to the pure WGM antenna.
The latter one exhibits a Purcell factor of FPurcell = 900, which exceeds the Purcell
factor of the barrel-shaped WGM antenna by a factor of 3/2. Hence, the sharper
shape of the mesa facilitates higher field enhancement and thus an enhanced
spontaneous emission rate due to the higher LDOS. The hybridised system shows
two separated peaks which are assigned to the new eigenmodes of the coupled

182 Dissertation



Strong light-matter interaction in plasmonic arena cavities 2.4

oscillators. A Purcell factor of about 1470 is provided by the red-shifted mode at
366 THz (819 nm) and this factor exceeds those of the hybridised elliptic arena
cavities by more than a factor of two.

To retrieve the actual coupling strength g the same procedure as in the case
of elliptical cavities is applied: The imaginary part of Green’s tensor Im{Gzz}
is retrieved from the FDTD simulation at the emitter position with an adapted
LUMERICAL script that makes use of equation (2.5). Again, the transition dipole
moment is set to 1.4× 10−28 Cm which corresponds to a spontaneous decay
rate of γ0 = 1 GHz at a photon frequency of 366 THz (819 nm). The resulting
spectral density is shown in Fig. 2.5(c) and its shape resembles that of Purcell
enhancement. The data is fitted with a sum of two Lorentzian peaks, whereupon
the fit of the single modes is only visualized for the mode at 366 THz by the
grey shaded area. This mode is further investigated since it facilitates a stronger
light-matter interaction than the blue-shifted mode at 387 THz (775 nm). The
width of the mode amounts to ∆νcav = 5.9 THz while the peak spectral density is
about |g(366 THz)|2 = 235 GHz. By considering the TLS and the cavity mode
to be on resonance at ω0 = 2π×366 THz the coupling strength and the vacuum
Rabi splitting in the particular circular arena cavity yield:

g = 2π×0.59 THz ΩVRS = 2g = 2π×1.18 THz. (2.71)

The coupling strength of the quantum system and the radial symmetric cavity
mode is a factor of 3/2 stronger than that of a quantum dot inside the elliptic
cavity (see equation (2.66)). This can be deduced from the fact that the Purcell
enhancement of WGM antennas embedded in circular cavities is two times larger
than that of antennas in elliptic cavities. This factor contributes in the derivation
of g through the square root of the spectral density |g(ω0)|2 (see equation (2.65))
and the latter is directly proportional to the two times higher enhanced decay
rate. The vacuum Rabi splitting ΩVRS in elliptic and circular cavities is nearly
identical and hence not effectively improved. In the case of elliptic cavities the
missing factor of

√
2 in the coupling strength of a single emitter is balanced by

the additional factor
√

2 due to the second quantum emitter on top of the opposite
WGM antenna. Therefore, the effective coupling strength is the same in both
cavity schemes despite the fact that the coupling of individual quantum dots to
plasmons is improved in circular arena cavities.
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Fig. 2.6: Rabi splitting Ω in circular plasmonic cavities as a function of the number of photons n
inside the cavity according to the Jaynes-Cummings model. The sketched photoluminescence signal
is taken to be proportional to the spectral density of the grey shaded mode in Fig. 2.5(c). The
associated Lorentz peak retrieved from fitting is shifted to ν0 +Ω/(4π) and ν0−Ω/(4π), respectively.
The sum of both peaks gives the resulting photoluminescence signal as a function of photons n inside
the cavity. White-dashed lines mark the respective peak positions.

At last, the Rabi splitting Ω = 2g
√

n of the single excited states (2.70) is pre-
sented as a function of cavity photons n in Fig. 2.6: Two Lorentzian line shape
functions broadened by ∆νcav = 5.9 THz are shifted to ν0±Ω(n)/(4π) and then
added up to sketch photoluminescence spectra. First evidence for two separable
resonances occurs at n = 10 and is then clearly visible for n = 20 in the contour
plot. Due to the similar amount of Rabi splitting for two emitters on WGM an-
tennas in elliptic cavities and the single emitter placed on a WGM antenna in a
circular cavity it can be deduced that the same photon numbers are required in
both types of cavities.

Although the vacuum Rabi splitting cannot be resolved, the strong-coupling
regime of single quantum emitter(s) with few cavity photons is clearly demon-
strated. ’Few’ means that e.g. resonance shifts upon addition or removal of a
single photon have to be described by QED and cannot be explained in the limit
for large n in which

√
n grows linear and the correspondence principle of quantum

mechanics leads to a Rabi splitting proportional to the electric field strength.
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2.4.4 Perspectives for single emitter-plasmon interaction

In the above considerations it has been shown that the proposed system of
plasmonic arena cavities with implemented WGM antennas is close to the limit
of coherent single plasmon-exciton operation. Some improvements will now be
discussed that might help to overcome remaining obstacles. In doing so the results
of Hümmer and co-workers serve as a benchmark since they also used cavities (1D
plasmonic waveguides with DBR mirrors) to reach the strong-coupling regime in
the single plasmon limit [148]. Many other works simply rely on the huge field
enhancement near sharp nanostructures like metallic tips and spheroids or on the
enhanced coupling of emitters to the radiation field in nanometre-sized gaps of
chains of spheroids [263, 297, 272, 62, 77].

The coupling strength g of various 1D plasmonic waveguide modes to InAs
quantum emitters, operating at 1550 nm, exhibits values of 1 GHz up to 1 THz,
which are comparable to the values retrieved here (see Hümmer and co-workers
[148]). However, in contrast to the elliptic and circular arena cavities, the damping
rates ∆νcav of plasmonic waveguides stay well below 1 THz and can be as low as
10 GHz. This is achieved by assuming a strongly reduced population of phonons
in the metal substrate at operating temperatures of 4 K [116]. The consequently
reduced scattering of electrons then leads to surface plasmon propagation lengths
which are increased by nearly two orders of magnitude [148].

The extended life-time of SPPs inside the resonator has two beneficial contri-
butions: First, the reduced damping rates result in a smaller line-width of spectral
features in the appropriate measurement channel and hence a more clear vacuum
Rabi splitting. Second, the amount of mode splitting is increased since the inter-
action time of the emitter with its own field is extended. Accordingly, the LDOS
is enhanced and the resonator configuration increases the Purcell factor by up
to one order of magnitude in the work of Hümmer and co-workers. A require-
ment for an increased SPP propagation length at cryogenic temperatures is that
scattering events of electrons are dominated by phonon interaction instead of scat-
tering at rough surfaces, grain boundaries or impurities [148]. These criteria are
to a certain extent met by single-crystalline and atomically flat gold microplates
utilised for the arena cavity sample preparation in Chapter 1. The limiting factor
of these systems is, however, the incorporated WGM antenna which transfers a
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small but non-negligible amount of plasmonic excitation into the far-field. This
radiative decay sets an absolute limit to the minimum mode line-width which can
be approximated by replacing the cavity resonance with a Dirac delta function
δ (ω−ω0) in the set of differential equations in Chapter 1.3.3 and Chapter 1.4.2.
Hence, a mode decay rate below that of pure cavities at room temperature, i.e. 2
THz to 3 THz, is not expected when sticking to WGM antennas.

With view to this latter point it would be very interesting to use the elliptic and
circular areana cavities without the WGM antennas at 4 K and to just place the
quantum dots in the focal spots of the eigenmodes. By reducing the propagation
length by one order of magnitude due to a suppressed electron-phonon interaction
the enhanced emission rate could be as high or even exceed cavity damping rates.
This is especially expected when changing the operating wavelength of the quan-
tum dots to telecom wavelengths around 1400 nm (214 THz), promising nearly
two-orders of magnitudes enhanced SPP life-time and emitter-plasmon interaction
[148]. First FDTD simulation for pure silver WGM antennas in the m = 0 con-
figuration and operated at 1450 nm offer enhanced decay rates > 5000 for dipole
emitters placed 10 nm above the antenna mesa (not shown here). With view to
this result it seems worthy to again consider the combined antenna-cavity system
and to push the strength of single emitter and single photon interaction g near
to 10% of the operating angular frequency ω . In this regime it is, for instance,
questionable to omit counter-rotating terms in the system Hamiltonian.

The specific parameters of the presented hybridised plasmonic systems are, ac-
cording to the above discussion, not exhausted yet. If the strong-coupling regime
is reached, a manifold of experiments come into mind: Having single emitters
and mediating photons at hand the most prominent application would be quantum
computation [202] on plasmonic time scales. Here, the cavity allows a non-local
coupling of well separated and hence easily accessible qubits, i.e. the quantum
dots. It serves as a so-called quantum bus that allows the coherent transfer of
quantum states between the single quantum systems [198, 333]. Particular quan-
tum dots might be selectively accessible and addressable by tightly focused laser
beams.

From a more fundamental point of view it would also be interesting to ex-
ploit the non-linear character of the Jaynes-Cummings model in (2.67) or the
Tavis-Cummings model in (2.47) with respect to the non-linear spacing of energy
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eigenvalues (see (2.70) and (2.60), respectively). According to the considerations
of Hümmer and co-workers an external stimulus will lead to a non-linear response
of the system [148] and the Jaynes-Cummings Hamiltonian in (2.67) is proposed
to be written in the form of an effective Kerr Hamiltonian ∝ h̄ω â†â+ h̄κ(â†â)2

[152] when the detuning ωc−ωQD is larger than the coupling constant g (the
so-called dispersive regime [339]). Analogue to the demonstration in circuit QED
[326] such a system might be used to generate squeezed quantum plasmonic states.
Another phenomenon that relies on the non-linear spacing of energy levels would
be the plasmonic version of a photon-blockade [35, 138]: By injecting a plasmon
into the plasmonic arena cavities the energy levels of the stationary states are
determined by (2.70) and (2.60). Due to plasmon-plasmon interaction the energy
level spacing is modified, depending on the number n of excited plasmons. Hence,
the required excitation energy of an additional plasmon is also altered.

The so far mentioned applications all require that the coupling strength g of plas-
monic modes to the quantum emitters exceeds the rate of cavity damping ∆νcav

and emitter line-width broadening. Interestingly, the dominating dissipative chan-
nels in plasmonics might be utilised for a new way of doing quantum computation
without the need for coherent dynamics: Recent works have shown that many-
body open quantum systems can be driven into various kinds of quantum states
by interaction with the dissipative environment, which is usually represented by a
bath of harmonic oscillators [85, 302]. Diehl and co-workers theoretically demon-
strated that engineering with quantum jump operators facilitates a dissipatively
driven Bose-Einstein condensate [85]. Concurrently, Verstraete and co-workers
introduced their approach for universal quantum computation which is labelled
dissipative qunatum computation (DQC) [302]. The developed formalism does
not require the preparation of states or unitary dynamics and it implemets quantum
random walks [158]. If it turns out that sample cooling is a valid parameter for
controlling plasmon dissipation the hybridised antenna-cavity systems presented
here might serve as an experimental toy model for testing the aforementioned
schemes in solid-state systems.

In the upcoming last section of this chapter FDTD simulations will be utilised to
investigate another dissipative channel that is predicted to lead to entangled states
between distant quantum emitters: The so-called superradiant and subradiant
decay of multiple quantum emitters which share the same radiation field [94, 205].
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2.5 Super- and subradiance in plasmonic arena cavities

In 1954 Robert Henry Dicke predicted that in a gas of N two-level atoms, in
which an isolated atom would decay with a rate Γ , every single atom decays N
times faster than usual (NΓ ), if the wavelength of the common light field is larger
than the spatial emitter separation [84]. This collective emission behaviour is
assigned to the interaction between atoms through the vacuum field.

In last section it has been stated that two quantum dots placed on separated
WGM antennas cannot reside in an entangled state (2.46) since emission of a
photon leads to decoherence. Accordingly, the enhanced radiative decay due
to superradiance, a dissipative channel, is expected to even worsen the chance
for qubit entanglement at first glance. However, the presence of a superradi-
ant state, e.g.

√
0.5(|e1,g2〉+ |g1,e2〉), is always accompanied by a subradiant

state
√

0.5(|e1,g2〉− |g1,e2〉) which exhibits a reduced spontaneous emission rate
[199]. Due to a reduction in the decay rate a prepared entangled state might be
maintained for elongated times, especially when dephasing due to interaction with
the environment is attenuated at low temperatures [40]. An experimental demon-
stration of enhanced and suppressed life-times was accomplished with two barium
ions in a Paul trap by DeVoe and Brewer [82]. In plasmonics, a theoretical study
of Martín-Cano and co-workers showed that spatially separated quantum emit-
ters placed on 1D plasmonic channel waveguide can be entangled if the system
evolves through a subradiant state [205]. The forced depopulation in this transient
phenomenon can be compensated by coherent pumping in contrast to usual cavity
QED in which incoherent pumping is utilised. Besides interesting applications it
is desirable to experimentally demonstrate for the first time super- and subradiance
of quantum emitters in plasmonics systems since the first prediction by Pustovit
and Shahbazyan [246]. Here, it will be shown via FDTD simulations that the
WGM antenna decorated plasmonic arena cavities are a promising candidate for
cooperative quantum emitter interaction. Before results are presented and further
applications are assessed a short mathematical outline is given for a description of
cooperative decay rates by means of dyadic Green’s function.

188 Dissertation



Super- and subradiance in plasmonic arena cavities 2.5

2.5.1 The cooperative decay rate

Super- and subradiance do not require a strong-coupling regime. More pre-
cisely, they occur in the so-called bad-cavity limit [70, 291] in which cavity loss
dominates over light-matter coupling strength (∆νcav � g) and the radiation field
is treated as a reservoir showing no back reaction effects [105]. If the proposals
for reaching the strong-coupling regime listed in Section 2.4.4 are not success-
fully implemented, the bad-cavity limit is the conventional operating regime of
plasmonic arena cavities without any additional effort. Nevertheless, the mathe-
matical treatment of cooperative effects between N quantum emitters starts with
the Tavis-Cummings Hamiltonian already mentioned in equation (2.47) and it is
here explicitly decomposed into spatial modes k, with polarisation index s, of the
quantised electric field Ê(ri,ωk) [105] (see equation (2.9)):

Ĥ = ∑
k,s

h̄ωkâ†
k,sâk,s +

N

∑
i=1

h̄ωiσ
z
i︸ ︷︷ ︸

Ĥ0

−ih̄
N

∑
i=1

∑
k,s

[
pi ·gk,s(ri)

(
σ̂
+
i + σ̂

−
i

)
âk,s + h.c.

]
︸ ︷︷ ︸

ĤI

.

(2.72)

While Ĥ0 denotes the unperturbed Hamiltonian of the field and the N atoms,

the operator ĤI =
N
∑

i=1
−pi(σ̂

+
i + σ̂

−
i )Ê(ri,ωk) comprises their interaction. The

coupling constant gk,s = ek,s
√

ωk/(2ε0h̄V ) at location ri is that of normal modes
where V is the normalisation volume and ek,s is a unit polarisation vector.

Since the analysis below will rely on FDTD simulations a representation of the

quantised radiation field in terms of dyadic Green’s function
↔
G is beneficial since

↔
G itself can be represented in terms of the quantised field modes k according to
equations (2.10) and (2.11). A mathematical treatment of quantised fields near
inhomogeneous and dispersive media can be found in the textbook of Vogel and
Welsch ([307], Chapter 2), in the book edited by Per̆ina ([236], Chapter 1), and in
the paper about quantised dipole-dipole interaction in the presence of dispersing
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and absorbing surroundings by Dung and co-workers [93]. The Hamiltonian in
(2.72) is then written as

Ĥ =
∫

dr
∫

∞

0
dω h̄ω â†(r,ω)â(r,ω)+

N

∑
i=1

h̄ωiσ
z
i︸ ︷︷ ︸

Ĥ0

−
N

∑
i=1

∫
∞

0
dω

[
pi
(
σ̂
+
i + σ̂

−
i

)
Ê(ri,ω) + h.c.

]
︸ ︷︷ ︸

ĤI

,

(2.73)

in which the quantised electric field is expressed in terms of the dyadic Green’s
function [205]:

Ê(r,ω) = i

√
h̄

πε0

ω2

c2

∫
dr′
√

εi(r′,ω)
↔
G(r,r′,ω)â(r′,ω). (2.74)

Here, â are bosonic field operators, i.e. the plasmons, and εi(r′,ω) the permit-
tivity of a surrounding dielectric medium. The detailed temporal dynamics of the
combined atom(A)-field(F) system can be obtained by investigation of the joint
density operator ρ̂AF [105]:

∂

∂ t
ρ̂AF =

1
ih̄
[
Ĥ, ρ̂AF

]
. (2.75)

To concentrate on the consequences of atom-field coupling, equation (2.75)
is transferred to the interaction picture by unitary transformation of quantum
mechanical operators, i.e. multiplication with exp(iĤ0t/h̄) from the left side and
exp(−iĤ0t/h̄) from the right side. Equation (2.75) then reads

∂

∂ t
ρ̂

IP
AF(t) =

1
ih̄
[
V̂ IP(t), ρ̂ IP

AF(t)
]
, (2.76)

in which the superscript IP identifies the operators in the interaction picture
[105]. Note that here V̂ IP(t) is the unitary transformation of the interaction part
ĤI of the Hamiltonian. This first order differential equation can be solved in an
iterative way according to standard procedures in quantum mechanics. Approxi-
mating (2.75) up to second order in V̂ IP(t) gives the following integro-differential
equation [105]:
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∂

∂ t
ρ̂

IP
A (t) =

1
ih̄

TrF
[
V̂ IP(t), ρ̂ IP

A (0)ρ̂ IP
F (0)

]
− 1

h̄2

∫ t

0
dt ′TrF

([
V̂ IP(t),

[
V̂ IP(t ′), ρ̂ IP

A (t ′)ρ̂ IP
F (0)

]])
.

(2.77)

Here, the operation TrF denotes the trace over the vacuum field so that (2.77)
only describes the temporal evolution of the atomic system, i.e. ρ̂ IP

A (t) is a re-
duced density operator. This is connected to the so-called Born approximation, in
which the atom only interacts weakly with the vacuum field so that the latter one
does not change over time and hence the former density operator in (2.77) is split
into two parts, i.e. ρ̂ IP

AF(t
′) = ρ̂ IP

A (t ′)ρ̂ IP
F (0) is a product state. Another important

approximation that is usually applied for solving the above differential equation
is the Markov approximation, which states that the system will lose its past mem-
ory on very short time scales [307]. To fulfil this requirement the bandwidth of
the reservoir spectrum has to broader than the radiative line-width of the embed-
ded quantum emitter [307]. In the case of the elliptic plasmonic arena cavities
discussed here the cavity bandwidth is about 6 THz, while the Purcell enhanced
emission rate of InAs quantum dots was assumed to be around 0.6 THz. The
difference of an order of magnitude suggests that the Markov approximation can
be applied without any concerns. Finally, by applying the rotating wave approx-
imation and by using (2.74) in V̂ IP(t), one finally arrives at the master equation
after some cumbersome calculations [105, 205]:

∂

∂ t
ρ̂ =− i

h̄

[
Ĥcoh, ρ̂

]
− 1

2 ∑
i, j

γi j

(
ρ̂σ̂

†
i σ̂ j + σ̂

†
i σ̂ jρ̂−2σ̂

†
i ρ̂σ̂ j

)
. (2.78)

For simplicity the sub- and superscripts IP and A are omitted from now on and it
should be clear that equation (2.78) describes the temporal evolution of the atomic
system represented by ρ̂ . The operator Ĥcoh describes the the coherent interaction
of the various quantum emitters according to [205]:

Ĥcoh = ∑
i

h̄(ω0 +δi)σ̂
†
i σ̂i +∑

i 6= j
h̄gi jσ̂

†
i σ̂ j (2.79)

In (2.79) δi represents the Lamb-shift of the quantum emitter in the presence of
the plasmonic arena cavities and it is usually very small ([229], Appendix B) and
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it can be neglected for emitter-metal distances larger than 10 nm [205]. A very
important parameter is the dipole-dipole coupling energy given by h̄gi j [205]:

gi j =
ω2

0
h̄ε0c2 p∗i Re

{
↔
G(ri,r j,ω0)

}
p j. (2.80)

More precisely, h̄gi j represents the dipole-dipole interaction potential V̂i j that
has been mentioned in Section 2.4.1. As stated there, it gives a measure for the
time scale needed to establish a coherence directly between the distinct quan-

tum emitters. The dyadic Green’s function
↔
G(ri,r j,ω0) enters the dipole-dipole

coupling constant gi j through the quantised representation of the electric field in
(2.74) and the insertion of Ê into the interaction operator V̂ IP. The commutator
in the second line of euqation (2.77) then leads to the mixing terms of quantum
emitters i and j.

To underline the statement in Section 2.4.2 that a direct dipole-dipole coupling
is unlikely to occur for quantum emitters positioned on 1.63 µm separated WGM
antennas in an elliptic plasmonic arena cavity, equation (2.80) has been evaluated
by utilising the FDTD simulations already presented in the strong-coupling and
nETR investigation (see Fig. 2.3(a), left cavity). By assuming a transition dipole
moment of 1.4× 10−28 Cm (spontaneous decay rate γ0 = 1 GHz), according to
the discussion in Section 2.4, the maximum dipole-dipole coupling rate amounts
to:

max(g12) = 2π ·0.04 THz. (2.81)

Hence, the corresponding energy shift is only small compared to the broad
cavity mode with a width of e.g. 6 THz at a centre frequency of 366 THz (819
nm).

The last term in (2.78) describes the dissipative part of the evolution of the
atomic system. In this equation γi j denotes the the decay rate arising from self
(i = j) and mutual (i 6= j) quantum emitter interaction. It can also be expressed in
terms of dyadic Green’s function by [205]:

γi j =
2ω2

0
h̄ε0c2 p∗i Im

{
↔
G(ri,r j,ω0)

}
p j. (2.82)
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The reader should be aware of the fact that the case of enhanced decay by
self-interaction has already been presented and derived at the beginning of this
chapter in Section 2.2.1 and equation (2.11). This effect is better known as Purcell
enhancement. In this spirit the effect of superradiance can be viewed as a "field
amplification and stimulated emission by some atoms of the field emitted by
others", as formulated by Serge Haroche and Michel Gross [125]. The interested
reader is referred to their essay, which also tackles the semantical confusion about
the interpretation of the effect with view to the formulation of the problem in the
Schrödinger picture and the Heisenberg picture of quantum mechanics.

Before evaluating equation (2.82) in the light of the WGM antenna decorated
plasmonic arena cavities, a last view is taken on literature to visualise that γi j leads
to enhanced or suppressed decay rates. To describe the atom-field system properly
it is convenient to diagonalise the Hamiltonian Ĥcoh which leads to the following
set of states when two quantum emitters are considered [205]:

ρgg : |g1,g2〉

ρ+ : |+〉=
√

1/2(|g1,e2〉+ |e1,g2〉)

ρ− : |−〉=
√

1/2(|g1,e2〉− |e1,g2〉)
ρee : |e1,e2〉

(2.83)

While |g1,g2〉 and |e1,e2〉 describe the ground and double excited state, respec-
tively, |+〉 and |−〉 represent symmetric and anti-symmetric entangled states in
which the excitation cannot be clearly assigned to one of the emitters. These states
are the diagonal elements ρgg, ρ+, ρ− and ρee of the density operator ρ̂ in (2.78)
and their temporal evolution can be summarised by the following four simple
equations [205]:

∂tρgg(t) = (γ + γ12)ρ+(t)+(γ− γ12)ρ−(t)

∂tρ+(t) = (γ + γ12)ρee(t)− (γ + γ12)ρ+(t)

∂tρ−(t) = (γ− γ12)ρee(t)− (γ− γ12)ρ−(t)

∂tρee(t) =−2γρee(t)

(2.84)

The above equations relate to the case that |γ12|= |γ21| and |γ11|= |γ22|= |γ|.
While the latter condition holds for identical quantum emitters, the former is only
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Fig. 2.7: Level diagram for super- and subradiant
decay of two quantum emitters according to equa-
tion (2.84). The super- and subradiant states, i.e.
|+〉 and |−〉, are detuned from the quantum emit-
ter transition frequency ωQD by ±g12 due to dipole-
dipole interaction. Here, it is assumed that mutual
enhanced decay is symmetric (γ12 = γ21) and that
self-interaction is of equal strength (γ11 = γ22 = γ).
Wiggled arrows indicate decay rates.

g12

g12

wQD

wQD

g+g12

g+g12

g-g12

g-g12

valid in WGM antenna decorated plasmonic arena cavities when both emitters
have a relative phase of 0 and π , i.e. the state ρ+ and ρ−, respectively. Figure 2.7
visualises the consequences of equations (2.84) and (2.80).

The ground state |g1,g2〉 and the double-excited state |e1,e2〉 are separated by
two times the transition frequency ωQD of an isolated quantum emitter. Due to
dipole-dipole interaction the single excited state is shifted by ±g12 with respect to
the former transition frequency ωQD, depending on whether it is superradiant (+)
or subradiant (−). Equation (2.84) directly gives the rate by which the population
of the diagonal elements change, i.e. γ + γ12 and γ − γ12. If γ12 is positive and
if γ12 ≈ γ the decay route over the superradiant state |+〉 is much faster than the
decay route involving the subradiant state |−〉.

2.5.2 FDTD results

Here, the strength of super- and subradiance in WGM antenna decorated arena
cavities is determined via FDTD simulations. According to equation (2.82) only
knowledge about dyadic Green’s function of one dipole emitter i at the position
of the second emitter j is required for evaluation of the mutual decay rate γi j.
For descriptive reasons, the total decay rate of one emitter, influenced by the
presence of a second emitter, is first evaluated with the built-in Purcell-function
of the LUMERICAL software before the general approach via equation (2.82) is
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utilised. The built-in approach has already been used in Section 2.2.2 and it
directly measures the enhanced decay rate of an emitter without the need for user-
scripting. The drawback of this simple function is the following: While the general
approach requires only a single dipole source and a single simulation to calculate
the mutual enhanced decay of a second emitter anywhere inside the simulation
volume, the former built-in approach requires a single simulation for every spatial
configuration of the two dipole sources and their relative phases.

The setup for the built-in approach is shown in Fig. 2.8(a): Two simultaneously
oscillating dipole sources with a relative phase of ∆φ are positioned in the mesa
centre of opposed WGM antennas inside an elliptic arena cavity. Geometrical
cavity extents are the same as in the investigation about strong coupling (Section
2.4) and Purcell enhancement (Section 2.2). The metal-emitter distance of 10 nm
is also adopted.

The results of the built-in Purcell function are presented in Figure 2.8(b). A
relative emitter phase ∆φ = 0 is represented by the solid black curve while the
case of anti-phased emitters (∆φ = π) is represented by the black-dashed curve.
The grey shaded area in the background is the Purcell enhancement for a single
emitter as already shown in Fig. 2.1 (solid red curve) and it serves as a reference.
Interestingly, only the outer peaks are maintained if the dipoles oscillate in phase
(∆φ = 0) and the Purcell enhancement in the spectral centre near 375 THz (800
nm) drops from nearly 400 to 60. In contrast to this, the low frequency peak at 366
THz (820 nm) suggests an enhanced Purcell factor which is increased from 600 in
the case of a single emitter to 1000 in the case of two in-phase emitters. The same
is true for the high frequency peak at 387 THz (775 nm) which is increased from
260 to 370. Since the Purcell function of one dipole source measures the enhanced
or suppressed radiated power, deviations from single emitter simulations suggest
that the second emitter has a non-negligible influence on the observed emitter.
More precisely, the radiated fields interfere at the emitter positions leading to the
injection of more or less power into the simulation for a particular frequency.
Hence the distinct peaks in Fig. 2.8(b) can be attributed to phase differences at
the emitter positions imprinted by the plasmonic resonances, i.e. the response
function of the hybridised system. It is anticipated that the enhanced radiated
power at 366 THz and at 387 THz for in-phase emitters relies on a response
function phase difference of integer multiples of 2π , while the anti-phased emitters
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Fig. 2.8: Collective emission in elliptic arena cavities. (a) Sketch of FDTD setup which is identical
to that of the investigation of strong coupling and Purcell enhancement (see Fig. 2.1). Two dipole
sources (A and D) with phase difference ∆φ are used to determine the enhanced decay rate of every
dipole with the built-in function of the LUMERICAL software. Dipole A is omitted in a general approach
which utilises scripting language. (b) Purcell enhancement of dipole D retrieved from LUMERICAL’S
built-in function. (c) Determination of frequency-resolved super- and subradiant states according to
equation (2.90) using scripting language and dipole source D only. (d) Determination of frequency-
resolved super- and subradiant states as a function of the dipole source phase difference ∆φ from 0
to 2π using equation (2.90).

need a structure-induced phase shift of π to get in phase again for the 375 THz
mode. This is verified by utilising a FDTD simulation in which the dipole source
A is omitted and dipole source D is positioned in the substrate to retrieve the pure
plasmonic response of the system. Since the on-top dipole sources are usually
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located at the mesa centre where mainly field components perpendicular to the
substrate exist it is sufficient to compare the phase of the respective Ez-components
10 nm above each WGM antenna. The relative phases ∆φplasm for the three modes
are:

∆φplasm(366 THz) = 13.29 rad = 2π ·2.1
∆φplasm(375 THz) = 15.35 rad = π ·4.9
∆φplasm(387 THz) = 17.61 rad = 2π ·2.8

(2.85)

The results in (2.85) confirm the assumption that the enhanced and suppressed
power injection for particular modes can be assigned to the plasmonic properties of
the system. Deviations from a full integer value arise since the selected frequencies
are chosen according to peak maxima of the grey shaded area in Fig. 2.8(b) which
do not necessarily coincide with central mode frequencies.

For a quite clearly representation the results of Fig. 2.8(b) can be expressed by
a normalised decay factor Γcoll which compares the decay caused by mutual- and
self-interaction to the decay rate of single emitters [206]:

Γcoll =
γAA + γAD + γDD + γDA

γAA + γDD
. (2.86)

In order to evaluate equation (2.86) the general approach is chosen in which
mutual- and self-induced decay rates can be calculated with a single simulation
containing only a single dipole source. Hence, dipole source A is deactivated in
Fig. 2.8(a) and only source D is radiating. The following derivation shows how
the evaluation of (2.86) is organised. In a first step the decay rates of (2.82) are
inserted into (2.86) and prefactors cancel out:

Γcoll =

p∗AIm
{
↔
G(rA,rA,ω0)

}
pA +p∗AIm

{
↔
G(rA,rD,ω0)

}
pD

p∗AIm
{
↔
G(rA,rA,ω0)

}
pA +p∗DIm

{
↔
G(rD,rD,ω0)

}
pD

+

p∗DIm
{
↔
G(rD,rD,ω0)

}
pD +p∗DIm

↔
G(rD,rA,ω0)pA

p∗AIm
{
↔
G(rA,rA,ω0)

}
pA +p∗DIm

{
↔
G(rD,rD,ω0)

}
pD

.

(2.87)
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In a next step it is included that the electric field at the emitter positions A and
D solely points in z-direction. Hence, only one out of nine components of dyadic
Green’s function needs to be known, i.e. Gzz. Likewise the dipole moments,
pointing also in z-direction, are reduced to scalar values p:

Γcoll =
p∗AIm{Gzz(rA,rA,ω0)} pA + p∗AIm{Gzz(rA,rD,ω0)} pD

p∗AIm{Gzz(rA,rA,ω0)} pA + p∗DIm{Gzz(rD,rD,ω0)} pD

+
p∗DIm{Gzz(rD,rD,ω0)} pD + p∗DIm{Gzz(rD,rA,ω0)} pA

p∗AIm{Gzz(rA,rA,ω0)} pA + p∗DIm{Gzz(rD,rD,ω0)} pD
.

(2.88)

To consider an arbitrary phase between the two dipole emitters it is assumed
that dipole D and A only differ by an additional phase so that pA = pD ·exp(i∆φ).
In this case the dipole transition moments cancel out and Γcoll can be written as:

Γcoll =
Im{Gzz(rA,rA,ω0)}+ Im{Gzz(rA,rD,ω0)}ei∆φ

Im{Gzz(rA,rA,ω0)}+ Im{Gzz(rD,rD,ω0)}

+
Im{Gzz(rD,rD,ω0)}+ Im{Gzz(rD,rA,ω0)}e−i∆φ

Im{Gzz(rA,rA,ω0)}+ Im{Gzz(rD,rD,ω0)}
.

(2.89)

Since the emitters are positioned on the antennas in the exact same manner it
is allowed to make the simplification Im{Gzz(rA,rA,ω0)}= Im{Gzz(rD,rD,ω0)}.
Additionally, due to symmetry the electric field emitted by dipole D and expe-
rienced by dipole A is identical to field emitted by dipole A and experienced
by dipole D, and hence Im{Gzz(rD,rA,ω0)} = Im{Gzz(rA,rD,ω0)}. With these
simplifications (2.89) is re-written as:

Γcoll = 1+
Im{Gzz(rA,rD,ω0)}
Im{Gzz(rD,rD,ω0)}

cos(∆φ). (2.90)

The normalised decay factor Γcoll is shown for the special case of ∆φ = 0
and ∆φ = π in Fig. 2.8(c) as solid and dashed black lines, respectively. The
superradiant (Γcoll > 1) and subradiant (Γcoll < 1) behaviour is clearly visible and
verifies the suggestions inferred from the Purcell enhancement in Fig. 2.8(b):
Dipoles which oscillate in-phase with a frequency near the outer two modes (366
THz and 387 THz) show a faster radiative decay as expected from a single dipole.
Near the central mode (375 THz) the in-phase emitters show a more slow radiative
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decay as expected from a single dipole. The normalised decay factor Γcoll for all
relative phases ∆φ is depicted in Fig. 2.8(d). It is interesting to note that super- and
subradiant behaviour vanishes for a relative phase of ∆φ = ±π/2. This follows
directly from equation (2.90) and may be interpreted as the mutual cancellation of
enhanced and suppressed decay at opposite emitters.

The most prominent effect is expected when working with quantum emitters
which are operated at 375 THz (800 nm). In this case Γcoll is well above 1.8
(∆φ = π) suggesting that the mutual decay rate γAD is nearly identical to γDD,
although the emitters are separated by two times the vacuum emission wavelength.
Vice versa, if the emitters are in phase ( ∆φ = 0) the emission can be effectively
suppressed (Γcoll < 0.2) in spite of the enhanced LDOS of the inhomogeneous
environment. Note that the size of the elliptic arena cavity exhibits three anti-
nodes in the mode pattern between the WGM antennas. Shrinking the size of the
structure might lead to an even more enhanced effect.

2.5.3 Perspectives for collective effects in plasmonic arena cavities

The observed high contrast of the collective decay factor Γcoll raises hope that a
collective enhanced or suppressed emitter decay can be experimentally observed
in WGM antenna decorated elliptic arena cavities. An experimental proof of
this effect has not been demonstrated in literature so far since the first prediction
by Pustovit and Shahbazyan in 2009 that a plasmonic mode is able to serve as
a hub for mediating cross-talk of nearby emitters [246]. The device presented
here provides the benefit that it can be prepared deterministically, i.e. a known
number of quantum emitters can be deposited on the mesa of WGM antennas. The
quantum dots in the steady state configuration are then exposed to irradiated light
and the cross-talk would occur over large distances d (d > λ0) which makes the
system presented here even more appealing and challenging.

A coequal candidate for realising a long-range plasmonic Dicke effect are 1D
plasmonic wedge and channel waveguides, mainly investigated by Diego Martín-
Cano, Alejandro González-Tudela and co-workers [206, 205, 117]. The Ag chan-
nel waveguides are operated at 600 nm (1.7 µm propagation length) and two quan-
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tum emitters separated by d = 2λ0 exhibit a minimum collective decay factor of
Γcoll ≈ 0.35 [206]. Here, it has been shown that emission at 375 THz is suppressed
to values well below Γcoll ≈ 0.2 (see Fig. 2.8(c)). Additionally, Martín-Cano the-
oretically demonstrated that this subradiant behaviour is sufficient to generate
entanglement between two separated quantum emitters [205, 117]. Subradiance
is beneficial because it hinders the entangled state |−〉 (see equation (2.83) and
Fig. 2.7) from decaying and hence coherence of the prepared state is maintained.
The pronounced subradiant behaviour of the elliptic arena cavities at 375 THz is
attributed to quantum emitters that are in phase (∆φ = 0). This state is usually
described by the symmetric state |+〉 =

√
1/2(|g1,e2〉+ |e1,g2〉). However, the

presence of a plasmonic resonance can change the sign of the mutual decay rate
γi j and, consequently, the decay route over |+〉 in Fig. 2.7 can lead to subradiance,
while the decay route over the anti-symmetric state |−〉 is the new superradiant
channel.

It was suggested and shown by Diego Martín-Cano, Alejandro González-Tudela
and co-workers that a steady state entanglement can be facilitated by continuously
pumping the quantum emitters with an external laser source, which calls for an
additional term in the coherent Hamiltonian in (2.79). To populate the symmetric
state |+〉, which leads to subradiant behaviour at 375 THz in elliptic arena cavities,
both quantum emitters i and j should have an equal relative phase to the driving
laser, i.e. the emitters are pumped with identical Rabi frequencies Ωi = Ω j [205,
117]. For steady state entanglement Rabi frequencies of 0.1 · γii up to 1 · γii are
suggested [205], in which γii denotes the self-induced decay rate of a single emitter.
These values correspond to 0.2 mW - 20 mW continuous wave irradiation and
a focus size of 10 µm when the well-known InAs quantum dots with a dipole
moment of 1.4×10−28 Cm are utilised in elliptic cavities.

The plasmonic structures for these experiments have already been fabricated and
successfully tested as shown in Chapter 1. While the quantum emitter experiments
can be directly prepared it should also be investigated if the cavity walls near
the WGM antennas have a negative influence on the plane wave front of the
incident laser beam and hence on the symmetric pumping of opposite quantum
dots with identical Rabi frequencies. Likewise it should be checked how laser-
excited plasmonic modes influence the experiment. For the very first experiments
it may also be sufficient to place the quantum dots in the anti-nodes of the pure
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Fig. 2.9: Decay rate enhancement of many emitters in circular cavities. (a) Sketch of FDTD setup
including a circular cavity with n = 2 and 9 dipole sources on top of the WGM antenna mesa. (b)
The decay rate enhancement experienced by the central dipole source (red-marked dipole in part (a))
was obtained by simply using the built-in Purcell function of the LUMERICAL software. While the dotted
black line represents the simulation with 9 emitters, the dashed and solid lines represent reference
simulations with a single dipole source in the hybridised system and without cavity walls, respectively.

cavity modes without any WGM antenna. This would render a plasmonic hub
with clearly separated quantum emitters.

Besides the proposed experiments about entanglement it will also be interesting
to go beyond configurations involving only two emitters and to investigate the
cooperative behaviour of many emitters in plasmonic systems. In Fig. 2.9(a) the
FDTD setup of a circular Au arena cavity is shown which contains nine dipole
sources oscillating in phase. All emitters are positioned 10 nm above the WGM
antenna mesa and the lateral spacing resembles a grid with emitter distances of 10
nm. The fabrication of such an emitter structure is feasible since semiconductor
quantum dots grow by self-assembly in array structures. One of the dipole sources
(red dashed line in Fig. 2.9(a)) serves as the probe and its frequency resolved
enhancement of the decay rate is shown as the black dotted line in Fig. 2.9(b).
The decay rate enhancement of a single dipole inside an identical cavity is shown
as a reference (black-dashed line). Likewise, the Purcell enhancement of a dipole
source on top of a pure WGM antenna, without cavity walls, is presented. In these
latter two cases the single emitter decay rate enhancement of 900 (non-hybridised
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mode) is increased to 1473 for the hybridised mode at 366 THz. In the case
of nine emitters the central dipole exhibits a decay rate enhancement of 13400.
This equates a nine times higher decay rate compared to the single emitter in
the hybridised system. Hence, if the quantum emitters are arranged in an array
structure like in Fig. 2.9(a) the mutual decay rate will be equal to the decay rate
through self-interaction, i.e. γi j = γii.

By assuming that the quantum emitters are InAs quantum dots with a vacuum
decay rate γ0 = 1 GHz the enhanced decay rate will amount to ≈ 13.4 THz for all
nine emitters. Recalling that the damping rate of the hybridised cavity mode is
about ∆νcav ≈ 6 THz leads to the conclusion that every time a photon is lost in a
dissipative channel two new photons are inserted into the cavity by every emitter.
This effect might be even enhanced if multiple layers of quantum dot arrays are
grown. It would be interesting to model the exact behaviour of the radiative system
and the atomic system and to pursue the question whether it is possible to establish
a traditional lasing regime in which coherence is carried by plasmons.

One could also go into the other direction and investigate on the recently demon-
strated plasmonic analogue of a so-called superradiant laser which operates in
the bad-cavity limit [38]. This laser facilitates stimulated emission by storing the
coherence in the collective atomic dipole of the lasing medium (in this case 87Ru
atoms) while there is less than one photon on average inside the cavity. It would
also be interesting to tune the quantum dot spacing in the presented system to
investigate about a systematic effect on collective coherent interaction.

Hence, the plasmonic arena cavities turn out to be an interesting system beyond
the usual strong-coupling goal in light-matter interaction. It has been shown
that they constitute a serious alternative to widely studied plasmonic waveguides
for first-time demonstration of cooperative effects mediated by plasmon modes.
The presence of a cavity, in addition to structure-induced resonant electric field
enhancement, serves as an intriguing tuning parameter to experimentally study the
behaviour of a prepared quantum dot ensemble across the validity of the Markov
approximation.
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2.6 Summary and outlook

This chapter was motivated by the question to which extent plasmonic modes in-
side the WGM antenna decorated elliptic arena cavities, i.e. light-concentration far
below the optical diffraction limit, can influence energy transfer between widely
separated quantum systems operated at Ti:sapphire wavelengths (λ0 = 800 nm).
It was shown that under cryogenic conditions the system configuration presented
here is close to the regime in which energy is reversibly exchanged between
widely separated quantum emitters and the radiation field, allowing for coher-
ent interaction of single quantum systems. Furthermore, they are suited for the
first experimental realisation of the plasmonic version of the Dicke-effect which
is a cooperative interaction of quantum emitters in the weak-coupling regime of
light-matter interaction.

By utilising FDTD simulations with single dipole sources, it was shown that
the coupling of emitters to the radiation field is quiet efficient, i.e. the emitters
decay 600 to 1400 times faster than in vacuum if they are positioned on WGM
antennas in elliptic or circular arena cavities, respectively. It turned out that due
to this enhanced injection of photons into the hybridised cavity modes and due
to resonant field enhancement at opposite WGM antennas, the transfer rates of
incoherent energy transfer between widely separated quantum emitters (d = 2λ0)
are boosted by a factor (nETR) of 107 compared to emitters in vacuum. These
values even exceed the ones of emitters coupled to 1D plasmonic waveguides
which are considered as a promising candidate for strong single emitter-plasmon
coupling [206, 148]. Sticking to formalism of incoherent energy transfer, absolute
energy transfer rates have been assessed by utilising particular properties of InAs
quantum dot emitters, e.g. their comparably high decay rates in vacuum (γ0 = 1
GHz) and their temperature dependent absorption cross-section. In a conservative
estimate, i.e. using a rather low absorption cross-section in the geometric limit,
the efficiency of transferred photons to emitted photons amounts to ≈ 6% in
hybridised cavity-antenna systems.

This result suggests that under suitable conditions the transfer of energy is no
longer an incoherent process and a quantum-mechanical model, i.e. the Tavis-
Cummings-Hamiltonian, was applied to the combined system of photons and two
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quantum emitters positioned on opposed WGM antennas insides elliptical arena
cavities. By utilising FDTD simulations and quantised electrodynamics, including
dyadic Green’s function, it was shown that the vacuum Rabi splitting (VRS) of
the new eigenmodes is around 1 THz. This splitting is nearly 30 times larger than
the VRS of two quantum systems in a photonic crystal cavity [160]. However,
cavity damping rates of a few THz are expected to hinder strong coupling of sin-
gle emitters and a single plasmon. The same is true for VRS of an emitter and a
plasmon inside circular arena cavities. Note that this conclusion is restricted to the
configuration investigated here: Varying several parameters might help to reach
this strong-coupling regime. These include enhanced surface plasmon life-times
by reducing scattering events due to sample cooling, operating the system at tele-
com wavelengths and incorporation of dielectrics for electric field concentration.
At least it turned out that a description in the context of QED is mandatory for the
configuration presented here .

In the last part of this chapter, it was shown that the dissipative character of the
present configuration is promising for realising the first experimental demonstra-
tion of a plasmonic version of the Dicke effect, i.e. superradiance and subradiance
[246]. By utilising FDTD simulations and Green’s function formalism, it was
demonstrated that a cooperative interaction of quantum emitters will lead to an
appreciably enhanced (superradiant, 1.8 times the single emitter decay rate) or
suppressed (subradiant, 0.2 times the single emitter decay rate) decay rate of the
collective system. Besides such a fundamental proof, the existence of a subradiant
state would, according to ideas from literature [205], also facilitate the entangle-
ment of quantum emitters since the suppressed decay of the system helps to main-
tain coherence. The quality of the system presented here competes with coequal
system, e.g. 1D plasmonic waveguides, which theoretically provide entanglement
of emitters via this dissipative channel.

To summarise, the combined system of plasmonic arena cavities and incor-
porated WGM antennas presented here is an intriguing structure for plasmon-
mediated interaction between quantum emitters. Applications and research ques-
tions range from incoherent energy transfer to coherent interaction with related
topics like cooperative emitter effects or quantum information technology re-
spectively. Furthermore, the combination of both regimes in different structure
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constituents, e.g. plasmon-emitter or emitter-emitter, might facilitate the study or
realisation of artificial and plasmon-supported light harvesting complexes. The
plasmonic structures have already been prepared, as shown in Chapter 1 and
are ready for experiments. Besides some fundamental questions that need to be
answered like a quantitative investigation of coupling efficiency of emitters to
plasmonic modes or a concrete measurement setup with data acquisition channels,
the present results render the system as interesting and desirable.
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3 Nano-antenna supported current injection
in MIM-junctions

3.1 Introduction

A short introduction to hot-electron devices

One of the topics in this thesis is concerned with surface-enhanced Raman
scattering (SERS): Light concentration in a small gap between adjacent metallic
nanoparticles is utilised to greatly enhance the scattering efficiency of gap-bridging
molecules and to transfer spectroscopic information to the far-field. Related to
SERS, it was speculated in the early 1980s whether light concentration could
also be exploited to drive photochemical reactions of molecules adsorbed on the
surface of nanoparticles [223]. During following years it turned out that excited
electrons near the surface are equal candidates for doing this job [55, 110]. These
excited electrons emerge from the non-radiative decay channel of plasmonic res-
onances, the so-called Landau damping, in which electron-hole pairs are created
by the plasmon-induced electric field [140, 98, 190, 200] (see Fig. 3.2(a)). As a
consequence, the electron is energetically excited to states above the Fermi level
which are according to the Fermi-Dirac distribution less likely occupied at ambi-
ent temperature. If the anti-bonding orbital of a molecule at the particle surface
exhibits the same energy, the hot electron can be transferred into this state and
induce a dissociation process. Usually this transfer is affected by relaxation of the
carrier through scattering processes, hence so-called ballistic electrons, which did
not suffer from scattering, are favoured.

In the context of light harvesting, the separation of hot electrons and holes is
an important scheme for energy conversion. Recently, it was shown that com-
bining this scheme with plasmonics culminates in a photosynthetic device which
splits water in a completely autonomous fashion [219]. A reproduced sketch of
the operation principle is shown in Fig. 3.1: Localised surface plasmons of gold
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Fig. 3.1: A plasmon-enhanced autonomous water splitting unit. (a) The structure: Solar light res-
onantly excites localised surface plasmons of gold nano-rods. These plasmons can non-radiatively
decay via electron-hole pair creation (Landau damping). The electrons are used by the platinum
nanoparticles for hydrogen ion reduction while the created holes are filled with with electrons from the
cobalt-based oxygen evolution catalyst (OCE). The associated water oxidation reaction resupplies
the OCE with electrons. (b) Sketched energy level diagram: CB, conduction band; VB, valence band;
E f Fermi energy; Pt nano-particles and the Au nano-rod are separated by a TiO2 layer. A Schottky-
barrier builds up and filters the hot electrons created by plasmon decay. The figure is reproduced
from [219].

nano-rods, embedded in water, are excited by incident sunlight. After decaying
through creation of electron-hole pairs, the holes are refilled with electrons from a
cobalt-based hydrogen evolution catalyst which splits the surrounding water by an
oxidation reaction. Additionally, hot electrons are directed to platinum nanoparti-
cles which carry out hydrogen ion reduction. The separation is implemented by
using TiO2 as a spacer between the nano-rod and the nanoparticles: A Schottky
barrier comes into existence which only allows the hot-electrons to pass the oxide
via its conduction band (see Fig. 3.1(b). Using nano-rods of different size broad-
ens the overall absorption spectrum of the device and hence a large part of the
solar spectrum can be exploited.

In General, separating charges by a potential barrier is a fundamental concept
in light harvesting applications. In this chapter another class of barrier devices is
investigated, although in a different context than photosynthesis: metal-insulator-
metal (MIM) junctions. In these devices an electron is excited by incident light in
one of the electrodes. Depending on the barrier height of the oxide the electron
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can cross the barrier either by tunnelling or by internal photoemission (IPE) above
the barrier (see Fig. 3.2). The latter process is identified as most efficient and
usually involves ballistic electrons excited near the metal-oxide interface [168].

The application of MIM devices as photodetectors in the optical and mid-IR
regime was already studied in the 1970s [134, 101] but it turned out that the ef-
ficiency of electron injection into the opposite electrode is far too low for any
practical application [56]. In the spectral range of radio-frequencies the efficiency
of rectifying devices was enormously enhanced by using antennas for injection of
electromagnetic energy [52, 327] and power conversion efficiencies of 90% had
been achieved [51]. Based on the progress in nano-technology and the ability to
design antennas for visible light [34], separation of charges in rectifying devices
has gained large interest in recent years. Plasmon-enhanced conversion of electro-
magnetic radiation into hot electrons was extensively studied in the fields of solar
energy conversion [71], surface-chemistry and photo-detection [50], leading to
artificial photosynthetic devices as described above. In the case of MIM junctions
different approaches have been realised to utilise plasmonics: depositing nanopar-
ticles as light concentrators on the top-electrode [22], reshaping the top-electrode
into a stripe antenna [61] or exciting surface-plasmons in Kretschmann coupling
geometry [308]. Although great enhancement has been achieved compared to
light irradiation of the bare devices, the power conversion efficiencies or quantum
yields stayed well below 1% in all cases. The same holds for nano-plasmonic
Schottky-devices [162, 163].

Optical switching by plasmon-enhanced non-linear current injection

So far, recent research about plasmon-induced currents in MIM junctions fo-
cused on application of the devices and less attention was paid to more fundamen-
tal phenomena like e.g. photo-assisted tunnelling [293]. Focussing on applications
for energy conversion tends to restrict the operating regime of the junctions to
single-photon processes since they are more likely to occur than multi-photon pro-
cesses, which require the simultaneous or successive absorption of many photons
(see Fig. 3.2). As a consequence of conditional probabilities, such higher-order
processes depend on the irradiated intensity in a non-linear fashion and they re-
quire usually intense light sources ([136], Chapter 5).
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Fig. 3.2: Typical time scales of the electron gas dynamics of a femtosecond laser pulse excited
metal-insulator-metal junction. The electron distribution function f (E) of the excited top-electrode is
sketched by green-shaded area while the back-electrode (grey-shaded area) is ignored. EF , Fermi
energy; EB, potential barrier height; Tel , temperature of the electronic system; T0 ambient temperature.
(a,b) An electron-hole pair is generated by ultra-short laser pulse irradiation or by plasmon decay. On
very short time-scales f (E) forms an athermal staircase-like distribution due to Pauli blocking. The
absorption of several photons may be required to inject a current of mainly ballistic electrons by multi-
photon internal photoemission (IPE). (c) Thermalisation of electrons: Inelastic electron-electron and
electron-surface scattering redistribute f (E) to the form of a Fermi-Dirac distribution (thermal equi-
librium) at elevated electron gas temperatures. (d) Electron-phonon thermalisation: The electronic
system cools down by collision with phonons so that the lattice and the electrons are in thermal
equilibrium after picoseconds. Both sub-systems arrive at room temperature by heat diffusion to the
environment after nanoseconds. (e) Proposed scheme for the experiments: A nanoparticle acts as
a light concentrator to generate electrons near the metal-oxide interface. The non-linear character of
the process and a thick top-electrode render an optical current switch.

A first demonstration of an up to three-photon-induced photocurrent in bare
Ag-Al2O3-Al junctions (film thickness: 15 nm - 2nm - 40 nm, barrier height: 3.9
eV) was accomplished by Diesing and co-workers [88], as well as by Thon and
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co-workers in a different context [293], by using a Ti:sapphire oscillator providing
laser pulses of 20 fs duration centred at 1.55 eV photon energy. A connection
between plasmonic and non-linear excitations was demonstrated eight years later
by Dominik Differt, Detlef Diesing and Walter Pfeiffer at the University of Biele-
feld [89]: The spatially-resolved photocurrent injection in a Ag-TaOx-Ta junction
(film thickness: 30 nm - 4.5nm - 30 nm, barrier height: 1.8 eV) was measured
by using similar illumination conditions as described above. Interestingly, two-
photon IPE into the back-electrode was only observed at particular hot-spots while
for all other positions the injected current stayed below the detection limit. The
current injection at these pronounced positions was ascribed to field enhancement
at structural defects. In addition to that, interferometric two-pulse correlations at
those hot-spots implied that a localised plasmonic resonance could be responsible
for enhanced electric fields and the corresponding IPE signal.

Based on the latter results, one motivation for this chapter is to demonstrate
the plasmon-enhanced injection of non-linear IPE currents by using pre-arranged
antennas instead of exploiting random structural defects. Here, antenna-supported
current injection is accomplished by drop-casting citrate-stabilised nanoparticles
onto the top-electrode of the MIM junction. Due to results of FDTD simulations,
it is expected that the nanoparticles act as lenses which transfer the irradiated
electromagnetic energy to the metal-oxide interface of a closed top-electrode of
appreciable thickness (see Fig. 3.2(e)). According to the experiments of Diesing
and Thon, a detectable non-linear current injection could also be facilitated by
rather thin electrodes. However, by exploiting the non-linear character of the
dominating above-barrier IPE the geometry presented here ensures that a mea-
surable current is only injected when the tightly-focussed laser spot excites the
selected nanoparticle. Hence, a presumably nano-localised current is injected and
the device can be considered as a nano-scale light-controlled current switch.

The approach of using nanoparticles as light concentrators on top of MIM
junctions is similar to the work of Atar and co-workers [22]. However, they
used a xenon lamp to illuminate the entire active area of the junction in order
to asses the device in the context of solar energy conversion. Neither did the
experimenters use intense light pulses nor did they examine current injection at
selected antennas. Additionally, in their work the nanoparticle and top-electrode
are separated by a spacer layer of 10 nm thickness while in the study presented
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here the thin citrate cladding of the nanoparticles serves as a spacer. Hence, a
stronger field enhancement is achieved in the present study.

Plasmon-enhanced non-linear and non-equilibrium dynamics

In addition to the aspect of local current injection, further experimental and
theoretical results imply that strong light concentration below the nanoparticle
gives access to an unusual regime in non-equilibrium dynamics of the electronic
system: In contrast to previous work, the dominating current injection mechanism
is identified to be thermionic emission rather than multi-photon-induced above-
barrier injection of charge carriers, although dynamics in the system is excited
with an ultra-short laser pulse of ≈ 10 fs duration. Thermionic emission usually
occurs when the temperature of the electronic system is high enough so that
a significant part of the corresponding Fermi-Dirac distribution lies above the
work function. Since the Fermi-Dirac (FD) distribution determines, in the case
of thermal equilibrium, the probability to find an electron at a specific energy,
there is an appreciable chance for many electrons to be ejected from the metal into
the environment [167] or, in the present case, to surmount the potential barrier of
the oxide and to reach the back-electrode. The improbable case of dominating
thermionic emission can be envisioned by tracking the system evolution upon light
excitation as sketched in Fig. 3.2(a-d):

Absorption of electromagnetic energy. The electron distribution (ED) function
f (E) of the top-electrode is represented by the green-shaded area and it is assumed
that the ED function of the back-electrode (grey-shaded area) is not affected at
any time. At the beginning the electronic system is in thermodynamic equilibrium
and it obeys the FD distribution which resembles a Heaviside step function around
the Fermi energy EF at ambient temperature T0. A laser pulse impinging on
the electrode excites electrons into states of higher energy by photon absorption.
Alternatively, in the case of a bright localised plasmon resonance, electron-hole
pair generation occurs due to Landau damping on time scales of the pulse duration.
Because of Pauli blocking only electrons between E f and E f − h̄ω are initially
excited, in which h̄ω is the photon energy, and f (E) resembles a step-like shape
(experimentally demonstrated in [100]). Due to absorption of successive photons
this shape is copied to higher energies and a staircase evolves. Electrons with
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energies above EB can reach the back-electrode via the conduction band of the
oxide and this multi-photon process was identified as the dominating channel for
non-linear current injection in MIM junctions [88, 89].

Thermalisation of electronic system. In its present state, the electronic system
is driven out of thermal equilibrium: It cannot be described by the smooth FD
distribution and hence the concept of an electron gas temperature Tel fails. The
electronic system tends towards equilibrium mainly by electron-electron scattering
processes and a redistribution of f (E) occurs [253]. The time it takes the elec-
tronic system to reach its thermal equilibrium, and therefore to regain the shape
of a FD distribution with an associated temperature Tel , is the thermalisation time
τtherm. It depends on specific excitation conditions and definitions [220], reported
values range from 100 fs for nanoparticles [150] to some hundred femtoseconds
for metallic single-crystals [191]. Electrons residing in the high energetic tail of
the FD distribution can also contribute to current injection via thermionic emission,
but their contribution to the overall current is usually insignificant with respect to
the above reported results.

Electron-phonon thermalisation and external heat diffusion. The absorption of
photons is mainly attributed to the electronic system. As a result, the electronic
temperature Tel is highly elevated while the temperature of the lattice Tla is usually
much lower. A thermal equilibrium between both systems, i.e. Tel = Tla > T0,
is established via electron-phonon collisions. The cooling time of the electronic
system occurs on time scales > 1 ps (see [147] for e.g. nanoparticles) because
the maximum phonon energy is small compared to the kinetic electron energy
and hence many electron-phonon collisions are necessary to decrease the energy
stored in the electron gas [253]. Finally, heat diffusion requires 100 ps up to a few
nanoseconds in order to establish thermal equilibrium with the environment [26],
i.e. Tel = Tla = T0.

The above processes have been described in the fashion of discrete steps but
actually they overlap in time. For instance, a dominating thermionic emission of
electrons from a nano-object is realised by irradiation of nanosecond laser pulses
[322]. In this case the laser pulse duration is longer than the typical time scales for
electron-phonon thermalisation and the object is continuously heated. In contrast
to that, the previous MIM experiments of Differt and Diesing have been performed
with laser pulse durations which are expected to be shorter than the thermalisation
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Fig. 3.3: Thermalisation time of the elec-
tronic system as a function of absorbed
fluence for aluminium (Al), gold (Au) and
nickel (Ni). The homogeneous excitation
ignores heat transport and involves a 10
fs laser pulse with a singular photon en-
ergy of h̄ω = 1.55 eV (800 nm). The
thermalisation time is derived from the
e−1 time constant of the transient entropy
which tends to be constant at thermal
equilibrium. Figure is reproduced from
[220].
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time τtherm of the electronics system. In this case most of the current injection
occurs due to multi-photon-induced above-barrier processes of the athermal ED
function and relaxation, i.e. electron-electron scattering, reduces the available
number of electrons above the required injection energy.

With respect to the above consideration, a dominating thermionic emission
initiated by an ultra-short laser pulse will only occur if the electronic system is
instantaneously thermalised after the excitation. Recently, Mueller and Rethfeld
investigated theoretically on relaxation dynamics in laser-excited metals under
non-equilibrium conditions and found that the thermalisation time of the elec-
tronic system depends on the absorbed fluence of the laser pulse [220] (Fig. 3.3).
They used the microscopic framework of the Boltzmann equation and Boltzmann
collision integrals, and defined τtherm by the transient entropy of the system: Ac-
cording to the second law of thermodynamics, the entropy of an isolated system
increases or, in the case of thermal equilibrium, remains constant ([123], Chap-
ter 2.3). The transient entropy revealed an exponential-like behaviour and the
characteristic e−1 time constant was identified as τtherm which can be as short as
a few femtoseconds for strong and ultra-fast energy deposition (Fig.3.3). These
fast thermalisation times are ascribed to the increased phase space of the electrons
[220].

The experimental results presented in this chapter suggest that antenna-enhanced
light concentration at the metal-oxide interface of MIM junctions facilitates to
reach this high-intensity regime of non-equilibrium dynamics. Furthermore, it
will be deduced from a theoretical model that the present nano-scale geometry
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might allow for injection of ultra-short current pulses, which is in stark contradic-
tion to the common regime of thermionic emission.

Field-driven and popuplation-driven light-matter interaction

At the end of the introduction, an attempt will be made to place the presented
topic into a larger context. This will be done by separating light-matter interac-
tion into field-driven processes, which are characterised by coherence, and non-
equilibrium processes, which are significantly influenced by population. Both
classes are sketched in the low and high intensity limit in Fig. 3.4:

Field-driven - low intensity. The irradiated laser field induces a collective mo-
tion of the conduction electrons in the nanoparticle. For sufficiently high field
strength the potential for the collective motion is no longer harmonic due to the
presence of the metal-vacuum interface, a non-uniform particle shape or the pres-
ence of a substrate. Hence, the potential of the electronic motion becomes anhar-
monic which leads to a polarisation at low order harmonics of the external field
(blue pulse). It was shown that the non-linear polarisation can be mathematically
treated in perturbation theory like in standard non-linear optics [213] and sec-
ond and third-harmonic generation have been demonstrated for various plasmonic
systems [221, 131, 130].

Field-driven - high intensity. The research field of strong laser fields interacting
with nano-scale systems has emerged in the last ten years. In this scenario, the
external light field cannot be treated as a perturbation because it competes with
the potential that keeps the electrons inside the e.g. nanoparticle. As a conse-
quence, electrons escape from the system by field or tunnel ionisation [157] and
are accelerated in the external laser field. Analogous to atomic attosecond physics
[169] the electrons are driven back to the nano-object by the laser field and scatter
elastically off the surface, therefore gaining even more energy in a subsequent
field cycle. In this process, harmonics of high order are generated in the electron
spectrum and special features explicitly depended on the exact waveform of the
laser pulse. This regime has been achieved with metallic nano-tips [172, 241] and
SiO2 particles [334]. Here, two important points are noted: First, interaction of
the ejected electrons with optical near-fields can form a train of attosecond elec-
tron pulses [104], i.e. electronic pulses shorter than expected from multi-photon
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Fig. 3.4: Sketch of field-driven and non-equilibrium processes in nano-scale systems for low and high
intensity of irradiated laser pulses. (a) Field-driven: At relatively low intensity an anharmonic collective
motion of electrons is induced due to the presence of metal-vacuum interfaces, a non-uniform particle
shape or a supporting substrate, leading to second- or third harmonic generation of the incident light.
At high intensities electrons are extracted from the nano-system and are accelerated in the time-
varying electric field. High-harmonic generation and strong field effects similar to the gas phase occur.
The non-linear yield-to-fluence dependence decreases due to saturation and electronic pulses shorter
than the laser pulse are created. (b) Non-equilibrium dynamics: Athermal electron distributions are
generated to facilitate charge transfer or to study the interactions of system constituents. ’Low-order
harmonics’ of electronic energies can be created (see Fig. 3.2(b)) in analogy to field-driven processes.
At high intensities an unexplored regime occurs: The electronic system is instantaneously thermalised
leading to thermionic emission as the dominating current injection mechanism. Similar to field-driven
processes the yield-to-fluence dependence is altered and electron pulses are created that are shorter
than expected from thermionic emission.

ionisation. And second, the non-linear dependence of the overall electron yield
with irradiated fluence decreases until saturation occurs ([136], Chapter 8).

Population-driven - low intensity. Driving a nanoparticle with an external field
does not result solely in generation of low order harmonic radiation. As in the
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case of MIM junctions in Fig. 3.2(a-d) the electronic system of the nano-particle
can also be driven out of equilibrium upon laser pulse excitation and it will hence
pass trough the different steps of relaxation (time-domain study in [211]). Usually
the initiated dynamics, i.e. the time-dependent state of f (E), is probed with a
second laser pulse in so-called time-resolved two-photon photoemission. The non-
linearity is introduced through the second absorbed photon which is required to
eject excited electrons. Creating non-equilibrium states of the electronic system
facilitates to observe interesting phenomena like charge transport between the
nanoparticle and the supporting substrate [238] or to determine the important
electron-phonon interaction in single-wall carbon nanotubes [137].

Population-driven - high intensity. The non-linear character in population-
driven processes may also be attributed to the staircase shape of the athermal elec-
tron distribution. At low intensities only the second step would be significantly
populated compared to energetically higher steps, in a similar way only low-order
harmonics are generated in field-driven processes. At high intensity higher steps
are significantly populated which might be compared to the high-harmonic gen-
eration in field-driven processes. For an increasing energy absorption, it is shown
that the non-equilibrium electron distribution behaves similar to an equilibrium
electron distribution of the same inner energy [220]. This behaviour supports fast
thermalisation times and equilibrium is achieved almost instantaneously [220].
Compared to field-driven processes, two important similarities have to be noted:
First, the non-linearity of yield-to-fluence dependence is also altered in population-
driven processes but in an opposite sense. The low gradient of the multi-photon
IPE gets steeper in thermionic emission due to the highly non-linear character of
the associated Richardson-Dushman equation (see equation (3.11)). And second,
the temporal duration ∆ tel of the injected electron pulse is assumed to be similar
to the duration ∆ tp of the ultra-short laser pulse. This is much faster compared to
the expected thermal related time scales.

At this point the question arises whether coherent processes or non-equilibrium
processes dominate a measurable quantity in an experiment. This question be-
comes especially important when metallic nano-structures are considered in the
high intensity regime. For instance, a lowered non-linearity of the yield-to-fluence
dependence might indicate the onset of strong field effects. However, depending
on the multi-photon order for ejecting electrons at a given laser frequency, the non-
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linear character of the process might also be reduced because of the decreased
non-linearity in thermionic emission at very high temperatures. The results of
the present chapter reveal that dissipative effects should not be ignored and that
great care must be taken when discussing strong-field effects in nano-plasmonic
systems.

Chapter outline

The chapter is structured as follows: Section 3.2 is dedicated to the experimen-
tal results. After a short introduction of the setup and the preparation methods, the
nano-localised current injection is demonstrated with two MIM junctions featur-
ing different barrier heights. It will be shown that the antenna-supported current
injection depends in a highly non-linear fashion on the incident laser pulse energy
and the injection mechanism can no longer be explained by multi-photon-induced
above-barrier injection of charge carriers. Finite-difference time-domain sim-
ulations are utilised in Section 3.3 to asses the absorbed energy density in the
top-electrode underneath the nanoparticle. It will turn out, with respect to the re-
sults of Mueller and Rethfeld, that the experimental conditions meet the criterion
to assume an instantaneous thermalisation of the electronic system. Therefore,
it is allowed to model the temporal dynamics of the electronic system, i.e. the
heat diffusion, according to the two-temperature-model. These spatially-resolved
simulations are utilised in Section 3.4 to calculate the thermionic current injection
at the metal-oxide interface. It will turn out that thermionic emission model ad-
equately describes the experimental results. A summary and an outlook can be
found in Section 3.5

The results in this chapter have been obtained in cooperative work: Detlef
Diesing (University of Duisburg-Essen) fabricated and provided the MIM junc-
tions. Experiments on current injection with ultra-short laser pulses were per-
formed by Dominik Differt (University of Bielefeld) and the thesis author. The
thesis author was also responsible for FDTD simulations. Simulations about heat-
diffusion and thermionic emission were performed by Felix Becker (University
of Bielefeld). The overall data evaluation was accomplished by Felix Becker and
the thesis author, with support of Dominik Differt. Walter Pfeiffer (University of
Bielefeld) supervised the work.
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3.2 Experimental demonstration of nano-localised current injection

3.2.1 Experimental setup

Laser setup

A sketch of the device setup on the optical table is shown in Fig. 3.5(a). The
laser system used in the experiments is the Ti:sapphire oscillator FEMTOSOURCE

RAINBOW from FEMTOLASERS. Its Ti:sapphire crystal is pumped with a power
of 4.9 W from a low noise (< 0.03% rms) diode-pumped solid-state laser (VERDI

V5, COHERENT) at a light frequency of 563.5 THz (532 nm). The radiation
of 563.5 THz is closely located to the maximum of the absorption spectrum of
the Ti3+ ion inside the Ti:sapphire crystal [259]. Pulsed emission occurs at a
centre frequency of 375 THz (800 nm, 1.55 eV) with a repetition rate of 80 MHz
due to the Kerr lens mode locking mechanism. Advanced optics inside the laser
cavity, like chirped mirrors [43], facilitate to maintain a broad-band emission
spectrum (see Fig.3.5(b)) and the oscillator is specified to deliver ultra-short sub-7
fs laser pulses. Two beams are provided by an internal beam splitter: One beam is
provided for attosecond streaking experiments in which the author has also been
involved [212], and the other one is used in the experiments presented here (output
power: ≈ 210 mW).

Due to the broad-band spectrum the laser pulse is severely affected by any dis-
persive element on the way to the MIM experiment at the three-axis stage. To
maintain the ultra-short character of the pulse three different elements for disper-
sion management are utilised: First, the chirped mirror compressors CMC1 and
CMC2 are used to compensate the group velocity dispersion (GVD) which is usu-
ally the dominant contribution in pulse stretching due to a frequency-dependent
speed of light in materials with normal dispersion. Second, a third-order dis-
persion (TOD), as well as additional GVD, can be compensated with the prism
compressor. The prisms (Brewster prisms for 800 nm with < λ/10 wave front
distortion, BERNHARD HALLE NACHFL. GMBH) are mounted on linear and ro-
tation stages and have been aligned by identifying the minimum deflection angle
with a beam profiler camera. The Ag mirror at the second prism is slightly tilted
in vertical direction so that the reflected laser beam can be picked out at a shallow
beam height of 75.5 mm. And third, thin glass wedges (OA924, FEMTOLASERS)
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Fig. 3.5: Experimental setup. (a) Explained abbreviations. M: mainly enhanced Ag mirrors (OA022,
FEMTOLASERS). BS1: 50% beam splitter (108222, LAYERTECH). λ /2: achromatic λ /2 waveplate
(OA232, FEMTOLASERS). TFP: ultra-broad-band achromatic thin film polariser (OA512, FEMTO-
LASERS). CMC1: chirped mirror compressor (FEMTOLASERS). CMC2: chirped mirror compressor
(DCM7, VENTEON). BS2: ≈5% beam splitter. L1: plano-convex lens (THORLABS). CG: cover
glass (MARIENFELD). HSPD: high-speed photo-detector (DET100A/M, THORLABS). CCD: small-
board charge-coupled device (CONRAD). PM: off-axis gold-coated parabolic mirror (OA175, FEMTO-
LASERS). BBO: mounted beta-barium-borate crystal (FO030, FEMTOLASERS). L2: plano-convex lens
(THORLABS). BFU: blue light transmission filters (see [129]). PD: blue sensitive photo-diode (1961,
HAMAMATSU PHOTONICS). CO: Cassegrain objective (5006-120, DAVIN OPTRONICS). (b) Spectral
intensity of the laser measured with an USB spectrometer (USB4000, OCEAN OPTICS). (c) Measured
(black solid line) IAC in front of the CO and simulated IAC (red solid line). The IAC is simulated by
using the spectrum in (b) and imprinting a GVD of 20 fs2.

mounted on individual linear stages are used for fine-tuning of the dispersion.
The temporal duration of the laser pulses is monitored with non-linear interfer-

ometric autocorrelations (IAC, see Chapter 9 in [86]) by using a Mach-Zehnder
interferometer which was built during the bachelor thesis of Henning Hachmeister
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[129]. The detection unit is closely located to the MIM experiment: An off-axis
gold-coated parabolic mirror (PM, 50 mm focal length, OA175, FEMTOLASERS)
is used to focus the pulses into a thin beta-barium-borate crystal (BBO, 20 µm,
FEMTOLASERS) for second-harmonic generation. The blue light is filtered with
several optical components (BFU, see [129]) and focused onto a blue-sensitive
photo-diode (G 1961, HAMAMATSU PHOTONICS) which is connected with a pico-
ammeter. Alternatively, the IAC can be measured by focussing the laser on the
chip of the photo-diode in order to generate a two-photon absorption process.

A typical IAC is shown by the black solid line in Fig. 3.5(c): The peak-to-
baseline signal is close to the optimum second-harmonic IAC ratio of 8 : 1. Ad-
ditionally, there is no significant indication for satellite pulses which typically
originate from e.g. TOD. To asses the pulse duration an IAC has been simulated
by using the measured laser spectrum shown in Fig. 3.5(b). The IAC is simulated
with a GVD of 20 fs2 (red solid line in Fig. 3.5(c)) so that the corresponding
temporal intensity profile is broadened to approximately 10 fs at full-width half-
maximum. Although no fitting procedure is applied there is a good agreement in
general shape between simulation and experiment. Actually, the fringe amplitude
of the measured IAC is lower compared to the simulated IAC which is associated
with a 10 fs laser pulse. Hence the actual laser pulse duration is shorter than 10
fs in the experiments (here, ≈ 8 fs). Note that applying a fitting routine is cum-
bersome since the spectral phase emerges from self-phase modulation inside the
Ti:sapphire crystal so that it cannot be describes by a smooth low-order power
function. This has been verified by SPIDER ([86], Chapter 9) measurements.

MIM setup

The parabolic mirror for IAC measurements is mounted with a magnetically
coupled kinematic base so that the PM can be reproducibly inserted. Once re-
moved the beam enters a Cassegrain objective (CO, 5006−120, DAVIN OPTRON-
ICS) and is focused onto the MIM junction which is fixed to a three-axis stage. The
CO is an all-reflective objective which mainly consists of two spherical mirrors,
as sketched in Fig. 3.6(a) and its transmission was determined to be ≈ 37% for
the incident laser beam (e−2-diameter: 5.4 mm). Due to the reflective character
no material dispersion will broaden the laser pulses in time. The magnification
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reflective Cassegrain objective and the impact on electric field polarisation E. (b) The re-collimated
light reflected by the sample surface is recorded with an USB DAQ device (NI USB-6211, NATIONAL

INSTRUMENTS) in referenced single-ended configuration. It also serves to measure the current and
phase signal (differential terminal configuration) of a lock-in amplifier (7265, EG&G INSTRUMENTS)
that is connected to the electrode of the MIM junction. Two different junctions are used for experiments
with nano-particles: The junction with TaOx exhibits a top-electrode thickness of 40 nm and the AlOx-
junction features a 30 nm top-electrode. (c) The evaporated electrodes are connected with conductive
silver and thin polyimide covered wires to the lock-in amplifier via an BNC cable. (d) Barrier heights.
For TaOx see [282] while the value for AlOx is estimated by Detlef Diesing. Similar values can be found
in [146, 112]. (e) Au nano-particles are deposited by the drop casting method using an Eppendorf
pipette. Only a few µL of solution are used. The TaOx-junction is decorated with citrate stabilised
nano-particles fabricated by Ingo Heesemann (100 nm - 200 nm diameter) while the AlOx-junction is
prepared with commercial nano-particles from SIGMA ALDRICH (250 nm diameter).

factor is about ×52 and the mirrors are coated with inert gold to ensure long-time
operation under normal ambient conditions.

While the CO remains fixed after coarse positioning with a linear stage the
MIM surface can be laterally scanned in the laser focus with a three-axis stage.
During the experiments two different stages have been used: A piezo stage from
MADCITYLABS (NANO-LP300, 300 µm travel distance, closed loop) and a piezo
electric inertial drive stage from MECHONICS (8 mm travel distance, closed loop).
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While the piezo stage features a repositioning accuracy of about 1 nm, the latter
stage offers a more coarse repositioning accuracy of about 50 nm. Lateral scans
can be controlled with a LABVIEW VI which was mainly written and updated by
Dominik Differt.

During a scan three signals are recorded and saved: Light-induced currents
in the MIM junctions are measured with a lock-in amplifier (7265, EG&G IN-
STRUMENTS). To ensure that the injected current is related to laser irradiation
the lock-in phase signal is simultaneously recorded. An optical chopper system
(model 3501, NEW FOCUS) provides the corresponding trigger-signal for the lock-
in amplifier (note the chopper wheel in Fig. 3.5(a)). The lock-in amplifier current,
as well as the phase, are recorded in differential terminal configuration with an
USB data acquisition device from NATIONAL INSTRUMENTS (NI USB-6211, see
Fig. 3.6(b)). The third signal that is recorded with spatial resolution is the light
which is reflected by the sample and re-collimated by the CO. The reflected light
is picked up with a beam splitter of ≈ 5% reflection, as shown in Fig. 3.6(a), and
then focused with a lens onto the high-speed photo-detector HSPD (DET100A/M,
THORLABS). The signal is amplified by a current-voltage converter (FEMTO) and
then recorded with the DAQ device in referenced single-ended configuration. This
reflection signal depends e.g. on junction topography and it supports orientation
as well as the interpretation of obtained results. Here, it will be used together with
scanning electron microscopy (SEM) to identify single nanoparticles which have
been excited by the laser. All three measurement signals, current, phase and re-
flectivity, can be monitored with a digital oscilloscope (WAVESURFER, LECROY)
while scans are running.

A cover glass (CG) allows to split the reflected light so that the beam can be
additionally recorded with a CCD image sensor of a small board camera. If the
axial laser (or flashlight) focus is located on the surface of the MIM junction the
CCD sensor delivers live images in terms of a microscope. It can be used for
orientation as well as to adjust the axial focus on the MIM junction.

MIM junction preparation

The MIM junctions are fabricated and provided by Detlef Diesing: Two metal
electrodes are evaporated orthogonal to each other onto a cover glass (see Fig.
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3.6(c)). Before the top-electrode is prepared the oxide is grown on the back-
electrode by a wet-chemical procedure. The geometrical dimensions of the elec-
trode are affected by the evaporation mask so that the active area of the junctions
measures approximately 5 mm× 5 mm. Away from this area thin Kapton covered
wires are connected to the respective electrode by using conductive silver. These
wires are then connected to the core and the metallic shield of a sliced BNC cable,
respectively, that is wired to the lock-in amplifier.

Here, MIM junctions with two different barrier heights are investigated while
the top-electrode and the back-electrode are made out of gold and tantalum in
both cases. One junction is prepared with tantalum oxide which exhibits a bar-
rier height at the top-electrode-oxide interface of 1.8 eV [282], which is slightly
higher than the central photon energy of the laser setup (Fig. 3.6(d)). The sec-
ond MIM junction is prepared with aluminium oxide which leads to a signifi-
cantly increased potential barrier of approximately 2.8 eV, as estimated by Detlef
Diesing (see [87], Fig. 6, upper part, wet preparation). This estimate for the
Au-Al2O3 interface is corroborated by reported literature values of 2.6 eV for
metal-insulator-semiconductor junctions [146, 112] and it is expected that two-
photon and three-photon absorption processes are required for the above barrier
injection of charge carriers. It should be noted that the top-electrode thickness
of the devices is different: The AlOx-junction exhibits a top-electrode thickness
of approximately 30 nm while the TaOx-junction features a thickness of about 40
nm.

Due to historical reasons the junctions are equipped with different types of
Au nanoparticles: The TaOx-junction is operated with nanoparticles fabricated
by Ingo Heesemann in a similar manner like in the SERS experiments presented
Chapter 4. In this case the size of the nanoparticles varies from 100 nm to 200 nm.
In contrast to that the AlOx-junction is equipped with as-received Au nanoparticles
from SIGMA ALDRICH which exhibit a highly mono-disperse size of 250 nm.
Both types of nanoparticles come with a molecular citrate cladding of unknown
thickness [298]. The cladding ensures that the nanoparticles are not electrically
connected with the top-electrode otherwise it is expected that any antenna effects
are greatly reduced. For both junctions the particles are deposited on the top-
electrode by the drop casting method using a few µL of the colloidal solutions
(Fig. 3.6(e)). In the case of the TaOx-junction the solution is vaporised at air
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while in the case of the AlOx-junction the drop was vaporised much faster by
using a desiccator. In both cases it was successfully checked that drop-casting
and vaporisation did not damage the junctions via measuring the non-linear laser-
related current injection.

3.2.2 Laser-induced current injection at the top-electrode edge

Laser-related current injection is now presented at the edge of a bare MIM
junction to demonstrate the measurement scheme in a more visual way and to show
the typical behaviour of a MIM junction irradiated with ultra-short laser pulses of
1.55 eV photon energy. The system is a Au-TaOx-Ta junction with a top-electrode
thickness of 100 nm. At the edge of the active area the top-electrode thickness
smoothly decreases because of the evaporation mask. This allows to position the
excitation volume of the focused laser close to the metal-oxide interface where it is
expected that the excited ballistic electrons may easily travel to the back-electrode
via the conduction band of the oxide (see [89] and Fig. 3.7(a)).

Once the axial focus is adjusted to the top-electrode surface by maximising
the signal on the HSPD or by improving the image on the CCD the laser spot is
scanned laterally across a predefined area for a point-by-point data acquisition. In
the context of MIM junctions this spatially-resolved method has been labelled as
scanning internal photoemission microscopy [89]. The acquisition period at each
position should be adjusted to the time constant of the lock-in amplifier so that
the current and phase detection gives reliable values. If the scanning speed is too
fast a significant spatial displacement occurs between simultaneously recorded
features related to current injection and reflectivity.

The spatially-resolved reflectivity is shown in Fig. 3.7(b). From left to right the
voltage signal of the HSPD is steadily decreasing. The signal reduction indicates
a decreasing film thickness at the edge of the active array since this leads to
a reduction of reflectivity. The simultaneously recorded current is shown in Fig.
3.7(c). A significant current of a few nanoampere is detected at medium reflectivity
and an impinging laser pulse energy of 10.2 pJ. Note that specific features appear
sharper than expected from a laser focus size of 1-2 µm (e−2-diameter, see Section
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Fig. 3.7: Laser-induced current injection at thin top-electrodes. (a) Sketch of scanning internal pho-
toemission microscopy [89]. At every position induced current, lock-in phase and reflectivity are
simultaneously recorded by the USB DAQ device. Light-induced currents can be easily detected at
the edge of the active MIM area: In this region the top-electrode thickness is continuously reduced
because of the shadow mask in the evaporation process and hence the excitation volume of the laser
moves closer to the metal-oxide interface. (b-d) Reflectivity, induced current and lock-in phase at the
active area edge of a TaOx-junction. The lock-in phase is given in volts: Voltages of +9V and -9V
correspond to angles of +180◦ and -180◦ respectively. The white-dashed rectangle marks the region
for the power law measurement in Fig. 3.9(a). Lock-in sensitivity: 10 nA. Lock-in time-constant: 50
ms. Chopper frequency: 73 Hz. Laser pulse energy: 19 pJ

3.3.2). However, this can be attributed to the non-linear character of the current
injection process which is discussed in Section 3.2.4.

The corresponding lock-in phase in this region takes constant values (see Fig.
3.7(d)) which strongly corroborates that the injected current is attributed to laser
pulse excitation. Moving the laser further to the right part of the scan area leads
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to a random distribution of lock-in phase values since no current can be detected.
The signal has dropped to the noise level of ≈ 0.02 nA, which is given by the
lock-in amplifier parameters. Moving the laser to the left part of the scan area also
leads to a reduction of the injected current. This reduction is not as abrupt as on
the right side and the lock-in phase only shows small deviations from values found
in the region of maximum current injection. However, moving the laser further to
the left will finally decrease the detected current to noise level (not shown here).

The results from above suggest that an optimum thickness exists for laser-
induced current injection: In the left part of the scan area the Au film thickness
exceeds the typical penetration depth of ≈ 13 nm for 375 THz light at the Au-
vacuum interface, as well as the inelastic mean free path of about 10 nm for
electrons with an energy of 2 eV [270]. In the right part of the scan area current
injection is simply limited by the vanishing top-electrode thickness: The injected
current will take higher values close to the cut-off because the excitation volume of
the laser moves closer to the metal-oxide interface, but then the electrode thickness
falls below the percolation limit which precludes current detection.

3.2.3 Demonstration of nano-localised current injection

After presenting the measurement scheme this section is now dedicated to
the demonstration of nano-antenna-assisted laser-induced current injection. The
preparation of the junctions and the deposition of nanoparticles has already been
described in Section 3.2.1 and hence the results are immediately discussed.

At the beginning of the experiments a large area of 300 µm × 300 µm is
scanned with a rather high resolution of 1 µm to get an overview. This area
is much smaller than that of the circular shaped dried out drop of the colloidal
solution which exhibits a diameter of about 2 mm. For a better orientation it is
therefore preferable to perform the experiments at the rim of this structure. It looks
like a coffee stain because the nanoparticles tend to accumulate near the rim and
the specific area can be easily identified in later SEM investigation. Then a specific
region is chosen which shows a significant current amplitude. Due to the ratio of
scan resolution to nanoparticle size this amplitude should be restricted to one or
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Fig. 3.8: Nano-antenna-assisted laser-induced current injection using the TaOx-junction (a,c,e) and
the AlOx-junction (b,d,f). (a) The spatially-resolved current is measured with the following parameters:
10 nA lock-in sensitivity, 50 ms lock-in time-constant, 143 Hz chopper frequency and 7.4 pJ laser
pulse energy. Inset: SEM image of the same scale. (b) The spatially-resolved current is measured
with the following parameters: 1 nA lock-in sensitivity, 50 ms lock-in time-constant, 143 Hz chopper
frequency and 27.8 pJ laser pulse energy. Inset: SEM image with a 500 nm scale bar. White-dashed
rectangle in (a) and (b): Evaluation area for power laws. (c) and (d): Two-dimensional Gaussian fits
of the injected current according to equation 3.1. The white-dashed-dotted line marks the position of
the one-dimensional cut that is shown together with the experimental values in (e) and (f).

only a few pixels. By performing successive scans with ever smaller area size and
higher resolution it is attempted to localise single spots with a diameter below 1
µm in the field-of-view of the spatially-resolved current signal. The successive
scans also facilitate to verify if a signal in the current map stays constant so that it
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can be related to laser irradiation.

The localised current injection is successfully demonstrated in Fig. 3.8(a) and
3.8(b) for the TaOx-junction and the AlOx-junction, respectively, by performing
the above given procedure. The field-of-view has been reduced to a few microme-
ter and the scan resolution is 100 nm. Both junctions reveal a significant current
injection of about 250 pA which is restricted to a hot-spot region of ≤ 1 µm. In
the case of the AlOx-junction two hot-spots can be clearly resolved while they are
separated by a distance less than 1 µm, close to the diffraction limit of the utilised
light source. Outside this region the current signal has dropped below the noise
floor which is about 6 pA in the case of AlOx. The noise floor is comparable to
earlier works (2 pA, [168]) in which a slightly higher barrier of 3.9 eV was used.
It was verified that the injected current is related to laser irradiation through the
observation of a constant lock-in phase signal.

So far, current injection was discussed based on a nanoparticle-assisted process.
Still a proof is required for this scenario since field enhancement can also occur
at random defects [89]. This is done by taking SEM images of the two specimens
after the experiments. Indeed it turned out that efficient local current injection was
supported by individual deposited nanoparticles. The corresponding SEM images
are shown as insets in Fig. 3.8(a) and (b). Identifying one nanoparticle out of
106 other particles seems to be a cumbersome endeavour. However, the task can
be fulfilled by taking an overview map of the injection current and reflectivity,
as well as several other images at different zoom stages, and by comparing this
information with SEM images. Details of the procedure are presented in Appendix
A.2 for both junctions. In these figures it can also be seen that many nanoparticles
facilitate current injection so that the antennas of the present section do not exhibit
a unique character with respect to functionality.

At the end of this subsection the injected current shown in Fig. 3.8(a) and (b)
is fitted by using Gaussian peaks. The results are required for the evaluation in
the next sections. More precisely, the fits will be used for estimating the laser
spot size and for finding a scaling factor between the injected peak current and
the spatially averaged current of the entire hot-spot. Fitting is accomplisched
with a self-written MATLAB script that uses the nonlinear data-fitting algorithm
lsqcurvefit. The fit function GPm(i, j) for m peaks is defined by
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GPm(i, j) = offset+∑
m

Ame−2
( i−xi,m

σm

)2

e−2
( j−x j,m

σm

)2

, (3.1)

in which i and j are pixel indices in both directions, Am the peak current am-
plitude, xi,m and x j,m the peak coordinates in pixels, and 2σm the peak width at
e−2-level. The fits are presented in a two-dimensional representation in Fig. 3.8(c)
and (d), and a one-dimensional cut (white dashed-dotted line in (c) and (d)) is
shown in Fig. 3.8(e) and (f), respectively. Especially the injected current of
the AlOx-junction is reproduced very well and the peak width of the bright peak
amounts to 2σ = 650 nm.

3.2.4 Fluence-dependent current injection

The barrier heights, as well as the small hot-spot size of 650 nm, which is close
to the optical diffraction limit, suggest that a non-linear process is involved in
the charge separation. To identify the non-linear order of the process power law
measurements are performed: The non-linear dependence of the injected current
on incident pulse intensity determines the order of the associated multi-photon
process when assuming that ballistic electrons dominate the charge transfer (see
Fig. 3.2(a,b) and [89]).

Power law measurements have been performed at the sample positions that have
already been presented in the previous subsection. In the case of the AlOx-junction
only the bright left spot has been evaluated because it also provides a significant
current at low laser pulse intensity. For comparison the intensity dependent current
strength is also detected without the nano-antennas at the edge of the active area
where the top-electrode thickness gets thinner. In the latter scenario the injected
current was averaged (current per pixel) over an area of 14 µm × 29 µm for the
AlOx-junction. The bare TaOx-junction is represented by the device in Fig. 3.7
and the current is averaged over an area of 2 µm × 7 µm marked by the white
dashed rectangle. The data that is associated with antenna-supported power laws
is also marked by white-dashed rectangles in Fig. 3.8(a,b).

It has to be mentioned that in the case of nanoparticles the average current
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(current per pixel) was initially determined. However, this is not an appropriate
procedure for hot-spots since the resulting average current strongly depends on
the size of the evaluated area. Therefore the averaged data is scaled so that the
values represent peak currents. This procedure is valid since the spatially-resolved
current in Fig. 3.8(a,b) belongs to the power law data sets and represents the results
for highest pulse energies. Also note that in the following the injected current is
given as a function of incident pulse energy U instead of power or intensity. This
is valid as long as pulse duration and focus spot size remain constant.

The results are presented in Fig. 3.9 as double logarithmic plots so that the
linear slope of data points gives an idea of the non-linear order N of the pulse en-
ergy dependence. However, the data itself is fitted with a power law. For the bare
TaOx-junction (black empty squares) the injected average current as a function of
U gives a straight line which can be described by N = 2.48± 0.05. This result
indicates a mixture of two- and three-photon-induced processes. By considering
the barrier height of 1.8 eV and a photon energy of 1.55 eV, whereupon lowest
photon energies in laser spectrum amount to ≈ 1.24 eV, current injection is at-
tributed to multi-photon-induced above-barrier injection of charge carriers. The
results and interpretation are in good agreement with earlier studies which have
been concerned with barrier heights of 1.8 eV and pulsed excitation spectrally
centred at 1.55 eV [89]. It has to be noted that the retrieved value of N is for
the most part independent of the evaluated area. Only at some positions at which
highest currents are injected the non-linearity increases to N = 2.8.

In the case of the bare AlOx-junction the power law measurement also shows a
straight line in double logarithmic presentation. Compared to the AlOx-junction
the average current is slightly lower which may be attributed to the higher potential
barrier. As a consequence the data points at low pulse energies deviate from the
straight line since they are close to the detection limit of a few pA. The power
law fit of the data gives a non-linearity of N = 2.70±0.09. This result indicates
a mixture of two- and three-photon-induced processes with a dominating three-
photon contribution. By considering a barrier height of approximately 2.6 eV up to
3 eV the current injection process is once again attributed to multi-photon-induced
above-barrier injection of charge carriers. Diesing and co-workers determined a
non-linearity of ≈ 3 for a slightly higher 3.9 eV barrier by using 1.55 eV photons
and hence the conclusions presented here are reliable [88].
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Fig. 3.9: Local dependence of the injected current on incident laser pulse energy for MIM junctions
with and without antennas. (a) Using TaOx: Black empty symbols represent the injected average
current (SEN: 10 nA, TC: 50 ms, trigger: 73 Hz) of the bare MIM junction evaluated in the white-
dashed rectangle shown in Fig. 3.7. The injected peak current (SEN: 10 nA, TC: 50 ms, trigger: 143
Hz) at the nanoparticle encased by the white-dashed rectangle in Fig. 3.8(a) is represented by red
empty circles. (b) Using AlOx: Black empty symbols represent the injected average current (SEN: 10
nA, TC: 100 ms, trigger: 143 Hz) of the bare junction, while red empty circles represent the injected
peak current (SEN: 1 nA, TC: 100 ms, trigger: 143 Hz) at the nanoparticle encased by the white-
dashed rectangle in Fig. 3.8(b) on the same junction. Average current: The current is added up in the
evaluation region and divided by the number of pixels. Peak current: The average current is evaluated
in the specific region and translated to a peak current by multiplying with a constant factor retrieved
from the fit in equation 3.1. Data and fits (red and black lines) are shown without offset.

In contrast to the bare junctions the antenna-assisted current injection shows a
strikingly different behaviour: While both power law measurements (red empty
circles) follow a straight line in the double logarithmic presentation of the pulse
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energy dependence, the steepness of the slopes greatly exceed that of the bare
junctions. More precisely, the power law measurement of the TaOx-junction can
be fitted with N = 8.5±1.4 and the data of the AlOx-junction is described by an
even higher value of N = 11.3±0.8. Note that the incident laser pulse energy is
restricted to a small interval due to this highly non-linear behaviour of the system.

Such an extreme non-linear pulse energy dependence has recently been reported
in the context of light concentration in thin-film solar cells and it was explained
by the model of thermionic emission [4]: The enhanced absorption of radiation
in Anderson localised modes heated the electron gas in the absorber layer so that
electrons with an energy higher than the material work function can be ejected
and detected. Thermionic emission is the dominating process in this special case
because the highly localised modes (≈ 1 µm) correspond to an increased energy
absorption density and they exhibit life-times of 100 fs. Hence, they temporally
overlap with thermalisation processes of the electron gas. However, here, the
laser pulses are ultra-short and the electron distribution function exhibits a highly
athermic character after excitation. As already mentioned in the introduction,
Mueller and Rethefld demonstrated theoretically that thermalisation times of the
electron gas can be as short as a few femtoseconds given that the absorbed laser
fluence is sufficiently large [220]. By assessing the antenna-assisted absorption
in the top-electrode via FDTD simulations, it is shown in the next section that
the regime of instantaneous thermalisation can be reached and that thermionic
emission is responsible for the observed experimental results.

Alternative explanations appear to be unlikely: Multi-photon-induced current
injection would imply that the successive or simultaneous absorption of 8 up to
11 photons is the dominating excitation channel. In this case the electrons would
be excited by more than 14 eV in energy which is enough to overcome the work
function of the involved materials. Furthermore, even in above threshold ionisation
[95] the lowest orders of multi-photon absorption always dominate the overall
signal. Even if the fields are very strong so that the first or second above-threshold
channel can be closed due to a laser-induced AC stark shifts ([45], Chapter 15), the
closing of three and more channels is unlikely to occur. Additionally, in the case
of strong laser fields tunnel ionisation becomes an important process [157] and
usually the non-linearity of the signal decreases due to saturation effects ([241],
Chapter 8 in [136]).
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At the end of this subsection it needs to be mentioned that particle-MIM systems
are susceptible to laser-induced damage. Although the system is obviously stable
on short time-scales during the spatially-resolved mapping of injection currents,
as can be seen in Fig. 3.8(b), something gets damaged on the long run. This
issue needs further investigation. However, the high non-linearities have been
observed at different hot-spot locations and the retrieved values therefore seem to
be reliable.

3.3 FDTD simulations

3.3.1 General simulation setup

In order to find evidence for the mechanism which is responsible for the highly
non-linear nanoparticle-supported current injection in MIM junctions finite-difference
time-domain (FDTD) simulations have been performed by utilising the commer-
cial software package from LUMERICAL SOLUTIONS.

A sketch of the simulation setup and corresponding details are depicted in Fig.
3.10. Three axes with lengths of 4 µm in the lateral direction and 2 µm in the
axial direction, perpendicular to the plane of the MIM junction, define the overall
simulation volume. Perfectly matched layers (PMLs) truncate the computational
region and prevent reflection of scattered waves at the volume boundaries. The
nanoparticle is centred in lateral directions and has a spacing of > 2λ0 to the
corresponding PML boundaries and > λ0 to the top PML boundary in order to
reduce interaction with evanescent near-fields.

To keep things simple a particular and exemplary layer system was considered
in the simulations. The MIM device is modelled by four flat layers, i.e. a 30 nm
thick gold top-electrode (built-in data from Johnson and Christy), a 4 nm thick
tantalum oxide layer (built-in data, Palik), a 40 nm tick tantalum back-electrode
(built-in data, CRC handbook) and a 520 nm thick glass substrate (built-in data,
Palik). The nanoparticle rests 1 nm above the top-electrode to inhibit electric inter-
action by direct contact. As mentioned earlier this is experimentally implemented
by a citrate shell around the nanoparticle [298]. Actually, citrate shells might
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Fig. 3.10: Sketch of the general FDTD simulation setup and symmetry conditions for MIM junctions.
(a) The size of the simulation volume is 5 µm × 5 µm × 1.7 µm (x× y× z). These proportions
assure that near-fields originating from excitation of the nanoparticle do not interact with the perfect
matched layer (PLM) boundaries. The red shaded areas depict a refinement of the simulation mesh.
The following list gives the spatial extents of the meshes according to their numbering; Yee cell size
follows in brackets: 1. 300 nm × 300 nm × 260 nm (0.8 nm in all directions), 2. 300 nm × 300 nm ×
1.2 nm (0.8 nm × 0.8 nm × 0.2 nm), 3. 300 nm × 300 nm × 40 nm (0.8 nm × 0.8 nm × 1.5 nm), and
4. 300 nm × 300 nm × 4 nm (0.8 nm × 0.8 nm × 0.5 nm). A full vectorial Gaussian source with linear
polarization E and injection direction k is positioned 1 µm above the top-electrode. Alternatively a
total-field scattered-field (TFSF) source can be used (2.2 µm × 2.2 µm × 0.7 µm). (b) Non-scaled
top-view: Since particle and sources are laterally centred symmetric boundary conditions are applied
in the x-z-plane and anti-symmetric boundary conditions in the y-z-plane. According to this only two
out of eight octants have to be evaluated during the simulation. The simulation time was set to 70 fs
and the general accuracy of the graded mesh is about 22 sampling points for the centre wavelength
in the respective material. The reddish circle is a sketch of the Gaussian beam source.

even exhibit a smaller thickness due to their molecular character. To properly
render such gaps between top-electrode and nanoparticle would require a very
small simulation mesh size. However, the FDTD method cannot accurately de-
scribe electromagnetic field dynamics on length scales smaller than 1 nm because
quantum effects have to be considered [203]. Therefore the minimum gap size is
here restricted to 1 nm.

The mesh of the FDTD simulation is non-uniform and adapts itself to Yee cell
edge lengths of approximately λ/22, where λ is the effective wavelength in the
corresponding material with respect to the refractive index. To achieve a higher
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accuracy and more data points in other regions of the simulated domain meshes
are inserted with smaller cell sizes. There are overall four refined meshes which
enclose the nanoparticle, the gap between particle and top-electrode, the part of
the top-electrode directly located below the particle and the 4 nm thick oxide,
respectively. Specific mesh details and a sketch of their setup can be found in Fig.
3.10.

The illumination source is a full vectorial Gaussian beam launched 1 µm above
the gold-vacuum interface, which also serves as the focus plane. The retrieved
complex response function R(x,y,z,ν) for all three components of the electric
field is normalised to the input spectrum E0(ν) in the injection plane (impulsive
response mode). Multiplying R(x,y,z,ν) with an arbitrary input spectrum and
performing an inverse Fourier transformation then gives the temporal evolution of
the injected electric field at any position of the simulation. Note once again that
the input spectrum is defined in the injection plane and hence the corresponding
temporal peak electric field increases until the beam has reached the focal plane.
For subsequent FDTD simulations a laser pulse of 4 fs duration is injected at
a centre frequency ν0 of 400 THz (750 nm) to retrieve the response function
R(x,y,z,ν) in the range from 250 THz (1200 nm) to 500 THz (600 nm). This
range is sufficient to cover the entire spectrum of the laser oscillator used in the
previously described experiments.

The full vectorial character of the source implicates the existence of three dif-
ferent transverse modes which are attributed to different polarisation directions:
parallel to the main polarisation axis (x-axis), perpendicular to the main polarisa-
tion axis parallel to the injection plane (y-axis) and along the axial direction and
hence perpendicular to the injection plane (z-axis) (see Fig. 3.10 in [229]). The
FDTD software uses a principle established by Richards and Wolf to generate the
beam [257]: The field distribution in the injection plane emerges from a superpo-
sition of plane waves. The distinct wave vectors k are distributed according to rays
that have been refracted by a thin lens (see Fig. 3.11). This concept is discussed
in more detail in the next subsection in which the focus size is set.

In all subsequent FDTD simulations the computational region can be mirrored
with respect to the included objects and hence symmetric boundary conditions are
applied (Fig 3.10(b)). The polarisation direction of the source requires symmetric
boundary conditions for the x-z-plane and anti-symmetric boundary conditions
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for the y-z-plane. Applying the conditions reduces the computational region from
eight to two octants which results in a four times shorter evaluation duration.

3.3.2 Considerations about the beam size

In the best case scenario the spot size in the focus is directly characterised during
the experiments. The nano-localised current injection is promising to retrieve an
estimate of the focus size since the laser is scanned over an object that is smaller
than the optical diffraction limit and the measured signal reveals a spot like shape
(see Fig. 3.8). Here, the Gaussian fit of the spatial current profile of the AlOx-
junction is utilised (see Fig. 3.8(c,f)) to calculate the beam waist because the
current profile is more symmetric than that of the TaOx-junction. The fit of the
profile revealed a e−2-diameter of about 650 nm. It is important to note that the
profile is connected to a non-linear injection process with N ≈ 11 and hence the
Gaussian profile should not be confused with the focal spot of the laser. The actual
beam waist w0 is larger which can be seen by expressing the measured signal in
terms of the electric field intensity in cylindrical coordinates:

[
exp(−2 · r2/w2

0)
]11,

in which r is the radius. The term can be rewritten to regain its common shape:
exp(−2 ·r2/(w0/

√
11)2). Hence the current profile is a factor of

√
11 smaller than

the beam waist so that the e−2-diameter of the laser amounts to
√

11 · 0.65 µm
≈ 2.16 µm.

Since the CO exhibits a high numerical aperture (NA = 0.65) it is expected to
perform better and the previously retrieved value for the beam waist w0 is taken as
an upper limit. The lower limit is estimated by applying the Richards-Wolf (RW)
method to the actual geometry of CO, i.e. the focus size of the CO is calculated
by a superposition of plane waves (Fig. 3.11). The required geometrical and
optical parameters were kindly provided by the manufacturer DAVIN OPTRONICS

in the form of a CAD drawing and a ZEEMAX file. Important parameters are the
the obscuration radius o, the aperture radius R and the effective focal length f .
The implementation of the CO geometry is sketched in Fig. 3.11(b) and the field
E f ocal(r) in the the focus is obtained by a superposition of plane waves with wave
vectors k(θ ,φ) pointing towards the origin of the coordinate system in the centre
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of the focus [280]:

E f ocal(r) =
∫

θmax

θmin

∫ 2π

0
u(θ)
√

cosθ sinθ p(θ ,φ)eikrdφdθ , (3.2)

in which the unit vector p(θ ,φ) translates the x-polarised plane wave compo-
nents into the focal region according to

p(θ ,φ) =

(cosθ −1)sin2
θ − cosθ

(cosθ −1)cosφ sinφ

sinθ cosφ

 . (3.3)

The above equation is evaluated for a single frequency, i.e. the centre frequency
ω = 2π ·375 THz, similar to the method in FDTD. The scalar product kr is the
projection of the respective wave vector k(θ ,φ) onto the position vector r and
consequently eikr determines the phase of electric field corresponding to the plane
wave k(θ ,φ). To model the CO geometry the integral over the polar angle is evalu-
ated in region between θmin and θmax. The angle θmin = arctan(o/ f ) is determined
by the obscuration radius o and the angle θmax = arctan(R/ f ) is determined by the
aperture radius R. The input mode profile is modelled according to a collimated
beam with a transverse Gaussian profile u(θ) = exp(− f 2 sin2

θ/σ2) in which σ

is the e−1 beam radius.
The beam radius σ is the only free parameter in this calculation and it has

been estimated by the transmission (37%) of the CO: In the RW model a mask
was built so that u(θ) was integrated in the region [θmin,θmax] and then compared
to the value retrieved from full integration of u(θ) for different values of σ . A
transmission around 37% was achieved for an input beam radius of σ = 3.6 mm.
This is slightly larger than the estimated beam size in the experiments of about
≈ 2.8 mm (measured with a beam profiler camera). However, a comparison is
cumbersome since the laser spot is asymmetric and hence σ = 3.6 mm is utilised
in the calculation. The intensity profile of the focal spot for an input beam radius
of σ = 3.6 mm is shown in Fig. 3.11(d). As expected the obscuration acts as a
Fourier filter leading to a circular lobe. A cut trough the main peak was fitted with
a Gaussian curve which revealed an effective e−2-diameter of ≈ 1.21 µm. This
value serves as a lower boundary for the focus size.

The minimum and maximum focal spot has been reproduced in the FDTD
software package by using the thin lens mode and the resulting focal intensity
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Fig. 3.11: Defining lower and upper bounds of laser spot size to compare simulations to experimental
results. For realistic focal field distributions the CO is modelled according to the Richards-Wolf (RW)
method. (a) Sketch of beam path in CO. R: aperture radius (2.259 mm). o: obscuration radius
(0.8 mm). Effective focal length: f = 3.55 mm (not shown). Parameters are provided by DAVIN

OPTRONICS. (b) Implementation of the RW-method: Calculating the electric field distribution in the
focal plane by a superposition of plane waves with wave vector k(θ ,φ). u(θ): Transverse beam profile
with e−1-radius σ . (c,d): Smallest focus size implemented in FDTD and with RW, respectively. The
spot generated with the RW-method and σ = 3.6 mm takes into account the measured 37% CO
transmission. The obscuration of the CO leads to diffraction rings, but central peaks of FDTD and
RW are similar. (e,f): Largest spot size retrieved from the measured spatial profile of injected current
(Fig. 3.8(f)), taking into account the non-linear character of the signal (2w0 = 2.1 µm). Deviating
parameters to artificially enlarge RW-generated spot: σ = 1.2 mm, f = 5.6 mm, R = 2.259 mm. (c-f):
The peak fluence can be adjusted so that spatial integration of the spot gives the laser pulse energy.
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profiles are depicted in Fig. 3.11(c) and (e), respectively. To keep the evaluation
as short as possible only the small focus was used in FDTD simulation of the MIM
structure. Although this approach is one-sided with respect to laser peak fluence
it is justified by considering that the actual absorption cannot be reliably retrieved
since many factors contribute to this quantity, e.g. surface roughness, specific
particle size and shape, local top-electrode thickness and the gap size between
nanoparticle and top-electrode. Here, the overall absorption in the top-electrode is
the important information rather than the specific contribution of distinct factors

The large focal spot with 2w0 ≈ 2.1 µm, as retrieved from the experiments, was
also modelled with the RW method and it is depicted in Fig. 3.11(f). The utilised
calculation parameters (see figure caption for details) lead to a central peak which
exhibits a e−2-diameter of ≈ 2.1 µm. This diameter value matches the Gaussian
fit of the current injection profile in Fig 3.8(d,f) when the non-linear character of
the injection process is considered. The large and the small focus in Fig. 3.11(f)
and (d) then serve as the lower and upper limits of the incident peak fluence in the
experiments, respectively. This will allow to compare the measured power laws in
Fig. 3.9 to simulated curves of a thermionic emission model in Section 3.4.2.

3.3.3 Resonances in the particle-MIM system

Before investigating on the current injection mechanism the composed system
of nanoparticle and MIM junction is characterised with respect to its optical prop-
erties. The absorption and scattering cross-sections of different regions of the
combined system are shown in Fig. 3.12(a). Results have been obtained by using
the total-field scattered-field (TFSF) source which injects a plane wave in a de-
fined region. Using plane waves for this endeavour is the only valid option with
respect to the definition of a cross-section.

The scattering cross-section of the isolated 200 nm Au nanoparticle is rep-
resented by the black solid line. It exhibits a scattering resonance at 485 THz
(625 nm) with a peak cross-section of about 1.33× 10−9 cm−2, which is four
times larger than the geometrical cross-section (3.14× 10−10 cm−2). This is in
good agreement with Mie theory, hence indicating converged results. Bringing
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Fig. 3.12: Identification of plasmonic resonances in the combined particle-MIM system by using plane
wave excitation under normal incidence. Only TFSF sources are used. (a) Comparison of different
cross-sections σ . Pure particle (black solid line): σscatt is calculated by integrating the Poynting flow
through a transmission box encasing a TFSF source and the nano-particle, without the MIM structure.
The transmitted power is normalised to incoming intensity to retrieve σscatt . Particle on MIM junction
(red solid line): A 3D-field and index monitor surrounds the particle and σabs is calculated with a
built-in script according to the method related to equation (4.5). Absorption cross-section σabs of a
volume identical to the refined mesh 3 in Fig. 3.10(a), underneath the nano-particle: with (red-dashed
line) and without (red-dotted line) nano-particle. Data is retrieved with 3D-field and index monitors
according to equation (4.5). (b,c): Electric charge densities retrieved with a built-in script and 3D-field
and index monitors according to the law of Gauss in (3.4). The relative phase of the time-harmonic
problem is chosen to maximise the amount of accumulated surface charge and to emphasize the
character of the resonant modes. Blue: negative charge. Red: positive charge.

the nanoparticle close to the surface is expected to alter its resonant properties.
Even in the case of dielectric substrates symmetry breaking lifts the degeneracy of
dipoles oscillating parallel and perpendicular to the substrate. This permittivity-
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dependent energy splitting was experimentally observed by Knight and co-workers
[164]. In the case of metallic substrates Nordlander and co-workers pointed out
that the localised plasmon resonance (LSP) of the particles is additionally affected
by induced image charges and, even more important, by coupling of the LSP to the
surface plasmon of the substrate [225]. An experimental study of the gap size de-
pendent properties can be found in the publication of Mock and co-workers [215].
It was also theoretically shown by Nordlander and co-workers that the spectral
signature of these structures strongly depends on the thickness of the metallic
film [185]. Furthermore, Sobhani and co-workers found experimentally that the
substrate facilitates a coupling between adjacent dipolar and quadrupolar modes,
leading to a line-narrowing of the dipolar mode [274]. This effect is prominent
when radiative decay dominates the resonance line-width.

The absorption cross-section of the nanoparticle, which rests 1 nm above the
MIM junction, is shown in Fig. 3.12(a) by the red solid line. Data has been re-
trieved as follows: The absorbed power density pabs(x,y,z,ν) is evaluated at every
mesh point of the particle by a built-in script according to equation (4.5). Inte-
gration over all space gives the overall absorbed power Pabs(ν). Then, Pabs(ν)

is divided by the command sourceintensity(ν) in order to determine the
frequency-dependent cross-section. The absorption cross-section reveals two dis-
tinct features at 407 THz (736 nm) and 481 THz (623 nm) with reduced ampli-
tudes compared to the scattering efficiency of the isolated particle and close to
the geometrical cross-section. These features are also observed in the absorption
cross-section of the the top-electrode (red-dashed line). It has to be noted that
the data stems from a monitor that coincides in size with the proportions of the
refined mesh 3 in Fig. 3.10(a), hence it only covers the volume below the par-
ticle. The amplitude is smaller than that of the particle absorption cross-section
but significantly higher than that of a bare MIM junction (red-dotted line). This
indicates that the presence of the nanoparticle is expected to enhance light matter
interaction irrespective of the specific mechanism.

To identify the nature of the two resonances requires a closer look at the re-
spective distribution of surface charges in the particle-MIM system. The spatially-
resolved charge density for the resonance at 479.2 THz is shown in Fig. 3.12(b)
while the charge density for the resonance at 407.1 THz is shown in Fig. 3.12(c).
A built-in script has been used to generate the data according to Gauss’s law and
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with respect to time-harmonic fields (impulsive response mode):

∇E(x,y,z,ν) =
ρ(ν)

ε0
. (3.4)

Here, ρ(ν) is the complex-valued volume charge density. In the case of time-
harmonic fields the induced distribution of surface charges also varies harmon-
ically in time. For Fig. 3.12(b) and (c) the relative phase was set to maximise
charge accumulation and to underline the mode character. The resonance at 407.1
THz clearly exhibits a dipolar character as can be seen by the positive (red) and
negative (blue) charges accumulated on opposing sides of the particle surface. As
a consequence charges are additionally induced at all interfaces of the system.
The resonance at 479.2 THz shows four regions of opposite charges on the nano-
particle surface. Hence, the presence of the metallic substrate breaks symmetry
and facilitates to excite a quadrupolar resonance of the particle which can be hardly
excited in free space by impinging plane waves. A detailed investigation about
coupling of the different modes in the spirit of [274] is omitted here. Just two
important points are mentioned: The quadrupolar resonance is very sensitive to
the separation of particle and top-electrode due to a tighter confinement of charges
near the top-electrode. By lifting the nano-particle 10 nm above the top-electrode
the resonance position of this mode crucially shifts (see Fig. 3.13(b)). In contrast
to that the dipolar mode appears to be unaffected in resonance energy when lifting
the particle by 10 nm. This is explained by the rather large size of the nanoparticle
in comapirson to gap size and, additionally, by less concentrated charges on the
particle surface.

This information might be useful for future design of the system. Here, it is
highlighted that the following investigation is performed at a centre frequency of
375 THz which is located at the slope of the dipolar resonance.

3.3.4 Calculation of the absorbed energy density

In this section the absorption is quantified by calculating the absorbed energy
density εabs below the nanoparticle in the top-electrode. Similar to the results
in the previous Section 3.3.3 the evaluation region is restricted to volume of the

Matthias Hensen 243



3 NANO-ANTENNA SUPPORTED CURRENT INJECTION IN MIM-JUNCTIONS

A
b
so

rb
e

d
 e

n
e

rg
y

-3
d
e

n
si

ty
 (

e
V

 n
m

)

Au
30 nm

Ta
40 nm

Focused laser
8 fs, 375 THz

-2
peak fluence (2.2 mJ cm ) 

nano-particle
(d = 200 nm)

1 nm gap

bare
junction

(a)

300 350 400 450

-1
10

Frequency n (THz)

N
o
rm

. 
a
b
so

rb
e
d
 p

o
w

e
r

-2
10

(b) (c)

bare

Gap:
          1 nm
          3 nm
          6 nm
        10 nm

          6 nm
        10 nm

25 nm

60

10

1

0.1

Gap:
          1 nm
          3 nm
         

5 10 15
Depth (nm)

20 25 30

-3
A

b
so

rb
e
d
 e

n
e
rg

y 
d
e
n
si

ty
 (

e
V

 n
m

)

-1
10

0
10

1
10

-2
10

2
10

bare

xy

z

Fig. 3.13: Calculation of the spatially-resolved absorbed energy density εabs(x,y,z) in the top-electrode
of MIM junctions by using FDTD simulations. The excitation source is a Gaussian beam which cor-
responds to the focus spot shown in Fig. 3.11(c) and the oxide is modelled according to Al2O3. (a)
Central cross-section through εabs(x,y,z) with and without the nanoparticle on top of the MIM junction.
Clearly, the nanoparticle acts as a lens and concentrates the electromagnetic energy in a nano-scale
volume. εabs(x,y,z) is calculated according to the derived equation in (3.5) and by using the data of
a 3D-field monitor. Laser parameters are given in the figure and the imaginary part of the dielectric
function was set to Im[εr(x,y,z,ν0)] = 1.44, which corresponds to Au at 375 THz. (b) Gap-dependent
absorbed power in the same monitor as used in (a), normalised to the incoming power of the Gaus-
sian beam. The calculation is performed with a built-in script and the data refers to cw-excitation. (c)
εabs(z) directly underneath the lateral centre of the nanoparticle (x = y = 0 nm). z = 0 nm (0 nm depth):
Au-vacuum interface. z = -30 nm (30 nm depth): Au-oxide interface.

refined mesh 3 in Fig. 3.10(a). The excitation source in the FDTD simulation
is a full vectorial Gaussian beam which exhibits the focus profile shown in Fig.
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3.11(c). The absorbed energy density εabs(x,y,z) is calculated according to the
derivation in Appendix A.3:

εabs(x,y,z) =
∫

∞

0

2πν0ε0 Im(εr(x,y,z,ν0))

π

∣∣∣R(x,y,z,ν) ·E(+)(ν)
∣∣∣2 dν (3.5)

The equation is similar to (4.5) but it additionally accounts for calculating the
absorbed energy density upon pulsed excitation. Here, E(+)(ν) is the spectral
amplitude of an 8 fs laser pulse at positive frequencies, centred around ν0 = 375
THz (800 nm). Considering the transverse beam profile in the injection plane
and setting the incident pulse energy to typical experimental values of 12.5 pJ
(1 mW average power at 80 MHz repetition rate) leads to a peak electric field of
1.2× 109 V m−1 in the injection plane and to a peak fluence in the focal plane
of 2.2 mJ cm−2. The exact form of equation (3.5) corresponds to the the form of
the Fourier transformation defined in Appendix A.3 and it also accounts for the
associated specific formulation of Parseval’s theorem, i.e. energy conservation
in time- and frequency-domain. One should bear in mind that equation (3.5) is
an approximation and it is only valid when the temporal envelope of the laser
pulse is a slowly varying function of time. More precisely, it varies slowly relative
to both, the inverse of the centre frequency ν0 and the inverse of the frequency
range over which the dielectric function ε(ν) changes appreciably. The important
step in the derivation is the Taylor expansion of νε(ν) with respect to ν in which
all terms of second and higher order are neglected. Fortunately, ε(ν) varies in a
linear fashion around ν = 375 THz, far away from interband transitions, so that
the approximation is valid in the present case (see Fig. A.1).

By using the imaginary part of the relative permittivity of gold at 375 THz, i.e.
εr(375 THz) = 1.44 (see Fig. A.1), the absorbed energy density εabs is calculated
by using the above given parameters via a self-written MATLAB script and the
results are shown in Fig. 3.13. A cross-section through the centre of the com-
bined system and the bare junction is presented in Fig. 3.13(a). In the case of
the nanoparticle assisted current injection the absorbed energy density is highly
concentrated underneath the particle. Peak values amount to 65 eV nm−3 and fall
of by one and a half orders of magnitude in lateral direction (note the logarithmic
colour scale). In the case of the bare MIM junction the absorbed energy density is
much smaller and shows no spatial features due to the relatively large laser spot.
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Peak values amount to 0.26 eV nm−3. At the metal-oxide interface εabs is one and
a half orders of magnitude smaller than in the case of the nanoparticle on top of
the electrode (see Fig. 3.5(c)). This underlines the statement that the nanoparticle
acts as a lens which facilitates concentrating the energy in the top-electrode.

Integrating εabs over all spatial dimension gives the overall absorbed energy
Eabs inside the monitor box. In the above example the absorbed energy amounts
to Eabs = 0.39 pJ. Considering that the incoming pulse energy is set to 12.5 pJ
leads to the conclusion that 3.1% of the incident energy are absorbed underneath
the particle. Applying the same evaluation to the bare junction gives an energy
absorption of 0.3% in the same volume. This behaviour is also seen in continuous
wave simulations in which the same monitor was used to calculate the absorbed
power density according to equation (4.5) with a built-in script: The frequency-
resolved absorption normalised to incoming laser power is shown in Fig. 3.13(b)
for different gap sizes. In the case of a 1 nm gap 3% up to 4% of power are
absorbed around ν = 375 THz. This corroborates the results of pulsed laser
excitation and renders equation (3.5) as a good approximation.

With the information about the absorbed energy density it is possible to estimate
whether an instantaneous thermalisation of the electron gas occurs according to
the work of Mueller and Rethfeld [220]. In their theoretical investigation they
assumed that the laser spot is much larger than the film thickness. Using this
excitation condition they found that the thermalisation time τtherm of gold is faster
than 10 fs when the absorbed fluence is larger than 0.3 mJ cm−2. The correspond-
ing absorbed energy density can be looked up in Fig. 6(a) of their publication
and it amounts to 25 eV nm−3. By considering that the enhanced absorption is
due to the excitation of surface plasmons, so that the electronic system behaves
like a free electron gas, the required absorbed energy density for τtherm < 10 fs
is further reduced to values around 10 eV nm−3 (see results for aluminium in
[220]). Comparing these limits to the absorbed energy density retrieved from the
FDTD simulation in Fig. 3.13(a) for moderate incident pulse energies of 12.5
pJ leads to the conclusion that the particle-MIM system indeed facilitates to pre-
pare conditions in which the significant part of the excited electronic system is
instantaneously thermalised.

246 Dissertation



Temporal dynamics of the electronic system modelled by heat diffusion 3.4

3.4 Temporal dynamics of the electronic system modelled by heat
diffusion

This section is dedicated to the presentation of a theoretical model based on
thermionic emission and to compare its predictions, based on FDTD simulations,
to the experimental results. Heat-diffusion simulations and calculations of injected
currents via thermionic emission were performed by Felix Becker. Hence technical
details about the utilised method will be kept short in this thesis.

3.4.1 Heat diffusion in the top-electrode

According to the results of Mueller and Rethfeld it is expected that the excited
electron distribution is instantaneously thermalised in the present case and it can
hence be described in the formalism of an electron gas in thermodynamic equi-
librium. To convert deposited energy into a temperature the heat capacity of the
electron gas is required and it is given by [124]:

Cel =
π2k2

BnTel

2EF
, (3.6)

in which EF is the Fermi-energy

EF =
h̄2

2me
(3π

2n)
2
3 . (3.7)

In the above equations kB is the Boltzmann constant, me the electron mass, h̄
the reduced Planck constant, n the electron density and Tel the temperature of the
electronic system. By assuming that one electron per gold atom contributes to
electric conduction and using the mass density of crystalline gold (19.32 g cm−3)
as well as the mass of a gold atom (3.271×10−22 g) the electronic heat capacity
amounts to:

Cel = 62Tel
J

m3K
, (3.8)

which is close to the value used for thin Au films by Groeneveld and co-workers
[124]. In the case of a thermalised system the deposited energy density is retrieved
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by comparing the increase in energy at an elevated temperature Tel to room tem-
perature:

εabs =
∫ Tel

300 K
62T dT =

1
2

62T 2
el

J
m3K2 −2.79×106 J

m3 . (3.9)

According to equation (3.9) deposited energies of 65 eV nm−3 in Fig. 3.13(a)
correspond to electron gas temperatures of Tel ≈ 11500 K, while lowest temper-
atures in this cross-section amount to Tel ≈ 450 K. As a consequence steep heat
gradients exist in the electronic system and the corresponding dynamics will be
modelled in the so-called two-temperature model [19].

The thermionic emission model

The spatially-resolved temporal dynamics of the electronic temperature Tel and
the lattice temperature Tla are modelled according to the following two coupled
differential equations [19, 316]:

Cel
∂Tel

∂ t
= ∇(Ke∇Tel)−g(Tel−Tla)

Cla
∂Tla

∂ t
= g(Tel−Tla),

(3.10)

in which Ke is the thermal conductivity of the electron gas and g the coupling
constant for energy exchange between the electrons and the lattice. The lattice is
described by its temperature Tla and heat capacity Cla. A thermal conductivity of
the lattice is ignored since the time-scales of heat-diffusion are large compared
to electrons and the lattice only serves as an energy reservoir for the electronic
system. An external source term, i.e. the laser pulse, is also ignored because the
pulse-duration is below 10 fs and hence faster than typical time-scales of thermal
processes (see Fig. 3.2).

To simplify the problem, the cylindrical symmetry of the structure is exploited
and the equations in (3.10) are solved in cylindrical coordinates, therefore re-
ducing the problem to two spatial dimensions (see inset of Fig. 3.14(b)). A
finite-difference method is used with derivatives calculated in second order ap-
proximation and by implementing reflective boundary conditions. The cylinder
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Fig. 3.14: Thermionic emission modelled with heat-diffusion of the electron gas according to the two-
temperature model presented in equation (3.10) and by assuming instantaneous thermalisation. The
initial values for the spatially-resolved electron gas temperature Tel are retrieved by converting the
absorbed energy density εabs(x,y,z) in Fig. 3.13(a) into a temperature via equation (3.9). Due to the
linear character of the absorption process, εabs(x,y,z) can be scaled with a simple factor to account
for different incident peak fluences. Here: 2 mJ cm−2, 11.5 pJ pulse energy. The coupling constant
g was set to 2×1016 [316, 80, 81] and Ke is modelled according to standard Fermi gas theory [156].
(a) Snap-shots of Tel inside the top-electrode at different time instants. The problem is solved in
cylindrical coordinates so that the lateral direction represents the radius and the vertical direction the
depth inside the electrode. (c) Transient current calculated according to the Richardson-Dushman
equation in (3.11). The required electron gas temperature refers to the respective unit cell at the
metal-oxide interface and the current is retrieved by integrating j ·dA over all surface elements dA.

radius was set to 2 µm so that the influence of the boundaries on the rest of
the simulation volume is precluded. The initial distribution of Tel is that of Fig.
3.13(a) whereupon the energy-to-temperature conversion is performed using equa-
tion (3.9). Note that the FDTD monitor data is restricted to a radius of 150 nm,
therefore the slope of the cross-section data in Fig. 3.13(a) is fitted with an expo-
nential decay and extrapolated to the full radius of 2 µm.

The current injected into the back-electrode is calculated according to the
thermionic emission model by using the Richardson-Dushman equation [167]:

j = A ·T 2
ele
− EB

kBTel , (3.11)

where j is the thermionic current density (A m−2) and Tel the temperature of
the electron gas inside the volume element directly in front of the metal-oxide
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interface. The barrier height at the interface is represented by EB and A is the
Richardson constant in units of A m−2 K−2. Usually, the Richardson constant A
depends on the effective charge carrier mass in the oxide. However, Knight and co-
workers experimentally found an effective Richardson constant Ae f f = 1.1×106

A m−2 K−2 at a nano-structured Au-Si Schottky-interface, which is close to the
value of the universal constant A0 = 1.2×106 A m−2 K−2 [163]. Since A is just
a multiplicative factor and since the most sensitive term in equation (3.11) is the
exponential function it is assumed that A = A0.

Transient currents

The overall injected transient current is finally calculated by adding up all
partial contributions j · dA of the distinct volume elements. An example of the
above formalism is shown in Fig. 3.14. Here, the parameters are similar to the
FDTD simulations shown in Fig. 3.13, i.e. AlOx is used as the oxide (EB = 3.0 eV)
and the incoming laser pulse contains an energy of 11.5 pJ (≈ 1mW at 80 MHz
repetition rate). The radial- and depth-dependent distribution of Tel underneath
the nanoparticle is presented in Fig. 3.14(a) for different time instants. The initial
distribution simply reflects εabs as retrieved from FDTD simulations, converted
to an electron gas temperature via equation (3.9). The diffusion is quiet fast due
to the large gradients of the initial distribution so that after 80 fs the temperature
is appreciably lowered and appears to be constant in axial direction. It has to be
noted that in lateral direction the size of volume elements increases with radius
so that an alteration in this direction is less pronounced for larger radii. At an
intermediate time of 20 fs significantly high temperatures have reached the metal-
oxide interface and it is expected that current injection is most efficient at this
point of temporal evolution.

The transient injected current is shown in Fig. 3.14(b). As predicted by the
distribution of Tel current injection is most efficient about 20 fs after the exci-
tation. After reaching its maximum the signal declines with a time constant of
approximately 40 fs (e−2-decay of signal). The ultra-short time-scale is the re-
sult of a strongly localised deposition of energy which leads to fast and laterally
non-restricted heat diffusion. Fast diffusion lowers the temperature at the metal
oxide interface on very short time-scales so that the number of electrons energet-
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ically lifted above the potential barrier is significantly lowered. The time-scales
reported here are much faster than those usually encountered in thermal processes,
e.g. thermalisation itself. Furthermore, the current injection seems to be nano-
localised: The signal has declined after 80 fs and the spatial distribution of Tel is
below 1000 K for radii larger than 200 nm so that an efficient current injection is
only expected in the vicinity of the nanoparticle.

3.4.2 Comparison of the FDTD-supported thermionic emission model to ex-
perimental results

The current in Fig. 3.14(b) is given in SI units and it is hence possible to com-
pare the injected current of the experiments to the thermionic emission model. In
the experiments the lock-in amplifier measures a current that is averaged over 106

impinging laser pulses. In the simulations a comparable value can be retrieved by
integrating the current pulse profile over time which gives the number of electrons
injected into the back-electrode for a single excitation pulse. Multiplying this
quantity with the repetition rate of the laser then represents a measurable current.

In order to allow a good comparison, injected currents should be simulated
for a broad range of laser pulse energies and it is appropriate to compare the
results to the experimental power law measurements in Fig 3.9. Due to the linear
character of the absorption process, no additional FDTD simulations are required:
The absorbed energy density distribution for 12.5 pJ laser pulse energy in Fig.
3.13(a) can be scaled with a linear factor to account for other pulse energies.
The subsequent heat diffusion simulations are then performed for both potential
barriers, AlOx and TaOx. Thereby it is assumed that the difference in the respective
dielectric function of both oxides has no significant influence on the spatial profile
of the absorbed energy density in the top-electrode. Additionally, it is ignored that
both junctions exhibit a slightly different top-electrode thickness.

Experimental and theoretical curves of pulse energy dependent current injection
are presented in Fig. 3.15. In contrast to the experimental section the injected
currents are given as a function of incident peak fluence. The peak fluence is
the relevant quantity because the nano-antenna is much smaller than the laser
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Fig. 3.15: Comparison of the FDTD-supported thermionic emission model to experimental results.
The experimental data corresponds to the data shown in Fig. 3.9. Here, the measured laser pulse
energy in converted into peak fluence by using the focus spot profiles which have been calculated
with the RW method and are presented in Fig. 3.11(d) and (f). The peak fluence is a scaling factor of
the normalised profiles and spatial integration gives the corresponding pulse energy. The error bars
reflect the uncertainty of the excitation focus diameter. The upper and lower fluence values corre-
spond to the lower and upper limit of the illumination focus diamter. Data points for the TaOx-junction
(blue empty triangles) and the AlOx-junction (red empty circles) are placed in the centre of these ex-
trema. Note that the error bars represent a systematic error. The respective theoretical curves (blue
and red solid lines) are retrieved from the thermionic emission model. The initial distribution of the
absorbed energy density (electron gas temperature) shown in Fig. 3.13(a) is multiplied with a scaling
factor which is related to different pulse energies (peak fluences). The peak fluence at a given pulse
energy is retrieved by integrating the scaled laser spot profile in Fig. 3.11(c). The theoretical curves
are therefore related to the smaller excitation focus, i.e. the upper fluence bound. The simulated
injected current current is calculated by integrating the transient current profile from the thermionic
emission model and by multiplying the retrieved charge with the laser repetition rate. This procedure
mimics the rather slow detection of a lock-in amplifier.

focus and the absorbed energy underneath the particle crucially depends on the
electric field intensity in the vicinity of the particle. According to the discussion
in Section 3.3.2 the size of the laser focus is not exactly known and hence the
focus profiles calculated with the Richards-Wolf method presented in Fig. 3.11(d)
and (f) are utilised as upper and lower boundaries for the peak fluence. These
bounds indicate a systematic deviation. The peak fluence for the simulation data is
calculated according to the FDTD injection profile in Fig. 3.11(c) (smaller focus
size, upper fluence bound).

The experimental data of power law measurements are represented by blue
empty triangles and red empty circles for the TaOx-junction and the AlOx-junction,
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respectively. Upper and lower boundaries for the incident peak fluence are marked
with error bars and the data points have been centred between these extrema. It
is emphasised that the fluence uncertainty is a systematic error. The theoretical
curves, as retrieved from FDTD simulations and the thermionic emission model,
are represented by solid lines of associated colour. Strikingly, both curves can be
found in the vicinity of the experimental data without further adjustments and both
curves exhibit slopes that imply a non-linear behaviour similar to experiments.
It is remarkable that despite the involved non-linearities the simulated injected
current is on the same order of magnitude as indicated by the error margins.

However, a small quantitative deviation still remains which is especially appar-
ent in the case of the TaOx-junction. As mentioned before, the exact amount of
absorbed energy, and hence the subsequent heat diffusion, crucially depends on
many local factors like surface roughness, top-electrode thickness, the resonant
behaviour of nanoparticles or the gap size, just to name a few. Furthermore, the
equation for retrieving the absorbed energy density from FDTD simulations is
only an approximation and hence errors are expected. It is also interesting to note
that the simulation results of the TaOx-junction reproduce the experimental data
when artificially increasing the absorption in the top-electrode from 3% to 5%, i.e.
multiplying εabs(x,y,z) with a higher factor for the same incident peak fluence,
which seems to be a realistic deviation. Taking into account all of the above fac-
tors, it is concluded that the thermionic emission is the dominating mechanism for
current injection in the present excitation scheme.

3.4.3 Ultra-fast current injection in the thermionic regime

At the end of this chapter a brief comment is given on the temporal duration of
thermionic current injection. The simulated transient current of four different peak
fluences is shown in Fig. 3.16. The fluence values cover the range of AlOx results
in Fig. 3.15 and the barrier height corresponds to an AlOx-junction. All four
transient profiles have at least decayed within 200 fs and the temporal duration of
the current pulses is further deceased with decreasing peak fluence. In order to give
more quantitative information about the corresponding time-constants, all four
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Fig. 3.16: Simulation of transient currents injected at different peak fluences. The temporal profiles
are the basis for calculating the temporal averaged current in Fig. 3.15. The potential barrier corre-
sponds to the AlOx-junction, i.e. EB = 2.8 eV.

profiles have been fitted with an exponential decay after reaching maximum signal
strength. The e−2-decay constants from lowest to highest incident fluence read 7
fs, 12 fs, 22 fs and 41 fs. Although an experimental demonstration of such ultra-
fast features is missing in the present study, the unambiguous identification of the
injection mechanism and the consistency of the effect with respect to peak fluence
suggests that ultra-short electron pulses have been generated in the experiments
presented here.

It might be argued that a non-resonant multi-photon process, involving ultra-
short laser pulses, also leads to a short temporal duration of injected currents.
However, a dominating multi-photon process is only found for low pulse energies
since otherwise the electron gas will be efficiently heated. In the experiments a
transition from the multi-photon regime to the thermionic emission regime was
not observed and it is hence expected that injected multi-photon currents are below
the detection limit. In contrast, the nano-localised excitation and the subsequent
heat diffusion help to maintain the ultra-short character of the external stimulus
and provide the opportunity for strong peak currents. The important question that
needs to be answered is how the dynamics of such an electron pulse evolves. Will
it spread or is it tightly directed until it reaches the back-electrode surface for
further application in the subject of hot-electron injection?
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3.5 Summary and outlook

In this chapter laser-induced current injection in metal-insulator-metal junc-
tions was demonstrated by utilising the plasmonic near-field enhancement of
prearranged gold nanoparticles deposited on the top-electrode. The investigated
nano-systems have been clearly identified among 106 other antennas by using
the techniques of scanning internal photoemission microscopy [89] and scanning
electron microscopy. Spatially resolved current injection was restricted to a region
of 650 nm in diameter which is smaller than the focal laser spot size. Outside this
region currents, declined below the detection limit.

It was found that the enhanced spatial resolution is related to a highly-nonlinear
current injection mechanism. In the commonly accepted picture of multi-photon
induced above barrier injection of charge carriers, the measured signal-to-pulse-
intensity relation would suggest that an electron absorbs more than eight incident
photons. This was found to be in stark contrast to both, measurements without
nano-antennas and to previous experiments in which electrons overcome compa-
rable potential barriers by the absorption of two or three photons [88, 89]. Strong-
field effects have been ruled out since they tend to decrease the non-linearity of
the signal-to-pulse-intensity relation [241].

In recent research, it was found that in the context to light localisation such un-
expected high non-linearities can be explained by thermionic emission [4]. Hence,
it was suggested that the nanoparticle on top of the MIM junction concentrates
a large amount of energy in a nano-scale volume of the top-electrode. As a con-
sequence the associated electron gas is efficiently heated so that electrons are
injected into the back-electrode by internal thermionic emission. This model was
verified by FDTD simulations which revealed that absorbed energy densities of
> 50 eV nm−3 are achieved in the top-electrode by using moderate 12.5 pJ laser
pulses (1 mW at 80 MHz repetition rate). Such energy densities correspond to
electron gas temperatures of about 104 K.

Furthermore, it was found that the energy, deposited in a few femtoseconds,
is high enough to reach a regime in which the electron gas thermalises on ultra-
fast time scales (< 10 fs). In this regime the non-equilibrium character of the
excited electron distribution is elided and it directly transforms into an electron gas
which is in thermal equilibrium [220]. The assumption of a nearly instantaneous
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thermalisation allowed to use the spatially resolved absorbed energy density from
FDTD to investigate on the dynamics of the excited electron gas by means of
heat-diffusion simulations. The injected current in MIM junctions was calculated
with internal thermionic emission at the metal-oxide interface and the measured
data was reproduced without further adjustments.

These simulations also show that the injected transient current pulses are on the
order of some ten femtoseconds which is much shorter than expected from ther-
mal processes. Those ultra-fast time-scales were ascribed to the highly localised
excitation volume provided by the nanoparticle. In contrast to many previous stud-
ies, lateral diffusion of excited charge carriers cannot be neglected in the present
geometry due to the steep temperature gradients. The fast heat diffusion, in com-
bination with the potential barrier, seems to facilitate ultra-fast and nano-localised
current injection. Hence, the preparation of an instantaneously thermalised and
highly localised hot electron distribution helps to maintain the ultra-short character
of the external stimulus, even in the regime of intense energy deposition.

The research presented here about the plasmonic-enhanced generation of hot
charge carriers in MIM junctions goes beyond the general trend of recent years
to exploit linear phenomena in such systems for energy conversion. The rather
low reported efficiency factors of these devices suggests to move further to more
specialised applications in which high energetic electron pulses might be utilised
for surface chemistry or in which the ultra-fast, and intense, character of the
generated electron pulses is exploited. However, this will require further research
about the spatial and temporal dynamics of the excited electron system in the the
back-electrode or while crossing the oxide.

It might also be interesting for future research to bring the MIM junctions from
the regime of population driven systems to the regime of field driven systems (see
Fig. 3.4). FDTD simulations revealed that the nanoparticle facilitates to transfer
the peak electric field strength of the incoming laser pulse to the oxide. Interest-
ingly, this field is dominated by the component perpendicular to the interfaces.
Typical field strengths of a focused sub-10 fs laser pulse of 1 V nm−1 will con-
siderably alter the potential barrier of the system and hence offer the opportunity
for all-optical coherent control of current injection on the nano-scale. Recently, it
was shown by Schiffrin and co-workers that an intense few-cycle laser pulse can
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switch an oxide from insulating behaviour to conducting behaviour on time-scales
of 1 fs by inducing a level-crossing of valence and conduction bands [264]. Using
nano-antennas and MIM junctions, like in the present study, might facilitate to
bring these strong field phenomena for all-optical control to the nano-scale. First
experiments on controlling the injected current by influencing the tunnel barrier
with coherent light have already been reported [293]. However, the results pre-
sented here suggest that the common metal-insulator-metal junctions might not be
the best choice for this endeavour due to thermal effects at high field intensities.
This obstacle might be overcome by using transparent and conductive materials
so that absorption is reduced and coherent effects are favoured.

Finally, it has to be said that all the new emerging questions and ideas render
the results of this chapter as a fertile ground for future research in the field of
optically controlled electronics on the nano-scale.
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4 Surface-enhanced Raman scattering with
dithiol-linked gold nanoparticles

This chapter is dedicated to nanoparticle dimers systems which act as a light
harvesting complex for spectroscopic applications. Extreme light concentration,
i.e. plasmon-induced field-enhancement inside the nanometre wide gap of two
adjacent nanoparticles, is utilised to overcome the generally small cross-section of
Raman scattering so that the unique spectroscopic information is transferred to the
far-field with significant signal strength. In contrast to many other studies using
similar approaches, here, as-prepared colloidal dispersions are utilised for Raman
scattering experiments. In this scenario, the ensemble of nanoparticle aggregates
is in exchange equilibrium with the Raman-active molecules in the solution and
a desorption of molecules bound to the nano-particles is prevented. Thus, it
is possible to reliably quantify the density of Raman-active molecules on the
nanoparticle surface. The knowledge of this quantity is crucial when assessing the
quality and signal enhancement factor of the device. Furthermore, a new Raman-
active molecule is used in the experiments which provides a unique vibrational
spectroscopic signature and it allows to form well-defined inter-particle gaps due
to its rigid structure.

The exploitation of intense near-fields generated in plasmonic systems for boost-
ing the signal strength of Raman scattering experiments is called surface-enhanced
Raman scattering. At the beginning of this chapter a short introduction will be
given into this research field. A detailed investigation of the device will follow
afterwards.
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Fig. 4.1: Comparison of cross-sections of various spectroscopy techniques. (a) Simplified Jablonski
diagram illustrating a non-resonant Raman scattering process. An incident laser photon of energy
h̄ωL excites the molecule from its ground state |g〉 into a virtual intermediate state |i〉. The intermedi-
ate state instantaneously decays to the final state | f 〉 which is an excited vibrational level (quantum
number v) of the electron singlet state S0. As a consequence the energy of the scattered photon h̄ωS

is reduced by the energy required for the vibrational excitation h̄ωv. (b) Required cross-sections for for
different spectroscopic techniques, reproduced from [187]. Abbreviations: resonant Raman scattering
(RSS), surface enhanced (resonant) Raman scattering(SER(R)S), and single molecule (SM).

4.1 Surface-enhanced Raman scattering - a short introduction

The inelastic scattering of light by molecular bonds, which is the basis of Ra-
man scattering, provides highly specific information about organic and inorganic
substances [182]. Since molecular vibrations depend on the molecular structure,
a spectral fingerprint can be obtained that is unique to each molecule.

Raman scattering is in general a non-resonant process. In contrast to fluores-
cence spectroscopy, an electronic transition of the molecule is not required and
hence the selection of excitation sources is not restricted to a narrow spectral
region. Instead, infrared excitation can be used for investigating living tissues
[189]. Furthermore, Raman scattering is attractive for applications in imaging
and the characterisation of living cells and biomedical samples because it avoids
the need for fluorescent labelling [313]. The excitation scheme is sketched in the
Jablonski diagram shown in Fig. 4.1(a): An incident photon of energy h̄ωL excites
the molecule from its initial ground state |g〉 (singlet state S0, vibrational quantum
number v = 0), to an intermediate virtual level |i〉. Due to the non-resonant char-
acter of the process, the intermediate state instantaneously decays via emission of
a photon to the electronic ground state S0. A vibrational mode of the molecule
is excited when the final state | f 〉 of the radiative process is e.g. the v = 1 state.
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The emitted photon is then reduced in energy by the amount h̄ωv which is the
energy required to excite the molecular vibration. The red-shift in this inelastic
scattering process is called Stokes-shift and its particular strength, measured in
units of cm−1, depends on the dynamic of the excited molecular bond.

In contrast to the above discussion, it has to be mentioned that a non-resonant
excitation process is not purely beneficial. A severe drawback is its low efficiency
which can be inferred from quantum mechanical perturbation theory: The prob-
ability of the scattering process decreases with increasing detuning from a real
transition ([195], Chapter 8.9). Consequently, inelastic Raman scattering exhibits
a very low scattering cross-section of about 10−30 cm−1 (see Fig. 4.1(b)) and a
high concentration of molecules is usually required for data acquisition. Sensing
applications seem to be out of reach due to this restriction.

Surface enhanced Raman scattering with nano-particle dimers

This restriction was overcome since the first works of Jeanmaire and co-workers
in 1977 [153]: They deposited molecules on a roughened metal surface and
utilised the associated near-field enhancement of surface plasmons, i.e. the con-
centration of photons to a small volume, to compensate for the small scattering
cross-section. Since then many substrates have been designed for tailoring electric
field enhancement and surface-enhanced Raman scattering (SERS) evolved to a
wide research field combining physics, chemistry and biology (see [283, 218, 188]
for detailed reviews). Nowadays even the vibration of a single molecule has been
observed with time-resolved methods and by exploiting the strong near-field en-
hancement in the nanometre-wide gap of two adjacent nanoparticles [323]. This
particular SERS substrate is also subject of the research presented here. But before
discussing the specific problems that will be addressed throughout the chapter, a
short introduction will be given into the SERS mechanism by means of this par-
ticular substrate.

The excitation geometry is sketched in Fig. 4.2. An electric field of angular
frequency ωL and field strength E0 excites charge oscillations in both nanopar-
ticles. Due to the small distance of surface charges, these oscillations influence
each other and both sub-systems get coupled. The adjacent nano-particles built a
new, hybridised system which features its own resonant modes [244, 225]. The
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Fig. 4.2: Sketch of surface-enhanced Raman scattering with molecules inside the gap of a nano-
particle dimer structure: Incident light of photon energy h̄ωL and field strength E0 excites the localised
surface plasmon resonance of a hybridised nanoparticle system which leads to an enhanced electric
field inside the gap (red-shaded area). Plus and minus signs represent positive and negative surface
charges that are associated with the bright hybridised mode of the nanoparticle dimer. The molecular
dipole p with its Raman polarisability α inelastically scatters the electric field back into far-field (r∞).
The scattered field strength of the molecular dipole E is also enhanced compared to free-space due
to the presence of a metallic nanostructure.

charge distribution that allows coupling to the far-field is explicitly shown in Fig.
4.2: An elongated dipole is excited by the incoming electric field so that charges
of different sign are accumulated at the respective outward surface of the parti-
cles. As a consequence of charge separation, surface charges of different sign
are also accumulated in the gap region giving rise to strong field enhancement
(red shaded area): A capacitor with nanometre spaced electrodes is formed. The
resonance frequency of the combined system is shifted to lower frequencies with
respect to the single particle resonance [225]. Due to its dipolar character, this
mode is efficiently driven when the electric field polarization is parallel to the
inter-particle axis and this mode is called a plasmonic dimer resonance for the rest
of this chapter.

The enhancement of the electric field in the gap region is the first step in the
SERS process. The intense local field interacts with a molecule inside the gap and
induces a dipole moment p that is associated with Raman scattering. In the follow-
ing the vector character of the dipole moment is ignored without loss of generality.
The corresponding polarizability α(ωS,ωL) can be phenomenologically described
in classical perturbation theory: The oscillator-like motion of the atoms introduces
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a small perturbation to the electronic states of the molecule so that the molecular
dipole also exhibits Stokes-shifted frequency components at ωS = ωL−ωv, in
which ωv is the frequency of the oscillating atoms ([187], Chapter 2.5). Due to the
plasmonic dimer mode the Raman dipole p is driven by the field f1E0 in which f1

is the field enhancement factor with respect to the incoming field [229].
The second step in the SERS process is then the re-emission of radiation by this

dipole. Radiation emitted by a dipole source into the far-field can be mathemati-
cally treated in Green’s function formalism according to equation (2.5). It can be
shown that the intensity in the far-field I(r∞,ωS) is then given by [229]:

I(r∞,ωS) =
ω4

S

ε2
0 c4 |[1+ f2(ωS)]G0(r∞,r0)α(ωS,ωL)[1+ f1(ωL)]|2 I0(r0,ωL).

(4.1)
Equation (4.1) is a purely scalar approximation and the Green’s function for the

scattered radiation GS was expressed by f2(ωS)G0, in which f2 is an enhancement
factor and G0 the free-space Green’s function. A similar result is obtained by a
full-tensorial treatment [229]. In the case of large enhancement ( f1, f2� 1) the
Raman signal I(r∞,ωS) is enhanced by the factor

F = | f1(ωL)|2 | f2(ωS)|2 . (4.2)

By using the optical reciprocity theorem ([179], §69) in a hand-waving fash-
ion the Green’s function related enhancement factor f2 can be envisioned as the
plasmonic dimer enhancement induced by E0 at the Stokes-shifted frequency ωS

([187], Chapter 4.3.5). Therefore, (4.2) can be rewritten as:

F =
|Eloc(ωL)|2 |Eloc(ωS)|2

|E0(ωL)|2 |E0(ωS)|2
, (4.3)

in which the subscript loc denotes the local electric field at the position of the
molecule. For a negligible Stokes-shift the famous E4-law of SERS is obtained:

F =
|Eloc(ωL)|4

|E0(ωL)|4
, (4.4)

One should be deeply aware of the fact that the excitation and emission pro-
cess are actually not separable due to the instantaneous character of non-resonant
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Raman scattering.
At the end of this section it should be noted that excitation of intense near-

fields is not the only mechanism that facilitates enhancement of signal strength
in Raman scattering experiments. Any effect that directly modifies the Raman
polarisability α(ωS,ωL) to give an enhanced signal strength is classified as chem-
ical enhancement. Such modifications can occur when the molecule is linked to
a surface and various schemes, e.g. charge transfer, are commonly discussed in
literature ([187], Chapter 4.8). However, these effects are still a subject of debate
[218]. Furthermore, typical enhancement factors are expected to lie in the range
of 100-102. Interestingly, such factors have been recently reported in a combined
theoretical and experimental approach of Valley and co-workers [300]. Never-
theless, these factors are several orders of magnitude smaller than those expected
from the E4-law [188] and hence they will be ignored throughout this chapter.

Aim of this chapter

To use the intense electric field enhancement in the gap of a nanoparticle dimer
for Raman signal enhancement of nearby molecules was already suggested in
1981 by Aravind and co-workers [20]. Such structures can be easily produced by
chemical synthesis and hence these SERS devices and colloidal solutions have
gained a lot of interest [320, 288, 189, 76, 317, 234, 161]. The research presented
here stands out from previous studies by the following features:

To the best of the authors knowledge this study determines for the first time
the nanoparticle dimer induced plasmon-resonant Raman enhancement factor for
an as-prepared dispersion of nano-particle aggregates, i.e. for an ensemble of
aggregates that is in exchange equilibrium with the Raman reporter molecules in
solution. Hence, the actual concentrations are known for both bound and unbound
Raman reporter molecules. Knowledge of these quantities is essential to determine
reliable enhancement factors from the comparison of measured Raman signals
strengths [188]. Previous works which focused on nanoparticle dimers often
used centrifugation with speed gradients and additional substances to sort out the
desired aggregates for experiments in solution [317]. Or the aggregates are dried
on a substrate so that they can be specifically addressed by an excitation source
[288, 161]. Sometimes a combination of these methods is used [76, 234]. In all
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of these approaches the number of bound Raman reporter molecules can hardly
be estimated. In this context it will also be quantified for the first time how many
molecules are bound to the nanoparticles when the final and non-fractionated
dispersion is optimised for the production of nanoparticle dimers.

Another novelty of the presented research is the synthesised Raman molecule
itself: Here, alkyne-rich acetyl protected dithiol molecules are used as both, thiol-
supported active linkers between the gold nanoparticles and efficient Raman re-
porter molecules due to the four alkyne groups (C≡C bonds) (see Fig. 4.3(a)).
Using alkyne bonds is interesting from several points of view: For instance, the
Stokes-shifted signal of the C≡C bond is located in the so-called Raman-silent
region (1800 cm−1 2800 cm−1) of acquired spectra [141]. The signature of e.g.
solvents is found for shifts < 1800 cm−1 and hence the alkyne mode is unaffected
by other features which makes the system interesting for live-cell imaging [141].
Moreover, the triple bonds form a rigid backbone and it will be interesting to see
how this structure affects the linking process. In this context a second molecule
was synthesised for reasons of comparison which also features the alkyne bonds
but exhibits only one of the thiol groups (see Fig. 4.3(b)). Therefore, the choice of
either an acetyl protected dithiol or an acetyl protected monothiol is expected to
strongly influence the aggregation process and thus also the yield of nano-particle
dimers.

A last key point is that Raman experiments are performed with a setup that
allows to take spectra at various excitation frequencies. Using frequency-resolved
UV-Vis extinction measurements for detecting plasmonic resonances then enables
to relate these resonances to the signal strength of plasmon-enhanced Raman
spectra. This is particularly interesting because it was recently reported that no
correlation was observed between localised plasmon resonances of nanoparticle
aggregates and the frequency-resolved SERS enhancement [161].

Finally, comparing the information of all sub-sections to the predictions of
finite-difference time-domain simulations about resonance frequencies and ex-
pected SERS signal enhancement will allow to fully asses the functionality of
the dithiol Raman reporter molecule. More precisely, the obtained results will
imply that the fully-conjugated dithiol molecules act as a nano-scale tunnel junc-
tion. According to literature, a tunnel junction between the nanoparticles might be
responsible for a red-shift of resonances and for decreasing electric field enhance-
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ment [203].

Chapter outline

The presented research is the collaborative work of three different working
groups at the University of Bielefeld. All contributions will be explicitly men-
tioned in the following chapter outline.

The synthesis and characterisation of colloidal solutions with either, acetyl-
protected dithiol and monothiol, is presented in Section 4.2. Ingo Heesemann
(Adelheid Godt’s group, Organic Chemistry and Polymer Chemistry) performed
the synthesis procedure. He was also responsible for both characterisation of the
number of bound and unbound molecules with UV-Vis extinction measurements
and the associated interpretation of the results about nanoparticle aggregation with
alkyne-rich dithiol and monothiol linker molecules (see his dissertation [133]).
Electron energy loss spectroscopy and energy-dispersive X-ray spectroscopy for
visualising the large amount of bound Raman reporter molecules were conducted
at the companies of JEOL and FEI, respectively, on behalf of Andreas Hütten
(University of Bielefeld). Overview images of nano-particle aggregates recorded
with transmission electron microscopy have been evaluated by the thesis author.

Section 4.3 is dedicated to the determination of absorption cross-sections of
nanoparticle aggregates with finite-difference time-domain simulations. These
simulations are required to estimate the number of nanoparticle dimers which
contribute to UV-Vis extinction measurements. The quantity will be later used
to estimate the number of bound molecules taking part in SERS so that reliable
enhancement factors can be retrieved. Theoretically expected SERS enhancement
factors will be estimated from the retrieved three-dimensional electric field re-
sponse function. All simulations, as well as corresponding evaluations, have been
performed by the thesis author.

Experiments about wavelength-resolved Raman scattering utilising six different
excitation wavelengths across the visible spectrum will be presented in Section 4.4.
The setup was built by Elina Oberländer (Thomas Huser’s group, Biomolecular
Photonics) who also performed the Raman scattering experiments. Furthermore
she carried out the evaluation about SERS signal enhancement by using MATLAB

code that was written by the thesis author.
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UV-Vis extinction measurements of the colloidal dispersions are presented in
Section 4.5 to support the interpretation of wavelength-resolved Raman scattering
experiments. The extinction experiments were performed by Ingo Heesemann and
Elina Oberländer.

Finally, in Section 4.6 SERS enhancement factors will be calculated by means
of FDTD simulations and compared to experimentally retrieved values. For this
endeavour, additional Raman scattering experiments were performed by the thesis
author with a commercial setup, which provides a higher spectral resolution than
the self-built one. The results are used to relate the Raman signal of a reference
solution containing only the Raman reporter molecules to the Raman signal of the
colloidal dispersions. The corresponding evaluation, which uses information of
previous sections, is also performed by the thesis author.

A short summary and outlook can be found in Section 4.7.

4.2 Nanoparticle aggregation with acetyl protected thiol molecules

This section describes the preparation of colloidal dispersions as they were in-
vestigated with Raman spectroscopy and their characterisation with techniques
like TEM or UV-Vis extinction. The entire preparation process, including the syn-
thesis of the dithiol and monothiol Raman reporter molecules and the growth of
gold nanoparticles, was solely conducted by Ingo Heesemann. For an elaborate de-
scription and discussion of all single steps the reader is referred to his dissertation
[133]. Here, only the major steps, i.e. the growth of the gold nanoparticles and the
subsequent reaction with acetyl protected thiols (Fig. 4.3) are sketched. Despite
the sketchy character of the description specific information about concentration
and the amount of substance is provided since some important estimations in this
chapter are based on those values and assumptions. Furthermore, results will be
presented in this section that originate from samples which have been synthesised
in an analogous manner prior to the experiments reported here in order to support
associated findings. Those previous results can also be found in [133].
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Fig. 4.3: Chemical concept of nanoparticle aggregation using either acetyl protected dithiol or acetyl
protected monothiol. (a) In a simple picture the acetyl protected dithiol of dispersion D is intended for
favoring the formation of nanoparticle dimers by linking the sulphur atoms at the respective molecular
ends covalently to the gold surface (left panel). A missing sulphur atom in the monothiol counterpart
is expected to negatively affect the formation of nanoparticle dimers in dispersion M (right panel).

4.2.1 Synthesis of the colloidal dispersions

The synthesis of colloidal dispersions in which aggregation is driven by dithiol
linker molecules or its monothiol analogue is accomplished in three steps: prepa-
ration of the seed particle dispersion, growth of the particles to a requested size
and inducing the reaction of these particles with acetyl protected thiols.

The preparation of a gold seed dispersion was run in air at room temperature
according to the method provided by Grabar and co-workers [121]. The gold
source is a solution of tetrachloroauric acid HAuCl4 (10 mg, 25 µmol), which
corresponds to 5 mg of gold. The seed particle concentration was estimated by
considering a reported seed particle diameter of 2.6 nm [121] and assuming that
the density of gold incorporated in these particles is equal to that of the bulk (19.32
g cm−3). With an overall reaction volume of 103 mL a seed particle concentration
of 2.7×1014 mL−1 is obtained. From this dispersion 50 µL, including 1.4×1013

seed particles, were removed for the growth of citrate stabilized Au nanoparticles
according to the procedure published by Perrault and co-workers [237]. It is
assumed that the distinct seed particles do not form aggregates during this growth
process. The product was centrifuged to give a highly concentrated dispersion
of 10 µL containing 5.7×1012 citrate stabilized Au nanoparticles. Note that the
number of particles is an upper bound implying that no loss occurs due to pipetting
or centrifugation itself.

In a last step the reaction of the highly concentrated Au nanoparticles with either
acetyl protected dithiol (0.105 mg, 0.12 µmol) or acetyl protected monothiol
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(0.105 mg, 0.13 µmol) is induced in 1 mL of acetone. During this process the
acetyl moiety is cleaved off in situ and a covalent gold-sulphur bond is formed.
[299]. For subsequent Raman experiments both colloidal dispersions of 1 mL
were filled into 1.4 mL cuvettes. In order to avoid air bubbles during experiments
the cuvettes were filled up with acetone to maximum volume. The cuvettes are
closed so that the volatility of the solvent acetone is suppressed. Throughout the
entire chapter the as-prepared colloidal dispersion obtained with dithiol molecules
is labelled dispersion D, and the colloidal dispersion obtained with monothiol
molecules is labelled dispersion M.

4.2.2 Characterisation of the colloidal dispersions

A particular aim of using rod-like dithiol molecules for linking nanoparticles in
dispersion D is to foster the formation of nanoparticle dimers. Earlier experiments
revealed that using an amount of 0.105 mg of dithiol molecules, as in the syn-
thesis described above, gives a good yield of the desired structures [133]. It was
also shown that increasing the amount of linker molecules does not increase the
number of nanoparticle dimers compared to other types of aggregates, but results
in large clusters of particles. Using a lower amount of dithiol molecules, i.e. 0.04
mg, leads to an increased ratio of nanoparticle monomers to dimers. Considering
the excess supply of dithiols in all cases the conjecture arises that a multiplicity
of dithiol molecules benefits the linking of Au nanoparticles. This contrasts with
the idea that only a single molecule bridges the nanoparticles and thereby con-
tributes solely to an enhanced Raman scattering signal. The assumption about a
minimum number of dithiol molecules required for nanoparticle dimer formation
is furthermore supported by the consideration that the colloidal dispersion should
be susceptible to further aggregation if a single molecule alone is sufficient for
stable linking.
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Element specific EELS and EDX investigation of previous dispersions

To gain qualitative information about the actual surface coverage of nanoparticle
aggregates with dithiol molecules element specific and spatial resolved techniques
like electron energy loss spectroscopy (EELS) and energy-dispersive X-ray spec-
troscopy (EDX) incorporated in high resolution TEM devices were utilised. EDX
measurements were conducted at the company of JEOL and EELS measurements
were conducted at the company FEI on behalf of Andreas Hütten. Note that the
examined sample is not the above mentioned dispersion D but it is synthesised in
an analogue manner.

The spatially resolved EELS measurements of nanoparticle aggregates synthe-
sised with acetyl protected dithiols are presented in Fig. 4.4(a-b). The TEM image
shows an overview of the region which had been examined with regard to the
presence of sulphur and oxygen (see Fig. 4.4(c)). The grey level shading in Fig.
4.4(a) and (b) reflects the local sulphur concentration in this region measured by
the sulphur L-edge related EELS signal and the local oxygen concentration mea-
sured by the oxygen K-edge, respectively. Both element specific maps suggest
a homogeneous distribution of the respective elements across the entire nanopar-
ticle surface. The only source of sulphur in the synthesis described above is the
acetyl protected dithiol molecule. An inferred homogeneous distribution of dithiol
molecules on the nanoparticle surface corroborates the assumption that a mul-
tiplicity of these molecules is required to link adjacent particles. The presence
of oxygen is attributed to the stabilising citrate cladding which is only partially
removed while acetyl is cleaved off the dithiol and sulphur covalently binds to
gold [133].

The detection of a significant amount of sulphur in the nanoparticle gap would
suggest linking by acetyl protected dithiol molecules. Therefore EDX line scans
on particular aggregates were performed. The evaluation of a nanoparticle dimer
is shown in Fig. 4.4(d). A high resolution TEM (HR-TEM) image is presented in
the upper right inset while the upper left inset depicts the region for the EDX line
scan. The signal yield of the respective elements is accumulated in the direction
perpendicular to the yellow bold dashed line whereupon the latter indicates the
scan direction. The green line in the EDX scan is assigned to gold and shows
two maxima with a width that matches the geometrical size of the nanoparticles.
Inside the dimer gap the gold signal does not completely vanish. This is explained
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Fig. 4.4: Element specific characterization of nanoparticle aggregates. (a) Spatially resolved detec-
tion of sulphur atoms on the surface of a nanoparticle dimer by electron energy loss spectroscopy
(EELS) incorporated in a high-resolution transmission electron microscope (at JEOL, Germany): The
grey scale reflects the amount of detected sulphur, which is clearly distributed across the entire par-
ticle surface. (b) Detection of oxygen in the same region. (c) TEM overview of the examined region.
(d) A line scan with element specific energy-dispersive X-ray spectroscopy (EDX) (at FEI, Czech Re-
public): The electron signal stems approximately from the area marked by the yellow rectangle in
the upper left inset. The yield, red curve for sulphur and green curve for gold, is accumulated in the
direction perpendicular to the yellow bold dashed line.

by scattering of primary electrons: The spatially resolved signal is broadened and
hence a complete decay to zero is prevented. The sulphur signal, represented by
the red line, significantly increases in the dimer gap region. Since, again, the only
source for sulphur is acetyl-protected dithiol its importance for the nanoparticle
linking process is a reasonable suspicion. The sulphur signal increases again at
the rim of the dimer since the primary electrons are less disturbed by gold and
pass many dithiol molecules in the organic shell. A non-zero sulphur signal along
the entire line confirms that other regions on the nanoparticle surface are covered
with dithiol molecules, as already shown by EELS maps of the sulphur L-edge in

Matthias Hensen 271



4 SURFACE-ENHANCED RAMAN SCATTERING WITH DITHIOL-LINKED GOLD . . .

Fig. 4.4(a).

UV-Vis extinction measurements of supernatant solutions

HR-TEM experiments revealed the qualitative result that many acetyl protected
dithiol molecules bind to the surface of citrate stabilized Au nanoparticles. In
SERS experiments it is of great importance to know the exact number of molecules
of the respective substrate that contribute to the measured Raman signals. Other-
wise it is not possible to assign a reliable enhancement factor, which is the most
important aspect in SERS [188]. By avoiding any fractionation, purification, or
single aggregate selection and by using as-prepared dispersions for Raman experi-
ments the equilibrium between bound and unbound thiol molecules is maintained.
In order to quantify the average surface coverage UV-Vis extinction measure-
ments are performed on the supernatant solutions of dispersion D and dispersion
M, respectively.

The supernatant solution of dispersion D is obtained by a centrifugation process
in which the nanoparticle aggregates are concentrated at the bottom of the vessel.
The segregated clear solution which contains all the unbound thiol molecules is
removed. This process constitutes the last step of the experiments and is conducted
by Ingo Heesemann who also takes care of the subsequent evaluation. From mea-
sured molar extinction coefficients he determined an amount of unbound dithiol
molecules of 0.062 mg (7× 10−5 mmol) according to Beer’s law (see equation
(4.14)). Recalling that the dispersion is synthesized with 0.105 mg of dithiol leads
to the conclusion that 41% of the molecules bind to Au nanoparticles. Taking
into account the molar mass of acetyl protected dithiol of 887.34 g mol−1 gives
an absolute number of 2.9× 1016 bound molecules. Since the dispersion con-
tains 5.7×1012 nanoparticles, as estimated in Section 4.2.1, approximately 5100
dithiol molecules are attached to the surface of a single particle. The nanoparticle
diameter was determined with TEM to be 38±7 nm (average of 157). Hence, the
overall surface coverage amounts to cD ≈ 1 nm−2.

To assess the retrieved surface coverage it is compared to similar systems in
literature. Yang et al. report on a surface coverage of approximately 4 nm−1 for
an ordered self-assembled monolayer (SAM) of upright standing benzenethiol
molecules on an Au(111) surface [325]. The lower surface coverage of the
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dithiol length
3.1 nm

Fig. 4.5: Sketch of tilted dithiol molecules in the
interparticle gap. An average gap width of 1.64
nm was determined by TEM.

nanoparticle structure presented here is explained as follows: First, the prepared
dithiol and monothiol molecules possess hexyl side chains which require more
space. Second, according to the oxygen concentration detected by EELS measure-
ments the citrate shell is not entirely removed by the tethered dithiol molecules
which leads to a less dense coverage of Raman reporter molecules. As a conse-
quence of the lower surface coverage it is expected that the reporter molecules do
not stand upright on the nanoparticle surface. Interestingly the average gap size
of 60 nanoparticle dimers was determined to be 1.64± 0.35 nm [133]. Taking
into account the length of the rod-like dithiol and monothiol molecules of ap-
proximately 3.1 nm [133] corroborates the assumption of tilted molecules and the
absence of a densely packed SAM. A sketch of tilted molecules in the interparticle
gap is shown in Fig. 4.5.

An analogue investigation of dispersion M reveals an identical surface coverage
of nanoparticles with monothiol molecules of 1 nm−2. This is attributed to the fact
that acetyl protected monothiol molecules exhibit a nearly identical structure as
synthesised dithiol molecules. Furthermore monothiol molecules are also able to
replace citrate on the nanoparticle surface in the same manner as dithiol molecules.

TEM aggregate statistics

For assessment of the yield in nanoparticle dimers of a chemically driven ag-
gregation process with acetyl protected thiols TEM images of resulting aggregates
were taken of both, dispersion D and dispersion M, respectively. TEM images
were recorded by Ingo Heesemann and subsequent evaluation was performed by
the thesis author.

A CM 100 ST transmission electron microscope from PHILIPS with a tungsten
cathode was operated at an acceleration voltage of 80 kV. Approximately 3 µL
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Fig. 4.6: Nanoparticle aggregate statistics obtained from evaluation of transmission electron mi-
croscopy (TEM) images. (a) and (b) show representative images of dispersion D (left panel) and
dispersion M (right panel), in which nanoparticle aggregation was induced by adding acetyl protected
dithiol or acetyl protected monothiol, respectively, to a prepared dispersion of Au nanoparticles. (c)
shows the fraction of nanoparticles which are incorporated in distinct nanoparticle aggregates like
monomers, dimers, trimers or tetramers. Nanoparticle aggregates with a coordination number n > 4
are merged with respect to the expectation value 〈n〉. Approximately 1700 aggregates were anal-
ysed for dispersion D (pink bars) and 700 aggregates for dispersion M (black hatched bars). (d) In
order to present the relative occurrence of distinct aggregates the height of the bars is divided by the
respective coordination number.

of the colloidal dispersion were dropped on a TEM grid (400-mesh copper grids
coated with carbon, PLANO) and most of the dispersion was immediately sucked
off using filter paper. Since the retrieved histograms only show a relative difference
of less than 15% between aggregates of different coordination numbers in two days
it is of no importance if TEM images are recorded and evaluated before Raman
measurements or afterwards. The coordination number describes the number of
particles in a particular aggregate, e.g. dimers have the coordination number 2.

A typical section of a TEM image of dispersion D is shown in Fig. 4.6(a) while
a typical section of dispersion M is presented in Fig. 4.6(b). Both dispersions
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feature a mix of distinct particle aggregates which was also previously observed
with structurally related dithiol molecules by Novak and co-workers [226]. The
presented sections indicate that aggregation with monothiol molecules in disper-
sion M leads to the incorporation of more particles in lager aggregates compared
to dispersion D. For a quantitative assessment 1726 aggregates of dispersion D and
715 aggregates of dispersion M were evaluated. The statistics of relative occur-
rence of nanoparticle aggregates with different coordination numbers is presented
in Fig. 4.6(d). Both dispersions show a similar distribution while the impression
that dispersion M incorporates more aggregates with coordination numbers n > 4
is confirmed. The precise distribution of dispersion D reads 48.8% nanoparti-
cle monomers, 19.1% dimers, 10.0% trimers, 4.9% tetramers, and 17.3% higher
order aggregates. This is in very good agreement with dispersions previously
synthesised by Ingo Heesemann [133] and the preparation process hence appears
to be repeatable.

The nanoparticle dimers, which are of particular interest in the SERS investi-
gation presented here, make one-fifth of all aggregates in dispersion D without
any purification. Moreover, aggregates with low coordination numbers from n = 2
to n = 4 account for almost 70% of all aggregates with more than one particle.
These findings suggest that acetyl protected dithiol obviously fosters the forma-
tion of small aggregates. However, the statistics of relative occurrence does not
reveal the ratio of particular aggregates with small coordination numbers between
dispersion D and dispersion M. To this end it is essential to know the fraction of
all particles which are incorporated in different types of aggregates. Therefore
the average number of particles in higher order aggregates 〈n〉 is determined: On
average 12 particles are incorporated in higher order aggregates in dispersion D
and 40 particles in dispersion M, respectively. Knowing the number of particles
representing each aggregate type allows to multiply the bars in Fig. 4.6(d) with
the appropriate number and to normalise them to all particles of the preparation
process. This procedure gives the fraction of particles incorporated in different
aggregates, which is presented in Fig. 4.6(c). Since three times more particles
can be found in larger aggregates with n > 4 of dispersion M compared to dis-
persion D and since the statistics of relative occurrence is quite similar for both
dispersions, less particles are available for the smaller aggregates in dispersion
M. It is retrieved from Fig. 4.6(c) that approximately five times more nanoparti-
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cle dimers are obtained by driving the aggregation process with acetyl protected
dithiol compared to its monothiol analogue.

Finally, the question is addressed why larger aggregates form by using a mono-
functional Raman reporter molecule like the acetyl-protected monothiol. Inter-
estingly, it was already reported in literature that the usage of mono-functional
4-mercaptobenzoic lead to the formation of larger particle clusters [183, 288].
It is likewise reported that the usage of bi-functional linker molecules such as
4-aminobenzenethiol proved to facilitate dimer formation [183]. Here, it is pre-
sumed that acetone is too polar for the hydrophobic methyl group which is exposed
to the solvent. To avoid exposure the nanoparticles tend to agglomerate ([133],
page 127).

4.3 FDTD simulations

This section is dedicated to a numerical study of the properties of nanoparti-
cle dimers and other aggregates with the finite-difference time-domain (FDTD)
method. The general setup for subsequent simulations and analysis methods is
introduced in Section 4.3.1. Section 4.3.2 is concerned with the calculation of ab-
sorption spectra of distinct nanoparticle aggregates. These spectra will support the
interpretation of Raman scattering and UV-Vis extinction measurements in Sec-
tion 4.4 and 4.5, respectively. Furthermore the simulations are utilised for a more
quantitative evaluation of the SERS systems presented here: Inspired by the work
of Pazos-Perez and co-workers [234] the as-prepared dispersion will be described
in the model of so-called effective dimers. In this model the non-fractionated
dispersion, containing also nanoparticle trimers and tetramers, is treated in the
picture of dimer-like resonators. In Section 4.6 their quantity is retrieved with the
help of the previously presented extinction measurements in order to specify a
particular enhancement factors for the investigated SERS system.
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Fig. 4.7: Sketch of the general FDTD simulation setup and symmetry conditions. (a) The size of the
simulation volume is 2 µm × 2 µm × 2 µm (x× y× z). These proportions assure that near-fields
originating from excitation of the nanoparticle do not interact with the perfect matched layer (PLM)
boundaries. The red shaded areas depict a refinement of the simulation mesh. Mesh 1 encases the
entire particle structure and mesh 2 additionally refines the inter-particle gap. The a-monitor usually
records 3D-data of the electric field and the spatially resolved refractive index. For simulations with
more than 2 nanoparticles the a-monitor and the s-monitor only record the transmission through their
respective surface. The total-field scattered-field source is located between these two monitors. (b)
Symmetric boundary conditions are applied in the x-z-plane and anti-symmetric boundary conditions
in the x-y-plane. According to this only two out of eight octants have to be evaluated during the
simulation.

4.3.1 General FDTD setup

The general setup for FDTD simulations with nanoparticle aggregates is sketched
in Fig. 4.7. Depending on the number of nanoparticles involved in the simula-
tion, the object properties like monitor types and additional meshes are adjusted.
Therefore specific definitions will be emphasised in the respective case.

The simulation volume in all cases is a cube with side lengths of 2 µm. Since
the wavelength sampling points for evaluation range from 450 nm to 800 nm the
perfectly matched layer (PML) boundaries exhibit at least a distance of one wave-
length to the scattering structure in order to prevent interaction with evanescent
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tails of the resonant surface plasmon modes. The mesh size is set to 3 or 4 which
gives Yee cell sizes of approximately 1/14 to 1/18 of the wavelength prevailing
in the respective material. However, in all cases the scattering structure is encased
by an additional mesh, entitled mesh 1 in Fig. 4.7, with a minimum resolution
of 0.5 nm to better resolve the curved nanoparticle surface and to minimise the
occurrence of numerical artefacts due to staircasing effects. When simulating
light-scattering with nanoparticle dimers an additional mesh is introduced which
refines the resolution in the gap between both particles to 0.2 nm in z-direction.

According to results of the TEM analysis the diameter of the nanoparticle
monomers was set to 40 nm. The dielectric function ε(ν) of gold was fitted to the
experimental data of Johnson and Christy [155] in order to account for interband
transitions in the short wavelength range. The dielectric function of the embedding
medium acetone was implemented by using the Cauchy dispersion formula with
parameters evaluated by Rheims and co-workers [255].

Whenever possible symmetry conditions are utilised as sketched in Fig. 4.7(b).
In most cases it is possible to restrict the simulation volume to two octants which
reduces the required time by a factor of four. This applies to single nanoparticle
monomers, dimers or chains of more than two particles. If three particles are
arranged as an equilateral triangle the structure is assigned to the D3 symmetry
group. In the latter case only a single symmetry plane is present and four octants
have to be evaluated. Symmetric boundary conditions were used in the plane
spanned by the wave vector and the electric field vector of incoming light, and
anti-symmetric boundary conditions in the plane that is rotated by π/2 around the
wave vector axis with respect to the former plane.

Calculation of absorption cross-sections

The frequency specific absorption cross-section is calculated via the absorbed
power density (see equation (A.36) in Appendix A.2) by using a built-in script:

pabs(x,y,z,ν) =−
1
2

2πν |R(x,y,z,ν)|2 Im{ε0εr(x,y,z,ν)}, (4.5)

in which |R(x,y,z,ν)| is the local absolute value of the impulsive response func-
tion in the frequency domain and Im{ε0εr(x,y,z,ν)} is the imaginary part of the

278 Dissertation



FDTD simulations 4.3

Fig. 4.8: Comparison of the nanopar-
ticle absorption cross-section of a 40
nm gold nanoparticle calculated with
FDTD and Mie theory (MIEPLOT by
Philip Laven). In both cases gold’s
dielectric function is modelled accord-
ing to data of Johnson and Christy
[155]. The background medium of the
Mie calculations is water and acetone
[255] in the FDTD simulation.

local dielectric function. Both quantities represent four dimensional data stored
in the a-monitor sketched in Fig. 4.7(a). Since the spectral field amplitude |R(ν)|
is usually given in V s m−1 and ε = ε0εr is given in A2 s4 kg−1 m−3 the accord-
ing units of the absorbed power density pabs(x,y,z,ν) are W m−3. Integrating
this quantity over all space and dividing it by the source intensity I(ν) gives the
spectrally-resolved absorption cross-section. The source intensity I(ν) is available
through the script command sourceintensity(ν).

The functionality of this procedure was tested by calculating the absorption
cross-section of a single Au nanoparticle with a diameter of 40 nm. The result is
compared to the absorption cross-section retrieved from Mie theory in Fig. 4.8.
In the latter case the free available software MIEPLOT, written by Philip Laven
[184], was utilised. Although both curves match quite well small deviations
remain. These deviations are attributed to the dielectric functions: First, in FDTD
simulations the data of Johnson and Christy is fitted with a polynomial function
while MIEPLOT uses the exact values. And second, the embedding medium in Mie
theory calculations is water which exhibits a slightly smaller refractive index than
acetone leading to a smaller absorption cross-section. Hence, the above described
procedures and parameters are sufficient for reliable FDTD simulations.

An important theme that remains to be discussed is the calculation of the ab-
sorption cross-section of a nanoparticle dimer freely floating in a dispersion, as it
is the case in the presented experiments. As a consequence the interparticle axis of
the dimer exhibits an arbitrary orientation to the linear polarised light. The over-
all cross-section σA(ω) is therefore the equally weighted sum of the absorption
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Fig. 4.9: Orientation averaged
absorption cross-sections of Au
nanoparticle dimers with various
gap widths d. The structure is il-
luminated by a linearly polarized
plane wave (TFSF source) and
acetone serves as the surround-
ing medium. All simulations were
run with a duration of 50 fs. In
this time electric field amplitudes
decay by more than an order of
magnitude with respect to maxi-
mum field amplitude. The mesh
encasing the dimers has an ex-
tent of 60 nm × 60 nm × 100 nm
with a resolution of 0.5 nm. An
additional interparticle mesh ex-
hibits a size of 60 nm × 60 nm ×
5 nm with 0.2 nm resolution along
the latter axis.
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cross-section σA,1(ω) with the polarisation vector along the inter-particle axis,
and σA,2(ω) and σA,3(ω) with the polarisation vector along the other two axes of
the right-handed coordination system:

σA(ω) =
σA,1(ω)+σA,2(ω)+σA,3(ω)

3
. (4.6)

This procedure is well known from the rotational averaging of transition dipole
moments and a detailed mathematical treatment can be found in [17].

4.3.2 Absorption spectra of nanoparticle dimers

Nanoparticle dimers

Orientation averaged absorption cross-sections for Au nanoparticle dimers with
different interparticle distance d are shown in Fig. 4.9. The data of |R(x,y,z,ν)|2

and εr(x,y,z,ν) is collected in the a-monitor (42 nm × 42 nm × 85) and subse-
quently evaluated according to equations (4.5) and (4.6).

For comparison the absorption cross-section of an Au nanoparticle is also shown
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(black solid curve) and it peaks at the plasmonic Mie resonance near 525 nm [170].
This resonance is also clearly imprinted into the cross-section of the nanoparticle
dimers. The pronounced character is attributed to the fact that two out of three
independent excitation geometries feature an incoming electric field polarisation
perpendicular to the interparticle axis. For these modes the interaction between
the charge oscillations in the two nanoparticles is weak and consequently the
resonance deviates only slightly from the isotropic monomer resonance. The
resonance peak is approximately a factor 1.5 higher than in the case of a monomer,
although two particles are involved. Here, it has to be taken into account that one
of these two excitation geometries effectively excites a single nanoparticle while
the other one is shadowed.

Besides this single particle resonance a second peak is present in the absorption
cross-section at longer excitation wavelengths. This resonance is attributed to
the dipolar mode excited along the interparticle axis, i.e. the dimer plasmon
resonance. It can be conceived as a hybridised plasmon resonance of two adjacent
nano-particles [244] leading to a red-shift of the symmetric mode compared to
the single particle resonance. With increasing gap distance d the hybridised mode
significantly shifts to smaller excitation wavelengths, as was previously described
by Zhao and co-workers [332].

4.3.3 Absorption spectra of higher order nanoparticle aggregates

The TEM analysis in Section 4.2.2 revealed that the prepared dispersions also
contain aggregates with more than two nanoparticles. To asses their influence
on subsequent measurements the absorption cross-section of selected aggregate
types is shown in Fig. 4.10. For simplicity only the non-averaged cross-sections
have been calculated and the specific excitation geometry of different aggregates
with respect to electric field and wave vectors is sketched in the inset. In the
case of the triangular-shaped trimer it is not possible to insert cuboid-shaped
refined meshes into the Cartesian grid inside the gaps due to the structural D3

symmetry. Therefore only a single refined mesh is used for all aggregates. It
encases the aggregates and the accuracy in all spatial directions is set to 0.2 nm.
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Fig. 4.10: Absorption cross-sections of larger Au nano-particle aggregates. Electric field vectors (red)
and wave vectors (black) sketch the specific excitation geometry. No spatial averaging was performed
for the presented absorption cross-sections.

Due to the larger structure size compared to dimers the a-monitor (see Fig. 4.7(a))
was exchanged by a transmission box monitor which spatially integrates the net
Poynting vector on the monitor surface. The cross-section, given in m2, is then
obtained by dividing the resulting power in units of W by the source intensity via
the command sourceintensity(ν).

All of the aggregates exhibit a small resonance peak near 550 nm which is
ascribed to the monomer resonance. The residual peaks are therefore attributed to
hybridisation of plasmonic resonances. The hybridised resonance of the triangular-
shaped trimer (red and orange curve) is located close to the dimer resonance (black
curve) and exhibits similar oscillator strength. This is explained by the fact that
for the triangular trimer the dimer-like mode between the two particles, which
have their interparticle axes aligned parallel to the incident electric field vector, is
predominantly excited. For a trimer consisting of linearly arranged nanoparticles,
where both interparticle axes are parallel to the electric field vector, the absorption
cross-section of the long-wavelength resonance is almost doubled in strength.
Following the hybridisation model the additional red-shift for this aggregate can
be attributed to an additional hybridisation of the two dimer modes in the collinear
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aligned gaps. Accordingly, the resonance of a chain of four nanoparticles (green
curve) is shifted even further. As a consequence the dimer resonance is no longer
the dominating plasmon mode in very large aggregates, especially when these
aggregates exhibit a chain-like structure. Complex hybridisation phenomena will
lead to spatially more extended plasmon modes with spectrally broad and red-
shifted resonances.

4.4 Wavelength-resolved Raman scattering

As discussed in the introduction and the previous subsections, nanoparticle
dimers are interesting SERS systems due to their strong field enhancement in the
interparticle gap and the possibility to tune the according hybridised plasmonic
resonance by parameters like the particle size or gap distance. It was shown in
Section 4.2.2 that especially the synthesised dispersion D gives a good yield in
nanoparticle dimers without any purification mechanisms. Additionally, the gap
distance turned out to be well-defined. Hence it is expected that Raman spectra
recorded at different excitation wavelengths should give a clear fingerprint of the
plasmonic properties of the presented SERS system.

In this section Raman spectra of the as-prepared dispersion D will be presented
for six different excitation wavelengths, ranging from 473 nm to 785 nm, and
the spectra will be evaluated with view to enhanced Raman bands. The utilised
Raman scattering setup, which is presented in Section 4.4.1 was built and operated
by Elina Oberländer. The subsequent data evaluation of enhanced Raman signals
relies on a MATLAB-code written by the thesis author. Since the as-prepared dis-
persion M also exhibits nanoparticle dimers the whole procedure is also conducted
with this dispersion for reasons of comparison.
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Fig. 4.11: Setup for wavelength-resolved Raman scattering. Only essential optical elements are
shown. Excitation at a wavelength of 633 nm is provided by a helium-neon laser while excitation at
758 nm is performed with a laser diode. The abbreviated optical elements are an acousto-optical
tunable filter (AOTF), a long-pass razor edge filter (LP), optical band-pass filters (BP), and a dichroic
beam splitter (DBS).

4.4.1 Raman scattering setup

The optical setup for wavelength-resolved Raman scattering is shown in Fig.
4.11. A total of six different excitation wavelengths are available: A water-
cooled argon-krypton laser (INNOVA 70C SPECTRUM, COHERENT) is utilised
for excitation at 473 nm, 514 nm, 560 nm and 647 nm. A particular excitation
wavelength was selected by using an acousto-optical tunable filter (AOTFnC-VIS-
TN, AA OPTOELECTRONICS) and optical band-pass filters for spectral clean-
ing (SEMROCK). Excitation at 633 nm was provided by a helium-neon laser
(COHERENT) while excitation in the NIR region at 785 nm was realised with a
diode laser (INNOVATIVE PHOTONIC SOLUTIONS). Similar to the argon-krypton
laser the other two light sources are also spectrally cleaned with optical band-pass
filters. The beam width of the respective light source was then widened with a
lens telescope so that the subsequent microscope objective (OLYMPUS, ×20, 0.4
NA) was well illuminated. The dispersion specimen is placed in the laser focus
and the backscattered photons are collected by the same objective. After passing
a dichroic beam splitter and a long-pass razor edge filter (SEMROCK) for blocking
Rayleigh-scattered photons, light is coupled with a second microscope objective
(OLYMPUS, ×10, 0.25 NA) into a multi-mode step-index fibre (THORLABS, AFS
105/125Y, 105µm, 0.22 NA, 400− 2400 nm). The fibre directs the light to a
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Fig. 4.12: Raman spectra of dispersion
D recorded at different excitation wave-
lengths. An artificial offset is added to the
spectra to allow a clear comparison. The
height of each spectrum is adjusted so
that the shaded area of the foremost Ra-
man peak at 787 cm−1 is the same at all
excitation wavelengths.

monochromator (ACTON 2300I, PRINCETON INSTRUMENTS) which includes an
air-cooled CCD-camera (NEWTON, DU 920P BR-DD, ANDOR) and a 300 mm−1

grating. The SERS spectra, which will be presented in the following subsection,
were recorded with an integration time of 1 s and a laser power of 10 mW.

4.4.2 Discussion of Raman spectra

Raman spectra recorded of dispersion D at three different excitation wave-
lengths are shown in Fig. 4.12. For clear comparison an artificial offset is added.
All spectra reveal intense vibrational modes of the solvent acetone: At 787 cm−1

and 1223 cm−1 the a1 and b1 C−C stretching mode, respectively, at 1066 cm−1

and 1431 cm−1 the CH3 rocking and deformation mode, respectively, and at 1709
cm−1 the C=O stretching mode. The Raman spectrum at 514 nm mainly features
this solvent signature. By increasing the excitation wavelength to 647 nm and 785
nm additional peaks emerge which are attributed to the benzene ring of the dithiol
and acetyl protected dithiol molecules: The peak at 1179 cm−1 relates to the C−H
bending mode of the benzene ring and the peak at 1596 cm−1 is assigned to the
benzene ring stretching mode. All peaks were identified according to [44] and
[273].
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A distinct feature that is clearly visible in all spectra is the peak located at
2200 cm−1. This feature is attributed to the stretching mode of the four alkyne
moieties (C≡C bonds). Interestingly the alkyne signal appears to be enhanced at
647 nm excitation while it is smaller at longer and shorter excitation wavelengths.
Here, the signal is defined as the peak area as it is indicated by the shaded area in
Fig. 4.12. Note that the presented spectra are adjusted in peak height so that the
shaded area of the foremost Raman peak of acetone at 787 cm−1 is the same at all
excitation wavelengths.

An enhanced signal of the alkyne moieties at 647 nm excitation is remarkable
since the scattering efficiency usually follows the λ−4-law ([195], Chapter 8) and
should therefore increase towards shorter excitation wavelengths. In Section 4.2.2
spatially-resolved EELS and EDX measurements revealed that numerous dithiol
molecules are attached to the surface of gold nanoparticles. Moreover, it is as-
sumed that plenty of these molecules are required to link distinct nanoparticles
[133]. Hence the corresponding alkyne moieties are also located in the interparti-
cle gap and are exposed to strongly enhanced fields when the nanoparticle dimer
is excited at its plasmonic resonance. The Mie-scattering resonance of isolated Au
nanoparticles with a diameter of 40 nm is located near 525 nm (see Fig. 4.9). The
bright hybridised mode of the nanoparticle dimer is the red-shifted one, which
results from an effectively elongated dipole with respect to the charge distribu-
tion of the combined system. Accordingly, the enhanced alkyne signal at 2200
cm−1 for an excitation wavelength which is longer than the single nanoparticle
resonance might be attributed to the plasmonic resonance of nanoparticle dimers
in dispersion D.

To quantify the enhancement of the alkyne signal its peak area is compared
to that of the solvent acetone at 787 cm−1, whose signal strength is expected
to be independent from the particle systems, for all six excitation wavelengths.
The distinct peak areas are retrieved as follows: Lower and upper bounds of the
Raman-shift axis were set in the vicinity of the respective signal peak. Averaging
the signal height at the border with those of adjacent data points lead to the defini-
tion of two fixed points for a linear background subtraction. The linear signal was
subtracted from the measured spectrum and the background-free peak was numer-
ically integrated according to a trapezoidal method. The resulting peak areas are
sketched as shaded areas in Fig. 4.12. This procedure is done for both dispersions,
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dispersion M
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Fig. 4.13: Wavelength resolved sig-
nal enhancement for dispersion D
and M. The alkyne-related Raman
signal at 2200 cm−1 normalized to
the acetone signal at 787 cm−1 is
shown as a function of the excita-
tion wavelength for dispersion D (red,
filled circles) and M (black, open cir-
cles). Peak areas were normalized af-
ter background subtraction. The con-
tinuous curves are intended to guide
the eyes and do not relate to a partic-
ular model.

D and M. Fig. 4.13 displays the peak area ratio of the alkyne signal at 2200 cm−1

to that of acetone at 787 cm−1 versus the excitation wavelength.
As already expected from the presented Raman spectra the peak area ratio for

dispersion D exhibits a clear maximum at 647 nm with falling values to both, in-
creasing and decreasing excitation wavelengths. Unfortunately, more data points
are needed between 647 nm and 785 nm excitation to determine a particular wave-
length for most efficient alkyne signal enhancement. However, the flat slope
between the data points of 633 nm and 647 nm excitation suggests a maximum
of the curve near 650 nm. In contrast to that, dispersion M shows only a slight
monotonous rise of the peak area ratio with increasing excitation wavelength. The
signal enhancement at the pronounced maximum of dispersion D is approximately
five to six times higher than for dispersion M. Interestingly, this factor fits quite
well to the statement of the statistics in Fig. 4.6(c) that dispersion D contains
five times more nanoparticle dimers than dispersion M. Although dispersion M
contains less nanoparticle dimers the few existing systems should contribute to an
enhanced signal near the supposed plasmonic dimer resonance. Furthermore, the
statistics in Fig. 4.6(c) and (d) reveals that more higher order aggregates incorpo-
rating many particles are found in dispersion M. According to a simple oscillator
model the plasmonic resonance in bigger systems is further shifted towards longer
wavelengths since the respective charges are separated on large spatial scales and
hence the effective restoring force is smaller [34]. This behaviour has also been
shown with FDTD simulations in Section 4.3.3. Therefore the slight increase of
the ratio for dispersion M is attributed to residual field enhancement effects in
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Fig. 4.14: UV-Vis extinction spectra of
dispersion D and M, respectively. The
spectra show no variation before and af-
ter the conducted Raman experiments.
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larger nanoparticle aggregates in which resonances occur above 1000 nm.

4.5 UV-Vis extinction measurements

To further investigate the plasmonic properties of the colloidal dispersions UV-
Vis extinction measurements were performed with a commercial spectrometer
(LAMBDA 25, PERKIN ELMER). The measurements were conducted by Ingo
Heesemann before and after the Raman scattering experiments. The dispersions
are stable during this time and no changes in the extinction spectra occurred [133].

In UV-Vis extinction measurements the amount of transmitted light through the
colloidal dispersions is measured. The extinction Eε is defined as the negative
decadic logarithm of the ratio of transmitted light to the incident light ([312],
Chapter 3.4.1). The transmittance is altered by two processes: absorption and
scattering. Since plasmonic resonances lead to features in the absorption and
scattering cross-sections they also exhibit a fingerprint in extinction spectra. The
spectra for dispersion D and M are presented in Fig. 4.14 as the red and black
solid curve, respectively. Both extinction spectra have a pronounced feature at an
excitation wavelength of 530 nm which is attributed to the plasmonic resonance of
a single Au nanoparticle with a diameter of approximately 40 nm (see Section 4.3
for details). Additionally, the spectrum of dispersion D exhibits a second, weaker
peak centred at 675 nm. The spectral position of this feature fits quite well to the
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highest Raman signal enhancement of the alkyne moieties near 650 nm which has
been discussed in the previous section. Hence the extinction peak at 675 nm is
attributed to the presence of a plasmonic nanoparticle dimer resonance.

For dispersion M the feature of a nanoparticle dimer resonance near 675 nm
excitation is not clearly visible. The extinction spectrum shows a broad feature
which reaches its maximum at wavelengths well beyond 800 nm. Since TEM anal-
ysis revealed that nanoparticles are predominantly part of higher order aggregates
(see Section 4.2.2) the increasing extinction at the NIR part of the spectrum is at-
tributed to more complex hybridisation phenomena which lead to more extended
plasmon modes with spectrally broad and red-shifted resonances. This conjecture
is corroborated by the wavelength resolved Raman spectra presented in Section
4.4.2 and the related monotonously increasing enhancement of the alkyne signal
towards excitation wavelengths beyond 800 nm.

Comparing UV-Vis extinction to Raman experiments

Further information can be retrieved by comparing the UV-Vis extinction mea-
surements (Fig. 4.14) and the wavelength-dependent Raman signal enhancement
(Fig. 4.13) since both signals exhibit specific features. In the case of Raman
enhancement it was inferred that the maximum of the curve is located near 650
nm, i.e. blue-shifted by about 25 nm with respect to the extinction maximum of
the dimer-related plasmon resonance in dispersion D. A blue-shift of the excita-
tion wavelength for maximum signal enhancement is known from multi-colour
SERS experiments performed using ensembles of individual nano-antennas that
are characterized by distinct localised plasmon resonances [209]. It is attributed to
the fact that SERS is most efficient if the product of the field enhancement at the
excitation wavelength and at the Stokes-shifted wavelength reaches a maximum
(see equation 4.3 and [209]). This occurs for a symmetric displacement of both
lines to the left and to the right of the resonance wavelength.

Interestingly, nanoparticle aggregates or more generally speaking, hot-spot
dominated SERS substrates were shown to behave differently. Kleinman et al.
reported highest SERS enhancement for SiO2 coated nano-particle aggregates at
excitation wavelengths far red-shifted with respect to the dominant plasmon peak
in the scattering cross-section [161]. The behaviour is explained in this work by
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dark modes which are excited by the re-emitting dipoles near the nanoparticle
surface inside the aggregate. However, the data presented here shows the oppo-
site behaviour, although it lacks data points beyond 800 nm where Kleinman and
co-workers observed maximum SERS enhancement for dimers and trimers: The
Raman enhancement coincides almost perfectly with the dimer-related extinction.

The different behaviour might be explained by the dithiol linker molecule used
in the experiments presented here, since the aggregates in the work of Kleinman
lack such a molecule. As will be shown below, the dithiol-linked aggregates
experience a reduced field enhancement in the gap region. It is suggested that this
leads to a SERS enhancement mechanism that is less hot-spot-like [161] and more
like the enhancement of individual single nanoparticle antenna structures [209] .

4.6 Determination of SERS substrate enhancement factors

As discussed in the introduction, surface-enhanced Raman scattering is intended
to overcome the low scattering cross-section of the Raman process and to amplify
the strength of the desired spectroscopic signal. Therefore it is obvious that the
so-called SERS enhancement factor (SERS EF) is one of the important parameters
that need to be characterised in order to allow a comparison of SERS devices.
However, assigning SERS EFs is a tedious endeavour because they crucially rely
on the specific definitions and experimental conditions [186, 188]. Here, the
widely spread and straightforward SERS substrate enhancement factor (SSEF) is
utilised:

SSEF =
ISERS/NSERS

IRS/NRS
, (4.7)

in which ISERS is the SERS signal intensity of the device, and IRS the sponta-
neous Raman signal intensity of a reference sample containing only the Raman
reporter molecules. The number of molecules in the reference sample NRS and
the number of molecules bound to the SERS device NSERS serve to normalise the
respective signal strength.

The synthesised nanoparticle dispersions have been used as-prepared without
further purification and therefore an identical solution of acetyl protected dithiol
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in acetone, in which no nanoparticles were added, was used as a reference. Both
solutions (≈ 1 mL) exhibit initially the same concentration of dithiol and acetone
molecules which is not affected by adding the small volume fraction of nanopar-
ticles (≈ 10 µL, see Section 4.2.1). First, the SERS experiments are presented
in Section 4.6.1. Then the average SSEF is determined in Section 4.6.2 by con-
sidering all nanoparticles in the dispersion. Finally, an attempt is made to assign
a SSEF value to dimer-related aggregates in Section 4.6.3. The subsequent ex-
periments, evaluation and FDTD-supported analysis was performed by the thesis
author.

4.6.1 SERS experiments for SSEF determination

The utilised Raman setup is a commercial Raman system (LABRAM ARAMIS,
HORIBA) and it is hence shortly introduced: The confocal setup allows for mea-
surements with an excitation wavelength of 473 nm (COBOLT BLUES DPSS laser,
25 mW) and 633 nm (COHERENT, 17 mW). Laser light is filtered with a neutral
density optical filter (OD 0.3) and focused with an ×10 microscope objective
(OLYMPUS, NA 0.25). A 600 mm−1 grating is used for 633 nm excitation and a
1200 mm−1 grating for 473 nm excitation.

The obtained data is presented in Fig. 4.15 for off-resonant excitation at 473
nm laser wavelength (a) and at near-resonant excitation at a laser wavelength of
633 nm (b). In the case of 473 nm excitation the alkyne mode, appearing at about
2200 cm−1, is clearly visible and it features similar intensity in dispersion D and
the reference solution. According to the procedure introduced in Section 4.4.2 the
signal enhancement is quantified by using the acetone related Raman signal at 787
cm−1 as a reference in order to account for both, slightly different wavelength-
dependent Raman detection efficiencies and the difference in scattering efficiency
at different wavelengths: The peak area of the acetone mode is normalised sepa-
rately for dispersion D (red solid line) and the reference dispersion (black solid
line). The strength of the alkyne peak signal is represented by the respective scaled
peak area. Comparing dispersion D and the reference solution yields a nanoparti-
cle related signal enhancement of 1.8. Here, it should be noted that the signal of
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Fig. 4.15: SERS experiments for the determination of SSEF values. Raman spectra of acetyl pro-
tected dithiol dissolved in acetone (black solid line) and of dispersion D (red solid line) are obtained
at an excitation wavelength of 473 nm excitation (a) and at 633 nm excitation (b). The insets in both
spectra highlight the signal strength of the alkyne peak at ≈ 2200 cm−1 on a logarithmic scale. The
nature of distinct Raman peaks was already discussed in Section 4.4.2.

dispersion D contains the contribution of nanoparticle aggregates as well as that
of free floating dithiol molecules and it is labelled Isum. The ratio ISERS/IRS is then
calculated according to:

473 nm:
ISERS

IRS
=

Isum−αIRS

IRS
=

Isum

IRS
−α = 1.80−0.59 = 1.21 (4.8)

It is assumed that Raman scattering of free floating dithiol molecules occurs
with the same efficiency in dispersion D as in the reference solution so that ISERS

is retrieved by subtracting the contribution αIRS from the overall signal Isum. The
factor α accounts for the fact that 59% of dithiol molecules are not bound to
nanoparticles (see Section 4.2.2).

It is expected from the Raman spectrum in Fig. 4.15(b) that the signal enhance-
ment is increased in the case of near-resonant excitation at 633 nm. Indeed, it is
found that Isum/IRS = 73 and hence:

633 nm:
ISERS

IRS
=

Isum−αIRS

IRS
=

Isum

IRS
−α = 73−0.59 = 72.41 (4.9)
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4.6.2 Determination of the average SSEF

The quantities ISERS and IRS have been retrieved for 633 nm and 473 nm excita-
tion in Section 4.6.1. To calculate the average SSEF value NSERS and NRS need to
be determined. Since the same Raman scattering geometry is used for dispersion
D and the reference sample it is sufficient to retrieve the respective concentration
cSERS and cRS.

For homogeneously distributed aggregates and homogeneous surface cover-
age the concentration of adsorbed Raman reporter molecules in dispersion D is
obtained as cSERS = 2.0× 1016 mL−1 (2.9× 1016 dithiol molecules are bound
Au nanoparticles inside 1.4 mL cuvettes). The concentration of Raman reporter
molecules in the reference sample is known by the initial preparation conditions
and it amounts to cRS = 5.1×1016 mL−1 (7.1×1016 dithiol molecules freely float-
ing in 1.4 mL cuvettes). Using the retrieved values for ISERS, IRS, cSERS and cRS

together with equation (4.7) the average SSEF for 633 nm and 473 nm excitation
amounts to:

SSEFavg(633 nm)≈ 185 and SSEFavg(473 nm)≈ 3 (4.10)

Although a significant signal enhancement occurs at 633 nm excitation the
overall SSEF value is several orders of magnitude smaller than enhancement
factors reported by e.g. Kleinman and co-workers who estimated that their Au
nanoparticles are covered with 14000 SERS probe molecules. However, they
investigated on single aggregates while here the quantitative assessment is related
to a sample average.

4.6.3 Estimating a dimer-related SSEF

The spectroscopic signature of UV-Vis extinction measurements and the wave-
length-dependent Raman scattering enhancement give a clear hint that a dimer-
related field enhancement is responsible for the signal enhancement in (4.10) and
it is thus interesting to compare the observed enhancement with that expected
from nanoparticle dimers.
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Fig. 4.16: Field and signal enhancement of nanoparticle dimers modelled with FDTD simulations. (a)
Sketch of the excitation geometry. The incoming field strength is |E0|. (b) The corresponding spatially-
resolved field enhancement |Eloc|/ |E0| for 633 nm and 473 nm excitation, i.e. near-resonant and
off-resonant, respectively. |Eloc| is the local electric field upon excitation. (c) The signal enhancement
F = (|Eloc(θ)|/ |E0|)4 as a function of the polar angle θ (see (a)) with (black solid line) and without (red
solid line) considered Stokes-shift. The radius was chosen to be 20.5 nm. It has to be noted that a
specific θ sampling point does not necessarily coincide with a grid point due to the Cartesian mesh.
Therefore the field enhancement is obtained by weighting the contribution of adjacent grid points with
a three-dimensional Gaussian distribution (standard normal deviate: 0.8 grid points).

Predicted enhancement factors

In a theoretical approach Le Ru and co-workers numerically calculated the
average signal enhancement factor 〈F〉 for a homogeneous coverage of the surface
with analyte molecules and showed that the strong hot-spot enhancement in the
dimer gap leads in general to single-molecule sensitivity in SERS measurements
[258]. For varying nanoparticle diameters (25 nm - 50 nm), gap widths (1 nm - 3
nm), and materials (gold and silver) they show that 0.3% to 1.1% of the adsorbed
molecules are responsible for 80% of the total Raman yield [258]. Here, 102000
dithiol molecules are bound to a nanoparticle dimer. In this simple assessment
≈ 30 molecules are responsible for the major part of the acquired signal yield.

According to Le Ru and co-workers the average signal enhancement 〈F〉 can
be obtained by:
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〈F〉=
∫

π

0
F(θ)

sinθ

2
dθ . (4.11)

Here, F(θ) is the angle-dependent SERS signal enhancement (|Eloc(θ)|/ |E0|)4

upon plane wave excitation as sketched in Fig. 4.16(a). The field enhance-
ment (|Eloc(θ)|/ |E0|) is directly retrieved from FDTD simulations via the three-
dimensional a-monitor (see Fig. 4.7(a)) and the factor sin(θ)/2 accounts for
spherical surface elements. A cross-section through the field enhancement data
is shown in Fig. 4.16(b) for both excitation conditions, near- and off-resonance,
to emphasise the difference in electric field strength. The angle-dependent signal
enhancement F(θ) (equation (4.16)) of the monitor data in the near-resonant case
upon 633 nm excitation is shown in Fig. 4.16(c) (red solid line). Matching to the
above statement that only a few tens of molecules are responsible for the SERS
yield the signal enhancement is largest in the gap near θ = 180◦ and it rapidly falls
off by many orders of magnitude outside the gap. Applying equation (4.11) to this
curve yields an average signal enhancement of 〈F〉= 6×107 which is similar to
the results found in [258].

The obtained result is valid for the specific excitation geometry in 4.16(a)
and for a negligible Stokes-shift, i.e. the wavelength of incident light is iden-
tical to that of scattered light. In contrast to these assumptions the nanoparti-
cle aggregates exhibit a random orientation to the incident electric field vector
in the experiments and scattering of light by alkyne bonds introduces a non-
negligible Stokes-shift of 2200 cm−1 (66 THz, from 633 nm to 735 nm). The
evaluation of 〈F〉 is hence refined by considering the Stokes-shift according to
F(θ) = (|Eloc(θ ,633 nm)|2 |Eloc(θ ,735 nm)|2)/ |E0|4 and by applying rotational
averaging of the term cos4 θ according to equation (8.157) in [229] (reduction of
〈F〉 by a factor of 0.2). The procedure yields an average signal enhancement of

〈F〉theory = 8.4×105. (4.12)

Calculating the concentration of effective nano-particle dimers

The evaluated quantity 〈F〉theory takes into account experimental conditions and
it can hence be compared to an experimentally-retrieved SSEF that only considers
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nanoparticle dimers. But applying equation (4.7) is not straightforward since the
signal of dispersion D at the dimer-related resonance of 675 nm (see UV-Vis
measurements in Fig. 4.14) is also influenced by the dimer-like contributions of
smaller aggregates like triangular-shaped trimers (see the absorption cross-section
in Fig. 4.10). Therefore this subsection is dedicated to identify the number of
effectively contributing dimers, which is expected to be higher than the number of
pure dimer aggregates as retrieved by TEM analysis.

As will be shown now, the concentration of effective dimers can be obtained
from the UV-Vis extinction measurements. According to the Beer-Lambert law
the extinction of radiation in a material of thickness d can be written as ([312],
Chapter 3.4.1):

I(d) = I0e−cσext d , (4.13)

in which I0 is the impinging intensity, I(d) the intensity reduced by extinction,
c the concentration of the specific material and σext the extinction cross-section.
The extinction itself is define by:

Eε = log10
I0

I(d)
= εextcd, (4.14)

in which εext is the extinction coefficient. Inserting (4.13) into (4.14) gives the
relation between extinction coefficient and cross-section:

εext ≈ 0.434σext . (4.15)

If the extinction Eε is known from experiments the concentration of the material
is retrieved by:

c =
Eε

0.434σabsd
. (4.16)

In the last step it is exploited that for small nanoparticles and small aggregates
the extinction spectrum is dominated by the plasmon absorption cross-section and
that scattering from larger aggregates is negligible because of the low concentra-
tion. The peak absorption cross-section of nano-particle dimers is given by Fig.
4.9 and it amounts to σabs = 5.5× 10−15 m2. To account for the absorption of
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dimer-like structures that are shifted in wavelength with respect to 675 nm the
absorption cross-section is reduced by a factor α of

α =

∫
∞

0 a(FWHM ≈ 34 THz)g(FWHM ≈ 66 THz)
g(FWHM ≈ 66 THz)

≈ 0.5. (4.17)

The specific form of (4.17) is related to the fact that only the reduction of ex-
tinction at the specific wavelength of 675 nm is required. Here, a(ν) is a Cauchy
distribution with a full-width half-max of 34 THz describing the Lorentzian-like
dimer resonance and g(ν) is a Gaussian distribution accounting for an inhomoge-
neous broadening of approximately 66 THz. With this information (4.16) can be
re-written to:

c =
Eε

0.217σabsd
. (4.18)

For an extinction value of Eε = 0.32 at 657 nm and a cuvette thicknes of 0.01
m one obtains the effective dimer concentration cdim:

cdim = 2.6×1010 mL−1. (4.19)

This implies that roughly 1% of the nanoparticles in dispersion D are incorpo-
rated in a dimer or dimer-like resonator. According to the TEM-based particle
distribution shown in Fig. 4.6(c) at least 10% of the nanoparticles should be part
of a dimer and if dimer-like excitations in higher order aggregates are consid-
ered an even higher percentage of the nanoparticles should experience a dimer
or dimer-like environment. Hence the above estimated cdim = 2.6× 1010 mL−1

represents a lower limit which is based on the theoretically determined absorption
cross-section. The discrepancy between the estimated cdim and the TEM analysis
can be attributed to an overestimation of the absorption cross-section.

Dimer-related SSEF and discussion

The dimer-related concentration of SERS substrate molecules, participating in
the evaluation of (4.7), are obtained by recalling that approximately 104 molecuels
are bound to a nanoparticle dimer. Together with the concentration of dimer-
like structures of cdim = 2.6× 1010 mL−1 the concentration of SERS substrate
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molecules amounts to cdim
SERS = 2.6×1014 mL−1. The evaluation of equation (4.7)

leads to an experientially determined dimer-related SSEFdim of

SSEFdim = 1.4×104. (4.20)

The value is obtained by using the signal enhancement in equation (4.9) and the
concentration of reference molecules cRS = 5.1×1016 mL−1.

The experimentally retrieved value is 60 times smaller than the predicted av-
erage Raman signal enhancement 〈F〉theory in (4.12). Taking into account that
SSEFdim is only an upper limit, since cdim is a lower limit for the concentration of
dimer-like structures, the discrepancy between both values might be even larger.
As a consequence the actual electric field in the experiments is expected to be at
least three times smaller than the theoretically predicted value since the enhanced
Raman signal scales with the fourth power of electric field enhancement. When
comparing SSEFdim to the maximum signal enhancement factors F > 109 in the
interparticle gap (see Fig. 4.16(c)) the effective field enhancement is only slightly
larger than ten.

A lower field enhancement in the gap indicates a stronger dampening of the
dimer resonance. This could be, again, related to the presence of the linker
molecules. As indicated by its structure shown in Fig. 4.3(a), the dithiol molecule
is a fully conjugated system. The dithiol molecule binds to both nanoparticles
forming an electrical connection as it is also known from transport measurements
in single molecule junctions [275]. Such an electrical link acts like a tunnel junc-
tion between the nanoparticles and for a shrinking tunnel barrier width quantum
mechanical modelling of the plasmon resonances shows a red-shift and increasing
damping [203]. It was also experimentally observed that SERS signals decrease
when the resistance of a molecular junction decreases [311]. This effect might
be even more pronounced by the fact that many linker molecules connect the two
nanoparticles and thus the resistance of a single molecule junction is even further
reduced.

A tunnel-junction induced red-shift of the plasmon resonance would also ex-
plain the discrepancy between FDTD simulations and UV-Vis extinction measure-
ments. FDTD simulations predicted a hybridised plasmon resonance at 625 nm
for the experimentally observed gap width of about 1.3 nm (Fig. 4.9). In contrast
to this prediction, UV-Vis measurements revealed a dominating plasmon mode at
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675 nm (Fig. 4.14). The large red-shift of 50 nm (35 THz) cannot be explained
by numerical inaccuracies and it is hence ascribed to quantum mechanical effects
[203].

With respect to the above discussion the strikingly small SERS enhancement is
attributed to the quenching of the dimer resonance by electrical shortcuts between
the nanoparticles. In other words, the electric field strength in the gap between
the particles is greatly reduced due to the fact that electrons can flow between the
particles.

4.7 Summary and outlook

In this chapter surface-enhanced Raman spectroscopy was performed with as-
prepared dispersions of nanoparticle aggregates. A novel alkyne-rich and acetyl-
protected molecule with thiol end-groups was synthesised to actively link two Au
nanoparticles and to serve as a Raman reporter in the interparticle gap. The four
incorporated alkyne triple bonds build the rigid backbone of the molecule and
feature a Raman signal in the Raman-silent region (2200 cm−1) that is undistorted
by the solvent signature. Several key results will be shortly summarised:

• The optimum amount of nanoparticle dimers (20% of all aggregates) was
found for an initial dithiol concentration that leads to a total number of
5100 molecules bound to a single nanoparticle, as retrieved from UV-Vis
extinction measurements of the supernatant solution. This corresponds to
a rather dense surface coverage of one molecule per nm−2, which was cor-
roborated by spatially-resolved sulphur detection using HR-TEM electron
energy loss spectroscopy (EELS) and energy dispersive X-ray spectroscopy
(EDX). These findings are in stark contradiction with a previous report about
attaching nanoparticle dimers with a single bi-functional linker molecule
[317] and ultra-low synthesis conditions were not mentioned explicitly in
this report.

• The gap size of nanoparticle dimers was found to exhibit a narrow distri-
bution of (1.64±0.35) nm. This was perfectly explained by the molecule
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length of 3.1 nm and the measured surface coverage that allows a tilting of
molecules by approximately 45◦. Hence, the devices synthesised here are
well-defined with respect to the gap geometry.

• The multi-colour Raman study revealed a clear signal enhancement for the
alkyne bond at excitation wavelengths that are slightly blue-shifted to a
dimer-related resonant feature at 675 nm in the UV-Vis extinction measure-
ments of the colloidal dispersion. This is in agreement with the general per-
ception that SERS is most efficient if the product of the field enhancement
at the excitation wavelength and at the Stokes-shifted wavelength reaches a
maximum [209]. Therefore, the preparation of aggregates presented here,
with a well-defined molecule-gap geometry, leads to a SERS enhancement
mechanism of designed antenna structures rather than to an erratic hot-
spot-like behaviour which was observed by Kleinman and co-workers with
silica-coated dimer and trimer aggregates [161].

• The dimer-related peak in the extinction measurements was used to retrieve
the number of effective nano-particle dimers since it was found with FDTD
simulations that under certain geometric excitation conditions small aggre-
gates like trimers or tetramers can exhibit resonances of similar strength and
resonance frequency. The retrieved value of cdim = 2.6×1010 mL−1 is ten
times smaller than what is expected from TEM analysis for pure nanopar-
ticle dimers. Hence, the number of effective dimers should be even higher
and it is inferred that the absorption cross-section of the aggregates is much
smaller than predicted by FDTD simulations.

• By using as-prepared dispersions the number of bound and unbound dithiol
molecules is known in Raman experiments. Based on these values the SERS
enhancement factor of effective dimers was determined to SSEFdim = 1.4×
104, which is 60 times smaller than the average enhancement 〈F〉theory =

8.4×105 expected from FDTD simulations under near-resonant excitations
and by considering the Stokes shift. Recalling that the absorption cross-
section might be overestimated the value of SSEFdim might be even smaller.

• The plasmonic resonance measured with UV-Vis extinction exhibits a rather
large red-shift of 50 nm with respect to FDTD simulations when using
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nanoparticle dimers with a gap of 1.3 nm like in the experiments. This ad-
ditional red-shift of the hybridised resonance, the smaller absorption cross-
section and the associated lower field enhancement suggest that the linker
molecules build an electrical connection between the nano-particles and
act as a tunnel junction. It was found by Marinica an co-workers through
quantum mechanical modelling that a reduction of the interparticle tunnel
barrier, here an increasing number of linker molecules, induces a red-shift of
the plasmonic dimer resonance and increases damping in the system [203].

• Nanoparticle aggregates formed by monothiol molecules do not show a sig-
nificant dimer-related plasmonic resonance or Raman signal enhancement.
TEM analysis revealed that using monothiol for synthesis leads to large
nanoparticle aggregates which obscure the contribution of dimer structures.

To summarise, nanoparticle dimers synthesised with alkyne-rich dithiol mole-
cules are an interesting SERS substrate since they show a systematic enhance-
ment mechanism that is in agreement with general perceptions. This systematic
behaviour and the associated well-defined gap rely on a rather dense surface cov-
erage of the nanoparticles and the rigid character of the linker molecule. However,
it is presumed that these properties will be at the expense of a decreased signal en-
hancement because the large number of fully-conjugated linker molecules might
reduce the electrical resistance of the particle junctions.

In future experiments the concentration of rigid dithiol molecules should be
systematically varied in the aggregation process and the different parameters,
like gap width and Raman signal enhancement, should be monitored. With this
approach it might be possible to find a trade-off between reliability and strong
SERS enhancement in an as-prepared nano-scale system. Since the alkyne mode
is located in the Raman-silent region of natural cellular molecules [141], these
devices might be used for enhanced imaging applications. Furthermore, alkyne
based dithiol Raman reporter molecules form an interesting model system to
experimentally investigate the impact of chemical linkers and the related electrical
coupling [75] on plasmonic resonances and local field enhancement in general.
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Several contributions to the field of nano-plasmonics, light harvesting and light-
matter interaction have been presented in this thesis, ranging from molecular spec-
troscopy to the rather strong coupling of single quantum systems over microscopic
distances. All of these contributions have benefited from the sub-wavelength con-
centration of light which was supported by resonant or coupled nano-structures.
In this section the key results, suggestions for improvement of the devices, as well
as their future perspective, will be separately discussed with respect to the distinct
topics.

Chapter 1 - Cavity-mediated coupling of widely separated nano-antennas

A device was presented that allows for the first time ever a strong coupling
between single localised surface plasmon (LSP) resonances with propagating
surface plasmon polaritons (SPPs), which are confined to circular and ellipti-
cal shaped metallic pits. Therefore, the device enables to exploit the benefit of two
worlds: strong electromagnetic field enhancement of metallic nano-antennas and
the longevity of resonant cavity modes. Finite-difference time-domain (FDTD)
simulations revealed that the m = 0 mode of whispering gallery mode (WGM)
antennas [306] is perfectly suited for LSP-SPP coupling since approximately 24%
of mode energy is injected into propagating surface plasmons. Positioning these
structures into the central mode hot-spot of circular plasmonic cavities, where light
is highly concentrated, leads to a mode splitting of 15 THz - 32 THz at operating
frequencies of 375 THz, depending on the size of the respective cavity mode.

Cavity-mediated coupling of nano-antennas separated by 1.6 µm was then
theoretically demonstrated by placing the WGM antennas in the electric field anti-
nodes near the geometrical focal spots of an elliptical shaped cavity. The frequency
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data of FDTD simulations revealed three distinct mode peaks with an overall split-
ting of 23 THz. The results are in qualitative agreement with a model of three
coupled harmonic oscillators, a classical analogue of the Tavis-Cummings model
[290], in which the coupling strength is the only free parameter. Furthermore, it
was found that the temporal dynamics of energy transfer inside the coupled system
obeys the universal phenomenon of impedance matching [11, 144]: An alternat-
ing coherent energy transfer between the nano-antennas, featuring a maximum
switching ratio for several 100 fs, only occurs when the dissipation of the cavity
and the nano-antennas is matched. Otherwise both antennas are simultaneously
excited and periodically exchange energy with the cavity mode.

For an experimental realisation of the coherent energy transfer, atomically-
flat single-crystalline gold microplates were utilised in the fabrication process
of cavity-antenna structures in order to ensure superior plasmonic performance
[143]. The coherent back-and-forth transfer of energy between the antennas was
demonstrated via time-resolved experiments: Response functions for electric field
reconstruction were retrieved by modelling the spatially-resolved photoelectron
emission microscopy data of non-linear two-pulse correlation measurements at
the position of both antennas with the coupled oscillator model, which revealed a
maximum mode splitting of 16 THz.

The successfully demonstrated coherent back-and-forth transfer of energy be-
tween widely separated plasmonic systems is a huge step forward in coherent
control and routing of surface plasmons for on-chip applications. In this work
the cavity design was limited to Mathieu functions offering modes with two hot-
spots. More than two hot-spots can be exploited by using more complex Mathieu
functions which correspond to different ellipse parameters and hence the system
presented here is suited to be used as a plasmonic hub. For a reliable fabrication of
structures with desired properties response functions and spatially resolved mode
patterns of single constituents and composite systems should be characterised
with spatially-resolved cathodoluminescence [261]. Furthermore, the operating
frequency should be lowered to decrease absorption and to enhance Q-factors of
the single constituents.
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Chapter 2 - Cavity-enhanced energy transfer of quantum emitters

This chapter was concerned with the question to which extent light concentra-
tion inside the antenna-decorated elliptic cavities can influence the energy transfer
between single quantum emitters which are attached to the widely separated WGM
nano-antennas. FDTD simulations revealed that dipolar emitters decay 600 times
faster when positioned on-top of the WGM antennas due to the increased local
density of states for photons near metallic nano-structures. By assuming an inco-
herent dipole-dipole interaction and applying the classical dyadic Green’s function
formalism it was found that the energy transfer rate between the emitters is 107

times faster compared to emitters in vacuum separated by the same distance of
1.6 µm. An estimation of absolute energy transfer rates for InAs quantum dots
at cryogenic temperatures revealed that approximately 6% of photons emitted by
one quantum dot are absorbed by the other quantum dot. This estimation is based
on the conservative assumption that the absorption cross-section is similar to the
quantum dot size.

By using the dyadic Green’s function formalism in the context of quantum
electrodynamics, a vacuum Rabi splitting of 1 THz was retrieved. Although such
a mode splitting is 26 times larger than in photonic crystal cavities [160], a strong
coupling between the quantum emitters cannot be established due to the slightly
higher cavity loss rate of about 7 THz. However, a proper assessment of the
impact of cavity loss requires the Markovian Lindblad formalism which has not
been applied in the present thesis. Furthermore, only a single configuration of the
cavity-antenna system was considered and varying several parameters might help
to reach the strong coupling regime. These variations include e.g. a reduction of
the cavity size, the consideration of reduced plasmon scattering due to decreased
sample temperatures, the incorporation of a dielectric embedding medium and
switching to operating wavelengths in the telecom regime.

An alternative route to entangled emitters is to exploit their collective interac-
tion according to the Dicke-effect, i.e. super- and subradiance [84], in the weak
coupling regime: Mutual interaction can lead to either enhanced (superradiant) or
suppressed (subradiant) decay of excited emitters. According to literature, entan-
glement is facilitated by preparing subradiant states since the suppressed decay
helps to maintain coherence [205]. Using FDTD simulations, it was found that the
enhanced decay rate of one emitter can be quenched by a factor of five due to the

Matthias Hensen 305



Summary and Outlook

presence of a second emitter attached to the opposite WGM antenna. This value
is comparable to that of 1D plasmonic waveguides which theoretically provide
entanglement via subradiance [205].

To summarise, light concentration in the plasmonic device presented here is in-
teresting for the investigation of the plasmon-mediated interaction of pre-arranged
quantum emitters in both, the weak and strong coupling regime. Placing many
emitters in circular or elliptical shaped cavities, and tuning the coupling via emitter
distance or cavity loss, might even allow to study incoherent and coherent energy
transport, like in light harvesting complexes, with nanometre-resolution by using
the technique of 2D Nanoscopy [6].

Chapter 3 - Nano-antenna supported current injection in MIM-junctions

Nanoparticles deposited on Au-insulator-Ta junctions were used as light har-
vesting units to concentrate electromagnetic energy in the subjacent 30−40 nm
thick Au top-electrode and to facilitate a current flow via above-barrier injection of
charge carriers. Tantalum oxide (TaOx) and aluminium oxide (AlOx) were used as
the insulator, featuring potential barriers of 1.8 eV and 2.8 eV, respectively. Scan-
ning the samples laterally with sub-10 fs laser pulses (λ0 = 800 nm) revealed that
current injection is restricted to a region of some 100 nm in diameter, smaller than
the focal laser spot size (>1 µm). The improved spatial resolution was attributed
to the highly non-linear injection process: The injected current as a function of
incident laser fluence could be described by a power law with an exponent N of 8.5
(TaOx) and 11.3 (AlOx), which highly exceeds the N ≈ 2.5 dependence measured
on thin top-electrodes. With regard to photon energies and barrier heights, the
highly non-linear character of the injection process could neither be explained by
multi-photon above-barrier injection of charge carriers, which is the dominating
excitation channel according to previous research [88, 89], nor by strong field
effects at nano-structures, which usually tend to lower the non-linearity [241].
Hence an unexpected current injection mechanism is responsible for the observed
behaviour which was identified with numerical methods:

The concentration of light to a small volume in the top-electrode underneath
the nano-particle was confirmed by modelling the system with FDTD simulations.
They also revealed that the absorbed energy density in this region amounts to
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values > 50 eV nm−3 for typical pulse energies of 12.5 pJ. In this regime the
electron gas is thermalised in less than 10 fs according to the work of Mueller
and Rethfeld [220]. This allowed to model the transient current injection with
heat-diffusion simulations. The related current injection mechanism is thermionic
emission of thermal electrons over the barrier which was modelled according to
the Richardson-Dushman equation. Within the scope of the uncertainties, the
experimental current-to-fluence dependence was quantitatively reproduced by as-
suming 3% of absorbed laser pulse energy according to FDTD simulations . This
statement is furthermore justified when taking into account that the actual amount
of absorption depends on many particular aspects like the unknown gap size be-
tween nano-particle and top-electrode, i.e. the thickness of the molecular particle
cladding. Hence, extreme light concentration with few-cycle laser pulses facil-
itated to prepare a system state that is usually encountered in the limit of laser
pulses with a temporal duration longer than typical thermalisation times in the
low-intensity regime (> 100 fs).

To the best of the author’s knowledge the device presented here enables the
exploitation of the yet unexplored regime of instantaneous thermalisation for tech-
nological applications for the first time, e.g. ultra-fast current injection. According
to heat-diffusion simulations the injected transient currents exhibit pulse durations
of only some 10 fs despite their thermal character. This is explained by the high
energy gradients of the spatial excitation profile (fast diffusion) in combination
with the potential barrier that exceeds the single photon energy. The intense and
presumably nano-localised current pulses might find application in ultra-fast and
spatially selective surface chemistry. However, a reliable operation will require
the identification of the yet unknown reason for long term degradation of perfor-
mance. Another perspective for the device is to exchange the metallic electrodes
with less-absorbing material like conductive oxides. This might allow to maintain
a coherent character during the excitation so that the intense laser fields can switch
the current on and off in the sub-cycle regime on smallest spatial scales. Such
phenomena were recently shown on microscopic scales in the strong field regime
of light-matter interaction [264].
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Chapter 4 - Surface-Enhanced Raman Scattering with dithiol-linked gold nanoparti-
cles

In this chapter the strong light concentration in the gap of adjacent nanoparticles,
which were actively linked by rigid alkyne-rich dithiol molecules, was exploited
to overcome the low cross-section in Raman scattering experiments. The focus
here was on nanoparticle dimer aggregates, featuring a single well-defined inter-
particle gap. The preparation process yielded an optimum amount of nanoparticle
dimers (20% of all aggregates) for an initial dithiol concentration that leads to a
total number of 5100 molecules bound to a single nanoparticle and a rather dense
surface coverage of one molecule per nm−2. The rigid character of the four alkyne
bonds and the dense surface coverage indeed resulted in a well-defined gap size
of (1.64±0.35) nm.

The results of spectroscopic measurements are in agreement with the general
perception that SERS is most efficient when the product of the field enhancement
at the excitation wavelength and at the Stokes-shifted wavelength reaches a max-
imum [209]: A multi-colour Raman study revealed a maximum alkyne-related
signal enhancement at an excitation wavelength of 647 nm, while UV-Vis extinc-
tion spectra, probing the plasmonic properties, show a resonant feature near 675
nm. Although the as-prepared dispersions contain a mixture of different nanoparti-
cle aggregates, it was found that these spectroscopic features are dominated by the
dimer-related plasmon resonance: The alkyne-related signal enhancement is five
times larger than that of a comparative sample in which aggregation was driven by
monothiol molecules, leading to five times less nanoparticle dimers. Interestingly,
the spectral position of the plasmonic dimer resonance, as retrieved from UV-Vis
extinction measurements, could not be reproduced at all with FDTD simulations
which predict a resonant feature at 625 nm. The rather large red-shift of 50 nm
cannot be assigned to numerical errors.

Further deviations occurred when estimating the number of effective dimers,
i.e. structural nanoparticle dimers as well as dimer-like resonances in larger ag-
gregates: Using the measured dimer-related extinction and the corresponding
absorption cross-section retrieved from FDTD simulations lead to an estimated
concentration which was ten times smaller than than the concentration of structural
dimers as expected from evaluated TEM images.

Since as-prepared dispersion are utilised the number of molecules attached to
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particles stays constant throughout all experiments. By knowing the concentration
of effective dimers as retrieved from extinction measurements and by comparing
the signal enhancement to a pure dithiol solution, a SERS enhancement factor was
calculated that is 50 times smaller than expected from theory. Taking into account
that the actual number of structural dimers is expected to be ten times larger, the
SERS enhancement is further reduced.

All the above mentioned deviations give reasons for the assumption that the
large number of gap-bridging, fully conjugated dithiol molecules built an electrical
link that reduces the tunnel barrier of the vacuum gap between the nanoparticles.
As reported in literature, the reduced tunnel barrier gives rise to a red-shift of the
plasmonic dimer resonance and decreases electric field enhancement, as well as
the related absorption cross-section [203].

To summarise, the nanoparticle dimers linked by rigid alkyne-rich dithiol mole-
cules are an interesting device to find a trade-off between structural reliability and
strong SERS enhancement: In future experiments the different parameters like gap
width and Raman signal enhancement should be monitored while systematically
varying the concentration of linker molecules in the aggregation process. Addi-
tionally, it would be interesting to study the impact of chemical linkers and the
related electrical coupling on plasmonic resonances and local field enhancement
in general. An optimisation of the device is especially desirable since the alkyne
mode is located in the Raman-silent region of e.g. living cells natural cellular
molecules [141] and the device might be used for enhanced imaging applications.
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A.1 Specific properties of SPPs at Au-vacuum interfaces in FDTD-
simulations

In all projects presented in this thesis gold plays a central role for concentrat-
ing light by plasmonic resonances: Due to its chemically inert character it offers
a broad range of applications. Therefore, this section introduces in short some
important properties of the material itself and the corresponding consequences
for surface plasmons at gold-vacuum interfaces. Here, the focus lies on propagat-
ing surface plasmon polaritons (SPPs) since the associated length scales of light
confinement and propagation lengths provide a basis for the considerations about
strong light-matter interaction presented in Chapter 1 and 2.

All subsequent calculations rely on the material data used in the FDTD simula-
tions of plasmonic cavities in Chapter 1 and 2, as well as in light-induced current
injection in MIM junctions shown in Chapter 3. The utilised real and imaginary
part of the frequency-dependent dielectric function ε(ν) are shown in Fig. A.1(a)
by the black and red solid line, respectively. These curves emerge from a multi-
coefficient fitting model which was matched to the experimental data measured
by Johnson and Christy [155] (black and red empty cricles). The utilised fit pa-
rameters allow to accurately describe the material in the range of 200 THz (1500
nm) up to 800 THz (375 nm).

For low excitation frequencies up to 430 THz (700 nm) the response of the
electronic system to an external stimulus is dominated by the contribution of
free electrons. The dynamics in the system can therefore be described by the
Drude-Sommerfeld theory ([229], Section 12.1.1). At higher frequencies beyond
≈ 545 THz (550 nm) the photon energy is sufficient to excite electrons from d-
bands to s-bands (interband transitions, [229], Section 12.1.2). As a consequence
the imaginary part of ε(ν) is considerably increased and light is predominantly
absorbed. Here it is emphasised that ε(ν) around ν = 375 THz is dominated by
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Fig. A.1: Properties of SPPs at a gold-vacuum interface as retrieved from the material data used
in FDTD simulations. (a) Real (black solid line) and imaginary (red solid line) part of the dielectric
function used in FDTD simulations. The curves emerge from a fit of the experimental data of Johnson
and Christy (corresponding empty circels). (b) SPP dispersion relation: The black solid line represents
the real part of the in-plane wave vector in euqation (A.1). The dispersion relation of freely propagating
light is represented by the black-dashed line. (c) SPP propagation length for εd = 1 according to
equation (A.2). (d) SPP penetration depth into the dielectric and metal half-space for εd = 1 according
to (A.3) and (A.4), respectively. Grey vertical dashed lines indicate a frequency of 375 THz (800 nm).

its real part which shows no characteristic feature in the region of 250 THz (600
nm) up to 500 THz (1200 nm) (grey shaded area). This range was evaluated in the
FDTD simulations in Chapter 3 on condition that ε(ν) can be approximated by a
linear function (see Section A.2, equation (A.28)). Since most of the pulse energy
in the simulations is spectrally centred around ν = 375 THz the approximation is
valid, although deviations can be expected, especially at lower frequencies.

SPPs are collective oscillations of surface charges which are coupled to the
electromagnetic waves which, in turn, emerge due to surface charge accumulation.
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The properties of these surface waves can be obtained by retrieving the associated
wave vector kSPP from the eigenmode of the wave equation at the gold-vacuum
interface ([229], Section 12.2). By considering boundary conditions the complex
dispersion relation reads [28]:

kSPP(ν) =
2πν

c

√
εm(ν)εd(ν)

εm(ν)+ εd(ν)
, (A.1)

in which εd(ν) is the dielectric function of vacuum (εd(ν)=1) while εm(ν)

describes that of gold (see A.1(a)). For reasons of generality εd(ν) is not set to
unity in the upcoming equations. The real part of the wave vector is shown in Fig.
A.1(b) as a function of frequency (solid line), together with the dispersion relation
of light in vacuum (dashed line). The wavelength λSPP = 2πk−1

SPP is shorter than
that of freely propagating light and the wave is hence bound to the interface [28].
Deviations from the light-like character are most prominent at high frequencies
where absorption dominates the electron dynamics and therefore SPP propagation
is hampered. The propagation length δSPP of an SPP, i.e. the distance over which
the electromagnetic intensity decays to e−1 of its initial value, is given by the
imaginary part of the complex wave vector [28]:

δSPP =
1

2 · Im [kSPP(ν)]
=

Re[εm(ν)]
2

k0 · Im[εm(ν)]

(
Re[εm(ν)]+ εd(ν)

Re[εm(ν)]εd(ν)

) 3
2

, (A.2)

in which k0 is the wave vector in vacuum. The propagation length for an SPP
at a gold-vacuum interface is shown in Fig. A.1(c): SPP propagation is hampered
by absorption at high frequencies and the propagation length approaches zero
near the interband transitions. For lower frequencies the propagation length is
enhanced and δSPP exhibits values greater than 200 µm in the spectral range of
telecom frequencies near 200 THz (1500 nm). At lower frequencies the electric
field is pushed out of the metal substrate (see Fig. A.1(d)) so that the SPP is less
affected by absorption. For operating frequencies of a Ti:sapphire laser (375 THz)
the propagation length amounts to ≈ 50 µm.

To achieve a stronger coupling of plasmonic resonances and to enhance light-
matter interaction in the Chapters 1 and 2 it is tempting to operate the systems
at frequencies ν < 250 in order to improve the cavity Q-factor. However, by
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considering the penetration depth of the electric field into the dielectric half-space,
i.e. e−1-decay length of intensity, the cavity wall height needs to be considerably
increased then. The penetration depth of the field into the dielectric (δd) and the
metal (δm) can be calculated according to

δd(ν) =
1
k0

∣∣∣∣Re[εm(ν)]+ εd(ν)

εd(ν)2

∣∣∣∣ 1
2

(A.3)

δm(ν) =
1
k0

∣∣∣∣Re[εm(ν)]+ εd(ν)

Re[εm(ν)]2

∣∣∣∣ 1
2

. (A.4)

The penetration depth into the metal and vacuum half-space are shown by
the dashed and solid black lines in Fig. A.1(d), respectively. While δm hardly
changes across the pictured frequency range δd is altered considerably. For ever
lower frequencies δd approaches, and even exceeds, the corresponding vacuum
wavelength since the SPP approaches the light line in the dispersion relation.

Operating the cavities at telecom frequencies hence requires rather high cavity
walls to prevent loss by interaction of SPPs with the upper edges. According to
equation (A.3) the penetration depth can be reduced by using dielectrics with a
high refractive index. However, this will also decrease the propagation length ac-
cording to (A.2). Hence, all parameters have to be weighed for optimum operation
of the desired functionality.
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A.2 Retrieving the nanoparticle systems of MIM experiments

The specific nanoparticles which facilitated laser-induced current injection in
metal-insulator-metal junctions have been found among 106 nanoparticles by com-
paring the investigated features of the spatially-resolved injected current and back-
reflected light to SEM images. Measurements and SEM images are taken at
different zoom levels so that the close-up of a nanoparticle can also be related to
overview images showing an area of approximately 0.09 mm2. This procedure
has been applied to both MIM systems presented in Chapter 3 and the results for
the TaOx-junction are shown in Fig. A.2 while the results for the AlOx-junction
are presented in Fig. A.3.

It should be noted that comparing the reflectivity of the bare surface to that at
the position of the nanoparticle provides no absolute information about the amount
of energy that has been absorbed by the particle-electrode system. For instance,
the reflectivity measured at the nanoparticle position decreases by 28% in the case
of the AlOx-junction. However, one should take into account that the nanoparticle
will inject surface plasmons and the associated energy cannot be monitored in the
back-reflection geometry. Furthermore, the Cassegrain objective can only collect
reflected light in a limited angular range. The objective also blocks light that is
reflected under normal incidence due to the geometry of the two spherical mirrors.
As a consequence, an appreciable amount of energy will be blocked especially for
dipolar emission.
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Fig. A.2: Retrieving the nanoparticles used for laser-induced current injection in the TaOx-junction:
SEM images, spatially resolved current injection and the collected reflected light. (a) Overview im-
ages. (b) Different zoom levels.
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Fig. A.3: Retrieving the nanoparticles used for laser-induced current injection in the AlOx-junction:
SEM images, spatially resolved current injection and the collected reflected light. (a) Overview im-
ages. (b) Different zoom levels.
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A.3 Derivation of the spatially-resolved energy density for pulsed
laser excitation

This section is dedicated to the derivation of the spatially-resolved absorbed
energy density

eabs(r) =
∞∫

0

ω0ε0 Im(εr(r,ω0))

π

∣∣∣R(r,ω) ·E(+)
in j (ω)

∣∣∣2 dω, (A.5)

as it is used in Chapter 3 for the evaluation of FDTD and heat diffusion simu-
lations. In this equation ω0 is the central angular frequency of the incident laser
pulse, ε0 the vacuum permittivity, εr the relative permittivity, R(r,ω) the complex
amplitude of the response function obtained from FDTD simulations and E(+)

in j (ω)

the positive part of the injected laser spectrum ([86], section 1.1).
Retrieving quantities from simulations in SI units is often cumbersome and the

detailed derivation is motivated by the following two issues: First, textbooks often
concentrate on continuous wave excitation which restricts the observable to an
absorbed power density (see e.g. equation (4.5) in this thesis) that is not suited
to describe the time-limited energy deposition of a laser pulse. Second, it may
be confusing whether the spectrum at positive frequencies or the spectrum of the
entire frequency domain needs to be inserted in equations, especially when the
definition of variables and quantities is slovenly. For instance, if the electric field
strength of the laser pulse in time-domain is known, the absolute amplitude of the
positive frequency spectrum

∣∣E(+)(ω)
∣∣ depends on the definition of the applied

Fourier transformation. In order to derive measurable quantities in both, time-
and frequency-domain, they have to obey Parseval’s theorem ([86], section 1.1),
which depends on the particular transformation.

First of all Poynting’s theorem will be derived for a medium that is homoge-
neous and linear, but exhibits dispersion and loss. To find an expression of the
related energy sink the derivation closely follows the corresponding derivation in
Jackson’s textbook Classical Electrodynamics ([151], section 6.8) and in Orfani-
dis’ script Electromagnetic Waves and Antennas ([230], section 1.11). The energy
sink is then related to pulsed laser excitation. Finally, a well-defined expression
for the absorbed energy density is presented which obeys Parseval’s theorem. Dur-
ing the steps an important approximation will be justified that allows to treat the
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problem in the small-bandwidth limit although an 8 fs laser pulse is used in the
evaluation of FDTD simulations.

The laser pulse is expressed through the real part of the electric field:

E (r, t) = E0(r, t)cos(ω0t), (A.6)

in which E0(r, t) is the pulse envelope and ω0 the central angular frequency.
The calligraphic notation E emphasizes that the vectorial quantity is made up of
spectral amplitudes at positive and negative frequencies. The representation in
time- and frequency-domain is linked by the Fourier transformation:

E (r,ω) =

∞∫
−∞

E (r, t)e−iωtdt

E (r, t) =
1

2π

∞∫
−∞

E (r,ω)eiωtdω.

(A.7)

Since the electric field E (r, t) is a real quantity its spectrum E (r,ω) can be
split into a positive and a negative half-space, which both independently carry the
entire information of the laser pulse ([86], section 1.1):

E (r,ω) = E(+)(r,ω)+E(−)(r,ω) (A.8)

in which

E(+)(r,ω) = E (r,ω) for ω ≥ 0 and

E(−)(r,ω) = 0 for ω < 0.

The spectral amplitude E(+)(r,ω) is a complex quantity. In sophisticated calcu-
lations it is recommended to write the temporal electric field as a complex quantity,
too:

Ẽ(r, t) = Ẽ0(r, t)e−iω0t , (A.9)

The tilde denotes a complex quantity in the following steps. The slowly varying
temporal amplitude Ẽ0(r, t) contains a small residual phase while the oscillating
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field is dominated by the central angular frequency ω0. Taking the real part of
(A.9) will directly result in (A.6) if a residual phase is absent.

Light-matter interaction classical electrodynamics is described by Maxwell’s
equations:

∇×E (r, t) =− ∂

∂ t
B(r, t) Faraday’s law (A.10)

∇×H (r, t) = Ji(r, t)+
∂

∂ t
D(r, t) Ampére’s law (A.11)

∇D(r, t) = ρ Gauss’s law (A.12)

∇B(r, t) = 0 no magnetic monpoles. (A.13)

Here, it is assumed that the current density Ji(r, t) is exclusively induced
by the applied electric field of the laser pulses and external source currents are
absent. The charge density ρ in Gauss’s law is the volume charge density. In
dielectric materials the interaction of light and matter is commonly described via
the polarisation of bound charges induced by the electric field:

P(r, t) = ε0

t∫
−∞

χe(t− τ)E (r,τ)dτ = ε0

∞∫
−∞

χe(t− τ)E (r,τ)dτ. (A.14)

Writing P(r, t) as a convolution indicates the presence of dispersion, i.e. the
polarisation at time t is influenced by the non-instantaneous response upon ex-
citation at time τ < t. In this connection it is assumed that the electronic sus-
ceptibility χe(t) is homogenous over all space and hence does not depend on a
specific position r. The susceptibility of a physical system is causal and obeys the
Kramer-Kronig relationship ([151], section 7.10). This allows to extend the upper
border of the integral in (A.14) to infinity since the material can only respond
subsequently to an excitation and hence χe(t < 0) = 0.

Another way to express the response of a material to an external field is given
by the electric displacement field D(r, t) which accounts for both, bound and free
charge carriers:
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D(r, t) = ε0

t∫
−∞

εr(t− τ)E (r,τ)dτ = ε0

∞∫
−∞

εr(t− τ)E (r,τ)dτ, (A.15)

in which the dielectric function ε(t) has been separated into the vacuum per-
mittivity ε0 and the relative permittivity εr(t). By writing the displacement field
D(r, t) as the sum of the electric field E (r, t) and the polarisation P(r, t), i.e.

D(r, t) = ε0E (r, t)+P(r, t), (A.16)

the dielectric function can be written as:

ε(t) = ε0δ (t)+ ε0χe(t) (A.17)

The equations (A.14), (A.15) and (A.17) are transformed into frequency-domain
by making use of the convolutions theorem:

P(r,ω) = ε0χe(ω)E (r,ω) (A.18)

D(r,ω) = ε0εr(ω)E (r,ω) (A.19)

ε(ω) = ε0 (1+χe(ω))︸ ︷︷ ︸
εr(ω)

(A.20)

The same procedure can be applied to Ohm’s law which connects the induced
electric current density Ji(r, t) with the applied electric field E (r, t) over the
conductivity σ(t) ([151], section 7.5):

Ji(r,ω) = σ(ω)E (r,ω) (A.21)

The temporal derivative of the electric displacement field in Ampére’s law
represents a polarisation current of bound electrons. To simplify the derivation the
dynamics of conduction electrons is included in the dielectric function in order
to obtain a single material parameter. Therefore, the Fourier transformation is
applied to both sides of Ampére’s law:
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∇×H (r,ω) = Ji(r,ω)− iωD(r,ω). (A.22)

Inserting (A.19) and (A.21) into equation (A.22) gives:

∇×H (r,ω) =−iω
(

ε(ω)− σ(ω)

iω

)
︸ ︷︷ ︸

εdl

E (r,ω). (A.23)

The dielectric function εdl(ω) describes the response of the combined system
of bound electrons and conduction electrons and it is hence suited to model the
response of gold in the visible and NIR spectral range. To keep notation simple
the subscript dl is omitted in the following derivation and ε(ω) includes the con-
tribution from bound and free charge carriers. The inverse Fourier transformation
of (A.23) leads to an alternative version of Ampére’s law,

∇×H (r, t) =
∂

∂ t
D(r, t), (A.24)

in which D(r, t) now incorporates the so-called Drude-Lorentz model.
In classical electrodynamics energy conservation is described by Poynting’s

theorem. The power current density flowing through the surface ∂V of an arbitrary
volume V can be represented by the divergence of the Poynting vector S (r, t) =
E (r, t)×H (r, t) ([151], section 6.7):

∇S (r, t) = H (r, t)(∇×E (r, t))−E (r, t)(∇×H (r, t))

=−H (r, t)
(

∂

∂ t
B(r, t)

)
−E (r, t)

(
∂

∂ t
D(r, t)

)
.

(A.25)

In a non-dispersive medium the right-hand side of (A.25) is usually written as
a rate that describes the change of the energy density of the electromagnetic field
inside the volume V . Therefore, −E Ḋ is often written as the time derivative of
E D/2. Here, this approach is not allowed since the electric field is incorporated in
the convolution of equation (A.15). Due to dispersion, ε(t) is not an instantaneous
response and hence cannot be written in terms of the Dirac delta-function δ (t).

To give equation (A.25) the form of a continuity equation that explicitly de-
scribes the loss of energy, which is transferred to the electronic system of the
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material, the term −E Ḋ is further examined. Likewise, all the following steps
can be applied to the magnetic field term −H Ḃ in an analogous manner. The
temporal derivative of the electric displacement D field can be written as:

∂

∂ t
D(r, t) =

∞∫
−∞

∂

∂ t
[ε(t− τ)] ·E (r,τ)dτ. (A.26)

By using the Fourier transformation the temporal derivative of the dielectric
function reads:

∂

∂ t
ε(t) =− i

2π

∞∫
−∞

ωε(ω)e−iωtdω. (A.27)

To further evaluate the integral in (A.27) it is assumed the the envelope of the
laser pulse Ẽ0(r, t) in (A.9) is a slowly varying function in time. More precisely, it
varies slowly relative to both, the inverse of the centre frequency ω0 and the inverse
of the frequency range over which ε(ω) changes appreciably ([151], section 6.8).
The corresponding spectrum E (r,ω) located at ω0 will be narrow, i.e. ∆ω � ω0,
and hence the term ωε(ω) in (A.27) is expanded in a Taylor series around ω0:

ωε(ω) = ω0ε(ω0)+
d(ωε(ω))

dω

∣∣∣∣
ω=ω0

(ω−ω0)+O(2)+ ... (A.28)

Terms of order O(2) and higher will be neglected. With this approximation
equation (A.27) can be written as:

∂

∂ t
ε(t) =

1
2π

∞∫
−∞

[
−iω0ε(ω0)+

d(ωε(ω))

dω

∣∣∣∣
ω=ω0

(−iω + iω0)

]
e−iωtdω

=−iω0ε(ω0)δ (t)+
d(ωε(ω))

dω

∣∣∣∣
ω=ω0

(
∂

∂ t
+ iω0

)
δ (t)

(A.29)

Using the above approximation for evaluation of the FDTD simulations in
Section 3.3.4 is justified by the fact that the dielectric function near ν0 = 375 THz
is dominated its real part which shows a rather linear behaviour in the range of
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the 8 fs laser spectrum (see Fig. A.1(a)). Inserting the result of the approximation
into equation (A.26) and replacing the real electric field by its complex notation
given in (A.9) yields:

∂ D̃(r, t)
∂ t

=

∞∫
−∞

[
−iω0ε(ω0)δ (t− τ)+

d(ωε(ω))

dω

∣∣∣∣
ω=ω0

(
∂

∂ t
+ iω0

)
δ (t− τ)

]
· ...

... · Ẽ0(r,τ)e−iω0τdτ

=

(
−iω0ε(ω0)+

d(ωε(ω))

dω

∣∣∣∣
ω=ω0

(
∂

∂ t
+ iω0

))
Ẽ0(r, t)e−iω0t

=

(
−iω0ε(ω0)Ẽ0(r, t)+

d(ωε(ω))

dω

∣∣∣∣
ω=ω0

[
∂

∂ t
Ẽ0(r, t)

])
e−iω0t

(A.30)

By substituting the dielectric function of the Drude-Lorentz model as ε(ω0) =

Re[ε(ω0)]+ i Im[ε(ω0)] in the previous equation, one obtains:

∂ D̃(r, t)
∂ t

=
(
−iω0Re[ε(ω0)]Ẽ0(r, t)+ω0Im[ε(ω0)]Ẽ0(r, t)+ ...

...+
d(ωε(ω))

dω

∣∣∣∣
ω=ω0

[
∂

∂ t
Ẽ0(r, t)

]
)e−iω0t

(A.31)

The imaginary part of the dielectric function incorporates the conductance ac-
cording to (A.25). A similar equation can be derived for the magnetic fields
H (r, t) and B(r, t). To retrieve measurable quantities time-averaging is applied
to the Poynting vector in (A.25):

∇〈S (r, t)〉=−
〈
E (r, t)Ḋ(r, t)

〉
−
〈
H (r, t)Ḃ(r, t)

〉
⇔ 1

2
∇Re

[
S̃(r, t)

]
=−1

2
Re
[

Ẽ∗(r, t)
∂

∂ t
D̃(r, t)

]
− 1

2
Re
[

H̃∗(r, t)
∂

∂ t
B̃(r, t)

]
,

(A.32)

in which S̃(r, t), Ẽ∗(r, t), D̃(r, t), H̃∗(r, t) and B̃(r, t) are phasor-like quantities
according to (A.9) and the asterisk denotes complex conjugation. The first term
on the right hand side is evaluated as follows:
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−1
2

Re
[

Ẽ∗(r, t)
∂

∂ t
D̃(r, t)

]
= ...

...
1
2

Re
(
{ω0Im[ε(ω0)]− iω0Re[ε(ω0)]} Ẽ∗0(r, t)Ẽ0(r, t)

)
+ ...

...+
d(ωε(ω))

dω

∣∣∣∣
ω=ω0

[
Ẽ∗0(r, t)

∂

∂ t
Ẽ0(r, t)

]
,

(A.33)

and hence

−1
2

Re
[

Ẽ∗(r, t)
∂

∂ t
D̃(r, t)

]
= ...

1
2

ω0Im[ε(ω0)]
∣∣Ẽ0(r, t)

∣∣2 + ∂

∂ t

(
Re

[
1
4

d(ωε(ω))

dω

∣∣∣∣
ω=ω0

]∣∣Ẽ0(r, t)
∣∣2) .

(A.34)

Repeating the same steps for the magnetic part leads to Poynting’s theorem:

∇
1
2

Re
[
S̃(r, t)

]
︸ ︷︷ ︸

jen

+...

...+
∂

∂ t

Re

[
1
4

d(ωε(ω))

dω

∣∣∣∣
ω=ω0

]∣∣Ẽ0(r, t)
∣∣2 +Re

[
1
4

d(ωµ(ω))

dω

∣∣∣∣
ω=ω0

]∣∣H̃0(r, t)
∣∣2

︸ ︷︷ ︸
ρen


...=−1

2
ω0Im[ε(ω0)]

∣∣Ẽ0(r, t)
∣∣2− 1

2
ω0Im[µ(ω0)]

∣∣H̃0(r, t)
∣∣2

(A.35)

According to (A.35), energy conservation is described by the energy current
density jen and the energy density ρen of the electromagnetic fields, while the
terms on the right hand side of the equation are interpreted as energy sinks. Since
only non-magnetic materials are considered in the present thesis the total loss is
described by the absorbed power density:

pabs(r, t) =
1
2

ω0Im[ε(ω0)]
∣∣Ẽ0(r, t)

∣∣2 , [pabs] =
W
m3 (A.36)
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in which Ẽ0(r, t) is the slowly varying envelope of the electric field. Equation
(A.36) is similar to the well-known description of the temporal intensity of a laser
pulse I(r, t) given in units of W m−2:

I(r, t) =
1
2

ε0cn
∣∣Ẽ0(r, t)

∣∣2 , [I(r, t)] =
W
m2 (A.37)

in which n as the refractive index and c as the speed of light. Integrating (A.37)
over all times then gives the fluence of the pulse (energy per unit area). The
amount energy is a measurable quantity and the associated information should
be accessible in both, time- and frequency-domain. This behaviour is formally
described by Parseval’s theorem which can be written as:

∞∫
−∞

I(r, t)dt =
1

2π

∞∫
−∞

I(r,ω)dω (A.38)

Parseval’s theorem as described in equation (A.38) is linked to the definition of
the Fourier transformations given in (A.7). Other definitions of the transformations
demand an adapted formulation of Parseval’s theorem. I(r,ω) is the spectral
intensity and it is expressed by:

I(r,ω) =
ε0cn

π

∣∣∣Ẽ(+)
(r,ω)

∣∣∣2 , [I(r,ω)] =
Js
m2 (A.39)

The same formalism holds for the derived absorbed power density in equation
(A.36) since it is also a measurable quantity. By considering Parseval’s theorem
and (A.36) the absorbed energy density in the frequency-domain can be written
as:

eabs =

∞∫
0

ω0ε0Im[εr(ω0)]

π

∣∣∣Ẽ(+)
(r,ω)

∣∣∣2 dω, [eabs] =
J

m3 (A.40)

Finally, it has to be taken into account that the spatially-resolved response func-
tion of the FDTD simulation R(r,ω) which relates the electric field amplitude
Ẽ(+)

(r,ω) at the position r to the peak amplitude E(+)
in j (ω) injected into the simu-

lation. Hence, the spatially resolved energy density is given by equation (A.5):
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eabs(r) =
∞∫
−∞

ω0ε0 Im(εr(r,ω0))

π

∣∣∣R(r,ω) ·E(+)
in j (ω)

∣∣∣2 dω. (A.41)
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A.4 Electric near-field distributions supporting the plasmonic Tavis-
Cummings model
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Fig. A.4: Near-field distribution of selected eigenmodes in the coupled antenna-EPAC system. (a)
High energy eigenmode Xnm3 as retrieved by the imaginary part of the response function R(x,z,ν =

388 THz). (b) Low energy eigenmode Xnm1 as retrieved by the imaginary part of the response function
R(x,z,ν = 365 THz). The contour plot in the background represents the overall field amplitudes Xnm3

and Xnm1. All arrows and the contour plots are scaled according to the decadic logarithm.
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Fig. A.5: Near-field distribution of the superposition of the Tavis-Cummings eigenmodesXnm3 and Xnm1

in the coupled antenna-EPAC system. (a) Symmetric superposition Xnm1 +Xnm3. (b) Anti-symmetric
superposition Xnm3 −Xnm1. All arrows and the contour plots are scaled according to the decadic
logarithm.
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