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Introduction

Strict polynomial functors were first defined by Friedlander and Suslin in
[14], using polynomial maps of finite dimensional vector spaces over a field k.
They showed that the category of strict polynomial functors of a fixed degree
d is equivalent to the category of modules over the Schur algebra Sk(n, d)
whenever n ≥ d, as we recall in Proposition 2.9. These algebras, named after
Issai Schur and originally used to describe the polynomial representations of
the general linear group, have been extensively investigated.

We give an equivalent description of the category of strict polynomial
functors, namely defining them as k-linear representations of the category
ΓdPk of divided powers

RepΓdk = Funk(Γ
dPk,Mk).

This provides an important structure on the category of strict polynomial
functors and hence on modules over the Schur algebra: The tensor product
on the category of divided powers induces in a natural way an internal tensor
product in the category of strict polynomial functors (defined in [21]), which
is defined for representable functors by

Γd,V ⊗Γdk
Γd,W := Γd,V⊗W

and can be extended to a general object, by recalling that every functor in
RepΓdk can be obtained as a colimit of representable functors.

An important application of this tensor product is the Ringel duality for
strict polynomial functors, that has been recently introduced by Touzé [32]
and Cha lupnik [3] and can be stated as the equivalence

Λd ⊗L
Γdk
− : D(RepΓdk)

∼−→ D(RepΓdk)

where, in particular, Λd ⊗L
Γdk

Λd ∼= Sd.

Ringel duality yields relations between representation theory of Schur
algebras and algebraic topology (cf. [32] for more details) and makes possible
to translate results which are well known in one area in unknown results in
the other one.

The aim of the first part of this thesis is to understand better the monoidal
structure on the category RepΓdk given above. We follow the description and
the notations given in [21].
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In order to describe the internal tensor product more explicitly we make
use of the monoidal structure on the category of representations of the sym-
metric group. In fact, observing that EndΓdk

(Γω) ∼= kSd, for ω = (1, . . . , 1),
yields a functor

F = HomΓdk
(Γω,−) : RepΓdk → kSdMod

which allows us to compare both monoidal structures. It turns out that the
structure is preserved under the functor F . This yields explicit formulae for
the tensor product of some particular polynomial functors. The following is
the main result of the first part, and comes from a joint work with Rebecca
Reischuk [2]. The functor

F = HomΓdk
(Γω,−) : RepΓdk → kSdMod

preserves the monoidal structure defined on strict polynomial functors, i.e.

HomΓdk
(Γω, X ⊗Γdk

Y ) ∼= HomΓdk
(Γω, X)⊗k HomΓdk

(Γω, Y ) (0.1)

If we identify RepΓdk with the category ModSk(n, d), the functor F is the
equivalent of the Schur functor discussed by Green ([18], 6.1). In order to
avoid confusion, we do not use this name for F . We will namely call Schur
functors the functors Sλ defined by Akin, Buchsbaum and Weyman in [1],
which, together with their duals Wλ play an important role in the second
part.

In the second part, we discuss the Cauchy filtration in the context of
strict polynomial functors. We define functors Fλ and show that there is a
filtration

0 = F∞ ⊂ F(d) ⊂ F(d−1,1) ⊂ · · · ⊂ F(2,1,...,1) ⊂ F(1,...,1) = Γd(V ⊗W ) (0.2)

The aim of the second part is to prove the following (Theorem 5.11).
For any partition λ, denote by λ+ the partition successive to λ with

respect to the lexicographic order. We have an isomorphism

WλV ⊗k WλV ∼= Fλ/Fλ+ (0.3)

so that the associated graded object of (0.2) is⊕
λ

WλV ⊗WλW

where λ runs over all partitions of weight d.
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If k is a field of characteristic 0, all inclusions of the above filtration split
and it yields a direct sum decomposition

Γd(V ⊗W ) =
⊕
λ

WλV ⊗WλW, (0.4)

which we call Cauchy Decomposition. In the above situation we will say,
following [1], that the decomposition (0.4) holds up to filtration in positive
characteristic. From (0.4), we reobtain the Cauchy Formula for symmetric
functions ∏

i,j

(1− xiyj)−1 =
∑
λ

sλ(x)sλ(y), (0.5)

by computation of characters (cf. Section 4.3.1). Hence, the Cauchy filtration
can be seen as the categorification of the Cauchy Formula.

In the literature there are some statement of a dual result, a Cauchy
filtration for the symmetric algebra functor, from which (0.2) can be obtained
by duality, but this seems to be quite complicated. Moreover, the derived
powers functors are very important in the study of the category RepΓdk, since
they give all projective objects. For this reason it is worth to give a more
direct and easier proof.

The Cauchy filtration has a long history and has been stated in many
contexts.

The formula (5.1) for symmetric functions can be already deduced from
the work of Cauchy [4].

Akin, Buchsbaum and Weyman [1] prove a decomposition of the symmet-
ric algebra in terms of Schur functors

S(V ⊗W ) =
⊕
λ

Sλ(V )⊗ Sλ(W ),

which holds up to filtration in positive characteristic, from which (0.2) follows
by duality, since (Γd)◦ ∼= Sd.

De Concini, Eisenbud and Procesi [7] give the same result, with a very
different language: they prove a characteristic free decomposition of R =
k[Xij], which holds up to filtration, into G = GL(n, k)×GL(m, k) modules

R ∼=
∑

Lσ ⊗k σL,

where the action is given by A−1XijB, for (A,B) ∈ G and the modules
Lσ are a characteristic-free version of the distinct polynomial irreducible
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representations of general linear groups, indexed by partitions and given by
Schur in his thesis for k a field of characteristic zero.

Moreover, the Cauchy filtration is an important ingredient in the proof
that repΓdk is an highest weight category, where the functors Wλ and Sλ give
the costandard and standard objects (cf. [22], Theorem 7.1). Since we have
an equivalence repΓdk

∼= mod Sk(n, d) between strict polynomial functors
and modules over Schur algebras, it can equivalently be proved that Sk(n, d)
is a quasi-hereditary algebra [5]. This has been first done by S. Donkin
[9], where an equivalent of the Cauchy filtration is given in terms of good
filtrations of the injective modules over generalized Schur algebras.

We work over an arbitrary commutative ring k. We start by recalling some
basic definitions concerning partitions and tableaux, which will be needed in
the following chapters. In the second section, we collect some material about
strict polynomial functors and the description of the internal tensor product
given in [21].

In the third chapter we focus our attention on representations of the sym-
metric group Sd. In particular, we consider the kSd-module structure on
the d-th tensor power of a free k-module E and its decomposition into per-
mutation modules. We calculate the tensor product of permutation modules
and its decomposition. We show that the functor F maps certain important
projective objects in the category of strict polynomial functors to the per-
mutation modules. For this an essential ingredient is the parametrization of
morphisms of these objects given by Totaro [30]. Finally we prove that F is
a monoidal functor (cf. [26, XI.2] for the definition).

In the fourth section we assume that k is a field of characteristic 0. In
this case, the functor F induces an equivalence between strict polynomial
functors and representations of the symmetric group. Moreover we explain
and use the connection to symmetric functions.

The last section is dedicated to the Cauchy filtration, that we state as a
decomposition of the divided power functor, following [22] and [19]. This is
the dual of the filtration given for symmetric powers by Akin, Buchsbaum
and Weyman [1, Theorem III.1.4]. Hashimoto and Kurano extend the result
of [1] to chain complexes and obtain a more general version of (0.2) as a
corollary. Here we want to give a direct proof, following some of the methods
used by [1] and exploiting the universality of the involved functors. We
conclude by showing how the Cauchy Formula for symmetric functions can
be obtained from (0.2) by computation of characters and discuss how the
formula can be deduced from Cauchy’s work.
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1 Preliminaries

A lot of the objets that we consider in this work are defined with the help of
partitions and Young diagrams or indexed by them. In this first section we
want to collect some material that will be useful in the following chapters.

1.1 Compositions and Partitions

Given two positive integers n, d, we will call an n-tuple of non negative in-
tegers λ = (λ1, . . . , λn) such that

∑n
i=1 λi = d a composition of d in n parts.

The set of all compositions of d in n parts will be denoted by Λ(n, d). A
composition λ ∈ Λ(n, d) with the property λ1 ≥ λ2 ≥ . . . ≥ λn will be called,
as usual, a partition of d. Let Λ+(n, d) denote the set of all partitions of d
in n parts. Also write Λ(d) and Λ+(d) for the sets of all compositions and
of all partitions of d, respectively. Finally, one can consider also the sets of
all compositions Λ and of all partitions Λ+. If λ is a composition we denote
by |λ| =

∑
i λi its weight. For λ ∈ Λ+, we denote by l(λ) its length, i.e. the

number of its nonzero terms. The conjugate partition λ̃ of a partition λ, is
the partition whose jth part λ̃j equals the number of terms of λ which are
greater than or equal to j.

We can consider the union of two partitions as follows. If λ ∈ Λ+(r, d)
and µ ∈ Λ+(s, e), then λ∪µ ∈ Λ+(r+s, d+e) is the unique partition obtained
by reordering the elements of the composition (λ1, λ2, . . . , λr, µ1, µ2, . . . , µs).

For positive integers n, d, we consider on the set Λ+(n, d) two orderings:

• The domincance order is defined as follows. We have µ E λ if∑l
i=1 µi ≤

∑l
i=1 λi for all 1 ≤ l ≤ n. This is a partial ordering.

• The lexicographic order is given in the following way. We have µ ≤ λ if
for some integer s, 1 ≤ s ≤ n, µi = λi for all i < s and µs ≤ λs. This
is a total ordering.

The dominance order implies the lexicographic order, i.e. if µ E λ, then
µ ≤ λ.

We will need to consider the following set of matrices defined by two
compositions. For λ ∈ Λ(m, d) and µ ∈ Λ(n, d) define

Aλµ = {A = (aij) ∈Mm×n(N0)| λi =
∑
j

aij, µj =
∑
i

aij}. (1.1)

Notice that every matrix in Aλµ can be seen as a composition of d in mn
parts.



1 Preliminaries 9

Example 1.1. Let λ = (3, 1) ∈ Λ(2, 4) and µ = (2, 1, 1) ∈ Λ(3, 4). Then Aλµ
consists of the following matrices:(

2 1 0
0 0 1

)
,

(
2 0 1
0 1 0

)
,

(
1 1 1
1 0 0

)
.

1.1.1 Orbits of multi-indeces

Multi-indeces are useful to decribe bases of some modules, such as tensor
powers of a k-module. A permutation of the factors of a tensor product can
be seen as an action of the symmetric group on the indeces of the elements
of a basis. Compositions will help to describe the orbits of this action.

For positive integers n, d let

I(n, d) := {i = (i1 . . . id) | 1 ≤ il ≤ n}

be the set of d-tuples of positive integers smaller equal than n. The symmetric
group Sd acts naturally on the right on I(n, d) by iπ = (iπ(1), . . . , iπ(d)). For
any d-tuple i ∈ I(n, d) let the content of i be the vector α = (α1, . . . , αn)
such that, for each 1 ≤ l ≤ n, αl equals the number of the entries of i that are
equal to l. This can be seen as a composition of d in n parts. If λ ∈ Λ(n, d)
is the content of i, we say that i belongs to λ (and write i ∈ λ). Clearly, the
content of a d-tuple is invariant under permutation of the entries. Hence,
Λ(n, d) can be seen as the set of all Sd-orbits of I(n, d). We write i ∼ j to
indicate that the elements i and j are in the same orbit. We will also consider
the action of Sd on I(n, d) × I(n, d) and write (i, j) ∼ (i′, j′) iff i ∼ i′ and
j ∼ j′.

1.2 Young diagrams and Tableaux

It is useful to associate to a partition λ ∈ Λ+(n, d) a diagram. This is the set
of ordered pairs (i, j) ∈ N2 with i ≥ 1 and i ≤ j ≤ λi. Graphically, we can
represent a diagram by drawing a square for each pair.

For example, the diagram of λ = (5, 3, 2, 2, 1) will look like

Using diagrams, one can see that if λ is a partition, then λ̃ is the partition
whose jth term is the number of squares in the jth column of the diagram
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of λ, where columns are counted from left to right. It is therefore clear that
|λ| = |λ̃|. In the example above, the diagram of λ̃ is

The representation of a partition λ by using boxes is usually called the Young
diagram of λ and denoted by ∆λ.

If S is a totally ordered set and λ ∈ Λ+(n, d) a partition, a tableau of
shape λ with values in the set S is a function from ∆λ to S, i.e. a filling of
the Young diagram of λ. Denote by Tabλ(S) the set of all tableaux of shape
λ and values in S. If S = {1, . . . , n} = [n], we will write Tabλ(n) instead of
Tabλ([n]).

A tableau T ∈ Tabλ(S) is called row-standard if its entries are strictly
increasing along each row and column-standard if the columns are weakly
increasing. We denote by Tabrsλ (S) and by Tabcsλ (S) the sets of row-standard
and column-standard tableaux with entries in S, respectively. A standard
tableau is both row- and column-standard. Write Tabsλ(S) for the set of
standard tableaux.

Dually, T is called row-costandard if its entries are weakly increasing along
each row and column-costandard if the columns are strictly increasing. A
costandard tableau is both row- and column-costandard. As before, denote
by Tabrcλ (S), Tabccλ (S) the sets of row-costandard and column-costandard
tableaux and by Tabcλ(S) the set of costandard tableaux. We may want to
consider all tableaux of a given weight d, that is tableaux of shape λ for all
partitions λ of d. In this case, we will write Tabd(S) and use superscripts
as above if we want to restrict to (row-/column-) standard or costandard
tableaux.

Example 1.2. The tableau
1 2 3
1 3

is standard but not costandard.

For a tableau T ∈ Tabλ(n) with λ ∈ Λ+(r, d), we call the composition
µ ∈ Λ(n, d), where µi equals the number of times the element i occurs in T ,
the content of T and write c(T ) = µ.

Example 1.3. The content of the tableau in the example above is given by
µ = (2, 1, 2).

We have the following easy result.
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Lemma 1.1. Let λ and µ be partitions of weight d. There exist a costandard
tableau of shape λ and content µ if and only if µ E λ. There exist a standard
tableau of shape λ and content µ if and only if µ̃ E λ̃. Here we consider the
dominance order.

Proof. Let µ E λ and consider the tableau S of shape λ defined as follows.
If we count the boxes from the right to the left, from the top to the bottom,
the entries of the first µ1 boxes of S are equal to 1, the following µ2 boxes
have entries equal to 2 and so on. This is a costandard tableau because of the
condition µ E λ. Conversely, assume that there exists a costandard tableau
T of shape λ and content µ. Since the entries of T are strictly increasing
along columns, we can only have entries equal to 1 in the first row of T .
Hence, λ1 ≥ µ1. For the same reason, entries equal to 2 can only occur in
the first two rows, thus λ1 + λ2 ≥ µ1 + µ2 and so on. It follows µ E λ. The
proof for standard tableaux is analogue.
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2 Strict polynomial functors

In this section, following [21], we define strict polynomial functors as the
category of k-linear representations of the category of divided powers, for
an arbitrary commutative ring k. In particular, we recall the definition the
internal tensor product for strict polynomial functors given in [21, (2.5)]. We
recall some properties and results.

We fix a commutative ring k. Let Pk denote the category of finitely
generated projective k-modules For each V,W ∈ Pk, denote by V ⊗W their
tensor product over k and by Hom(V,W ) the group of k-linear maps V → W .
This provides two bifunctors

−⊗− : Pk × Pk −→ Pk

Hom(−,−) : (Pk)
op × Pk −→ Pk

with a natural isomorphism

HomPk(U ⊗ V,W ) ∼= HomPk(U,Hom(V,W )).

Moreover we have the a duality

(−)∗ : (Pk)
op −→ Pk

defined by the functor sending V to V ∗ = Hom(V, k).
For U, V,W, V ′,W ′ in Pk one has natural isomorphisms

V ∗ ⊗W ∼= Hom(V,W )

Hom(U, V )⊗W ∼= Hom(U, V ⊗W )

Hom(V,W )⊗ Hom(V ′,W ′) ∼= Hom(V ⊗ V ′,W ⊗W ′).

(2.1)

2.1 The category of divided powers

For a non negative integer d, denote by Sd the symmetric group permuting
d elements. For any V ∈ Pk, Sd acts on the right on the tensor power V ⊗d

by permuting the factors of the tensor product, i.e.

for vi ∈ V, σ ∈ Sd, (v1 ⊗ . . .⊗ vd)σ = vσ(1) ⊗ . . .⊗ vσ(d).

The elements of V ⊗d which are invariant under this action form a submodule
(V ⊗d)Sd ⊂ V ⊗d, that we denote Γd(V ) and call the module of divided powers
of degree d. Set Γ0V ∼= k.

To check that ΓdV is in Pk it suffices to observe that ΓdV is a finitely
generated free k-module, provided that V is free finitely generated. Thus,
we have the following (cf. [12, Proposition 4.2])
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Proposition 2.1. For V,W ∈ Pk and for any non negative integer d there
is a natural map

ψd : ΓdV ⊗ ΓdW → Γd(V ⊗W )

given by the restriction of the isomorphism

V ⊗d ⊗W⊗d ∼ // (V ⊗W )⊗d .

Also, we have a natural isomorphism Γdk ∼= k. This morphisms endow Γd

with a structure of a symmetric monoidal functor Γd : Pk → Pk.

Definition 2.2. The category of degree d divided powers ΓdPk is given as
follows. The objects of ΓdPk are same objects as of Pk. Moreover, the
morphisms between two objects V and W are given by

HomΓdPk(V,W ) := Γd Hom(V,W ) = (Hom(V,W )⊗d)Sd .

The composition is induced by the symmetric monoidal structure on Γd from
Proposition 2.1.

Note that HomΓdPk(V,W ) can be identified with Hom(V ⊗d,W⊗d)Sd where
for σ ∈ Sd, f ∈ Hom(V ⊗d,W⊗d) and vi ∈ V the action is given by

fσ(v1 ⊗ · · · ⊗ vd) := f((v1 ⊗ · · · ⊗ vd)σ−1)σ = f(vσ−1(1) ⊗ · · · ⊗ vσ−1(d))σ.

In other words, the set of morphisms HomΓdPk(V,W ) is isomorphic to the set
of Sd-equivariant morphisms from V ⊗d to W⊗d.

2.2 The category of strict polynomial functors

Definition 2.3. The category of strict polynomial functors of degree d over
k is the category of k-linear representations of ΓdPk

RepΓdk = Funk(Γ
dPk,Mk),

where Mk denotes the category of k-modules. The morphisms between two
strict polynomial functors X, Y are denoted by HomΓdk

(X, Y ).

A strict polynomial functor X is called finite if X(V ) ∈ Pk for any V ∈
Pk. The full subcategory of finite strict polynomial functors is denoted by
repΓdk = Funk(Γ

dPk,Pk).

The category RepΓdk is abelian with infinite exact direct sums, further
repΓdk ⊂ RepΓdk is an exact subcategory.

Classical examples of strict polynomial functors of degree d, for d any non
negative integer, are
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• The divided power functor Γd, as already observed;

• The symmetric power functor Sd, defined by

SdV := V ⊗d/〈v ⊗ w − w ⊗ v, v, w ∈ V 〉;

Namely, for each d ≥ 0, the k-module SdV is free provided that V is
free. Thus SdV belongs to Pk for all V ∈ Pk and this gives a functor
ΓdPk → Pk, since the ideal generated by elements of the form v ⊗ w −
w ⊗ v is invariant under the action of Sd on V ⊗d.

• The exterior power functor Λd, defined by

ΛdV := V ⊗d/〈v ⊗ v, v ∈ V 〉.

For each d ≥ 0, the k-module ΛdV is free provided that V is free. Thus
ΛdV belongs to Pk for all V ∈ Pk and this gives a functor ΓdPk → Pk,
since the ideal generated by elements of the form v ⊗ v is invariant
under the action of Sd on V ⊗d.

All functors listed above are finite: Γd, Sd,Λd ∈ repΓdk.

2.2.1 Representable functors

For any module V ∈ ΓdPk, denote by Γd,V the functor represented by V , i.e.

Γd,V := HomΓdPk(V,−).

In other words,
Γd,V (W ) = Γd Hom(V,W ).

By the Yoneda lemma, for any F ∈ RepΓdk, we have

HomΓdk
(Γd,V , F ) = F (V ),

hence Γd,V is a projective object of RepΓdk and repΓdk.
Via the Yoneda embedding

(ΓdPk)
op → RepΓdk

V 7→ Γd,V

the category (ΓdPk)
op can be identified with the full subcategory of RepΓdk

consisting of all representable functors.

Example 2.1. For any non negative integer d, the divided power functor of
degree d is the representable functor represented by k. In fact, for every
W ∈ ΓdPk we have

ΓdW ∼= Γd Hom(k,W ) = Γd,k(W ).
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2.2.2 Colimits of representable functors

Representable functors are particularly important in this discussion, because
every object in RepΓdk can be obtained as a colimit of them. This is an
analogue of a free presentation of a module over a ring, see [26, III.7] and
will make possible to give some definitions or to show some results with the
help of representable functors and to extend them to arbitrary objects, by
using colimits.

In our situation this can be done as follows. Let X be an object in RepΓdk
and V ∈ ΓdPk. By the Yoneda lemma, every element v ∈ X(V ) corresponds
to a natural transformation Fv : Γd,V → X. Let

CX = {Fv : Γd,V → X | V ∈ ΓdPk, v ∈ X(V )}

be the category whose objects are natural transformations Fv from repre-
sentable functors Γd,V to X, where V runs through all elements in ΓdPk, and
where a morphism between Fv and Fw, with v ∈ X(V ), w ∈ X(W ), is given
by a natural transformation φv,w : Γd,V → Γd,W such that Fv = Fw ◦ φv,w.
Define FX : CX → RepΓdk to be the functor sending a natural transformation
Fv to its domain, the representable functor Γd,V . Then X = colimFX .

2.2.3 Duality

Given a representation X ∈ RepΓdk, its dual X◦ is defined by

X◦(V ) = X(V ∗)∗.

For all X, Y ∈ RepΓdk we have a natural isomrphism

HomΓdk
(X, Y ◦) ∼= HomΓdk

(Y,X◦).

The evaluation morphism X → X◦◦ is an isomorphism when X takes values
in Pk.

Example 2.2. • The divided power functor Γd and the symmetric power
functor Sd are dual to each other. It follows easily from the definitions
that Sd ∼= (Γd)◦;

• There is a natural isomorphism Λd(V ∗) ∼= (ΛdV )∗, induced by

(f1 ∧ . . . ∧ fd)(v1 ∧ . . . ∧ vd) = det(fi(vj)),

and therefore (Λd)◦ ∼= Λd.
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2.2.4 External tensor product

Definition 2.4. For non-negative integers d, e and functors X ∈ RepΓdk and
Y ∈ RepΓek we define the external tensor product

−⊗− : RepΓdk ⊗ RepΓek −→ RepΓd+e
k

as follows. On objects it is given by

(X ⊗ Y )(V ) = X(V )⊗k Y (V ),

where ⊗k denotes the usual tensor product of k-modules, and on morphisms
via the natural inclusion

Γd+e Hom(V,W )
∼−→ (Hom(V,W )(d+e))Sd+e ↪→ (Hom(V,W )(d+e))Sd×Se

∼−→ Γd Hom(V,W )⊗ Γe Hom(V,W )

Of course, we can consider the tensor product of several functors. In
particular, for positive integers n, d and a composition λ = (λ1, λ2, . . . , λn)
of d in n parts, we can take

Γλ = Γλ1 ⊗ · · · ⊗ Γλn ∈ RepΓdk

where Γλ1,k ∈ RepΓλ1
k , . . . ,Γ

λn,k ∈ RepΓλnk . Analogously, we can define

Sλ = Sλ1 ⊗ . . .⊗ Sλn and Λλ = Λλ1 ⊗ . . .⊗ Λλn .

Example 2.3. If we denote by (d) the partition of d having only one entry,
we clearly have Γ(d) ∼= Γd.

2.2.5 The tensor product of strict polynomial functors

For V,W in Pk, the usual tensor product V ⊗k W of k-modules induces a
tensor product on ΓdPk, the category of divided powers. It coincides on
objects with the one for Pk and on morphisms it is given via the following
composite:

Γd Hom(V, V ′)× Γd Hom(W,W ′)→ Γd(Hom(V, V ′)⊗ Hom(W,W ′))

∼−→ Γd Hom(V ⊗W,V ′ ⊗W ′).

This last tensor product induces a tensor product for strict polynomial func-
tors via the Yoneda embedding, which as been defined in [21].
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Definition 2.5. The internal tensor product on RepΓdk, is given for repre-
sentable functors Γd,V and Γd,W in RepΓdk as follows

Γd,V ⊗Γdk
Γd,W := Γd,V⊗W .

For arbitrary objects X and Y in RepΓdk define

Γd,V ⊗Γdk
X := colim(Γd,V ⊗Γdk

FX),

X ⊗Γdk
Y := colim(FX ⊗Γdk

Y ),

where Γd,V ⊗Γdk
FX resp. FX ⊗Γdk

Y is the functor sending the natural trans-

formation Fv to Γd,V ⊗Γdk
FX(Fv) resp. FX(Fv) ⊗Γdk

Y .

In other words, −⊗Γdk
− is the unique bifunctor RepΓdk×RepΓdk → RepΓdk

wich commutes with colimits in both arguments and extends the bifunctor
−⊗− : ΓdPk × ΓdPk → ΓdPk via the Yoneda embedding.

The tensor unit is given by

IΓdk
:= Γd,k ∼= Γ(d).

2.2.6 Graded representations and exponential functors

It is sometimes convenient to consider the category∏
d≥0

RepΓdk

consisting of graded representations X∗ = (X0, X1, X2, . . .). We say that X∗

is finite if X i ∈ repΓik for all i ≥ 0. The tensor product X⊗Y of two graded
representations X, Y is defined in degree d by

(X ⊗ Y )d =
∑
i+j=d

X i ⊗ Y j.

The classical polynomial functors we considered so far also yield examples of
graded functors

Γ∗ = (Γ1,Γ2,Γ3, . . .),

S∗ = (S1, S2, S3, . . .),

Λ∗ = (Λ1,Λ2,Λ3, . . .).

Moreover, they satisfy another interesting property (cf. [13] or [31])
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Definition 2.6. An exponential functor is a finite graded functor

X∗ = (X0, X1, X2, . . . , Xn, . . .)

together with natural isomorphisms

X0(V ) ∼= k, Xn(V ⊕W ) ∼=
n⊕

m=o

Xm(V )⊗k Xn−m(W ), n > 0.

The functors Γ∗, Λ∗ and S∗ are often called classical exponential functors.
From the exponential property for the graded divided power functor, it

follows that, for each positive integer n, one obtains in degree d a decompo-
sition

Γd,k
n

=
d∑
i−0

(Γd−i,k
n−1 ⊗ Γi)

and using induction a canonical decomposition [21, (2.8)]

Γd,k
n

=
⊕

λ∈Λ(n,d)

Γλ, (2.2)

where Λ(n, d) denotes the set of compositions of d in n parts.
The decomposition of divided powers has the following consequence

Proposition 2.7. The category of finitely generated projective objects in
RepΓdk is equivalent to the category addΓ of direct summands of finite direct
sums of functors Γλ, where λ ∈ Λ(n, d) is any composition and n a non
negative integer.

Proof. As we already observed it follows from Yoneda lemma that repre-
sentable functors are projective. For any V ∈ ΓdPk the functor Γd,V is a
direct summand of a direct sum of copies of Γd,k

n
for some n. Hence every

representable functor admits a decomposition of the form (2.2) and it follows
easily that every element in addΓ is finitely generated projective.

2.2.7 Representations of Schur algebras

Schur algebras are finite dimensional algebras named after Issai Schur by
J.A. Green (and extensively treated in [18]), that are very important in the
representation theory of general linear groups. As showed by Friedlander and
Suslin in [14], they are closely related to strict polynomial functors.

Definition 2.8. For n, d positive integers, define the Schur algebra as

Sk(n, d) = EndkSd((k
n)⊗d) = EndΓdk

(Γd,k
n

)op.
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We want to describe a basis for Sk(n, d) explicitly. To do this, observe
that, if E = kn, the set I = I(n, d) = {i = (i1, . . . , id) | 1 ≤ il ≤ n}
naturally indexes a basis of the dth tensor power E⊗d. Namely, for a fixed
basis {e1, . . . , en} of E, write

ei = ei1 ⊗ · · · ⊗ eid for i = (i1, . . . , id) ∈ I.

An element θ ∈ Endk(E
⊗d) has a matrix, say (Tij), relative to the basis

{ei | i ∈ I} given above. Here, Tij ∈ k and i and j run independently over

the set I. The action of Sd on I induces an action on E⊗d by

eiπ = eiπ, for all i ∈ I, π ∈ Sd.

It follows that θ lies in EndkSd((k
n)⊗d) if and only if

(Tiπjπ) = (Tij) for all i, j ∈ I, π ∈ Sd. (2.3)

Consequently, EndkSd(E
⊗d) has a k-basis in one-to-one correspondence

with the set Ω of all Sd-orbits on I × I, with respect to the action given by
(i, j)π = (iπ, jπ), for any (i, j) ∈ I × I and π ∈ Sd. Namely, if ω is such an

orbit, define the corresponding basis element θω to be that θ ∈ Endk(E
⊗d)

whose matrix (Tij) has Tij = 0 or 1 according as (i, j) ∈ ω or not. For
ω ∈ Ω and (i, j) ∈ ω any representative, denote by ζi,j the corresponding

basis element of EndkSd(E
⊗d). As a k-space the Schur algebra Sk(n, d) has

basis

{ζi,j | i, j ∈ I}, where ζi,j = ζp,q if and only if (i, j) ∼ (p, q). (2.4)

It is a well known result (cf. [18], p.67) that, for every integer N ≥ n ≥ d
the k-algebras Sk(n, d) and Sk(N, d) are Morita equivalent, i.e. we have an
equivalence of categories Sk(n, d)Mod ∼= Sk(N, d)Mod. Moreover, we have
the following

Proposition 2.9. ([14, Theorem 3.2]) If n ≥ d there is an equivalence of
categories RepΓdk

∼= ModEndΓdk
(Γd,k

n
) = Sk(n, d)Mod.

Proof. If P ∈ RepΓdk is a small projective generator, that is P is projec-
tive and the functor HomΓdk

(P,−) is faithful and preserves set-indexed direct
sums, then

HomΓdk
(P,−) : RepΓdk → ModEndΓdk

(P )

is an equivalence of categories. The representable functors Γd,V with V ∈ Pk
form a family of small projective generators by Yoneda lemma. If n ≥ d,
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the functors Γλ with λ ∈ Λ(n, d) also form a family of small projective gen-
erators because of the decomposition (2.2). Thus P = Γd,k

n
is a small pro-

jective generator. Now the assertion follows by observing that EndΓdk
(P ) =

EndSd((k
n)⊗d) = Sk(n, d).

2.2.8 Weight spaces

Let V be a free k-module with basis {v1, . . . , vn} and X ∈ RepΓdk any func-
tor. The canonical decomposition (2.2) yields a decomposition of X(V ) into
weight spaces.

Lemma 2.10. Let µ ∈ Λ(n, d) and set V = kn. For X ∈ RepΓdk there are
natural isomorphisms

HomΓdk
(Γµ, X)−̃→HomSk(n,d)(Γ

µ(V ), X(V ))−̃→X(V )µ

which induce a decomposition

X(V ) =
⊕

µ∈Λ(n,d)

X(V )µ where HomΓdk
(Γµ, X)−̃→X(V )µ.

Proof. Consider, for each µ ∈ Λ(n, d), the composition of

HomΓdk
(Γµ, X)−̃→HomSk(n,d)(Γ

µ(V ), X(V ))

Φ 7→ ΦV

(2.5)

and

HomSk(n,d)(Γ
µ(V ), X(V ))−̃→X(V )µ

ψ 7→ ψ(v⊗µ1

1 ⊗ . . .⊗ vµnn ).
(2.6)

The first map is an isomorphisms because of the equivalence given in Propo-
sition 2.9. For the second isomorphism we identify EndΓdk

(V ) ∼= Sk(n, d) and

note that v⊗µ1

1 ⊗ . . .⊗ vµnn generates Γµ(V ) as an Sk(n, d)-module.
Now, the canonical decomposition (2.2) induces, via the Yoneda isomor-

phism
HomΓdk

(Γd,V , X)−̃→X(V ),

the decomposition

X(V ) =
⊕

µ∈Λ(n,d)

X(V )µ with HomΓdk
(Γµ, X)−̃→X(V )µ.
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We observe that the duality preserves the weight space decomposition.

Lemma 2.11. Let µ ∈ Λ(n, d) and set V = kn. For X ∈ RepΓdk there is a
natural isomorphism

X◦(V )µ ∼= X(V ∗)∗µ.

defined in the previous section

Proof. We have

HomΓdk
(Γd,V , X◦) ∼= X◦(V ) = X(V ∗)∗ ∼= HomΓdk

(Γd,V
∗
, X)∗.

Now use Lemma 2.10 and the canonical decomposition

Γd,k
n

=
⊕

µ∈Λ(n,d)

Γµ ∼= Γd,V
∗
.

2.3 The algebra of divided powers

Given V ∈ Pk, set ΓV =
∑

d≥0 ΓdV . For any V ∈ Pk and any pair of non
negative integers d, e the inclusion Sd × Se ⊆ Sd+e induces two natural
maps.

The first one Γd+e → ΓdV ⊗ ΓeV is given by

(V ⊗d+e)Sd+e ⊆ (V ⊗d+e)Sd×Se ∼= (V ⊗d)Sd ⊗ (V ⊗e)Se (2.7)

and the second map ΓdV ⊗ ΓeV → Γd+e sends x⊗ y ∈ ΓdV ⊗ ΓeV to the
multiplication

xy =
∑

g∈Sd+e/Sd×Se

g(x⊗ y). (2.8)

This multiplication gives ΓV the structure of a commutative k-algebra.
Suppose that V is a free k-module with basis {v1, . . . , vn}. Then the elements

vλ =
n∏
i=1

v⊗λii (2.9)

with λ ∈ Λ(n, d) form a k-basis of ΓdV .

Remark 2.12. Observe that, if we multiply two tensor powers of the same
element v ∈ V , we obtain an integer multiple of their tensor product

v⊗dv⊗e =
∑

g∈Sd+e/Sd×Se

g(v ⊗ v) = c v⊗d+e,

where c = |Sd+e/Sd ×Se|.
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2.4 Young tableaux and bases

Let V ∈ Pk be a free module and fix a basis {v1, . . . , vn}. With the help of
Young tableaux, defined in the first chapter, we want to describe k-bases of
the free modules ΓλV and ΛλV for any λ ∈ Λ(r, d) and any non negative
integer r. Notice that, since (the isomorphism classes of) ΓλV and ΛλV
do not depend on the order of the parts of λ, and since every composition
ν ∈ Λ(r, d), after reordering of parts, gives rise to a unique partition λ, it
is enough to consider the case λ ∈ Λ+(r, d). Consider the set Tabλ(n) of
tableaux of shape λ and entries {1, . . . , n}.

Given T ∈ Tabλ(n), let T (i, j) denote the entry of the box (i, j) of the
diagram of λ and define a composition αi ∈ Λ(n, λi) by setting

αij = card{1 ≤ t ≤ λi | T (i, t) = j}, 1 ≤ i ≤ r, 1 ≤ j ≤ n.

Set vT = vα1 ⊗ . . .⊗ vαr ,
where the factors vαi are defined as in (2.9). Observe that αi only depends
on the entries of the ith row of T and not on their order, thus we only
consider row-costandard tableaux. Moreover, as T runs through all tableaux
in Tabrcλ (n), the corresponding compositions αi, for i = 1, . . . , r, run through
all compositions of λi in n parts, hence the elements vαi form a basis of ΓλiV
(as in (2.9)). It follows now easily

Lemma 2.13. Let V ∈ Pk be a free module and fix a basis {v1, . . . , vn}. The
set {vT | T ∈ Tabrcλ (n)} defines a k-basis of ΓλV .

For a strictly increasing subset I = i1 < i2 < . . . < il of {1, . . . , n}, denote
by vI the element vi1 ∧ . . . ∧ vil ∈ ΛlV . Let T ∈ Tabccλ (n) and denote by

Ij = T (1, j) < T (2, j) < . . . < T (λ̃j, j), 1 ≤ j ≤ λ1.

Set v̂T = vI1 ⊗ . . .⊗ vIλ1 ∈ Λλ̃V.

We have

Lemma 2.14. Let V ∈ Pk be a free module and fix a basis {v1, . . . , vn}.
Then {v̂T | T ∈ Tabccλ (n)} defines a k-basis of Λλ̃V .

Example 2.4. Let λ = (5, 3, 3, 2) ∈ Λ+(4, 13) and V a 6-dimensional free
k-module with basis v1, . . . , v6. Let T ∈ Tabλ(6) be the following tableau

1 2 2 3 3
2 3 5
4 4 6
5 6
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Then we have

vT = (v1(v2 ⊗ v2)(v3 ⊗ v3))⊗ (v2v3v5)⊗ ((v4 ⊗ v4)v6)⊗ (v5v6)

v̂T = (v1 ∧ v2 ∧ v4 ∧ v5)⊗ (v2 ∧ v3 ∧ v4 ∧ v6)⊗ (v2 ∧ v5 ∧ v6)⊗ v3 ⊗ v3.

2.5 Standard morphisms

In this section, we want to compute the weight spaces for Γλ and Sλ. As
showed by Totaro in [30], it is possible to describe bases for them combina-
torially, with the help of the matrices in Aλµ, defined in (1.1).

Fix a non negative integer d and let λ, µ ∈ Λ(d) be two compositions. For
a matrix A = (aij) ∈ Aλµ, define the standard morphisms γA : Γµ → Γλ and
σA : Γµ → Sλ as follows.

γA : Γµ =
⊗
j

Γµj →
⊗
j

(
⊗
i

Γaij) =
⊗
i

(
⊗
j

Γaij)→
⊗
i

Γλi = Γλ (2.10)

where the first morphism is the tensor product of the natural inclusions
Γµj →

⊗
i Γ

aij given in (2.7) and the second morphism is the tensor product
of the natural product maps

⊗
j Γaij → Γλi given in (2.8).

Analogously,

σA : Γµ =
⊗
j

Γµj →
⊗
j

(
⊗
i

T aij) =
⊗
i

(
⊗
j

T aij)→
⊗
i

Sλi = Sλ (2.11)

where T r denotes the functor (−)⊗r for any non negative integer r, the first
morphism is the tensor product of the natural inclusions Γµj →

⊗
i T

aij , and
the second morphism is the tensor product of the natural projection maps⊗

j T
aij → Sλi .

The following lemma is given in [[30], p.8] (cf. also [22, Lemma 5.3]).

Lemma 2.15. Let λ, µ ∈ Λ(d), be compositions of d.

1. The morphisms γA with A ∈ Aλµ form a k-basis of HomΓdk
(Γµ,Γλ).

2. The morphisms σA with A ∈ Aλµ form a k-basis of HomΓdk
(Γµ, Sλ).

Proof. Let λ ∈ Λ(r, d), µ ∈ Λ(s, d). Let n be a non negative integer such
that n ≥ d and n ≥ r, s. By extending λ and µ by zeros, if necessary, we
can assume λ, µ ∈ Λ(n, d). Moreover, assume λ is a partition (as we already
observed, Γν ∼= Γλ for any composition ν which, up to the order, coincides
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with λ). Fix a free k-module V with basis {v1, . . . , vn}. From Proposition
2.9 and Lemma 2.10, we have isomorphisms

HomΓdk
(Γµ,Γλ)

∼−→ HomSk(n,d)(Γ
µV,ΓλV )

∼−→ (ΓλV )µ.

A standard morphism γA, evaluated at V , sends

v⊗µ1

1 ⊗ . . . ⊗ v⊗µnn 7→ vA = vα1 ⊗ . . .⊗ vαn

where αi ∈ Λ(n, λi) is the composition defined by αij = aij. Note that, if
T ∈ Tabrcλ (n) is the tableau having aij entries equal to j in the ith row, for
any i = 1, . . . , n, then vA = vT .

Moreover, for any tableau T ∈ Tabrcλ (n), the element vT belongs to
(ΓλV )µ, where µ equals the content of T . The standard morphism γA :
Γµ → Γλ given by A = (aij), where aij = card{t|T (i, t) = j}, and evaluated
at V sends v⊗µ1

1 ⊗ . . . ⊗ v⊗µnn to vT . If µ = λ, then T is the unique (row)
costandard tableau such that all boxes of the ith row have entry i

Now the first assertion follows from the fact that the elements vA form a
basis of ΓλV as µ runs through Λ(n, d). The proof of the second assertion is
analogous.

Example 2.5. Let λ = (5, 3, 3, 2) and µ = (1, 3, 3, 2, 2, 2). For

A =


1 2 2 0 0 0
0 1 1 0 1 0
0 0 0 2 0 1
0 0 0 0 1 1


the morphism γA at V = k6 takes v⊗µ1

1 ⊗ . . .⊗ vµ6

6 to

(v1(v2 ⊗ v2)(v3 ⊗ v3))⊗ (v2v3v5)⊗ ((v4 ⊗ v4)v6)⊗ (v5v6).

Example 2.6. The special case λ = (1, . . . , 1) = µ yields the isomorphism

EndΓdk
(Γ(1,...,1)) ∼= kSd.

2.6 Schur and Weyl modules and functors

Fix a partition λ ∈ Λ(r, d), denote by λ̃ ∈ Λ(s, d) the conjugate partition.
Each integer t ∈ {1, . . . , d} can be written uniquely as a sum

t = λ1 + . . .+ λi−1 + j, with 1 ≤ j ≤ λi.

The pair (i, j) describes the position (ith row, jth column) of the tth box of
the Young diagram of λ. The partition λ determines a permutation σλ ∈ Sd

by σλ(t) = λ̃1 + . . . = λ̃j−1 + i, where 1 ≤ i ≤ λj. Note that σ−1
λ = σλ̃.
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Example 2.7.

λ = (2, 3)
1 2 3
4 5 λ̃ = (2, 2, 1)

1 2
3 4
5 σλ =

(
1 2 3 4 5
1 3 5 2 4

)
Fix a k-module V ∈ Pk and consider the following composition, which we

denote by δλV

Λλ̃1V ⊗ . . .⊗ Λλ̃sV
∆⊗...⊗∆

// V ⊗d
sλ // V ⊗d

∇⊗...⊗∇
// Sλ1V ⊗ . . .⊗ SλrV

(2.12)
Here, for an integer t, we denote by ∆ : ΛtV → V ⊗t the comultiplication

given by

∆(v1 ∧ . . . ∧ vt) =
∑
σ∈St

sgn(σ)vσ(1) ⊗ . . . vσ(t).

We denote by ∇ : V ⊗d → SdV the multiplication and by sλ : V ⊗d → V ⊗d

the map given by

sλ(v1 ⊗ . . .⊗ vd) = vσλ(1) ⊗ . . .⊗ vσλ(d).

Definition 2.16. The Schur module SλV is the image of δλV .

Dually, consider the composition

Γλ1V ⊗ . . .⊗ ΓλrV
∆⊗...⊗∆

// V ⊗d
sλ̃ // V ⊗d

∇⊗...⊗∇
// Λλ̃1V ⊗ . . .⊗ Λλ̃sV

(2.13)
where ∆ denotes the natural inclusion ∆ : ΓλiV → V ⊗λi and ∇ is the natural
projection ∇ : V ⊗λ̃j → Λλ̃j . Denote it by δ′λV .

Definition 2.17. The Weyl module WλV is the image of δ′λV .

It is well known (cf. [16], Lecture 6) that, if k is a field of characteristic
0, then for any partition λ and any k-module V

SλV ∼= WλV

is a simple GL(V )-module and the Schur modules SλV , as λ runs over all par-
titions with no more that n = dimV parts, give a complete set of irreducible
GL(V ) representations.

The definitions above give rise to functors Sλ and Wλ in RepΓdk for each
partition λ and each weight d. Note that S◦λ ∼= Wλ and W◦λ ∼= Sλ.
Example 2.8. Symmetric and exterior powers are particular cases of Schur
functors. In fact, S(1,...,1) = Λd and S(d) = Sd.
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Observe that, if V is a free k-module, for k any commutative ring, then

V = k ⊗Z V0

for a suitable free Z-module V0 of the same rank of V . We will need some
functors that commute with this base change.

2.7 Universal functors and universal transformations

The following Definition is given in [19, Definition I.3.10].

Definition 2.18. Let Tk : Pk × . . .× Pk →Mk be a k-linear functor, which
is defined for all commutative rings k and for all n-tuples of free k-modules
V1, . . . , Vn. The functor Tk is called universal if, for any φ : k → ` ring
homomorphism, we have a natural equivalence

T`(`⊗−, . . . , `⊗−) ∼= `⊗ Tk(V1, . . . , Vn).

Moreover, Tk is called universally free if it is universal and Tk(V1, . . . , Vn) is
a free k-module for any n-tuple V1, . . . , Vn.

Let Ψk : Tk → T ′k be a natural transformation of universal functors,
defined for all commutative rings k. We say that Ψk is universal if for any
ring homomorphism φ : `→ k and any n-tuple of free k-modules V1, . . . , Vn,
the diagram

`⊗ Tk(V1, . . . , Vn)

∼=
��

`⊗Ψk(V1,...,Vn)
// `⊗ T ′k(V1, . . . , Vn)

∼=
��

T`(`⊗ V1, . . . , `⊗ Vn)
Ψ`(`⊗V1,...,`⊗Vn)

// T ′`(`⊗ V1, . . . , `⊗ Vn)

(2.14)

is commutative.

It follows immediately

Lemma 2.19. Let Ψk : Tk → T ′k be a universal natural transformation.
Assume that, for some ring k, Ψk is a natural isomorphism, that is, for any
n-tuple V1, . . . , Vn of free k-modules

Ψk(V1, . . . , Vn) : Tk(V1, . . . , Vn)→ T ′k(V1, . . . , Vn)

is an isomorphism. Then, for any ring homomorphism φ : k → `, Ψ` is a
natural isomorphism.
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Remark 2.20. If Ψk is a universal natural transformation as above, then the
functor Im Ψk is universal. Indeed, it follows from the commutativity of the
diagram (2.14) that, for any ring homomorphism φ : `→ k, we have

`⊗ Im Ψk(V1, . . . , Vn) ∼= Im Ψ`(`⊗ V1, . . . , `⊗ Vn),

for any n-tuple V1, . . . , Vn.
Moreover, since ` ⊗ − is a right exact functor, it preserves cokernels.

Hence, Coker Ψk is a universal functor, for any universal natural transforma-
tion Ψk.

The functors Λd, Sd and Γd have been definded for an arbitrary commuta-
tive ring and it follows immediately from the definitions that are universally
free. Moreover, tensor products and direct sums of universally free functors
are universally free. It follows that, for any composition λ, Λλ, Sλ and Γλ

are universally free, such as the graded versions Λ =
⊕

d≥0 Λd, S =
⊕

d≥0 S
d

and Γ =
⊕

d≥0 Γd.

Although it is less obvious, Schur and Weyl functors are also universally
free and it is possible to give bases for them that are indexed by (co)standard
tableaux of shape λ. This is stated in the following result, proved in [1,
Theorems II.2.16 and II.3.16].

Theorem 2.21 (Standard basis theorem for Schur and Weyl functors). Let
λ be a partition and V a free k-module with basis {v1, . . . , vn}. Then

1. {δ′λV (vT )| T ∈ Tabλ(n) is costandard } is a free basis for WλV .

2. {δλV (v̂T )| T ∈ Tabλ(n) is standard } is a free basis for SλV .

Moreover, the functors Sλ and Wλ are universally free.

Sketch of the proof. We briefly describe the idea of the proof for the first
statement, the proof of the second one is analogous and can be found in [1,
Theorem II.2.16], in the more general context of skew-partitions.

Let λ ∈ Λ+(r, d). For any integers i, t such that 1 ≤ i < r and 1 ≤ t ≤
λi+1, let

λ(i, t) = (λ1, . . . , λi−1, λi + t, λi+1 − t, λi+2, . . . , λr)

and consider the standard morphism

γA(i,t) : Γλ(i,t) → Γλ

given by the matrix A(i, t) = diag(λ1, . . . , λr) + tEi+1,i − tEi+1,i+1.
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By direct computation, one sees that δ′λ ◦ γA(i,t) = 0, for any i, t as above.
It follows that, if α is the sum of all standard morphisms of this form⊕

i≥1

⊕λi+1

t=1 Γλ(i,t) α // Γλ (2.15)

one has Imα ⊆ ker(δ′λ). Moreover, it follows easily from the Definition (2.10)
of standard morphisms that they are universal. Hence α is a universal natural
transformation.

We already observed that row-costandard tableaux of shape λ and filling
in {1, . . . , n}, where n = dimV , index a k-basis of ΓλV . By defining a pseudo
order (i.e. a relation which is reflexive and transitive, but not antysymmetric)
on those tableaux, it is possible to show that, if T is a row-costandard tableau,
which is not costandard, then there exist costandard tableaux Ti such that

vT −
∑
±vTi ∈ Imα.

This is done by constructing a suitable tableau T̃ of shape µ > λ, such that
α(vT̃ ) =

∑
vTi , where one summand equals vT and for all other summands

we have Ti < T . Since, with respect to this (pseudo) order, costandard
tableaux are smaller than other tableaux with the same entries, by repeating
this process, we obtain vT−

∑
±vTi ∈ Imα, with all Ti costandard. It follows

that the images of costandard tableaux generate WλV .
By observing that the pseudo ordering given above is a total ordering on

the set of costandard tableaux, one shows that they are linearly independent,
thus {δ′λV (vT )| T ∈ Tabλ(n) is costandard} is a free basis for WλV . But the
same elements also form a basis for CokerαV thus, WλV ∼= CokerαV and we
have a presentation⊕

i≥1

⊕λi+1

t=1 Γλ(i,t) α // Γλ //Wλ
// 0 (2.16)

Now, since it is the cokernel of a universal natural transformation, the Weyl
functor Wλ is a universally free functor.

The next proposition describes the weight spaces for Schur and Weyl
functors.

Proposition 2.22. Let λ and µ be partitions of weight d.

1. HomΓdk
(Γµ,Wλ) 6= 0 if and only if µE λ. Moreover, HomΓdk

(Γλ,Wλ) ∼=
k.

2. HomΓdk
(Γµ,Sλ) 6= 0 if and only if µEλ. Moreover, HomΓdk

(Γλ,Sλ) ∼= k.
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Proof. Let V ∈ Pk be a free module of dimension n. Apply Lemma 2.10. As
observed in the proof of Lemma 2.15, a basis element vT of ΓλV is contained
in the weight space (ΓλV )µ, where µ is the content of T . The assertion for
WλV follows now from Lemma 1.1 by using the basis for the Weyl module
given in Theorem 2.21.

Since Sλ ∼= W◦λ, the assertion for Schur functors follows from the first one,
by using Lemma 2.11
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3 Representations of symmetric groups

In this chapter we want to investigate the monoidal structure on the category
of representations of the symmetric group Sd and to explain its connection
with the monoidal structure on RepΓdk given by the tensor product from
Definition 2.5.

3.1 Permutation modules

Let E be a free k-module and fix a basis {e1, . . . , en}. Consider the right
action of the symmetric group Sd on E⊗d by place permutation

(v1 ⊗ · · · ⊗ vd)σ = vσ(1) ⊗ · · · ⊗ vσ(d) for σ ∈ Sd, v1 ⊗ · · · ⊗ vd ∈ E⊗d.

By linear extension of the action, E⊗d becomes a kSd-module.
Consider the basis of the tensor power E⊗d given by {ei | i ∈ I(n, d)},

as in Section 2.2.7. If two basis elements are in the same orbit with respect
to the action of the symmetric group, that is, if ej = eiσ, for some σ ∈ Sd,
then one has i, j ∈ λ, for some composition λ, where Λ(n, d) is considered as
the set of all Sd-orbits on I(n, d), as in Section 1.1.1. Thus, we can give the
following

Definition 3.1. Let λ ∈ Λ(n, d) be a composition. The transitive permuta-
tion module Mλ corresponding to λ is the k-span of the set {ei | i belongs to λ}.

We have the following decomposition of E⊗d as a kSd-module.

E⊗d =
⊕

λ∈Λ(n,d)

Mλ (3.1)

Note that, if we denote by iλ = (1 . . . 1 2 . . . 2 . . . n . . . n) the d-tuple having
λl entries equal to l, we have

{ei | i belongs to λ} = {eiλσ | σ ∈ Sd/Sλ} (3.2)

where Sλ denotes the Young subgroup Sλ1 × · · · ×Sλn ⊂ Sd. So we have
a one to one correspondence between the elements of a basis of Mλ and the
elements of the group Sd/Sλ.

Example 3.1. If λ = (d), the corresponding permutation module M (d) is the
trivial kSd representation of dimension d. If ω = (1, . . . , 1) ∈ Λ(d, d), then
Mω ∼= kSd.
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We give now an equivalent description of permutation modules and of the
action of the symmetric group on them, that will be useful in what follows.

To a d-tuple i ∈ I(n, d) we can associate a dissection di of the set
{1, . . . , d} as follows

di := {d1
i , . . . , d

n
i } with dli := {j | ij = l}.

That is, dli is the list of the indices of all entries of i which are equal to l.

Note that dli ∩ dhi = ∅ for l 6= h. If i ∈ λ, then we have card(dli) = λl, for
any l = 1, . . . , n.

Observe that, eiσ = eiσ(1)
⊗ . . . ⊗ eiσ(1)

= ej if and only if i = σ−1j, for

σ ∈ Sd. Thus, the action of the symmetric group on dli is given by

σ−1j for every j ∈ dli, σ ∈ Sd.

A permutation module Mλ can be identified with k-span dλ of all dissec-
tions di with i ∈ λ.

Remark 3.2. In the literature the permutation modules are often described
as the k-span of tabloids. Recall that a tabloid {T} is an equivalence class
of tableaux of shape λ with filling {1, . . . , d}, with no repeats allowed, two
being equivalent if corresponding rows contain the same entries. In other
words, only the content of each row matters and not the order of its entries.
The permutation module Mλ can be given as the k-free module with basis all
tabloids of shape λ. It is easy to see that this is equivalent to the description
given above. Indeed, we can see a dissection di, i ∈ λ, as the tabloid of shape
λ having rows d1

i , . . . , d
n
i . Conversely, the rows of a tabloid always give a

dissection of this form.

3.1.1 Left modules

If we denote by mod kSd the category of right kSd-modules that are finitely
generated projective over k, we have an equivalence of categories

HomkSd(−, kSd) : mod kSop
d → kSdmod

M 7→ HomkSd(M,kSd)

where the left action of the symmetric group on HomkSd(M,kSd) is given
by (πf) : m 7→ π · f(m) for π ∈ Sd, f ∈ HomkSd(M,kSd) and m ∈M . Note
that we can identify HomkSd(E

⊗d, kSd) with the left module E⊗d where the
action for π ∈ Sd and v1 ⊗ · · · ⊗ vd ∈ E⊗d is given by

π(v1 ⊗ · · · ⊗ vd) := vπ−1(1) ⊗ · · · ⊗ vπ−1(d).
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Namely, if we denote by λM ⊆ E⊗d the left permutation module correspond-
ing to λ, i.e. the module with basis {πeiλ : π ∈ Sd/Sλ}, we get the following
isomorphism of left modules:

λM → HomkSd(M
λ, kSd)

πeiλ 7→ (fπ : eiλ 7→ π)

We will identify λM and HomkSd(M
λ, kSd) via this isomorphism.

3.2 The tensor product of representations of symmetric
groups

The kSd-module structure on the tensor product of two representations of
Sd is given via the Hopf algebra structure of the group algebra kSd, i.e. for
M, N ∈ Mod kSd, let M ⊗k N be the usual tensor product over k together
with the following diagonal action of Sd

(M ⊗k N)× kSd → (M ⊗k N) (3.3)

((m⊗ n), π) 7→ (mπ ⊗ nπ) (3.4)

The tensor unit is given by M (d) ∼= k, the trivial kSd-module.

3.2.1 Tensoring permutation modules

For a field k of characteristic 0, James and Kerber showed in [20] how to
decompose the tensor product of two permutation modules in terms of their
characters. In the following, we want to generalize their description for k an
arbitrary commutative ring.

The tensor product of two permutation modules Mλ⊗kMµ, λ, µ ∈ Λ(d),
can be described with the help of the set of matrices Aλµ defined in (1.1).

Lemma 3.3. The tensor product of two permutation modules Mλ and Mµ,
for λ ∈ Λ(m, d) and µ ∈ Λ(n, d), can be decomposed into permutation modules
as follows

Mλ ⊗k Mµ ∼=
⊕
A∈Aλµ

MA,

where A is regarded as the composition (a11, a12, . . . , a21, a22, . . . , amn).

Proof. The idea of the proof is taken from [20]. For any composition ν of d,
consider the basis of the permutation module Mν = dν given by the set of
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all dissections di with i ∈ ν. Then a basis of Mλ ⊗k Mµ = dλ ⊗ dµ is given
by all products di ⊗ dj with i ∈ λ and j ∈ µ.

Consider now the orbits of dλ ⊗ dµ under the action of Sd. This is
equivalent to considering the Sd-orbits on Im× In with respect to the action
(i, j)π = (iπ, jπ), for any (i, j) ∈ Im× In, π ∈ Sd, where Im denotes the set
I(m, d) and In = I(n, d). Denote by O(i, j) the orbit of the pair (i, j). Set

Aij := (|dsi ∩ dtj|)st ∈Mm×n(N) for all i ∈ λ, j ∈ µ.

Note that Aij ∈ Aλµ. The set Aλµ is in one to one correspondence to the orbits

of the pairs (i, j) with i ∈ λ, j ∈ µ. Namely, we have the following bijections

{O(i, j) | i ∈ λ, j ∈ µ}
φ
// Aλµ

ψ
oo (3.5)

which can be given as follows. Set φ(O(i, j)) = Aij. Observe that this is well

defined because Aij = Aiπjπ for all π ∈ Sd. Assume n ≥ m. For a matrix

A ∈ Aλµ, set ψ(A) = O(iA, jA), where iA = iλ = (1, ...1, 2, ..., 2, ...,m, ...,m)
and

j
A

=(1, . . . , 1︸ ︷︷ ︸
a11

,...,m, . . . ,m︸ ︷︷ ︸
a1m

,...,n, . . . , n︸ ︷︷ ︸
a1n

,1, . . . , 1︸ ︷︷ ︸
a21

,...,n, . . . , n︸ ︷︷ ︸
a2n

,...,1, . . . , 1︸ ︷︷ ︸
an1

,...,n, . . . , n︸ ︷︷ ︸
amn

).

It is not difficult to see that φ(O(iA, jA)) = A.
It follows that we can decompose the kSd-module dλ ⊗ dµ into a direct

sum of submodules
dλ ⊗ dµ =

⊕
A∈Aλµ

(dλ ⊗ dµ)A,

where (dλ⊗dµ)A ⊆ dλ⊗dµ is spanned by all di⊗dj such that A = Aij. Now,

we have an isomorphism (dλ ⊗ dµ)A ∼= dA as kSd-modules, given by

{d1
i , . . . , d

m
i } ⊗ {d1

j , . . . , d
n
j } 7→ {d1

i ∩ d1
j , d

1
i ∩ d2

j , . . . , d
2
i ∩ d1

j , . . . , d
m
i ∩ dnj },

that completes the proof.

Remark 3.4. In the same way, it is possible to tensor left permutation mod-
ules. Namely for λM = HomkSd(M

λ, kSd) and µM = HomkSd(M
µ, kSd), we

get
λM ⊗k µM ∼=

⊕
A∈Aλµ

AM.

For left modules, the tensor unit is given by IkSd := (d)M .
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Example 3.2. Let λ = (3, 1) ∈ Λ(2, 4) and µ = (2, 1, 1) ∈ Λ(3, 4). Then Aλµ
consist of the following matrices:(

2 1 0
0 0 1

)
,

(
2 0 1
0 1 0

)
,

(
1 1 1
1 0 0

)
.

Let now i = (1112) ∈ λ and j = (1312) ∈ µ. Then di = {{123}, {4}} and
dj = {{13}, {4}, {2}}. The orbit of di ⊗ dj consists of the elements

{(diπ ⊗ djπ) | π ∈ S4} ={{123}, {4}} ⊗ {{13}, {4}, {2}},
{{213}, {4}} ⊗ {{23}, {4}, {1}},
{{132}, {4}} ⊗ {{12}, {4}, {3}},
{{231}, {4}} ⊗ {{12}, {4}, {3}},
{{312}, {4}} ⊗ {{23}, {4}, {1}}, . . .

and Aij =

(
|{123} ∩ {23}| |{123} ∩ {4}| |{123} ∩ {1}|
|{4} ∩ {23}| |{4} ∩ {4}| |{4} ∩ {1}|

)
=

(
2 0 1
0 1 0

)
.

Recall that Aij = Aiπjπ for all π ∈ Sd and that (dλ ⊗ dµ)
A
i
j

∼= d
A
i
j
. So we get

(dλ ⊗ dµ)
A
i
j

∼= M
A
i
j = M (2,0,1,0,1,0) ∼= M (2,1,1).

There are two more orbits that can be obtained by taking, for example, the
elements

i′ = (1112) and j′ = (1213) resp. i′′ = (1112) and j′′ = (1321),

which span the submodules M (2,1,0,0,0,1) ∼= M (2,1,1) resp. M (1,1,1,1,0,0) ∼=
M (1,1,1,1). All in all we get

M (3,1) ⊗M (2,1,1) ∼= M (2,1,1) ⊕M (2,1,1) ⊕M (1,1,1,1) = 2 ·M (2,1,1) ⊕M (1,1,1,1).

3.3 From strict polynomial functors to representations of
the symmetric group

Set E = kn. Using 2.2 and 3.1 one obtains the following decompositions

EndΓdk
(Γd,k

n

) =
⊕

λ,µ∈Λ(n,d)

HomΓdk
(Γλ,Γµ)

Sk(n, d) = EndkSd(E
⊗d) =

⊕
λ,µ∈Λ(n,d)

HomkSd(M
µ,Mλ)
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and using the description of a basis of the Schur algebra given in (2.4), one
gets even more

Lemma 3.5. Let λ, µ ∈ Λ(n, d) be compositions of d. Then

HomΓdk
(Γλ,Γµ) ∼= HomkSd(M

µ,Mλ).

Proof. Consider the basis {ζi,j | i, j ∈ I(n, d)} of the Sk(n, d). It follows
immediately from the definition that, if i ∈ λ, j ∈ µ,

ζi,j(el) =

{
eiπ if l = jπ for some π ∈ Sd

0 else

That is, elements from Mµ are sent to elements of Mλ and every other
element is sent to zero. It follows that a basis for HomkSd(M

µ,Mλ) is given
by {ζi,j | i ∈ λ, j ∈ µ}, which is in one-to-one correspondence with Aλµ by

(3.5). We know from Lemma 2.15 that Aλµ indexes a basis of HomΓdk
(Γλ,Γµ),

which completes the proof.

The above discussion yields a functor F from the category of strict poly-
nomial functors to the category of representations of the symmetric group,
as follows.

Consider the composition ω = (1, . . . , 1) ∈ Λ(d, d) consisting of d times 1.
For any X ∈ RepΓdk, the set HomΓdk

(Γω, X) has a natural structure of a right

EndΓdk
(Γω)-module. Namely, for ϕ ∈ HomΓdk

(Γω, X) and f ∈ EndΓdk
(Γω), set

ϕf = ϕ ◦ f . Moreover, by Lemma 3.5, we have

EndΓdk
(Γω) ∼= EndkSd(M

ω)op ∼= EndkSd(kSd)
op ∼= kSop

d ,

where we use the identification Mω ∼= kSd.

If we identify Mod kSop
d
∼= kSdMod, we get a functor

F = HomΓdk
(Γω,−) : RepΓdk → kSdMod .

The projective objects of RepΓdk, that is the functors of the form Γλ, are
mapped under F to the permutation modules

F(Γλ) = HomΓdk
(Γω,Γλ) ∼= HomkSd(M

λ,Mω) ∼= HomkSd(M
λ, kSd) = λM.

Note that, in particular, the representable functor Γd,k
n

=
⊕

λ∈Λ(n,d) Γλ

is mapped to HomkSd(E
⊗d, kSd) =

⊕
λ∈Λ(n,d)

λM .



3 Representations of symmetric groups 36

3.3.1 An equivalence of categories

Let Γ = {Γλ}λ∈Λ(n,d) and M = {λM}λ∈Λ(n,d). Denote by addΓ the full
subcategory of RepΓdk whose objects are direct summands of finite direct
sums of elements of Γ. Define addM similarly as a subcategory of kSdMod.

Lemma 3.6. The functor F = HomΓdk
(Γω,−) induces an equivalence of

categories between addΓ and addM .

Proof. Since Γd,k
n

=
⊕

λ∈Λ(n,d) Γλ we have addΓ = addΓd,k
n
. Similarly one

can see that addM = addHomkSd(E
⊗d, kSd). Thus we get the following

commutative diagram:

RepΓdk
F // kSdMod

addΓ
F|add Γ

//
?�

OO

addM
?�

OO

The object Γd,k
n

is mapped under F to HomkSd(E
⊗d, kSd).

For the morphisms F induces the following isomorphism:

HomΓdk
(Γλ,Γµ)→ HomkSd(HomΓdk

(Γω,Γλ),HomΓdk
(Γω,Γµ))

∼= HomkSd(HomkSd(M
λ, kSd),HomkSd(M

µ, kSd))

= HomkSd(
λM, µM)

Remark 3.7. Assume k is a field of characteristic 0. Since the categories
RepΓdk and kSdMod are semisimple, we have

addΓ = RepΓdk and addM = kSdMod .

Thus the functor F is an equivalence of categories.This has already be proved
by Schur.

Remark 3.8. If we do not restrict to the subcategories addΓ and addM the
functor F is not an equivalence in general. For example, if k is a field of pos-
itive characteristic p, the categories RepΓpk and kSpMod are not equivalent
(cf. [18, 6.4]).

3.3.2 The monoidal structure

The following result comes from a joint work with Rebecca Reischuk, [2] and
shows that the monoidal structure given on the category RepΓdk corresponds
through the functor F to the tensor product of kSd modules given in (3.3).

Independently of any assumption on the commutative ring k we have the
following
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Theorem 3.9. The functor

F = HomΓdk
(Γω,−) : RepΓdk → kSdMod

preserves the monoidal structure defined on strict polynomial functors, i.e.

HomΓdk
(Γω, X ⊗Γdk

Y ) ∼= HomΓdk
(Γω, X)⊗k HomΓdk

(Γω, Y ) (3.6)

for all X and Y in RepΓdk and

HomΓdk
(Γω, IΓdk

) = IkSd .

Proof. As observed in the first section, every functor X in RepΓdk is a colimit
of representable functors. One can show that we obtain the same if we only
take the colimit with respect to those functors that are represented by finitely
generated free modules.

Moreover the functor HomΓdk
(Γω,−) preserves colimits, since it has a right

adjoint. Thus it is enough to show the isomorphism (3.6) for functors rep-
resented by free modules. Let V = kn and W = km for some non-negative
integers n and m. Using the definition of the internal tensor product and the
canonical decomposition (2.2) we get

Γd,k
n ⊗Γdk

Γd,k
m

= Γd,k
n⊗km ∼= Γd,k

n·m
=

⊕
ν∈Λ(n·m,d)

Γν .

Writing down the entries of ν ∈ Λ(n ·m, d) in an n×m matrix, we obtain a
bijection between the set Λ(n ·m, d) and the set of all n×m matrices with
entries in N such that the sum of all entries is d. By setting λi =

∑
j aij

and µj =
∑

i aij, every such matrix A = (aij) defines a couple (λ, µ), with
λ ∈ Λ(n, d) and µ ∈ Λ(m, d), so that A ∈ Aλµ. We get bijections of sets

Λ(n ·m, d)←→ {A ∈Mn×m(N) |
∑
st

ast = d} ←→
⋃

λ∈Λ(n,d)
µ∈Λ(m,d)

Aλµ

and thus the following decomposition

Γd,k
n ⊗Γdk

Γd,k
m ∼=

⊕
ν∈Λ(n·m,d)

Γν =
⊕

λ∈Λ(n,d)
µ∈Λ(m,d)

⊕
A∈Aλµ

ΓA,

where the matrix A = (aij) is seen as the composition

(a11, a12, . . . , a21, a22, . . . , amn) ∈ Λ(mn, d).
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Finally this yields

HomΓdk
(Γω,Γd,k

n ⊗Γdk
Γd,k

m

) ∼= HomΓdk
(Γω,

⊕
λ∈Λ(n,d)
µ∈Λ(m,d)

⊕
A∈Aλµ

ΓA)

∼=
⊕

λ∈Λ(n,d)
µ∈Λ(m,d)

⊕
A∈Aλµ

HomΓdk
(Γω,ΓA)

∼=
⊕

λ∈Λ(n,d)
µ∈Λ(m,d)

⊕
A∈Aλµ

AM

(∗)∼=
⊕

λ∈Λ(n,d)
µ∈Λ(m,d)

λM ⊗k µM

∼=

 ⊕
λ∈Λ(n,d)

λM

⊗k
 ⊕
µ∈Λ(m,d)

µM


∼=
(

HomΓdk
(Γω,Γd,k

n

)
)
⊗k
(

HomΓdk
(Γω,Γd,k

m

)
)
,

where (∗) is due to Lemma 3.3.
For the respective tensor units we get:

HomΓdk
(Γω, IΓdk

) = HomΓdk
(Γω,Γd) ∼= HomkSd(M

(d), kSd) = (d)M = IkSd .

The naturality of the coherence maps is obtained using that F(Γλ) =
HomkSd(M

λ, kSd) and the naturality of HomkSd(−, kSd).

Now, some relations given for kSd-modules easily translate for strict poly-
nomial functors. In particular,

Corollary 3.10. The tensor product of Γλ and Γµ can be decomposed by the
same rule as the tensor product of Mλ and Mµ, namely

Γλ ⊗Γdk
Γµ ∼=

⊕
A∈Aλµ

ΓA



3 Representations of symmetric groups 39

Proof. We have that⊕
ν∈Λ(n·m,d)

Γν = Γd,k
n·m

∼= Γd,k
n ⊗Γdk

Γd,k
m

=

 ⊕
λ∈Λ(n,d)

Γλ

⊗Γdk

 ⊕
µ∈Λ(m,d)

Γµ


∼=

⊕
λ∈Λ(n,d)
µ∈Λ(m,d)

Γλ ⊗Γdk
Γµ

and thus Γλ⊗Γdk
Γµ belongs to addΓ. The equivalence in Lemma 3.6 yields

the stated decomposition.
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4 Relation to symmetric functions in characteristic 0

In this section we will assume that k is a field of characteristic 0. In this
case, the categories RepΓdk and kSdMod are semisimple and the functor
F = HomΓdk

(Γω,−) induces an equivalence. Since kSdMod is semisimple we

can identify every module with its character. As Macdonald explains in [25]
there is an isometric isomorphism from the ring of irreducible characters of
kSd, for all d ≥ 0, to the ring of symmetric functions. In this section we will
give the most important definitions and results about symmetric functions,
following [25], and explain the relations to strict polynomial functors and
representations of the symmetric group.

4.1 Ring of symmetric functions

Consider the ring Z[x1, . . . , xn] of polynomials in n indipendent variables with
integer coefficients. The symmetric group Sn acts on this ring by permuting
the variables

σ(f)(x1, . . . , xn) = f(xσ(1), . . . , xσ(n)),

for f ∈ Z[x1, . . . , xn], σ ∈ Sn. A polynomial is symmetric if it is invariant
under this action. The symmetric polynomials form a subring

Λn = Z[x1, . . . , xn]Sn ,

which is a graded ring. We have

Λn =
⊕
d≥0

Λd
n

where Λd
n consists of the homogeneous symmetric polynomials of degree d,

together with the zero polynomial.
For any sequence of natural numbers α = (α1, α2, . . . , αn) ∈ Nn, we

denote by xα the monomial
xα1

1 . . . xαnn .

The polynomial

mα(x1, . . . , xn) :=
∑
β∼α

xβ =
∑
β∼α

xβ1

1 · · · xβ
n

n ,

where the sum is taken over all different permutations β of α, is clearly
symmetric. It is easy to see that the monomial symmetric functions mλ

form a Z-basis of Λn, as λ runs over all partitions of length ≤ n. Hence the
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mλ such that l(λ) ≤ n and |λ| = d form a Z-basis of Λd
n. In particular, as

soon as n ≥ d, the mλ such that |λ| = d form a Z-basis of Λd
n.

It is often more convenient to work with symmetric function in infinitely
many variables. To make this precise, let n ≥ m and consider the homomor-
phism

Z[x1, . . . , xn]→ Z[x1, . . . , xm]

which sends xm+1, . . . , xn to zero and the other variables to themselves. If
we restrict to Λn, this gives an homomorphism

ρn,m : Λn → Λm

which has the following effect on the monomial symmetric function: it sends
mλ(x1, . . . , xn) to mλ(x1, . . . , xm) if l(λ) ≤ m and to 0 if l(λ) > m. It follows
that ρn,m is surjective. On restriction to Λd

n, we have homomorphisms

ρdn,m : Λd
n → Λd

m

for all d ≥ 0 and n ≥ m, which are always surjective, and bijective for
n ≥ m ≥ d. We now form the inverse limit

Λd = lim←−n
Λd
n

of the Z-module Λd
n relative to the homomorphisms ρdn,m. An element of Λd

is a sequence f = (fn)n≥0, where each fn = fn(x1, . . . , xn) is a homogeneous
symmetric polynomial of degree d in x1, . . . , xn and fn(x1, . . . , xm, 0, . . . , 0) =
fm(x1, . . . , xm) whenever n ≥ m. Since ρdn,m is an isomorphism for n ≥ m ≥
d, the projection

ρdn : Λd → Λd
n,

which sends f to fn, is an isomorphism for all n ≥ d. Thus, it follows that
Λd has a Z-basis consisting of all monomial symmetric functions mλ, for all
partitions λ of d, defined by

ρdn(mλ) = mλ(x1, . . . , xn)

for all n ≥ d. Hence Λd is a free Z-module, whose rank equals the number
of partitions of d. Now let

Λ =
⊕
d≥0

Λd,

so that Λ is the free Z-module generated by mλ, for all partitions λ. We
have surjective homomorphisms

ρn =
⊕
d≥0

ρdn : Λ→ Λn
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for each n ≥ 0, ρn is an isomorphism in degrees d ≤ n. It is clear that Λ
has a structure of graded ring, such that all ρn are ring homomorphisms.
The graded ring Λ is called ring of symmetric functions in countably many
indipendent variables.

4.1.1 Bases and relations

In this section we collect some important symmetric functions, which also
give bases for the ring Λ, and describe some relations between them. A more
complete discussion and proofs can be found in [25].

Elementary symmetric functions For any natural number n define the
n-th elementary symmetric function

en := m(1n)

For any set of variables x this is the sum of all products of n distinct
variables, i.e.

en(x) =
∑

i1<i2<···<in

xi1 . . . xin .

If λ = (λ1, . . . , λn) is any sequence of natural numbers, set

eλ := eλ1 · · · eλn .

From direct computation, one has

eλ̃ =
∑
µEλ

aλµmµ,

where aλµ are non negative integers.

Hence, the set {eλ | λ partition of d} is a basis for the symmetric func-
tions of degree d. If we consider all partitions of all non-negative inte-
gers d we obtain a Z-basis of the ring Λ.

Complete symmetric functions For any natural number n define the n-
th complete symmetric function

hn :=
∑
|α|=n

mα.

For any set of variables this is the sum of all monomials of total degree
n, i.e.

hn(x) =
∑
|α|=n

∑
β∼α

xβ1

1 · · ·xβ
n

n ,
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where the second sum is taken over all distinct permutations of α.
With the help of generating functions, one can show that elementary
and complete symmetric functions are related by the formula

d∑
r=0

erhd−r = 0,

for all d ≥ 0. Since the er are algebrically independent, we may define a
homomorphism of graded rings ω : Λ→ Λ, by ω(er) = hr for all r ≥ 0.
Because of the symmetry of the above relation, ω is an involution, i.e.
ω2 is the identity map. Hence, h1, h2, . . . are algebraically independent
over Z and it follows that the set

{hλ := hλ1 · · ·hλn | λ a partition},

forms a Z-basis of the ring Λ.

Power sum For any natural number n define the n-th power sum

pn := m(n).

Again with the help of generating functions, one can see that

dhd =
d∑
r=1

prhd−r.

It follows thar Q[p1, . . . , pn] = Q[h1, . . . , hn], for any n and the p1, p2, . . .
are algebraically independent over Q. Then

{pλ := pλ1 · · · pλn | λ a partition}

is a Q-basis of ΛQ = Λ⊗Z Q.

If we want to express elementary and complete symmetric functions in
terms of power sums, we have

hd =
∑
|λ|=d

z−1
λ pλ and ed =

∑
|λ|=d

ελz
−1
λ pλ, (4.1)

where ελ = (−1)|λ|−l(λ) and zλ =
∏

i≥1 i
mimi!, with mi = mi(λ) the

number of parts of λ that are equal to i.
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Schur functions Suppose to begin with that the number of variables is
finite, say x1, . . . , xn. Let xα = xα1

1 . . . xαnn be a monomial, where α =
(α1, α2, . . . , αn) ∈ Nn, as above. Consider the polynomial aα obtained
by antisymmetrizing xα, that is

aα = aα(x1, . . . , xn) =
∑
σ∈Sn

ε(σ) · σ(xα),

where ε(σ) is the sign of the permutation σ ∈ Sn. This polynomial is
skew-symmetric, that is, we have

σ(aα) = ε(σ)aα

for any σ ∈ Sn; in particular, aα vanishes unless α1, α2, . . . , αn are
all distinct. Hence, we may assume α1 > α2 > · · · > αn ≥ 0, and
therefore we can write α = λ+ δ where λ is a partition of length ≤ n,
and δ = (n− 1, n− 2, . . . , 1, 0). Then

aα = aλ+δ =
∑
σ∈Sn

ε(σ) · σ(xλ+δ).

This can be written as a determinant

aλ+δ = det(x
λj+n−j
i )1≤i,j≤n.

This determinant is divisible in Z[x1, . . . , xn] by each of the differences
xi − xj with 1 ≤ i < j ≤ n, and hence by their product, which is the
Vandermonde determinant∏

1≤i<j≤n

(xi − xj) = det(xn−ji ) = aδ.

So aλ+δ is divisible by aδ in Z[x1, . . . , xn] and the quotient

sλ = sλ(x1, . . . , xn) = aλ+δ/aδ (4.2)

is symmetric, i.e. sλ ∈ Λn. It is called the Schur function in the
variables x1, . . . , xn, corresponding to the partition λ, where l(λ) ≤ n,
and it is homogeneous of degree |λ|. The polynomials aλ+δ, where λ
runs through all partitions of length ≤ n, form a basis of the Z-module
An of skew-symmetric polynomials in x1, . . . , xn. Multiplication by
aδ is an isomorphism of Λn onto An. Therefore the Schur functions
sλ(x1, . . . , xn), where l(λ) ≤ n, form a Z-basis of Λn.
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Now we want to increase the number of variables. If l(λ) ≤ n, it is
clear that aα(x1, . . . , xn, 0) = aα(x1, . . . , xn). Hence,

ρn+1,n(sλ(x1, . . . , xn+1)) = sλ(x1, . . . , xn).

It follows that for each partition λ the polynomials sλ(x1, . . . , xn), as
n→∞, define a unique element sλ ∈ Λ, homogeneous of degree |λ|.
Therefore, the set of Schur functions corresponding to all partitions is
a Z-basis of the ring Λ and for each d ≥ 0, the sλ such that |λ| = d
form a Z-basis of Λd. Clearly, each Schur function can be expressed as a
polynomial in the elementary symmetric functions, and as a polynomial
in the complete symmetric functions. With λ̃ ∈ Λ(ñ, d) the conjugate
partition of λ ∈ Λ(n, d), one has

sλ = det(hλi−i+j)1≤i,j≤n = det(eλ̃i−i+j)1≤i,j≤ñ. (4.3)

On the other hand, to express complete symmetric functions in terms
of Schur functions, we need the so called Kostka numbers. For λ, µ any
partitions, Kλµ is the number of costandard tableaux of shape λ and content
µ. They are non negative integers and are computed combinatorially (cf. [25,
6. Table I]). By Lemma 1.1, one has Kλµ = 0 unless λ ≥ µ, and Kλλ = 1.
We have

hλ =
∑

µ∈Λ(n,d)

Kµλsµ and eλ̃ =
∑

µ∈Λ(n,d)

Kµ̃λ̃sµ. (4.4)

In particular, h(d) = hd = s(d) and e(d) = ed = s(1d).

4.1.2 Scalar product

One can define a scalar product on Λ by requiring that the bases {hλ} and
{mλ} should be dual to each other, i.e.

〈hλ,mµ〉 = δλµ.

Where δλµ is the Kronecker delta. This implies that

〈pλ, pµ〉 = δλµzλ (4.5)

so that the pλ form an orthogonal basis of ΛQ. Moreover,

〈sλ, sµ〉 = δλµ (4.6)

so that the sλ form an orthonormal basis of Λ.
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4.2 The characters of the symmetric groups

In this section we want to explain how symmetric functions describe the char-
acters of symmetric groups representations and how this translates in terms
of strict polynomial functors. We start by briefly recalling some standard
facts about the representation theory of symmetric groups.

4.2.1 Representations of symmetric groups

Assume k is a field of characteristic 0, in particular the category kSdMod
is semisimple. We want to describe the simple kSd-modules; we know from
the classical representation theory of finite groups, that the number of simple
modules equals the number of the conjugacy classes of Sd.

The number of conjugacy classes of the symmetric groups on d elements
is the number of partitions of d. Indeed, the conjugacy classes of Sd are
indexed by partitions as follows.

Each permutation σ ∈ Sd factorizes uniquely as a product of disjoint
cycles. If the orders of these cycles are ρ1, ρ2, . . ., where ρ1 ≥ ρ2 ≥ . . ., then

ρ(σ) = (ρ1, ρ2, . . .)

is a partition of d, that we call the cycle type of σ. It is well known that this
determines σ up to conjugacy in Sd.

The simple kSd-module corresponding to a partition of d is the submod-
ule Sp(λ) of the permutation module Mλ defined as follows. Recall that Mλ

can be seen as the k-vector space with basis the tabloids {T} of shape λ (cf.
Remark 3.2). For each tableau T of shape λ and filling {1, . . . , d}, that is,
every number from 1 to d occurs once, we can define an element of Mλ by

vT =
∑
σ∈Sλ̃

sgn(σ){σT},

where σ runs over all permutation of the Young subgroup of Sd corresponding
to the partition λ̃ dual to λ, that is the subgroup given by permutations
preserving the columns of T . The Specht module Sp(λ) is the subspace of
Mλ spanned by the elements vT , as T runs over all tableaux of shape λ and
filling {1, . . . , d}. It is easy to see that this is a submodule and that, in fact,
we have

Sp(λ) = kSd vT ,

for any such T .
By [15, 7.2 Proposition 2], a k-basis of Sp(λ) is given by those vT coming

from a standard tableau T . Note that, since every entry of T occurs once,
such a standard tableau is also costandard.
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Equivalently, by using the description of Mλ as the k-span of the set
{ei | i belongs to λ}, given in Section 3.1, we can describe Sp(λ) by

Sp(λ) = kSd vλ,

where vλ :=
∑

σ∈Sλ′
sgn(σ)eiλσ and iλ is the d-tuple where 1 occurs λ1 times,

2 occurs λ2 times and so on, i.e. iλ = (1 . . . 12 . . . 2 . . . n . . . n) ∈ λ.
Since kSd is semisimple, each module can be decomposed into simple

ones, thus as a direct sum of Specht modules. The decomposition of the
permutation modules is given via Kostka numbers.

µM =
⊕

λ∈Λ(n,d)

KλµSp(λ). (4.7)

The tensor product of two Specht modules is given by

Sp(λ)⊗k Sp(µ) ∼=
⊕

ν∈Λ(n,d)

gνλµSp(ν), (4.8)

where gνλµ are called Kronecker coefficients (cf. [20, 2.8.13]).

4.2.2 From characters of the symmetric group to symmetric functions

Recall that, if G is a finite group and f, g are functions on G with values in
a commutative Q-algebra, the scalar product of f and g is defined by

〈f, g〉G =
1

|G|
∑
x∈G

f(x)g(x−1).

If H is a subgroup of G and f is a character of H, the induced character on
G will be denoted by indGH(f). If g is a character of G, the restriction to H
will be denoted by resHG (g).

We define a mapping ϕ : Sd → Λd by

ϕ(σ) = pρ(σ),

where ρ(σ) is the cycle type of σ. If d, e are positive integers, we may embed
Se × Sd in Sd+e as usual, by making Se and Sd act on complementary
subsets of {1, . . . , d + e}. There are many different ways of doing this, but
the resulting subgroups of Sd+e are all conjugate. Hence σ × τ , for σ ∈ Sd

and τ ∈ Se, is well defined up to conjugacy in Sd+e and its cycle type is
given by ρ(σ × τ) = ρ(σ) ∪ ρ(τ), so that

ϕ(σ × τ) = ϕ(σ)ϕ(τ). (4.9)
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Let Rd be the Z-module generated by the irreducible characters of Sd, and
let

R =
⊕
d≥0

Rd,

with S0 = 1, so that R0 = Z. The Z-module R has a ring structure, defined
as follows. Let f ∈ Rd and g ∈ Re and embed Se ×Sd in Sd+e. Then f × g
is a character of Se ×Sd, and we define

f · g = ind
Sd+e
Se×Sd(f × g), (4.10)

which is a character of Sd+e, i.e. an element of Rd+e. Thus, we have defined
a bilinear multiplication Rd×Re → Rd+e, and it is not difficult to verify that
with this multiplication R is a commutative, associative, graded ring with
identity.

Moreover, R carries a scalar product: if f, g ∈ R, say f =
∑
fd, g =

∑
gd,

with fd, gd ∈ Rd, we define

〈f, g〉 =
∑
d≥0

〈fd, gd〉Sd .

Next we define a Z-linear mapping

ch : R→ ΛC = Λ⊗Z C

as follows : if f ∈ Rd, then

ch(f) = 〈f, ϕ〉Sd =
1

d!

∑
σ∈Sd

f(σ)ϕ(σ), (4.11)

since ϕ(σ) = ϕ(σ−1).
If fρ is the value of f at elements of cycle type ρ, we have

ch(f) =
∑
|ρ|=d

z−1
ρ fρpρ. (4.12)

We call ch(f) the characteristic of f and ch is the characteristic map.

Proposition 4.1. [25, I, (7.3)] The characteristic map is an isometric iso-
morphism of R onto Λ.

Proof. From (4.12) and (4.5), it follows that, for f, g ∈ Rd,

〈ch(f), ch(g)〉 =
∑
|ρ|=d

z−1
ρ fρgρ = 〈f, g〉Sd
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and hence ch is an isometry.
To verify that ch is a ring homomorphism, let f ∈ Rd, g ∈ Re. We have

ch(f · g) =
〈

ind
Sd+e
Sd×Se(f × g), ϕ

〉
Sd+e

=
〈
f × g, resSd×SeSd+e

(ϕ)
〉
Sd×Se

by Frobenius reciprocity,

= 〈f, ϕ〉Sd 〈g, ϕ〉Se = ch(f) · ch(g)

by (4.9).
Now, let ηd be the identity character on Sd, that is the character of the

trivial permutation module (d)M . Then

ch(ηd) =
∑
|ρ|=d

z−1
ρ pρ = hd

by (4.12) and (4.1). If λ ∈ Λ+(r, d) is any partition, then ηλ = ηλ1ηλ2 . . . ηλr
is the character of Sd induced by the identity character of Sλ, and we have
ch(ηλ) = hλ.

For each partition λ, define

χλ = det(ηλi−i+j)1≤i,j≤d ∈ Rd, (4.13)

i.e. χλ is a (possibly virtual) character of Sd and by (4.3) we have

ch(χλ) = sλ. (4.14)

Since ch is an isometry, it follows from (4.6) that
〈
χλ, χµ

〉
= δλµ for any two

partitions λ, µ. Hence, up to the sign, χλ are irreducible characters of Sd.
Since the number of coniugacy classes of Sd, hence the number of irreducible
characters, equals the number of partition of d, these characters exhaust all
the irreducible characters of Sd. Hence χλ, for λ ∈ Λ+(d), form a basis of
Rd and ch is an isomorphism of Rd onto Λd, thus of R onto Λ.

Remark 4.2. If we denote by [V ] the character of the kSd-module V , one has
χλ = [Sp(λ)] hence

ch([Sp(λ)]) = sλ,

in particular ch([Sp((n))]) = hn.
From (3.2), it follows that the permutation module λM is isomorphic to

the induced representation of the trivial representation from Sλ to Sd Hence,
for its character we get

ch([λM ]) = ch(ηλ) = hλ.
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4.2.3 Kronecker product

Using the characteristic map, one can define an internal product, sometimes
called Kronecker product, via the internal tensor product of modules over
the symmetric group. Let f, g ∈ Λd and let f = ch(φ) and g = ch(ψ) where
φ, ψ are class functions on Sd. The internal product of f and g is defined to
be

f ∗ g = ch(φ · ψ),

where φ · ψ is the function σ 7→ φ(σ)ψ(σ) on Sd.
With respect to this product Λd becomes a commutative and associative

ring with identity element hd.
From (4.11) and (4.14) we obtain an explicit formula for the internal

product of Schur functions. If λ, µ, ν are partitions of d, we have

sλ ∗ sµ =
∑
ν

gνλµsν , (4.15)

where

gνλµ =
〈
χν , χλχµ

〉
Sd

=
1

d!

∑
σ∈Sd

χλ(σ)χµ(σ)χν(σ).

This also allows, by (4.4), to compute internal products of elementary and
complete symmetric functions.

Notice that the coefficients gνλµ coincide with the Kronecker coefficients
given in (4.8). We will see that this is a consequence of a more general
correspondence (cf. Corollary 4.4).

Since we know how to decompose the tensor product of two permuta-
tion modules, we can compute the Kronecker product of two complete
symmetric functions:

hλ ∗ hµ = ch([λM ] · [µM ]) = ch([λM ⊗k µM ]) = ch([
⊕
A∈Aλµ

AM ]) =
∑
A∈Aλµ

hA.

4.3 Connection to strict polynomial functors

Recall that the functor

F = HomΓdk
(Γω,−) : RepΓdk → kSdMod,

defined in (3.3) is an equivance of categories if k is a field of characteristic
0. The simple objects of RepΓdk are given by the Schur functors Sλ defined
in Section 2.6. We want to show that F sends the Schur functor Sλ to the
Specht module Sp(λ) (cf. also [18, 6]).
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Proposition 4.3. For any partition λ ∈ Λ+(d), we have an isomorphism

F(Sλ) = HomΓdk
(Γω,Sλ) ∼= Sp(λ).

Proof. From Lemma 2.10, we know that HomΓdk
(Γω, Sλ) is isomorphic to the

weight space Sλ(V )ω, with V ∼= kn, for any n ≥ d. By Theorem 2.21, a basis
of Sλ is indexed by standard tableaux of shape λ and filling {1, . . . , n}. Thus,
as in Lemma 2.15, a basis of Sλ(V )ω is given by standard tableaux of shape λ
and content ω, that is, by standard tableaux of shape λ with entry 1, . . . , d,
where each entries occurs once. But this is also a k-basis of Sp(λ).

We are now able to translate in terms of strict polynomial functors some
relation given for kSd-modules.

Recall that Γd = S(d). In particular this means that we have

Γλ = S(λ1) ⊗ · · · ⊗ S(λn).

In terms of strict polynomial functors, the decomposition (4.7) becomes

Γλ =
⊕

µ∈Λ(n,d)

KµλSµ.

Moreover, by 4.8 and Theorem 3.9, the tensor product of Schur functors
is again given by the Kronecker coefficients:

Sλ ⊗Γdk
Sµ ∼=

⊕
ν∈Λ(n,d)

gνλµSν

By identifying, once again, representations of the symmetric group with
their characters kSdMod ∼= Rd and considering the composition ch ◦F we
obtain a map

RepΓdk → Λd.

But there is an alternative approach that endows strict polynomial func-
tors with a ring structure, making possible to define a map going directly
from strict polynomial functors to symmetric functions, which is a ring ho-
momorphism.

4.3.1 From strict polynomial functors directly to symmetric functions

Let X ∈ RepΓdk and Y ∈ RepΓek and consider their external tensor product

(X ⊗ Y )(V ) = X(V )⊗k Y (V ), for any V ∈ Pk



4 Relation to symmetric functions in characteristic 0 52

as in definition 2.4.
For a non negative integer d, denote by Fd = HomΓkd

(Γωd ,−) the functor

F from Definition 3.3 in degree d, where ωd = (1, . . . , 1) is the partition
consisting of d parts equal to 1.

Consider the k[Sd × Se]-module Fd(X) ⊗ Fe(Y ), with diagonal action.
We want to look at it as a kSd+e representation, that is, we consider

ind
Sd+e
Sd×Se(Fd(X)⊗Fe(Y ))

= ind
Sd+e
Sd×Se

(
HomΓdk

(Γωd , X)⊗ HomΓek
(Γωe , Y )

)
∼= HomΓd+ek

(Γωd+e , X ⊗ Y ) = Fd+e(X ⊗ Y ).

The character of this module is given by

[ind
Sd+e
Sd×Se(Fd(X)⊗Fe(Y ))] = [Fd(X)] · [Fe(Y )],

the product of characters given in (4.10). Thus, the external tensor product
of two strict polynomial funtors of degree d and e, respectively, corresponds
through the equivalence Fd+e, to the induction product

Fd(X) · Fe(Y ) = ind
Sd+e
Sd×Se(Fd(X)⊗Fe(Y ))

of the corresponding kSd resp. kSe-modules. The external tensor product
of polynomial functors defines a product on the Grothendieck group K(F),
where

F =
⊕
d≥0

RepΓdk

is the category of strict polynomial functors of bounded degree, which gives
it the structure of a commutative, associative, graded ring with identity (cf.
[25, Appendix A]).

We want to define a homomorphism of graded rings

χ : K(F)→ Λ.

For a = (a1, . . . , an) ∈ kn, denote by diag(a) the diagonal endomorphism
of kn with eigenvalues (a1, . . . , an). If X is a polynomial functor, the trace
of X(diag(a)) is a polynomial function of (a1, . . . , an), which is symmetric
because

diag(σ(a1, . . . , an)) = σ diag(a)σ−1, for any σ ∈ Sn,

where in the second term we denote by σ the permutation matrix correspond-
ing to σ. Hence, we have

traceX(diag(σa)) = trace(X(σ)X(diag(a))X(σ−1)) = traceX(diag(a)).
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Setting
χ(X)(a1, . . . , an) = traceX(diag(a))

yields the desired homomorphism.

If we observe that

K(RepΓdk)
∼= K(Mod kSd) ∼= Rd

we may identify K(F) with R. Under this identification, the map χ coincides
with ch. To see this, it is enough to observe that χ(Γλ) = hλ.

Indeed, we have

Γd(diag(a)) = diag(a)⊗ · · · ⊗ diag(a) = diag(a)⊗d, hence

χ(Γd)(a1, . . . , an) = trace(diag(a)⊗d) = (trace(diag(a)))d = (a1 + · · ·+ an)d.

Recall that

(a1 + · · ·+ an)d =
∑(

d
m1, . . . ,mn

)
am1

1 . . . amnn

where the sum is taken over all compositions (m1, . . . ,mn) of d and the
coefficient of am1

1 . . . amnn equals d!
m1!...mn!

. If we observe that this coefficient
gives the number of permutations that fix the partition (m1, . . . ,mn), we can
rewrite the sum as∑

|λ|=d

∑
β∼λ

aβ1

1 · · · aβ
n

n =
∑
|λ|=d

mλ(a1, . . . , an) = hd(a1, . . . , an).

It follows that χ(Γd) = hd, thus χ(Γλ) = hλ.
As a consequence, we get in particular, that the characters of the Schur

functor corresponding to a partition λ is the Schur function corresponding
to the same partition

χ(Sλ) = sλ.

From Proposition 4.1 and Theorem 3.9, it follows that χ also preserves
internal products

Corollary 4.4. The characteristic map χ sends the internal tensor product of
strict polynomial functors to the Kronecker product of symmetric functions,
i.e.

χ(X ⊗Γdk
Y ) = χ(X) ∗ χ(Y ).
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5 Cauchy filtration

5.1 History and development

The Cauchy Decomposition first appeared in characteristic zero (cf. [24,
(1.5.1)]), with the name Cauchy Formula, in the theory of symmetric func-
tions as the expansion∏

i,j

(1− xiyj)−1 =
∑
λ

sλ(x)sλ(y) (5.1)

where λ runs over all partitions and sλ is the Schur function corresponding
to λ. It is considered due to Cauchy, although he does not state the formula
explicitly. However, it follows easily from Cauchy’s work [4], as we describe
in more detail later.

We have seen that symmetric functions give the formal characters of
strict polynomial functors and that polynomial functors are strongly related
to Schur algebras and representations of general linear groups. Thus, (5.1)
can be generalized in various ways, from which the expansion above can be
reobtained by computation of characters in characteristic 0 and by recalling
some standard connections between symmetric functions (cf. Section 5.3).

A common generalization of (5.1) is the decomposition of the symmet-
ric algebra of a tensor product of two k-modules, where k is an arbitrary
commutative ring. Namely, it is possible to give a natural filtration of
S(V ⊗W ), whose associated graded object is

⊕
λ Sλ(V ) ⊗ Sλ(W ) (cf. [1,

Theorem III.1.4]), which gives rise to a direct sum decomposition if k is a
field of characteristic 0, since the products Sλ(V ) ⊗ Sλ(W ) are irreducible
GL(V )×GL(W )-modules.

Moreover, if we recall that (Γd)◦ ∼= Sd, for any k-module V , we can
rewrite the Cauchy filtration in terms of divided powers, where the terms of
the associated graded object are given by Weyl functors (cf. [22]).

The symmetric algebra S(V ) of an n-dimensional k-module V is isomor-
phic to the polynomial ring k[x1, . . . , xn]. Thus if V and W are k-modules
of dimension m and n respectively, S(V ⊗W ) can be seen as the polyno-
mial ring R = k[Xij] in mn indeterminates, where we can regard at Xij as a
matrix. Hence, (5.1) can be also be generalized as a decomposition of R.

As a decomposition of R in characteristic 0, the Cauchy decomposition
can already be followed from Schur’s thesis (cf. Introduction of [7]), where a
complete classification of the irreducible GL(n, k)-modules is given and their
characters are computed. However, the decomposition has not been stated
by Schur.
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5.1.1 Cauchy filtration for regular function on matrices

Doubilet, Rota and Stein [11] prove in 1974 a first characteristic-free decom-
position of R = k[Xij], which they call straightening formula. They show
that the double standard tableaux form a k-free basis for the polynomial
ring R, where they define double tableaux as products of minors of matrices.

More precisely, let (S|T ) be a double tableau, with S, T ∈ Tabλ(n). If
X = (Xij) is an n × m matrix with n ≤ m and if S and T have at most
n columns, then we associate to (S|T ) the product of minors of X whose
i-th factor is the minor involving the rows S(i, 1), S(i, 2), . . . , S(i, λi) and the
columns T (i, 1), . . . T (i, λi). Thus, the i-th factor is a minor of order λi.

If S, S ′ are tableaux, of possibly different form, we write S ≤ S ′ if and
only if for all p, q the first p rows of S contain fewer occurrences of integers
≤ q than the corresponding rows of S ′, i.e.

card{(i, j)|i ≤ p and S(i, j) ≤ q} ≤ card{(i, j)|i ≤ p and S ′(i, j) ≤ q}.

The last tableau in this order Cλ has entries 1, . . . , λi in the ith row, for any
i, and is called canonical tableau of shape λ.

We can partially order the double tableaux of a fixed shape λ by setting
(S|T ) ≤ (S ′|T ′) if S ≤ S ′ and T ≤ T ′. The content of a double tableau c(S|T )
is the pair (c(S), c(T )). If we now see a double tableau as a product of minors
of a matrix, as described above, the Straightening formula is, for each non-
standard double tableau M ∈ R an expression of the form M =

∑
niMi

with ni ∈ Z and c(M) = c(Mi). Since there are only finitely many double
tableaux of a given content, it follows by induction that every double tableau
is a linear combination of standard double tableaux. Moreover,

Theorem 5.1 (Doubilet-Rota-Stein). The double standard tableaux form a
k-free basis for the polynomial ring R = k[Xij].

Some years later, in 1980, De Concini, Eisenbud and Procesi [7] exploit
the methods of [11] to give a characteristic free decomposition of R, which
holds up to filtration, into G = GL(n, k)×GL(m, k) modules

R ∼=
∑

Lσ ⊗k σL,

where the action is given by A−1XijB, for (A,B) ∈ G and the modules
Lσ are a characteristic-free version of the distinct irreducible polynomial
representations of general linear groups, indexed by partitions and given by
Schur in his Thesis for k a field of characteristic zero.

Denote by Aλ the k-linear span of the double tableaux of shape ≥ λ.
Since one clearly has A(1,...,1) = R, this yields a filtration

A(d) ⊆ A(d−1,1) ⊆ . . . ⊆ A(1,...,1) = R
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where we consider the lexicographic order on partitions and write λ+ for
the successor of a given partition λ. The double standard tableaux of shape
≥ λ form a basis for Aλ ([7, Corollary 2.3]). We say that a double tableau
is right (resp. left) semicanonical if it has the form (A|Cλ) (respectively
(Cλ|B)). Let Lλ and λL be the spaces spanned respectively by all right and
left semicanonical tableaux of shape λ. One can show that Lλ is a GL(n, k)
submodule of R, respectively λL is a GL(m, k) submodule of R. We have

Theorem 5.2 (De Concini-Eisenbud-Procesi). Lλ (resp. λL) has a k-basis
consisting of all right (resp. left) semicanonical standard tableaux. Moreover,
there is a G-isomorphism

Lλ ⊗k λL→ Aλ/Aλ+ .

Thus the associated graded object of the filtration of R by the ideals Aλ is∑
λ Lλ ⊗k λL. If k is a field of characteristic 0, for any partition λ, the

G-module Lλ ⊗k λL is irreducible and the above filtration gives a direct sum
decomposition of the G-module R into irreducible submodules.

5.1.2 Cauchy filtration for the symmetric algebra

Almost simultaneously, Akin, Buchsbaum and Weyman [1] prove the same
result by using a different language. They prove a decomposition of the
symmetric algebra in terms of Schur functors which holds up to filtration in
positive characteristic. To do this, they define a natural pairing

〈−,−〉 : ΛλV ⊗ ΛλW → Sd(V ⊗W ),

where λ is a partition of d, which gives a natural filtration

0 ⊆M(d) ⊆M(d−1,1) ⊆ . . . ⊆M(1,...,1) = Sd(V ⊗W ),

where Mλ =
∑

µ≥λ〈ΛµV,ΛµW 〉. Again, we consider the lexicographic order
on partitions. The following result is proved in [1, III.1.4].

Theorem 5.3 (Akin-Buchsbaum-Weyman). For any partition λ, there is an
isomorphism

SλV ⊗ SλW →Mλ/Mλ+ ,

hence the associated graded object of the filtration {Mλ} is⊕
|λ|=d

Sλ(V )⊗ Sλ(W ).

It seems that the Cauchy filtration in terms of divided powers has been
first stated by Hashimoto and Kurano in 1992 in [19], where it is obtained
as a corollary of a version of the decomposition of symmetric algebras given
in [1] extendeded to chain complexes [19, Theorem III.2.7, Corollary III.2.9].
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5.1.3 Cauchy filtration as a good filtration for Schur algebras

The Cauchy filtration, in terms of strict polynomial functors, is one of the
properties that make RepΓdk an highest weight category. The module category
of an algebra A is an highest weight category if and only if A is a quasi-
hereditary algebra [5]. Thus by Proposition 2.9, to prove the highest weight
structure for strict polynomial functors one can show that the Schur algebra
Sk(n, d) is quasi hereditary. This has been first proved by S. Donkin [9],
[8] some years before the name was coined. He works over an arbitrary
commutative ring k and defines a k-algebra Sk(π) for each finite saturated
set π of dominant weights of a semisimple, complex, finite dimensional Lie
algebra g, which is free of finite rank over k. For some particular choices
of π and g one obtains the Schur algebra. These algebras are all quasi-
hereditary. The filtration of Sd(V ⊗W ) is the equivalent in this context to
show that the injective Sk(π)-modules have a good filtration. This was already
proved in [8, Theorem 2.6 and Remark (2), p.7] in the category of rational
modules for a a semisimple, simply connected affine algebraic group G over
an algebraically closed field of prime characteristic p, and is showed more
explicitly for generalized Schur algebras in [9, 2.2h], for k an arbitrary ring.
There are several other proofs of the Schur algebra being quasi-hereditary.
R. Parshall [28, Section 41] proves that Sk(n, d) is quasi-hereditary for k an
algebraically closed field (1989), and in [6, Theorem 3.7.21] the same is done
for an arbitrary noetherian commutative ring R (1990). The same result is
proved by Green [17, Theorem 7.1] in 1992 with combinatorial methods.

In this section, we will discuss the Cauchy filtration for Γ(V ⊗ W ), as
described in [22], and prove it by methods similar to [1]. By computing
characters, we will then find the Cauchy Formula (5.1). In the last section
we discuss how the Cauchy Formula can be obtained from Cauchy’s work.

5.2 Cauchy filtration for divided powers

Let V,W ∈ Pk. For any non negative integer d there is a unique map

ψdV,W : ΓdV ⊗ ΓdW → Γd(V ⊗W )

making the following square commutative (recall Proposition 2.1),

ΓdV ⊗ ΓdW
ψdV,W

//
��

��

Γd(V ⊗W )
��

��

V ⊗d ⊗W⊗d ∼ // (V ⊗W )⊗d
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hence, we have a natural transformation of functors

ψd : Γd(−)⊗ Γd(−)→ Γd(−⊗−).

Assume that V,W are free and fix bases {v1, . . . , vm} and {w1, . . . , wn},
respectively. Consider two compositions µ ∈ Λ(m, d), ν ∈ Λ(n, d), so that
(cf. (2.9))

vµ ⊗ wν ∈ ΓdV ⊗ ΓdW.

The tensor product vµ⊗wν =
∏m

i=1 v
⊗µi⊗

∏n
j=1 w

⊗νi is the sum of all possible
different expressions of the form (vi1⊗ . . .⊗vid)⊗(wj1⊗ . . .⊗wjd), in which vi
occurs µi times and wj occurs νj times, for any i = 1, . . . ,m and j = 1, . . . n.
This is rearranged by ψdV,W to give (vi1⊗wj1)⊗ . . .⊗(vid⊗wjd). Let aij be the
number of times vi ⊗ wj appears in the last product. The matrix A = (aij)
formed in this way is an element of Aµν and all distinct permutations of
(vi1 ⊗ wj1) ⊗ . . . ⊗ (vid ⊗ wid) that give rise to the same matrix occur as a
summand of ψdV,W (vµ ⊗ wν). Thus it is not difficult to see that

ψdV,W (vµ ⊗ wν) =
∑

(aij)∈Aνµ

∏
1≤i≤m
1≤j≤n

(vi ⊗ wj)⊗aij . (5.2)

For a partition λ ∈ Λ+(r, d) we can extend ψdV,W to a map

ψλV,W : ΓλV ⊗ ΓλW → Γd(V ⊗W )

given by the composite

ΓλV ⊗ ΓλW
∼−→ (Γλ1V ⊗ Γλ1W )⊗ · · · ⊗ (ΓλrV ⊗ ΓλrW )

ψ
λ1
V,W⊗...⊗ψ

λr
V,W−−−−−−−−−→ Γλ1(V ⊗W )⊗ · · · ⊗ Γλr(V ⊗W )→ Γd(V ⊗W )

where the last map is given by the multiplication.
We write ψλ for the corresponding natural transformation

ψλ : Γλ(−)⊗ Γλ(−)→ Γd(−⊗−).

Recall that, if V,W are free ΓλV and ΓλW are also free and have a k-
basis indexed by Tabrcλ (m) and Tabrcλ (n) respectively. An element of a basis
of ΓλV ⊗ΓλW is given by vS⊗wT , where vS ∈ ΓλV and wT ∈ ΓλW are basis
elements, S ∈ Tabrcλ (m), T ∈ Tabrcλ (n).

We will also say that the double tableaux (S|T ), with S ∈ Tabrcλ (m) and
T ∈ Tabrcλ (n), are a basis for ΓλV ⊗ΓλW . We will say that a double tableau
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(S|T ) has some property (e.g. is costandard), if both S and T satisfy it (e.g.
they are both costandard). We can give the following description of ψλV,W
with respect to these bases. Let

vS = vα1 ⊗ . . .⊗ vαr and wT = wβ1 ⊗ . . .⊗ wβr .

Then vS ⊗ wT is sent by the first map of the above composition to

(vα1 ⊗ wβ1)⊗ . . .⊗ (vαr ⊗ wβr).

By expressing the image through ψλi of every tensor factor (vαi ⊗wβi) as in
(5.2) and multiplying, one has

ψλV,W (vS ⊗ wT ) =
r∏
l=1

 ∑
(aij)∈Aα

l

βl

∏
1≤i≤m
1≤j≤n

(vi ⊗ wj)⊗aij

 . (5.3)

Remark 5.4. For every partition λ, the map ψλV,W is a k-linear map and the
number of times a basis element vi (resp. wi) occurs in every summand of
ψλV,W (vS⊗wT ) equals the number of entries of S (resp. T ) which are equal to
i. We will say that ψλV,W preserves the content of the double tableau (S|T ).

Consider the lexicographic order on the set of partitions of weight d. For
a partition λ, denote by λ+ its immediate successor and by λ− its immediate
precedessor. Set (1, . . . , 1)− = −∞ and (d)+ = +∞. Let

Fλ(V,W ) =
∑
µ≥λ

ImψµV,W ,

so that we have a functor

Fλ : ΓdPk ⊗ ΓdPk →Mk.

Lemma 5.5. For any partition λ, the functor Fλ is universal.

Proof. The natural transformation ψλ is universal. Indeed, Γλ(−) ⊗ Γλ(−)
and Γd(− ⊗ −) are universal functors, hence they are defined over any ring
k and so is ψλ. Write Γλk ⊗ Γλk , Γdk(− ⊗ −) and ψλ,k for the functors and
the natural transformation defined over a ring k. Moreover, let φ : k → ` be
a ring homomorphism and, if V and W are k-modules, write V` for ` ⊗ V ,
resp. W` for `⊗W .
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By the definition of ψλ, the diagram

`⊗ (ΓλkV ⊗ ΓλkW )

∼=
��

`⊗ψλ,kVk,Wk // `⊗ Γdk(V ⊗W )

∼=
��

Γλ`V` ⊗ Γλ`W`

ψλ,`V`,W` // Γdk(V` ⊗W`)

is commutative.
It follows now from Remark 2.20, that F k

λ =
∑

µ≥λ Imψλ,k is a universal
functor.

Corollary 5.6. For any partition λ, the functor Fλ/Fλ+ is universal.

Proof. Consider the following map

Ψλ =
∑
µ>λ

ψµ :
⊕
µ>λ

Γµ(−)⊗ Γµ(−)→ Fλ.

By Lemma 5.5, Ψλ is universal. since we have Fλ/Fλ+
∼= Coker Ψλ, the

statement follows from Remark 2.20.

Definition 5.7. The Cauchy filtration is the chain

0 = F∞ ⊂ F(d) ⊂ F(d−1,1) ⊂ · · · ⊂ F(2,1,...,1) ⊂ F(1,...,1) = Γd(−⊗−)

Our next goal is to show that the associated graded object of the Cauchy
filtration is given by ⊕

|λ|=d

Wλ ⊗Wλ, (5.4)

that is, for any λ partition of d and any V,W ∈ Pk, one has

Fλ/Fλ+(V,W ) ∼= WλV ⊗k WλW.

To do this, we will need some technical results.

Lemma 5.8. For any V,W ∈ Pk and any λ ∈ Λ+(r, d), WλV ⊗WλW 6= 0
implies Fλ/Fλ+(V,W ) 6= 0.

Proof. Let V,W be free and let {v1, . . . , vm} and {w1, . . . , wn} be ordered
bases of V and W , respectively. By Theorem 2.21, from WλV ⊗WλW 6= 0
it follows r ≤ min{m,n}, so that we can consider v⊗λ ⊗ w⊗λ ∈ ΓλV ⊗ ΓλW.
We have

ψλV,W (v⊗λ ⊗ w⊗λ) = (v1 ⊗ w1)⊗λ1 . . . (vr ⊗ wr)⊗λr
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which is clearly a nonzero element of Fλ(V,W ). We want to show that this
element is not contained in Fλ+(V,W ).

Suppose (v1 ⊗ w1)⊗λ1 . . . (vr ⊗ wr)⊗λr ∈ Fλ+(V,W ), then it is contained
in ImψµV,W , for some µ > λ, µ ∈ Λ+(s, d). In particular, by Remark 5.4, one
can find tableaux S and T of content λ, so that we have S, T ∈ Tabrcµ (r),
such that

ψµV,W (vS ⊗ wT ) = (v1 ⊗ w1)⊗λ1 . . . (vr ⊗ wr)⊗λr .
If vS = vα1 ⊗ . . .⊗ vαs and wT = wβ1 ⊗ . . .⊗ wβs , this becomes by (5.3)

s∏
l=1

 ∑
(aij)∈Aα

l

βl

∏
1≤i≤m
1≤j≤n

(vi ⊗ wj)⊗aij

 = (v1 ⊗ w1)⊗λ1 . . . (vr ⊗ wr)⊗λr .

By comparing the two expression, one has aij = 0 if i 6= j, for every

(aij) ∈ Aα
l

βl
, and any l = 1, . . . , s, that is, all matrices occurring in the sum

are diagonal. Since the sums of rows and columns are fixed, we must have for
every l, αl = βl and Aα

l

βl
= {diag(αl1, . . . , α

l
r)}, so that T = S. This is only

the case when αl = βl has only one non-zero entry. Indeed, if αli, α
l
j ≥ 1, for

some i < j, one has

diag(αl1, . . . , α
l
i − 1, . . . αlj − 1, . . . , αlr) + Eij + Eji ∈ Aα

l

βl ,

which is not diagonal.
It follows that αl = βl has one non-zero entry, equal to µl. This means

that, for any 1 ≤ l ≤ s, all entries of the l-th row of S = T are equal, which
is not possible, because µ ≥ λ and λ equals the content of T .

This shows that (v1 ⊗w1)⊗λ1 · . . . · (vr ⊗wr)⊗λr is contained in Fλ(V,W )
but not in Fλ+(V,W ), therefore Fλ/Fλ+(V,W ) 6= 0.

Lemma 5.9. Let V,W ∈ Pk. Let λ ∈ Λ+(r, d) be a fixed partition. For
1 ≤ i ≤ r and 1 ≤ t ≤ λi+1, the composition

Γλ(i,t)V ⊗ Γλ(i,t)W
γA(i,t)V⊗γA(i,t)W

// ΓλV ⊗ ΓλW
ψλV,W

// Γd(V ⊗W )

where λ(i, t) is the partition

λ(i, t) = (λ1, . . . , λi−1, λi + t, λi+1 − t, λi+2, . . . , λr)

and γA(i,t) : Γλ(i,t) → Γλ is the standard morphism given by the matrix

A(i, t) = diag(λ1, . . . , λr) + tEi+1,i − tEi+1,i+1,

equals a multiple of ψ
λ(i,t)
V,W .



5 Cauchy filtration 62

Proof. Recall the presentation (2.16)⊕
i≥1

⊕λi+1

t=1 Γλ(i,t) α // Γλ //Wλ
// 0,

of Wλ.
Let V,W be free and fix {v1, . . . , vm} and {w1, . . . , wn} ordered bases of

V and W , respectively. Assume r ≤ min{m,n}. Write v⊗λ for the element

v⊗λ = v⊗λ1
1 ⊗ . . .⊗ v⊗λrr .

Define w⊗λ analogously. The basis element

v⊗λ(i,t) ⊗ w⊗λ(i,t) ∈ Γλ(i,t)V ⊗ Γλ(i,t)W

is sent by γA(i,t)V ⊗ γA(i,t)W to

(v⊗λ1
1 ⊗ · · · ⊗ v⊗λi−1

i−1 ⊗ v⊗λii ⊗ v⊗ti v
⊗λi+1−t
i+1 ⊗ vλi+2

i+2 ⊗ · · · ⊗ v⊗λrr ) ⊗

(w⊗λ1
1 ⊗ · · · ⊗ w⊗λi−1

i−1 ⊗ w⊗λii ⊗ w⊗ti w
⊗λi+1−t
i+1 ⊗ wλi+2

i+2 ⊗ · · · ⊗ w⊗λrr ).

The image of this under ψλV,W is

i−1∏
l=1

(vl ⊗ wl)⊗λl(vi ⊗ wi)⊗λi(vi ⊗ wi)⊗t(vi+1 ⊗ wi+1)⊗λi+1−t
r∏

l=i+1

(vl ⊗ wl)⊗λl .

We want to compare this expression with ψλ(i,t)(vλ(i,t) ⊗ wλ(i,t)) =

i−1∏
l=1

(vl ⊗ wl)⊗λl(vi ⊗ wi)⊗λi+t(vi+1 ⊗ wi+1)⊗λi+1−t
r∏

l=i+1

(vl ⊗ wl)⊗λl .

We notice that all but one factor of the both expressions agree. Namely,
the product (vi ⊗ wi)

⊗λi(vi ⊗ wi)
⊗t in the first expression, is replaced by

the factor (vi ⊗ wi)⊗λi+t in the second one. Now, from the Remark (2.12) it
follows that the composition ψλV,W ◦(γA(i,t)V ⊗γA(i,t)W ) is an integer multiple

of ψ
λ(i,t)
V,W .

We give a last general results, that can be found in [33], for the case
k = C.

Lemma 5.10. Let k be a field and let G and H be groups, not necessarily
finite. Let X be a finite dimensional kG-module and Y a finite dimensional
kH-module. Then the tensor product X⊗k Y is an irreducible G×H-module
if and only if X and Y are irreducible.
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Proof. It is clear that, if X or Y is reducible, then so is X ⊗ Y , so we have
to prove only the “only if” part. As a G-module, the tensor product X ⊗ Y
is isomorphic to X⊕n, where n = dimY . Since X is irreducible, we have
EndG(X) ∼= k, X⊕n is a completely reducible G-module and its submodules
are of the form Xm ∼= X ⊗ km, with m ≤ n, that is G-submodules of X ⊗ Y
are of the form X⊗Y ′, where Y ′ is a k-subspace of Y . If X⊗Y ′ also has a H-
module structure, we must have X ⊗Y ′ = X ⊗Y , since by the irreducibility
of Y we have H · Y ′ = Y .

Theorem 5.11. Fix a commutative ring k and let V,W ∈ Pk. Let λ ∈
Λ+(r, d) be a fixed partition. Then the morphism

ψλ : ΓλV ⊗ ΓλW → Fλ(V,W )

induces an isomorphism

WλV ⊗WλW
∼−→ Fλ/Fλ+(V,W ), (5.5)

which is functorial in V and W with respect to morphisms in ΓdPk.

Proof. Assume V,W free of dimension m and n respectively. As a first step,
we want to show that there is a morphism ψ̄λV,W making the following square
commutative.

ΓλV ⊗ ΓλW

p
����

ψλV,W
// Fλ(V,W )

q
����

WλV ⊗WλW
ψ̄λV,W

// Fλ/Fλ+(V,W )

(5.6)

From the presentation (2.16), we have

Im(γA(i,t)V ⊗ γA(i,t)W ) ⊆ ker(p).

By Lemma 5.9, it holds

Im(ψλV,W ◦ (γA(i,t)V ⊗ γA(i,t)W )) ⊆ Imψ
λ(i,t)
V,W ⊆ Fλ+(V,W ),

where the last inclusion follows from λ(i, t) > λ, for any i, t.
Hence ψλ(ker(p)) ⊆ ker(q). This yields ψ̄λV,W .

Now we want to prove that ψ̄λV,W is an isomorphism. From the definition
of Fλ(V,W ) it follows that

Fλ/Fλ+(V,W ) ∼= ImψλV,W/(Fλ+(V,W ) ∩ ImψλV,W ),
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thus the composition

ΓλV ⊗ ΓλW
ψλV,W

// Fλ(V,W )
q
// // Fλ/Fλ+(V,W )

is surjective and, by the commutativity of the diagram (5.6), so is ψ̄λV,W .

Of course we can define ψ̄λ,k for any ring k, because ψλ is universal. Since
the above discussion is independent of the choice of the ring k, ψ̄λ,k is an
epimorphism for any ring k.

We want to show that ψ̄λ is a universal natural transformation. Indeed,
from Theorem 2.21 and Corollary 5.6, we know that both Wλ ⊗Wλ and
Fλ/Fλ+ are universal functors. Moreover, from the proof of Theorem 2.21,
we know that the p and α⊗α are universal natural tranformations, where α
is the map appearing in the presentation (2.16).

We need to check the commutativity of the diagram (2.14), that is

ψ̄λ,`V`,W`

∼= `⊗ ψ̄λ,kV,W

for any ring homomorphism φ : k → ` and any k-modules V,W . Write p`
and q` for the projections given in the diagram (5.6), defined for a ring `.
Since, from Lemma 5.5, we have

`⊗ ker qk = `⊗ F k
λ+(V,W ) = F `

λ+(V`,W`) = ker q`,

we only have to show that

`⊗ ψλ,kV,W (ker pk) = ker p`.

We have `⊗ψλ,kV,W (ker pk) = `⊗ψλ,kV,W (ImαkV ⊗αkW ) = `⊗ Im(ψλ,kV,W ◦αkV ⊗αkW )

= Im(ψλ,`V`,W`
◦ α`V ⊗ α`W ) where the last equality follows from Remark 2.20.

Since Im(ψλ,`V`,W`
◦ α`V ⊗ α`W ) = ker p`, this proves the universality of ψ̄λ.

Suppose WλV ⊗WλW 6= 0, by Lemma 5.8 we have Fλ/Fλ+(V,W ) 6= 0.
If we take k = Q, then WλV ⊗WλW is an irreducible GL(V ) × GL(W )-
module for any partition λ, by Lemma 5.10. Hence ψ̄λ,Q is forced to be an
isomorphism, because we already know that it is an epimorphism. Because of
the universality, we have 0 = ker ψ̄λ,Q = Q⊗Zker ψ̄λ,Z and, since a submodule
of a free Z-module is free (cf. [23], Appendix 2), this implies ker ψ̄λ,Z =
0. It follows that ψ̄λ,Z is a monomorphism and hence an isomorphism. In
particular, it follows that Fλ/Fλ+ is universally free. Then ψ̄λ,Z is a natural
isomorphism between universally free functors, hence by Lemma 2.19, ψ̄λ,k

is a natural isomorphism for any k and this concludes the proof.
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5.3 Computing characters

Let k be a field of characteristic 0 and consider the Cauchy decomposition
discussed in the last section

Γ(V ⊗W ) =
⊕
λ

Wλ(V )⊗Wλ(W ) (5.7)

into irreducible GL(V )×GL(W )−modules, where λ runs over all partitions
and Wλ denotes the Weyl functor corresponding to λ.

We want to compute the characters of both sides of this formula, that is,
we want to compute their image through the homomorphism χ, defined in
(4.3.1).

Recall that, for a polynomial functor X ∈ K(F),

χ(X)(a1, . . . , an) = traceX((a))

where for a = (a1, . . . , an) ∈ kn, (a) = diag(a) denotes the diagonal endo-
morphism of kn with eigenvalues (a1, . . . , an). It is a symmetric function of
(a1, . . . , an).

Consider the functor X = Γ(−⊗−) and let V and W be free k-modules
with bases {v1, . . . vm} and {w1, . . . , wn}, respectively. A diagonal endo-
morphism (a) ⊗ (b) of the free k-module V ⊗W is given by a couple of
diagonal endomorphisms (a) = ((a1, . . . , am)) and (b) = ((b1, . . . , bn)) of
V and W .

If we take, as a basis for V ⊗W ,

{z11, z12, . . . , z1n, z21, z22, . . . , zmn},

where zij = vi⊗wj, we may rewrite (a)⊗(b) as the diagonal endomorphism
of V⊗W ∼= kmn given by the mn−tuple (a1b1, a1b2, . . . a2b1, a2b2, . . . , ambn).

Thus we have

χ(Γ)(a1b1, . . . , ambn) = trace Γ((a)⊗ (b)).

Recall that χ(Γd) = hd, where hd denotes the d-th complete symmetric func-
tion. Now we have

χ(Γ)(a1b1, . . . , ambn) =
∑
d≥0

χ(Γd)(a1b1, . . . , ambn) =
∑
d≥0

hd(a1b1, . . . , ambn).

Denote by hd(a · b) the polynomial hd(a1b1, . . . , ambn).
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Recall that, in characteristic 0 one has Wλ
∼= Sλ, thus χ(Wλ) = sλ. If we

now consider both diagonal morphisms (a) and (b) on V and W separately
again, we obtain

χ(
⊕
λ

Sλ(V )⊗ Sλ(W ))(a · b) =
∑
λ

χ(Sλ)(a) · χ(Sλ)(b) =
∑
λ

sλ(a)sλ(b).

Thus, by passing to the characters, the formula (5.7) translates as∑
d≥0

hd(a · b) =
∑
λ

sλ(a)sλ(b), (5.8)

where λ runs over all partitions of d.
Observe that

(1− aibj)−1 =
∑
d≥0

(aibj)
d. (5.9)

If a = {a1, . . . am} and b = {b1, . . . , bn} are finite sets of variables, then from
the last equality it follows∏

i,j

(1− aibj)−1 =
∏
i,j

(∑
d≥0

(aibj)
d
)

=
(∑
d≥0

(a1b1)d
)
· · ·
(∑
d≥0

(ambn)d
)
.

A degree d term of this function will be of the form

(a1b1)l1,1 · (a1b2)l1,2 · · · (ambn)lm,n ,

where li,j are integers such that
∑
li,j = d. It is easy to see that a monomial

of the form (ab)λ = (a1b1)λ1 · · · (ambn)λmn is a term of our function, for every
sequence of non-negative integers λ = (λ1, . . . , λmn) such that

∑mn
i=1 = d.

It follows that the degree d part of
∏

i,j(1 − aibj)−1 is given by the sum of
all monomials in the variables a1b1, . . . , ambn of total degree d. This is, by
definition, the d-th complete symmetric function hd(a1b1, . . . , ambn). Thus,∑

d

hd(a · b) =
∏
i,j

(1− aibj)−1.

By inserting the last equality in (5.8), we find∏
i,j

(1− aibj)−1 =
∑
λ

sλ(a)sλ(b) (5.10)

the classical Cauchy Formula for symmetric functions. Of course the for-
mula can be proved directly in the theory of symmetric functions, as showed
for example in [24, (1.5.1)].
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5.4 Some history: from Chauchy’s work to Cauchy
Formula

The expansion of
∏

i,j(1 − aibj)−1 in terms of Schur functions is universally
attributed to Cauchy and is therefore called the Cauchy Formula, but in the
work of Cauchy there is not a clear statement of this identity.

However, (5.10) follows easily from a work of Cauchy on alternating func-
tions [4] and the Cauchy-Binet Formula, a result of linear algebra that ex-
presses the determinant of a product of matrices in terms of the determinants
of their minors. We recall them in the next sections.

5.4.1 The Cauchy-Binet formula

Let A and B be matrices of size m× n and n×m respectively, with n ≥ m.
Let [n] = {1, . . . , n} and denote by

(
[n]
m

)
the set of m-combinations of elements

of [n], that is subsets of [n] with m elements. If S ∈
(

[n]
m

)
, denote by A[m],S

the m ×m minor of A, given by the columns of A indexed by S. Similarly,
let BS,[m] the minor of B given by rows indexed by S. Then we have

det(AB) =
∑

S∈([n]
m)

= det(A[m],S) det(BS,[m]) (5.11)

Cauchy and Binet came to the same formula by using different methods.
The Mémoirs of the both authors where presented for publication separately,
but on the same day. Although there are no documents conferming this, there
is the presumption that they, knowing beforehand to have reached similar
results, arrangenged in a friendly way for simultaneous publicity (See [27] for
interesting historical discussions).

5.4.2 Cauchy’s work - Mémoire sur le fonctions alternées et sur les
sommes alternées

This is a brief summary of Cauchy’s work in more modern language.

Consider a sequence of variables x = x1, x2, x3, . . . , xn and form the prod-
uct Px =

∏
1≤i<j≤n(xi − xj). It is clear that Px is an alternating function of

the variables x1, x2, . . . xn, i.e. it changes its sign every time we interchange
two of the variables. It follows directly from the definition that an alter-
nating function F of x vanishes if we put xi = xj for any two variables in
the sequence x. Hence, if F is an integer function, i.e. a function that only
involves integer powers of the variables, it must be algebraically divisible by
each of the differences (xi − xj), with j > i. It follows that Px divides F .
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A rational function of x, whose denominator is a symmetric function and
whose numerator is an alternating function, is clearly again an alternating
function of x. Let now f(x1, x2, . . . , xn) be an arbitary function. Consider
the following sum

sf (x1, . . . , xn) =
∑
σ∈Sn

sgn(σ)f(xσ(1), . . . xσ(n)).

We call it the alternating sum of f . It is easy to see that sf is an alternating
function of x1, . . . , xn. If f is an integer function, sf will be integer too and,
as before, it will be divisible by the product Px. If f is rational, so will
be its alternating sum and one can write sf = U/V , where U and V are
interger functions of x1, x2, x3, . . . , xn. If V is a symmetric function and it
is divisible by the product of all denominators that appear in the sum sf ,
U must necessarily be an alternating function of x. Therefore Px divides U
and we can write U = PxW and s = Px

W
V

, where W is an integer symmetric
function of x1, x2, x3, . . . , xn. It follows that the alternating sum is a product
of Px and a rational symmetric function W/V .

As an application of this, consider

f(x) =
n∏
i≥1

(xi − yi)−1.

Clearly, if we consider the alternating sum sf as above (note that we only
sum over the permutations of the variables x1, . . . , xn), we can set V =∏n

i,j≥1(xi − yj). Then U will be an integer function of x = x1, . . . , xn and
y = y1, . . . , yn. Therefore, U will be divisible by Px and Py. Hence we have

U = cPxPy and sf (x, y) =
cPxPy

V
,

where c is a constant or a symmetric function of x, y. Every product of
the form

∏
j≥1(xi − yj), for a fixed i, will have degree n, as a function of x

and y. It follows n = deg(V ) − deg(U). From deg(V ) = n2 it follows now

deg(U) = n2 − n. On the other hand, deg(Px) = deg(Py) = n2−n
2

= n(n−1)
2

,

thus the degree of c = U
PxPy

has to be zero and c is a constant.

To determine c one can put xi = yi for i = 1, . . . , n, in sf (x, y) =
cPxPy

V

reduced to the form cPxPy = sg, where g = V∏
i(xi−yi)

. In this way one finds

cP 2
y = V∏

i(xi−yi)
or, equivalently cP 2

y =
∏

i 6=j(yi − yj) = (−1)
n(n−1)

2 P 2
y . It

follows c = (−1)
n(n−1)

2 . We can now rewrite

sf = (−1)
n(n−1)

2

PxPy

V
. (5.12)
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5.4.3 How to deduce Cauchy Formula from this?

In nowadays terms, Cauchy computes a determinant, that can be seen as a
double version of a Vandermonde’s determinant. Namely, consider two sets
of n indipendent variables x = x1, x2, . . . , xn and y = y1, y2, . . . , yn. Writing
the function sf (x) from (5.12) explicitly yields∑

σ∈Sn

sgn(σ)f(xσ(1), . . . xσ(n)) =
∑
σ∈Sn

sgn(σ)
n∏
i=1

1

(xσ(i) − yi)
.

This is nothing else than the Leibniz Formula for calculating the n × n de-
terminant of

W =



1/(x1 − y1) 1/(x1 − y2) 1/(x1 − y3) . . . 1/(x1 − yn)
1/(x2 − y1) 1/(x2 − y2) 1/(x2 − y3) . . . 1/(x2 − yn)
1/(x3 − y1) 1/(x3 − y2) 1/(x3 − y3) . . . 1/(x3 − yn)

...
...

...
...

1/(xn − y1) 1/(x1 − y2) 1/(xn − y3) . . . 1/(xn − yn)


Observe now that the product Px =

∏
1≤i<j≤n(xi − xj) is, up to a sign

(−1)
n(n−1)

2 , the determinant of the Vandermonde’s matrix V (x1, . . . , xn). Anal-

ogously Py = (−1)
n(n−1)

2 det(V (y1, . . . yn)). Thus (5.12) states the following
identity, that is known from linear algebra

det(W ) = (−1)
n(n−1)

2 · det(V (x1, . . . , xn)) · det(V (y1, . . . , yn))∏
1≤i,j≤n(xi − yj)

. (5.13)

If we now multiply both sides of (5.13) by (x1·x2···xn)n

(det(V (x1,...,xn))·det(V (y1,...,yn)))
We

obtain ∏
1≤i,j≤n

(1− ziyj)−1 =
det(W ′)

det(V (z1, . . . , zn)) det(V (y1, . . . , yn))
, (5.14)

where zi = (xi)
−1 and

W ′ =



1/(1− z1y1) 1/(1− z1y2) 1/(1− z1y3) . . . 1/(1− z1yn)
1/(1− z2y1) 1/(1− z2y2) 1/(1− z2y3) . . . 1/(1− z2yn)
1/(1− z3y1) 1/(1− z3y2) 1/(1− z3y3) . . . 1/(1− z3yn)

...
...

...
...

1/(1− zny1) 1/(1− z1y2) 1/(1− zny3) . . . 1/(1− znyn)


.



5 Cauchy filtration 70

Note that the sign disappears.
Now it remains to expand the left-hand side as a sum of products of

Schur functions. To do this, observe that, as in (5.9)), W ′ can be seen as the
product of an (n×∞)-matrix Z and an (∞× n)-matrix Y as follows

1 z1 z2
1 z3

1 . . .
1 z2 z2

2 z3
2 . . .

1 z3 z2
3 z3

3 . . .
...

...
...

...
1 zn z2

n z3
n . . .

 ·


1 1 1 . . . 1
y1 y2 y3 . . . yn
y2

1 y2
2 y2

3 . . . y2
n

y3
1 y3

2 y3
3 . . . y3

n
...

...
...

 .

Using Cauchy-Binet Formula (5.11) it follows

det(W ′) =
∑

S∈( N∗
n )

det(Z[n],S) det(YS,[n]).

The order we consider on the composition S, hence the order we write
columns and rows of the two minors respectively, does not change the prod-
uct of their determinants. Namely, if we choose a different order, both de-
terminants may change sign, but their product is preserved. This means
that we can choose an order and write S = {s1, . . . , sn} such that we have
s1 > s2 > · · · > sn. Observe also that one has s1 ≥ n − 1. Thus we can see
S as a partition and write it as a sum of two partitions S = λ + δ, where
δ = (n − 1, n − 2, . . . , 1, 0) and λ is a partition of length ≤ n. In this way,
every different composition S corresponds to a different partition λ of length
at most n. The determinant of a minor of Z can be now written as follows

det(Z[n],S) =
∑
σ∈Sn

sgn(σ)
n∏
i=1

zsiσ(i) = det(z
λj+n−j
i )ij.

Using the same notation, one has det(zn−ji )ij = det(V (z1, . . . , zn)).

The quotient det(z
λj+n−j
i )/ det(zn−ji ) is by definition the Schur function

sλ(z1, . . . , zn) (cf. (4.2)).
Analogously, det(YS,[n]) = sλ(y1, . . . , yn). It follows

det(W ′)

det(V (z1, . . . , zn)) det(V (y1, . . . , yn))
=
∑
λ

sλ(z)sλ(y).

By inserting this in (5.14), we find the Cauchy Formula (5.10), as desired.
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