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Abstract

Navigation is one of the most complex behaviours observed in the

animal kingdom. A navigating animal needs to learn and recognize

the characteristics at certain locations, to decide in which direction

to move to reach its destination and to avoid collisions with objects

during its journey. Many insects – bees, ants, and wasps – are fasci-

nating navigators, and their behaviour has been scrutinized in great

detail over the past century. With their brain weighing only a few

milligrams, these insects have been an amazing source of inspiration

for engineers to develop computationally parsimonious and energy-

efficient algorithms, and puzzled scientists about how such a tiny

animal can navigate efficiently in a complex world.

The thesis has been inspired by the stunning navigational skills of

foraging insects. One of their skills is the ability to follow a habitual

route between two locations. As it will be shown in the thesis, route

navigation can arise from simple mechanisms; knowing its overall

goal direction and employing a collision avoidance algorithm is suf-

ficient to follow a route. However, the journey along a route of an

agent, i.e. a biological or technical system, is not always smooth.

The journey may be disrupted suddenly by external factors – such
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as wind or an impending danger – or by internal sources that lead

to navigational errors. The agent will, thus, be at an unknown lo-

cation away from its habitual route and have to find its route again

to complete its journey. I will reveal in the thesis a variety of search

strategies that an agent may use to find its route again in a clut-

tered environment, such as a city or a forest. Since a unique optimal

search strategy does not exist, it will be shown that the agent can

decide which strategy to follow, assuming it can estimate the dis-

tance it plans to travel and the distance it has been displaced from

its route.

The thesis addresses fundamental questions of navigation by fo-

cussing on following and finding a habitual route again. To frame

these dilemmas, (1) an overview of navigation will also be given to

highlight common fundamental problems faced by any navigating

agent, (2) the various degrees of complexity of different strategies to

solve navigational tasks and (3) essential aspects of research on in-

sect navigation. Although my modelling approach is inspired by the

behaviour of foraging insects, it aims to provide general solutions for

any moving agent on how to commute between two locations effi-

ciently.



Zusammenfassung

Navigation ist eine der komplexesten beobachteten Verhaltensweisen

im Tierreich: um sein Ziel zu erreichen, muss ein navigierendes Tier

lernen, die Eigenschaften eines bestimmten Ortes zu erkennen, um

eine Entscheidung über seine Bewegungsrichtung treffen zu kön-

nen. Zudem muss es auch Kollisionen mit Objekten vermeiden. Vie-

le Insekten, bspw. Bienen, Ameisen, und Wespen, sind hervorragen-

de Navigatoren, deren Verhalten im vergangenen Jahrhundert von

WissenschaftlerInnen eingehend untersucht wurde. Aufgrund ihrer

Fähigkeit trotz ihres kleinen Gehirns, das nur wenige Milligramm

wiegt, effizient zu navigieren, sind diese Insekten eine Quelle der

Inspiration für WissenschaftlerInnen zur Entwicklung energieeffizi-

enter Algorithmen.

Die vorliegende Dissertation wurde von der beeindruckenden Navi-

gationsfähigkeit nahrungssuchender Insekten inspiriert. Sie haben

die Fähigkeit einer bekannten Route zwischen zwei Standorten zu

folgen. Wie in der Dissertation gezeigt, ist es bereits mit sehr ein-

fachen Mechanismen möglich, einer Route zu folgen. Beispielswei-

se ist es ausreichend, die Richtung des Gesamtzieles zu kennen

und einen Kollisionsvermeidungs-Algorithmus anzuwenden, um ei-
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ner Route zu folgen. Dennoch verläuft die Bewegung des Agenten,

das heißt eines technischen oder biologischen Systems, entlang ei-

ner Route nicht immer problemlos. Sie kann durch äußere Faktoren

- wie z.B. Wind - oder interne Zustände, die zu Navigationsfehlern

führen, gestört werden. Der Agent befindet sich dann an einem un-

bekannten Ort abseits des gewohnten Weges und muss zu seiner

Route zurück finden, um seine Reise fortzusetzen. Durch die Ver-

haltenssimulation des Agenten wird in der Dissertation gezeigt, dass

verschiedene Suchstrategien benutzt werden können, um in einer

Umwelt mit vielen Objekten, z.B. einem Wald oder einer Stadt, zu

seiner Route zurückzufinden. Um seine Navigationsfähigkeiten zu

optimieren, kann ein Agent eine Strategie auswählen. Hierbei sind

die Entfernung des Agenten von seiner Route und die zur Suche

verfügbare Zeit wichtige Faktoren.

Diese Doktorarbeit befasst sich mit den grundsätzlichen Fragen

der Navigation und insbesondere mit Navigation nach einem Abkom-

men von der Route. Um dieses Phänomen zu erklären, wird zunächst

ein Überblick über Navigation gegeben, indem (I) das grundlegende

Problem eines jede Navigationssystems, (II) die verschiedenen Gra-

de der Komplexität des Navigationsverhaltens, und (III) wesentliche

Aspekte der Forschung an Insekten-Navigation präsentiert werden.

Obwohl mein Modellierungsansatz vom Verhalten nahrungssuchen-

der Insekten inspiriert ist, zielt er darauf ab, allgemeine und effizi-

ente Lösungen für - zwischen zwei Standorten pendelnde - Navigati-

onssysteme zu entwerfen.



Introduction

The success of a species depends on the ability of the individual

animals to protect, find resources, mate, and feed themselves and

their offspring. Under real-world conditions, it is unlikely to find a

location that provides the animal with resources and protection at

the same time. Bees, for example, build their nest at an appropri-

ate place to breed and protect their offspring, but have to travel to

other locations to find food (i.e. nectar and pollen) [56, 162]. Bats

living in caves and rats living underground face similar problems to

bees, since they have to leave their secure home to gather food [52].

Migratory species face an even bigger challenge than bees, rats and

bats: their breeding location and wintering grounds are separated

by several thousands of kilometres. They have to undertake a long

journey twice a year. Songbirds, for example, travel between the

west and east coast of North America [154]. These examples illus-

trate that the animals are required to travel between different places

and their survival depends on their ability to find, learn and return

successfully to locations providing resources, security and a place

to mate. The ability to reach a specific location in an environment is

termed navigation [157].



2 Introduction

Navigation, as illustrated by the previous examples, is wide-spread

in nature. One of the most amazing examples is the honeybee, given

its small size and organized society. Honeybees have fascinated hu-

mans for millenniums, from the Greek mythology to today [153], but

they are not the only fascinating insects. Ants, wasps and bum-

blebees are also tiny animals travelling long distances to gather re-

sources for their brood. Despite their tiny brains compared to hu-

man brains, they have many amazing skills. They explore the en-

vironment to discover food locations [129], learn to travel back and

forth between those locations and their nest along habitual routes

[94], and can learn and solve complex tasks [4, 3], such as solv-

ing and remembering to negotiate a maze [103]. The study of insect

navigation is, therefore, a rich source of knowledge.

The interest for mankind in the study of insect navigation is not

solely limited to gaining knowledge about complex behaviour and

the underlying neuronal mechanisms. The study of navigation may

also have a direct impact on the survival of honeybees and bumble-

bees, the two main pollinators of our crops. Indeed, beehives need

to have enough resources to survive and, thus, efficient foragers

finding flowers, collecting nectar and returning to their hive. An un-

derstanding of the methods they use to navigate may give hints to

help bees to forage efficiently. Moreover, these insects, with their

limited computational resources. are also energy-efficient systems

and, nevertheless, manage to solve complex tasks. Their study has

inspired and will inspire engineers to develop energy-efficient algo-

rithms which contribute to improving autonomous robots both with
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respect to their performance and energy consumption.

Route navigation

The spatial behaviour of a navigating biological system, such as an

animal, can be observed at various spatial scales, from the travel

of birds across continents to the kinesin protein walking on micro-

tubules. Most biological systems commuting between two locations,

for example, a home and a food location, move along habitual routes.

The navigation along such routes is a strategy which emerged in

the animal kingdom at least 350 million years ago (Trilobites [13])

and is still seen nowadays in many species including humans. Hy-

menopterans, such as bees and ants, follow habitual routes between

food locations and their nest. They have been studied in great detail

over the past decades and, thus, are a great source of inspiration

for understanding route navigation. The route-following algorithms

used to explain the behaviour of ants rely mainly on a continuous

memorization of the scenery along the route [6]. The continuous

memorization is, however, demanding in terms of memory capacity.

The further the agent travels, the more memory is required to re-

member the route. Bees travelling longer distances than ants may,

thus, use other strategies to follow a route than a continuous mem-

orization of the scenery. How can an agent, a biological or techni-

cal one, follow a route without memorizing all the places along the

route (chapter 2)? The insect’s journey may also be disrupted by the
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need to avoid an incoming danger or by navigational errors, which

will displace the insect to an unknown location in the environment,

i.e. away from its habitual route. Although ants have often been

displaced away from their route to study their route-following algo-

rithms [28, 175, 58], little is known about how an insect searches

to find its habitual route again. How can an agent displaced away

from its route find its route again efficiently (chapter 3)? Finally,

how does the memorization of places along a route affect the risk of

staying lost after having been displaced away from the route (chap-

ter 4)?

Thesis outline

The first chapter of this thesis will provide an overview of naviga-

tion. The problem of navigation will be divided into four fundamental

problems, and a formalism will be introduced for each problem. The

strategies of navigation will be classified in a hierarchy of classes of

increasing complexity. Each fundamental problem will be linked to

each navigation strategy. Finally, an overview of insect navigation

will be given in relation to the four fundamental problems of naviga-

tion.

In the second chapter, we will see that route-following may be

achieved by taking advantage of the necessity to avoid collisions with

objects in cluttered environments. By combining a bio-inspired col-

lision avoidance system with a goal direction (e.g. given by the inte-
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gration of the agent’s past motion), the agent will follow idiosyncratic

routes. This algorithm is one of the simplest routes following algo-

rithms, because no location along the route needs to be memorized

by the agent, as long as the overall direction of the goal is known by

the agent.

In the third chapter, the agent will be assumed to know all loca-

tions along its route perfectly. The agent will be challenged to find

its route again after having been displaced to an unknown location.

It will be shown that an optimal search strategy does not exist, but

that certain search strategies outperform others under specific con-

ditions, such as the distance between the agent and its route and

the distance the agent can travel before running out of energy.

In the fourth chapter, it will be assumed that the agent knows only

certain locations along its route to safe memory space. It will be ar-

gued that the agent can still follow a sparsely memorized route by

combining “naive” and “experienced” responses (later named prede-

fined and calculated direction, respectively). Similar to the second

chapter, the agent will be challenged to find its route again after

having been displaced to an unknown location.

Finally, the limitations and advantages of three different classes

of route following algorithms will be discussed with the help of the

formalism introduced in the first chapter. An outlook for future re-

search on route navigation in insects will then be given.





1 Overview of navigation

1.1 Navigation

Navigation is widespread not only in nature but also in our culture.

Before the domestication of animals and the use of agriculture (more

than 10,000 years ago [36]), humans were gathering and hunting for

food, i.e. they were foraging. Nowadays, most humans do not for-

age, but still need to travel between certain different locations, such

as their workplace, food stores and their home. Navigation in our

world is not always easy. Most humans have experienced the situa-

tion of being lost. Humans have developed several tools to facilitate

navigation in various environment, such as cities, forests, the sea or

even space. We use maps or a navigation system (based on a global

positioning system, GPS), for example, when placed in an unfamiliar

environment or when required to reach an unknown location. Nav-

igation without such a navigation system is challenging, even if the

navigator has a map and a compass. The challenge to reach a series

of unknown locations as quickly as possible with only the use of a

compass and a map gave birth to the sport of “orienteering” (it first
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appeared in Sweden in 1886 as military training [168]). The recent

use of GPS decreased the problem of navigating in an unfamiliar en-

vironment drastically, as the users always know where they are and

where their destination is. Although we could use the navigation

system provided by our smartphone constantly to commute between

home and work, most people commute daily between those loca-

tions without using it. We, therefore, may ask how do we navigate,

or more generally, what are the strategies concerned with navigat-

ing? The study of navigation may also provide a more intuitive and

cheaper technical system to aid our navigation. Indeed, GPS is not

available all the time, a costly system to maintain and uses a set of

coordinates not intuitive for humans (an alternative project to mark

places http://what3words.com/). Therefore, the aid of a naviga-

tion system currently based on GPS and maps may be substituted

by a more natural system. Instead of hearing “turn right in 200 me-

ters”, for example, it will be more natural to hear “turn right after

the bakery”.

The topic of navigation will be addressed in the following section

using four fundamental questions. Each question will be intuitively

motivated and then formally described. The formal and mathemati-

cal descriptions of the four fundamental questions constitute an im-

portant conceptual basis of navigational behaviour observed in the

animal kingdom. This basis will, at the end of the thesis, be used as

a ground to discuss route navigation, and may serve in the future

as a guide for the formulation of new research questions and the in-

terpretation of behaviour observed in the animal kingdom. Different

http://what3words.com/
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spatial behaviour has been observed in the animal kingdom and ex-

plained by different navigational strategies. The navigational strate-

gies have been classified into seven classes to date. This classifica-

tion is independent of the division of navigation in four fundamental

questions. The links between the classification – adapted from clas-

sifications established previously [157, 50, 55] – and the four funda-

mental questions will be made in the second section of this chapter.

The four fundamental questions, their formal descriptions and the

classification will form the theoretical basis of the thesis. The latter

will be highlighted by a section with examples observed in insects.

It will be argued that insects are stunning navigators, as they face

similar challenges to many other animals (including humans) and

do so with a brain weighing only a few milligrammes.

1.2 A fourfold problem

Navigation is one of the most challenging tasks to be solved by an-

imals and mobile artificial systems, i.e. an agent. The task of the

agent while navigating is to change its current state “I am at the

starting location” to the state “I am at the goal location”. Navigation

is, therefore, a special case of problem-solving; here, the location of

the agent always pertains to its state. One divides any complex prob-

lem into smaller ones in order to find the solution. The individual

problems will be introduced with an example: A biker 1 travelling

1The gender of the biker is not relevant in the present context: the neutral “they”
will be used to refer to the biker.
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from Lyon (co-ordinates: 45◦46′N 4◦50′E) to Bielefeld (co-ordinates:

52◦1′N 8◦31′E), and, subsequently, phrased as questions. The biker

has already done the journey once and, therefore, remembers cer-

tain locations along the route. Those locations, such as a food store,

hotel or route intersection, are characterised by certain features,

such as the shape, colour or distance to objects surrounding the

location. The biker, on the first trip, has detected and remembers

some of those characteristics; the biker can detect characteristics at

a place (detectability). On their second journey, looking for a familiar

location, they have to compare the characteristics of places remem-

bered and the characteristics detected at their current location; the

biker can recognise a place (recognizability). However, recognising

a peculiar location, such as a route intersection, will provide little

help to our biker. They need to know in which direction they have

to move; the biker has a sense of direction (directionality). Last but

not least, the biker will have to avoid cars, buildings and trees along

their journey. They may even have to venture along a novel route

due to a broken bridge. The biker needs to estimate the feasibility

of the motion planned; they have a sense of feasibility. Setting aside

the obvious requirement of the motion of the agent, the problem of

navigation can be divided into four questions:

Table 1.1: The four fundamental questions of navigation

What characteristics can be detected at this place? detectability
How do I recognize the characteristics of one place? recognizability
Where is (are) the other relevant place(s) relative to me? directionality
How do I get to the other place(s) from here? feasibility



1.2 A fourfold problem 11

I will give a formal definition for each of the problems in order

to grasp a better understanding of the underlying mechanisms or

strategies solving the four problems of navigation. The formalism

will become useful when any model of navigation is discussed. The

formalism will be used especially at the end of the thesis to discuss

different strategies for route navigation. Each formal definition will

be phrased around the journey of our biker.

1.2.1 What characteristics can be detected at this

place?

Assuming that the biker does not leave their bike and does not use

any other mode of locomotion, they can only reach places on the

same landmass. The ensemble of all places reachable is called the

environment. The environment contains a variety of features, such

as the colour and the shape of objects, the light intensity of the

sky or the texture of the ground. The features are distinct from

each other (a spherical object cannot be cubic) and, therefore, the

collection of all features forms a mathematical set X. A place is

characterised by a subset A of the set of features X. A feature x is

a characteristic of a place if x ∈ A. We have, thus, a characteristic

function for all features:

1A(x) :=

1 if x ∈ A

0 otherwise
(1.1)

However, every feature at a place may not always be present or
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sensed by the biker. We assume, for instance, that our biker rode

their first journey in summer, and their second in winter. On their

second journey, most trees will not have leaves and the ground may

be covered by snow. Certain characteristics observed during the first

journey are no longer present. Our biker, moreover, cannot sense –

without the use of additional devices – infrared or ultraviolet light.

Due to the disappearance or appearance of certain features and the

sensing limitations of the biker, they sense at a place a subset B of

the set of features X.

An additional problem that our biker has to solve is how to trust

their senses. Sensing a feature x may also be the result of noise

in the environment (e.g. photon-noise in low light conditions) or in

the processing stage (e.g. the nervous system). The biker, therefore,

needs to discern between reliable and unreliable features. Each fea-

ture x in B has been sensed from either a reliable or an unreliable

source of information. The biker emits two hypotheses: the feature x

comes from a reliable source of information (first hypothesis H1), or

it comes from an unreliable source of information (second hypothe-

sis H2). The biker has to discard every unreliable feature x in B. The

probability of having a reliable (respectively, unreliable) source of

information knowing that the feature x has been sensed is the con-

ditional probability p(H1|x) (resp. p(H2|x) ). The biker may trust their

senses when the following inequality is satisfied: p(H1|x) > p(H2|x).
However, those two probabilities may not be known a priori by the

biker. The biker may, on the other hand, have knowledge about

the probability of sensing a feature x knowing they have a reliable
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(respectively, unreliable) source of information, i.e. the conditional

probability p(x|H1) (resp. p(x|H2)). Moreover, they may have an esti-

mate of the probabilities of having a reliable or unreliable source of

information, p(H1) and p(H2), respectively, through experience (or as

a consequence of the evolution). Using the Bayes chain inequalities

for conditional probabilities [167], one can show that:

p(H1|x) ≤ p(H2|x)⇒
p(x|H1)

p(x|H2)
>
p(H2)

p(H1)
= L(x) (1.2)

where L(x) is the likelihood ratio of x

To sum up, a feature x in X is a detected characteristic of a place

A for the biker when:
1A(x) = 1 membership

1B(x) = 1 sensible

L(x) < p(x|H1)
p(x|H2)

detectable

(1.3)

1.2.2 How do I recognise the characteristics of one

place?

I will define recognition in a broad context and, therefore, define

recognition of an entity. Tree, mountain and river are, for example,

entities. The word “entity” may be read as a tree, mountain or river,

although an obvious loss in generality will, thus, be made. An en-

tity can be dissimilar to another. The dissimilarity is a continuous

function. Two identical entities do not differ and, therefore, have a

dissimilarity equal to zero (identity of indiscernible). The dissimilar-
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ity between two entities can be infinite. It lies, thus, in the interval

[0, inf[ (non-negativity). Moreover, the measure of dissimilarity is sym-

metric, i.e. the dissimilarity between an entity x (a tree) and entity

y (a mountain) is equal to the dissimilarity between the entity y (the

mountain) and entity x (the tree) (symmetry). Finally, the dissimi-

larity between an entity x (a tree) and an entity z (a river) is smaller

than, or equal to, the sum of the dissimilarities between the entity x

(the tree) and an entity y (a mountain) and the dissimilarity between

the entity y (the mountain) and z (the river) (subadditivity). The dis-

similarity function can, therefore, be seen as a distance 2 function

(or metric) between two entities. A place is, thus, recognised when

the distance function between the current characteristic of one loca-

tion and the memory of the characteristic at this location is zero, i.e.

they are indiscernible. In order to recognise a place, the biker needs

to compare – by using a distance function – the characteristic of the

current place with the one stored in their memory.

1.2.3 Where is (are) the other relevant place(s) relative to

me?

The concept of directionality is contained in the word “where”. A

direction is the information contained in the relative position of one

point – the place relative to me – with respect to another point – my

position – without the information of distance. Mathematically, the
2Distance does not refer to the physical quantifier of how far one place is from

another (i.e. usually measured in metres), but refers to the mathematical gen-
eralisation of the concept of the physical distance.
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direction is the unit vector
−→
AP , where A is the current state of the

biker and P is the desired state to be reached. The number of di-

mensions of
−→
AP is equal to the number of dimensions characterising

the state of the biker. When the state of the biker is only speci-

fied by their location (x, y, z), for example, the direction vector
−→
AP

has three dimensions. The state of the biker may, however, contain

many other parameters, such as the quantifier of energy the biker

has currently.

The second part of the third fundamental question of navigation

is the relevance of a place. Our biker wants to reach Bielefeld from

Lyon. Although Bielefeld is the destination of the journey, it is not

the place of immediate relevance to reach the start. The biker will

have to regain energy, rest, may have to repair their bike, before

reaching their final destination. Hotels, restaurants and grocery

stores along the route will be relevant places to reach. When the

biker is tired, reaching a hotel is more relevant than a restaurant.

A nearby hotel – not one on the other side of a mountain – is then

preferable. To generalise this example, the relevance of a place is

one quantity assigned to a place. The quantity can be formalised as

the output of a mathematical function. Every function transforms a

set of inputs to an output (here, the output is the relevance). The set

of inputs of the function comprises, but is not limited to, the state

of the biker (e.g. level of energy), variables intrinsic to the place (e.g.

the amount of food available), and the distance between the biker

and the place. The function is defined by environmental constraints
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(the presence of a mountain), biological constraints (the need of the

biker to sleep about eight hours per night) and temporal constraints

(the hotel room is usually available only after 2 pm).3 To conclude,

the directionality of a place can be expressed as a unit vector, the di-

rection from the current state of the biker A to the state of the biker

once the relevant place is reached P , and the relevance of a place by

a value R = f(A,P ).

1.2.4 How do I get to the other place(s) from here?

Once our biker knows where the current relevant place is relative to

their current location, the place still has to be reached. The biker,

therefore, needs to change their current state “I am at an intersec-

tion” to “I have reached the restaurant”. To do so, the biker will

have to ride, negotiate turns, slow down, etc. The biker, therefore,

needs to successively transform their state to arrive finally at the

restaurant. The biker can change their state by applying a series

of transformations or functions. They can reach their destination if

a transformation f (or function) exists leading to the desired state

P from the biker’s current state A. When the system of equation

P = f(A) is linear, it can be rewritten in matrix form P = TA. The

existence of the transformation T is, in this case, trivial and can be

3The concept of the relevance of a place in navigation has a clear parallel in the
theory of foraging. The optimality of a foraging model is assessed according
to three assumptions: the decision (set of permissible inputs), constraints (the
definition of a function) and the currency (the output of the function) [145].
The relevance of a place can, therefore, be seen as a currency in the context of
optimal foraging.
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solved by following the methods of linear algebra. However, realis-

tic systems are often non-linear. The biker may simplify the prob-

lem by decomposing it into smaller or elementary transformations

P = f(A) = f1(f2(f3(...fi(. . . fn(A). . . )...))). Once the problem has been

solved, the list of transformations should be remembered by the

biker to avoid solving the problem again, because finding the func-

tion f can be highly demanding in time and computational power

[83].

1.3 Hierarchy of navigational strategies

How the four fundamental questions may be answered depends on

the context and complexity of the navigational task. An agent may

not use the same strategy when reaching a nearby location com-

pared to a distant one. Reaching Lyon from Bielefeld requires more

planning than going back home from work. The complexity of navi-

gational strategies can be grouped into 4 + 3 classes referring to local

and non-local navigation, respectively. An agent using a local (re-

spectively, non-local) navigation strategy needs to recognise a single

location (respectively, multiple locations), such as the goal. Based on

classifications established previously [157, 50, 55], I will introduce

the seven different classes in the order of their increasing complex-

ity: searching, direction following, aiming (named target approach-

ing by Olivier Trullier et al. [157], and taxis by James L.Gould [55]),

guidance (named piloting by James L.Gould [55]), state recognition-
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triggered response (named place by Olivier Trullier [157]), topolog-

ical navigation and metric navigation (named survey navigation by

Mathias O. Franz [50], true navigation by James L. Gould [55]). A

definition of the respective navigational strategy will be given first in

italics, followed by the limitations of the strategy and an explanation

of when it is necessary or worth using. Human-centred examples

will then be added to give an intuitive idea of the strategy, as well as

information about its use in the animal kingdom.

1.3.1 Searching

The agent, away from its destination, does not orient actively towards

it; it reaches its destination by chance.

Searching is a fundamental strategy and is used in a myriad of

situations. When an agent does not have any information about the

environment or has already used all the knowledge available to nav-

igate, but has failed to reach its destination, needs to search. This

simple navigation strategy is, however, inefficient. The agent may

move for an extended period of time before finding its destination

by chance. Students have to find their way in the university every

year; they will have to locate the building (often indicated on a map)

and then locate the specific room labelled by a number. New stu-

dents may be unfamiliar with the logic – if any exists – underlying

the room numbering and may just search for the room. For animals,

the feeding locations may change over time (especially if the animal

is hunting other animals). Moreover, a newborn “naive” animal may
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have no knowledge about the location of the feeding sites. In such

situations, the only method to reach its destination is by searching

(reindeer [95], spider monkeys [116], grey seals [2], fruit-flies [118],

bees [120, 129, 87], ants [130], moths [119], marine predators [137,

70] albatrosses [71], insect review [11] and models review [74] ). An

agent displaced from a familiar location also needs to search to find

familiar locations again (ants [79]).

1.3.2 Direction following

The agent, away from its destination, moves in a direction with nei-

ther the need to recognise a location visited previously nor the detec-

tion of information at the destination.

The risk of moving in a given direction is to move away from the

destination when the direction has been wrongly indicated. When

the direction points toward the destination, direction following is

more efficient than searching, as the agent moves directly in the

correct direction. The direction can be indicated by three modalities:

communication, and idiothetic and allothetic information.

Communication is often used by humans. In order to reach a

place, a naive human may seek help and ask a human familiar with

the environment to indicate the direction to follow. The non-naive

human, i.e. the expert, may, for example, only give the overall di-

rection of the destination, and thus, the naive human only knows

this direction. Passing directional information via communication

has also been observed in bees [162]. Experienced bees indicate the
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direction and distance to a rewarding location, i.e. a food source, via

a dance (the waggle dance).

An agent may also have acquired information of the goal direction

from its own motion without using communication, i.e. idiothetic

information (patent [86], models [98, 86, 61] or review [47]). The

integration of its motion, i.e. the path travelled by the agent while

searching for a previously unknown valuable location (such as a food

source), gives the direction and distance of the starting location [61,

132]. However, if this method of path integration is subject to noise,

the resulting information about the direction and distance of the goal

may be biased. The error in the measurement of motion is likely to

accumulate over time [161]. The agent can, however, compensate

for this by searching once its path integrator indicates that it has

reached the destination [100, 170].

Finally, the direction to follow may be provided directly by local

information, i.e. directional cues. Certain species of ant mark the

route between a food source and the nest by odours [41]. The in-

dividual on the route just has to follow the trail of odours until the

destination, i.e. the end of the route, is recognised. This strategy

is, however, not suitable for every environment. The markers along

the route may vanish [59], for example, by evaporation (desert ants).

Visual cues can also provide directional information. Bees and dung

beetles, for example, use the bearing of the sun in the sky [44]. The

sun is not the only allothetic directional cue detectable by vision.

One may use the polarization pattern [81, 67, 44], the moon or the

stars [34, 139].
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1.3.3 Aiming

The agent, away from its destination, detects characteristics of the

destination and aims towards it.

A conspicuous marker is required at the goal location for this

strategy to be employed by an agent. Natural visual markers are of-

ten visible only within a limited range from the goal location, as they

are hidden behind the clutter of the world, such as trees or build-

ings. An odour, as a conspicuous cue, is not occluded by objects,

and sounds may even be transmitted or bent by the objects. The

detectability of such cues, nonetheless, decreases with increasing

distances from the goal (decrease of odour concentration or sound

amplitude). As humans, for example, we may detect a bakery by the

odour of bread even when the door or the bakery sign are hidden.

Odour and sound are clearly used for aiming in the animal kingdom.

Mosquitoes locate humans (or other animals) based on their odour

[53], bears can locate a bee hive several metres away by the smell of

the hive, and nocturnal barn owls detect and catch their prey thanks

to the prey’s noises [135]. Visual markers are also used in the ani-

mal kingdom, from door recognition (human) to nest hole entrance.

The entry to a bee or wasp hive is a hole in the ground. The hole is

dark and, therefore, can be distinguished from the different object

laying on the ground around it (wasp: [180], bumblebees: personal

communication Anne Loebecke).
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1.3.4 Guidance

The agent, away from its destination, is guided toward its destination

by establishing a relationship between information currently available

and the characteristics of the destination location remembered.

Guidance is the most complex local navigation strategy. Even des-

tinations hidden in the clutter of the world, without conspicuous

markers, can be reached efficiently by the agent. The agent estab-

lishes a relationship between the characteristics of the goal loca-

tion remembered and the one at its current location. The direction

in which the agent should move to reach its goal is derived from

the relationship. Therefore, the relationship is an ego-relationship.

However, for an ego-relationship to be established, information sur-

rounding the agent at its current location needs to be comparable

to the information memorised previously at the goal location. There-

fore, an ego-relationship can only be established within a limited

area (the catchment area) around the destination 4. We often indi-

cate a destination in our daily life by providing a relationship be-

tween the location to reach and conspicuous landmarks. One may

say, you will find a restaurant with delicious cheese at the intersec-

tion of Rolandstraße and Siegfriedstraße (Bielefeld, Germany). The

navigator only needs to follow one of the two streets to find the inter-

section and, thus, the restaurant. Guidance was, before the spread

of GPS, used by fishermen to locate their fishing spot, an area with

4A navigation problem may be described as “local” if a relationship between the
information at the goal location and the information available to the agent at
any other location in the environment exists.
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a high density of fish, by using the bearings of lighthouses (or other

high landmarks) on the coast. A seminal experiment inferring the

use of guidance in the animal kingdom was performed by Tinbergen

in 1938 [155]. The nest hole of a wasp in the ground was surrounded

by pine trees. When the pine trees were displaced after the depar-

ture of the wasp, the returning wasp was searching for its nest at the

centre of the circle formed by the pine trees. This type of experiment

has been reproduced with many different animals (ants [109, 173],

wasps [177] and bees [38]).

1.3.5 State recognition-triggered response

In a given state (e.g. at a given location), the agent recalls the direction

to follow by recognizing the state (the location).

This strategy is a simple extension of any local navigation strat-

egy, as it is based on a concatenation of sequentially applied local

navigation strategies. It is the method typically employed by a GPS

navigation system to indicate the route to follow between the cur-

rent location and the final destination of the journey (e.g. take the

second exit at the roundabout). Route following behaviour observed

in ants has been modelled by a sequence of recognition-triggered

responses (full memory [6, 1], infomax [6] and bioinspired network

[1]). It has also been inferred in a recent study that wasps use such

a strategy for homing [149]. A wasp leaving its nest performs com-

plex manoeuvers around its nest, i.e. a learning flight. When the

wasp returns home, it will encounter and recognise locations seen



24 Overview of navigation

during its learning flight and, therefore, bear in the direction of the

nest.

1.3.6 Topological navigation

The agent, at every familiar location, knows the procedure to reach

at least one other familiar location; the agent may plan its route by

moving virtually through a sequence of familiar locations.5.

Topological navigation is the simplest form of navigation strategy

allowing planning, i.e. to choose between different routes to reach

the destination. This form of navigation is extremely powerful. Sub-

way or bus plans in a city are based on the concept of topological

navigation. They provide information about how to move from one

station to another as long as they are connected by a subway or

buses. When two stations are separated by at least one station, it

is, therefore, impossible to move between those two stations (with-

out additional information) without passing by at least one of the

separating station. In order to assess that an animal uses a topolog-

ical navigation strategy, one needs to show that the animal is able

to choose different paths without relearning or exploring its envi-

ronment again. The behaviour of rats is consistent with the use of

topological information. In an experiment, rats were placed in an

environment with three paths of different length between the start

5The intuitive and formal representation of topological navigation is a graph or
network; the familiar locations are represented here by nodes, and the proce-
dures to reach other locations from a given location are encoded by an edge,
i.e. the connection between nodes.
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and the goal location. During their exploration, they quickly learned

to follow the shortest path. The blockade of the shortest path then

triggers an exploration and the rats will, thus, follow the remaining

shortest path, thus, still consistent with a state recognition-triggered

response. Interestingly, when this path is also blocked, the rat select

the remaining path directly, indicating an ability to select between

paths, a behaviour coherent with topological navigation [156, 157].

1.3.7 Metric navigation

At any location, the agent knows the distance and direction to any

other location; the agent can plan any route within the range of the

map.6.

An agent can, therefore, travel along novel paths by using the map,

i.e. it does not need to use a priori established connections 7. The

navigation of many robots is based on this strategy. The class of

algorithm self-localisation and mapping (SLAM) is commonly used

in robots [25]. The presence of place cells in the brain of bats, rats

and humans is an indicator of a potential map encoded in the brain

[106]. Those cells encode the metric of the environment. To date,

those cells have not been found in insects, thus, the use of metric

6With respect to the formal representation of topological navigation, a metric
navigation can be conceived as a topological navigation with the nodes being
anchored in space by its metric position

7Metric navigation is extremely difficult to perform. I invite the reader to try to
navigate without a map in an unknown city. Take a taxi to a hotel without
looking outside much, and then explore the surroundings of the hotel. (As a
precaution, do not forget a backup system: the telephone number and address
of your hotel)
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navigation in insects is still under debate. To infer the use of a met-

ric navigation by an animal by monitoring its behaviour, the animal

needs to travel along a novel route. However, the novel route should

not be followed by other simpler strategies, such as direction follow-

ing or path integration. Insect behaviours have been explained so

far by simpler strategies than the use of metric navigation strategy

[26, 33, 29].
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Table 1.2: Link between the hierarchy of spatial behaviour and the four fundamental problems of navigation

Navigational strategy Problem Capability-ies of the agent.

Searching

detectability Characteristics of the goal
recognizability The goal location
directionality

feasibility

Direction following

detectability
Direction at certain location
Characteristics of the goal

recognizability The goal location
directionality

feasibility

Aiming

detectability Conspicuous cue(s) marking the goal

recognizability
Conspicuous cue(s) marking the goal
The goal location

directionality Bearing of the conspicuous cue(s)
feasibility

Guidance

detectability Cues

recognizability
Cues having a relationship with the one at the goal location
The goal location

directionality Establish a relationship between current cues and memorized cues
feasibility

State recognition-triggered response

detectability Cues

recognizability
Cues at a known places
The goal location

directionality Recall (sub)goal-direction from a known place
feasibility

Topological navigation

detectability Cues
recognizability Cues at known places
directionality Select the procedure to reach a goal

feasibility Does a procedure or series of them exist?

Metric navigation

detectability
Cues
Metric

recognizability Cues

directionality
Follow a novel route based on the metric
Select the procedure to reach a goal

feasibility
Detect dead-end
Does a procedure or series of them exist?
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1.4 Insect navigation

Insects are relatively small animals compared to humans, and they

use their tiny brains to solve complex tasks. The brood-caring in-

sects have evolved to travel efficiently and repeatedly between their

nest and locations rich in resources, such as food. Many hymeno-

pteran species share common strategies to navigate, such as follow-

ing routes, and, therefore, constitute an ideal ground for ethology.

The computational limitations of a brain with a small number of

computational units (i.e. neurones)[169] may restrict the complex-

ity of algorithms used to mediate those behaviours and, therefore,

constitute an ideal ground to reveal neuronal mechanisms of com-

plex behaviour. The wide range of insect behaviour together with the

limited underlying computational resources have inspired engineers

to apply bio-inspired principles in robots and algorithms for several

decades [143, 48]. Insects, therefore, have also been a great source

of inspiration in the field of navigation [164, 82, 113]. Moreover,

the navigational strategies employed by honeybees and bumblebees

are linked to our food production. Indeed, honeybees and bumble-

bees pollinate our crops [160] and reach those crops thanks to their

navigational skills.

We have seen that navigation is the successive transformation of

the current state of the animal to its state at its destination. The

state of the animal in navigation always contains the position of

the animal in the environment. However, the state may contain

other types of information. I will, therefore, first elaborate on the
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state of an insect: proprioception, motion estimation and integra-

tion, spatial-orientation, energy and hunger 8. After the description

of the state of an insect, I will provide answers to the four questions

of navigation (detectability, recognizability, directionality and feasi-

bility). Each section, focused on one of the four questions, will start

with a description of the constraints imposed by the environment

and the sensing ability of an insect. The sections will be highlighted

by examples of the behaviour of insects and models inspired by those

behaviours.

1.4.1 State of the insect

Proprioception

The sense of proprioception is important to answer the question:

How does an insect get to the other place(s) from here? section 1.4.5

The ability of the animal to move actively is a precondition for navi-

gation. The animal needs to produce forces to propel itself by moving

limbs: legs in order to walk, wings in order to fly. Limbs are equip-

ped with an extensive sensory system. Some elements of the sensory

system are proprioceptors. They monitor the position of the leg seg-

ments or the wing orientation and amplitude. Insects equipped with

proprioceptive sensors have information about their posture. These

sensors are used to help the control and stability of the insect when

8The motivation of the agent is also an important component of the state. How-
ever, motivation cannot be measured or quantified without repetitive visits, i.e.
an a posteriori measure of the animal’s state. It has, therefore, been left out of
this list



32 Overview of navigation

walking [27, Chapter 8.1] or flying [27, Chapter 9.7].

Motion estimation and integration

Navigation requires moving through the environment. Integrating

the motion gives the insect an estimate of the distance between its

initial and current location. This motion estimation is, however, sub-

ject to noise accumulation [161]. Nevertheless, motion integration is

used for navigation. While a walking insect achieves motion integra-

tion by counting its steps [170], flying insects need to monitor the

apparent displacement of objects (honeybees [142, 35, 8], bumble-

bees [9], flies [76] or review [171]). The motion integration can be

achieved with a simple neural network [61].

Spatial-orientation

The orientation is defined relative to the environment. Although the

insect may estimate its orientation by integrating its motion [132],

it (and also any system) needs to detect the bearing of a distant ob-

ject, such as the sun, the moon or another prominent landmark, to

unambiguously estimate its orientation in space. The insect using

the sun or the moon is faced with two challenges. The sun (or the

moon) may be hidden behind clouds and moves during the course

of the day (respectively, night). The scatter of the light through the

atmosphere creates a polarisation pattern (polarisation is a property

of any electromagnetic wave including light). Insects are equipped

with sensors sensitive to the polarisation pattern of light and, there-
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fore, can detect the bearing of the sun even when the sun is hidden

behind clouds. Moreover, insects are able to compensate for the

movement of the sun [101, 44, 34, 139]. Estimating the bearing

of one distant object is one of the simplest strategies to measure

its orientation. An alternative method to estimate its orientation is

computing the dissimilarity between a memorised snapshot and the

current view of the sky. The degree of dissimilarity between the two

views provides the agent with an estimate of its current orientation.

This strategy seems to be used by dung beetles [45].

Energy and hunger

Movements require the transformation of mechanical or potential

energy into kinetic energy. Insects (similar to other animals) mainly

use mechanical energy to propel themselves and, therefore, con-

sume the energy provided by food. However, food in the environ-

ment is neither available at every instant in time nor at any loca-

tion. The insect’s energy, therefore, decreases during its journey

[46]. The decrease in available energy results in an increase in the

central excitatory state and an increase in the sensitivity of the in-

sect’s chemoreceptor (involved in food detection) [27, Chapter 2.3].

Food deprivation has long been used to motivate animals to learn a

task. A male bumblebee, for example, deprived of food for 24 hours

will perform a learning flight after feeding at a flower, indicating the

relevance of finding the flower again. Male bumblebees, which are

not deprived of food, do not learn the flower position [122].
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1.4.2 What characteristics can be detected at a place?

Brightness

Insects are equipped with eyes. Although the resolution or the field

of view of the eyes may differ between species (or between individuals

in a species due to differences in body size, e.g. bumblebees [140]),

they all share the property of sensing light intensity. No human

needs to be convinced that brightness is a rich source of informa-

tion in the world as it is the main sensory modality for humans in

many tasks. The extraction of relevant information may, however, be

extremely complex (see, for example, the broad field of object recog-

nition). Driven by the argument that insects have limited compu-

tational power [77], a variety of simple methods have been charac-

terised in the last few decades. The line between the objects (or the

ground) and the sky – i.e. the skyline – in an environment contain-

ing objects (e.g. cities), for example, is a powerful characteristic of

a place. Objects nearby have a bigger apparent size than far objects

of a similar height. The skyline, therefore, changes between places

and has been used for place recognition [146]. The skyline can also

be used to determine in which direction to move. Two skylines taken

at places nearby will match best when their orientations are aligned.

An agent can, thus, scan the environment in order to find the best

match, and then decide in which direction to move. This strategy

has been used for route following [10]. One main advantage of the

skyline in insect navigation is its ease to extract. Indeed, most in-

sects are equipped with ultraviolet photoreceptors, and ultraviolet
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light is mostly found in the sky.

Distance

The distance to surrounding objects is another important character-

istic of a place. It is not because an insect sees the flower that the

insect is at the flower position. The flower may be further away. In

order to reach and land on the flower, therefore, the insect needs

to estimate how far the flower is. Insects, however, are not equip-

ped with a direct method to estimate the distance to surrounding

objects. The distance between their eyes is too small for distance

estimation with binocular vision and they are not equipped with ul-

trasound or a laser rangefinder. They have to estimate the distance

to surrounding objects with monocular vision [43] (or touch [69]).

Two strategies are possible to estimate the distance to surrounding

objects with vision: apparent size and apparent motion. Knowing the

height of an object, the insect may extract the distance of the object

by measuring its apparent size. However, the heights of objects are

usually not known a priori. An alternative way to estimate distance

is by determining the apparent motion of objects. When the animal

moves through its environment, the surrounding objects move on

its eyes in the opposite direction. Knowing its own velocity (speed

and motion direction), the distance of an object may be extracted

from its apparent motion [78]. This can be achieved only when the

insect is mainly translating9. However, without knowledge about the

9A flying insect shows an active gaze strategy composed of two phases: saccades,
containing most of the insect’s rotation, and inter-saccades, containing most
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velocity of self-motion, only the relative distance to the object can

be measured. Complex algorithms are required in order to extract

both the velocity of self-motion and distance [78, 147]. Nevertheless,

the apparent motion of objects (or object-flow) has been shown to be

used by insects for place characterization [38]. Moreover, it has been

shown using a bio-inspired algorithm that the surrounding distance

to objects provides sufficient information for local navigation (Martin

Müller in prep).

Odours

Most places in the world have a characteristic odour. Flowers, for ex-

ample, are known for their rich variety of odours, and dead animals

emit a strong repelling smell for humans. Insects are equipped with

batteries of sensors specific to certain odours, i.e. certain molecules

or cocktails of molecules. The odour of a place can be detected by

combining the different responses of odour receptors [99]. Foragers,

such as bumblebees and honeybees, use odours to detect and recog-

nise the flower species on which they are feeding [56, Chapter 9.6]

and to detect whether the flower has been visited previously [56,

Chapter 10.3]. The use of odours is not limited to foragers of nectar

and pollen. It has been shown, for example, that some ant species

use odours to reach their feeding location [22], follow a trail or reach

their home [24, 77]. A forager returning erroneously to a home of an-

other colony may quickly be attacked by the members of this colony,

of the insect’s translation. The distance to surrounding objects during inter-
saccades can be estimated by using motion detection mechanisms [131].
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evidently signalling it has not reached the correct location [60].

Other cues

Some insects are, moreover, able to detect sounds, vibrations, and

electrostatic or electromagnetic fields. Although these cues may not

naturally characterize relevant places for an insect, such as food

and nest locations10. Nevertheless, ants can locate and reach a nest

marked by vibratory or electromagnetic cues [23], and bumblebees

can be trained to recognise places which are electrostatically marked

[39].

1.4.3 How does an insect recognise a place?

We have seen in the last paragraph that places can be characterised

by a large set of simple means. But how does an insect recognise

a place? To answer this question, we are faced with a fundamental

problem. The strategies employed by an insect to navigate are as-

sessed experimentally by analysing its behaviour. This behaviour,

however, only informs us about the direction followed by the insect

at a given position in the environment, and, thus, not (or only indi-

rectly) how an insect can recognise a place. Therefore, models con-

strained by the behavioural analysis are required to infer strategies

used by insects to recognise places. Consequently, this paragraph

10Male crickets orient actively towards the song of a female in the context of mating
behaviour. Although this behaviour involves orientation or aiming, it is more
similar to predation than navigation, because the place to reach (here, the
female) moves.
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will only be highlighted by such models. One approach for place

recognition is to compare the characteristics at the current location

with those of every previously memorised location. For a comparator

to be biologically plausible, it has to work at a low spatial resolution

and uses mostly local computation (the visual sense of an insect

is retinotopically mapped in the brain), as little memory as possi-

ble and involves little plasticity, because the early stages of the vi-

sual system of an insect are thought to be hardwired. The approach

mentioned above requires all locations visited to be memorised and

compared, i.e. a process requiring large memory space and compu-

tational power. The comparison between the characteristics detected

at the current location and those memorised can be performed by a

network (acting both as memory and comparator). The input of this

network are the characteristics sensed at the current location, and

the output is how similar those characteristics are compared with

the ones stored in the memory [6]. Although this model solves the

problem of memory, it involves computations across the entire vi-

sual field and numerous changes in the weights between neurones.

Moving closer to an insect brain, the same concept can be achieved

by a network of neurones having a structure similar to the mush-

room body, an area of the brain necessary for associative learning of

at least odours [1]. Although this model is not retinotopic, it is, to

date, the likeliest solution to be implemented in the brain for place

recognition.
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1.4.4 Where is (are) the other relevant place(s) relative to

the insect?

The most relevant places for insects are their home (where they can

hide from predators and care for their brood) and food locations.

Whilst home is a constant and unique place, food locations vary over

time, so an insect may use more than one feeding location during

their lifetime. The location of the relevant place is obtained via either

communication or computation. There is little evidence to date for a

metric navigation in insects. Indeed, evidence reported has been ex-

plained by simpler mechanisms than metric navigation [26, 33, 29].

Strong evidence supports the use of a state recognition-triggered re-

sponse [4, 3]. Insects can be trained to associate the direction to

move according to surrounding cues, as shown in a Y-maze experi-

ment. A Y-maze can be seen as an intersection along a route. The

insect has to choose to go to either the right or the left. One of the

decisions will lead to the food, the other not. Therefore, the principle

highlighted in the Y-maze experiment may be generalised to route

following.

Pinpointing a specific location involves a local navigation strategy.

Aiming is a possible strategy when the home location is unambigu-

ously visible. However, the home entrance of solitary wasps and

bumblebees (bombus terrestris) is accessible only via a tiny hole. A

guidance strategy is, therefore, more probably employed by the in-

sect. Guidance strategies can be classified into two categories: cor-

respondence and holistic models [104]. The former models involve
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correspondence between characteristics at the home location and

the ones at the insect location [26]. The correspondence between

characteristics requires a spatial search across the entire visual field

to determine the direction to follow. This search cannot be achieved

locally and, thus, cannot be implemented retinotopically. However,

the visual system of the insect brain is retinotopic, at least in the

early stages. Therefore, correspondence between characteristics is

unlikely to be calculated by insects [159, 93]. If the insect cannot

find correspondences between the characteristics to determine the

direction to follow, it can determine it by comparing the characteris-

tics between the two locations as a whole (the principle behind holis-

tic models). The insect acquires, for example, a panoramic image at

its home location. When displaced away from the home location, it

calculates the difference, pixel by pixel (i.e. locally in the visual field),

between the panoramic image at its “home” and the panoramic im-

age seen currently. The sum of the square of the difference gives a

measure of how far the agent is from its location. The agent can then

move along the gradient of this measure to minimise the difference

[148, 178]. This measure is also lowest when the images have been

acquired in the same orientation. Therefore, an agent can determine

its orientation compared to a stored image by rotating [6]. The strat-

egy of scanning its environment by rotation can be used to do route

following when images along a route are acquired in the direction of

the route [6]. Holistic models are the most plausible ones to explain

insect navigation. The most popular ones are: the average land-

mark vector (ALV), based on a fixed number of detectable landmarks
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[82]; Rotational image differences, based on the principle that two

images match best when they are aligned [179]; and centre of mass

ALV, based on the ALV without the need to detect a fixed number of

landmarks [62], and are already very powerful for navigation.

1.4.5 How does an insect get to the other place(s) from

here?

An insect knowing where to go also needs to determine how to go

there. The insect could move slightly along the goal direction and

determine again where to go. Since the determination of where to go

is a demanding task, it may be more efficient to perform this calcula-

tion sporadically. Ants, for example, stop and scan the environment,

probably to determine the direction in which to go [174]. Similarly

dung beetles – pushing their ball of dung along a straight line – from

time to time, walk on top of their ball and reorient themselves [45].

Those two examples are consistent with a sporadic update of the

goal direction. Between two updates, the insect needs to follow the

goal direction without complex computation (i.e. without involving

guidance strategy), by using either an aiming or a direction follow-

ing strategy. Walking insects can maintain their direction by using

proprioceptive or allothetic information (such as the sun). However,

flying insects can only use allothetic information, because they are

moving in a medium itself moving compared to the ground (e.g. by

the wind). Nothing is known to date about how often flying insects

update their goal direction, but it is clear that honeybees can use
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allothetic cues, such as the sun, to determine a direction [81].

The environment may be cluttered with obstacles, or other natu-

ral barriers (e.g. water for walking insects). The insect needs to cope

with obstacles by avoiding collision with them while maintaining its

overall goal direction. Avoiding collisions is more important for flying

insects than for walking ones, as wing damage may be fatal to the

insect [49]. Therefore, I will only highlight examples concerned with

flying insects. A simple method to avoid collisions is to integrate

the apparent motion of surrounding objects into one collision avoid-

ance direction. This method does not require the extraction of close

objects from the background and distant objects (e.g. [90]). The col-

lision avoidance direction may drive the insect away from obstacles

and also centre the insect in corridors. Honeybees and bumblebees

indeed centre while flying through a corridor [142, 35, 8, 88]. The

collision avoidance direction can be seen as a repulsive force and the

goal direction as an attractive force. The combination of those two

forces leads the insect in a given direction [80].



2 Avoiding collision leads to

common routes

This chapter is published as Olivier J.N. Bertrand, Jens P. Linde-
mann, and Martin Egelhaaf (2015). A Bio-inspired Collision Avoid-
ance Model Based on Spatial Information Derived from Motion De-
tectors Leads to Common Routes. PLoS Comput. Biol.

2.1 Abstract

Avoiding collisions is one of the most basic needs of any mobile

agent, both biological and technical. We propose a model of colli-

sion avoidance inspired by behavioral experiments on insects and

by properties of optic flow on a spherical eye experienced during

translation. Insects, such as flies and bees, actively separate the ro-

tational and translational optic flow components via behavior, i.e. by

employing a saccadic strategy of flight and gaze control. Optic flow

experienced during translation, i.e. during intersaccadic phases,

contains information on the depth-structure of the environment, but

this information is entangled with that on self-motion. Here, we

propose a simple model to extract the depth structure from trans-
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lational optic flow by using local properties of a spherical eye. On

this basis, a motion direction of the agent is computed that ensures

collision avoidance. Flying insects are thought to measure optic flow

by correlation-type elementary motion detectors. Their responses

depend, in addition to velocity, on the texture and contrast of ob-

jects and, thus, do not measure the velocity of objects veridically.

Therefore, we initially used geometrically determined optic flow as

input to a collision avoidance algorithm to show that depth infor-

mation inferred from optic flow is sufficient to account for collision

avoidance under close-loop conditions. Then, the collision avoidance

algorithm was tested with bio-inspired correlation-type elementary

motion detectors in its input. Even then, the algorithm led success-

fully to collision avoidance and, in addition, replicated the charac-

teristics of collision avoidance behavior of insects. Finally, the col-

lision avoidance algorithm was combined with a goal direction and

tested in cluttered environments. The simulated agent then showed

goal-directed behavior reminiscent of components of the navigation

behavior of insects.

2.2 Author Summary

The number of robots in our surroundings is increasing continu-

ally. They are used to rescue humans, inspect hazardous terrain

or clean our homes. Over the past few decades, they have become

more autonomous, safer and cheaper to build. Every autonomous
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robot needs to navigate in sometimes complex environments with-

out colliding with obstacles along its route. Nowadays, they mostly

use active sensors, which induce relatively high energetic costs, to

solve this task. Flying insects, however, are able to solve this task

by mainly relying on vision and, although many robots carry a cam-

era, a large majority has not used it for collision avoidance so far.

Inspired by the abilities of insects, we developed a parsimonious al-

gorithm to avoid collisions in challenging environments solely based

on vision. We coupled our algorithm to a goal direction and then

tested it in cluttered environments. The trajectories resulting from

this algorithm show interesting goal-directed behavior, such as the

formation of a small number of routes, also observed in navigating

insects.

2.3 Introduction

Anyone who has tried to catch flying flies will be familiar with their

amazing performance. Within a fraction of a second, flies perform

high-speed turns to avoid a predator or a collision with an obstacle.

The collision avoidance decisions are produced in a fly’s brain with

very limited neural resources [30, 169] and are transformed into an

evasive turn within only a few milliseconds, a rather short time com-

pared to human reaction times [163]. As such, flying insects have

become an important model system for understanding the minimal

computation requirements for spatial vision tasks, such as collision
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avoidance [43]. Engineers are also looking for fast and cheap colli-

sion avoidance algorithms, without the use of expensive devices, e.g.

3D laser rangefinders [150], or extensive computations, e.g. Lucas-

Kanade optic-flow computation [91]. Any motion of an agent, such

as an insect or a robot, induces apparent movement of the retinal

image of the surroundings, i.e. optic flow. The optic flow experienced

during translations in a static environment depends on the agent’s

speed, its nearness to objects and its motion direction. When the

agent moves fast or close to objects, the optic flow amplitude will

be high. By contrast, the rotational optic flow depends only on the

ego-motion of the agent and, thus, is independent of the spatial lay-

out of the environment. Information on the nearness of objects is

relevant for determining a collision avoidance direction. Therefore,

the translational optic flow can be exploited for collision avoidance.

Flies, and also other insects and some birds, show an active gaze

strategy, which separates the self-motion into saccades (i.e. mainly

rotation) and intersaccades (i.e. mainly translation) [127, 126, 66,

14, 19, 18, 51, 76, 40]. The saccade amplitude of an insect or a

bird is thought to be driven, at least in the vicinity of potential ob-

stacles, by the optic flow gathered during the translation preceding

the saccade.

Insects estimate the optic flow with correlation-type elementary

motion detectors (EMDs), a concept first introduced by Reichardt

and Hassenstein in the 1950s [117]. A characteristic property of the

EMD is that its output does not exclusively depend on velocity, but

also on the pattern properties of the stimulus, such as its contrast
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and spatial frequency content. Therefore, the nearness, extracted

from optic flow estimated by insects, is expected to be entangled with

properties of the textures of the environment. Visual-oriented tasks

based on optic flow, such as collision avoidance, might, therefore, be

a challenge. Several mechanisms of collision avoidance have been

proposed based on behavioral experiments on various insect species

[151, 90, 76, 114, 97, 108, 72, 133]. However, these models have not

yet been shown to be functional under a wide range of conditions,

or do not use optic flow measured by correlation-type elementary

motion detectors.

In the present paper, we propose a model of collision avoidance

based on EMDs which will be shown to be successful in various en-

vironments. The model of collision avoidance can be subdivided into

three processing steps: (1) extraction of nearness from optic flow,

(2) determination of a collision avoidance direction from the map of

nearness estimations, i.e. where to go, and (3) determining a colli-

sion avoidance necessity, i.e. whether it is dangerous not to follow

the collision avoidance direction. The nearness measurements will

be shown to be proportional to a pseudo-norm of the optic flow, in-

dependent of the direction of motion, as long as the agent moves in

a plane and has a spherical eye. The collision avoidance direction

and necessity will be computed via spatial integration of the near-

ness. The collision avoidance algorithm will, firstly, be tested with

geometrical optic flow, i.e. a measure of optic flow independent of

object texture, to build a benchmark and show that optic flow infor-

mation is sufficient to solve the problem. Then, EMDs will be used
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and the algorithm will be challenged in different environments. Fi-

nally, we will show that the collision avoidance algorithm based on

EMDs can be coupled with a navigation direction in order to reach a

given location without colliding with obstacles along the trajectory.

2.4 Results

2.4.1 Optic flow and relative nearness

When a distant object is approached at a high speed, the situation

might be as dangerous as when a close object is approached at a

slower speed. The relative nearness, i.e. the nearness times the

agent’s speed, can be seen as a measure of how soon the agent will

collide with the object when the agent moves in the direction towards

where the measurement was performed. This information is highly

relevant for collision avoidance. Since the relative nearness is linked

to the optic flow, the first step of the collision avoidance algorithm is

to transform the optic flow into relative nearness. The translational

optic flow, i.e. the optic flow experienced during the brief translatory

phases of self-motion modeled after the intersaccadic intervals of

insect flight, is determined jointly by the agent’s self-motion and the

three-dimensional structure of the environment. The independent

extraction of these two parameters entangled in the optic flow field is

challenging [78]. We will show that the three-dimensional structure

of the environment can be extracted from translational optic flow if

the translation is confined to a plane and the eye of the agent is
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spherical.

The optic flow field is a two-dimensional vector field, where each

vector is the apparent velocity of the objects on the eyes of the agent.

The optic-flow field experienced during translation results from the

product of the relative nearness of objects in the environment and

a factor depending on the angle between the direction of self-motion

and the direction in which these objects are seen ("viewing angle"). A

transformation removing the factor depending on the viewing angle

is required to extract relative nearness from optic flow. The depen-

dence of this factor on the viewing angle can be understood best

when the relative nearness is constant for the entire visual field, i.e.

when the agent is placed in the center of a sphere and moves in

the equatorial plane. The optic-flow field for a spherical eye can be

expressed for each point in the visual field in terms of the vertical

flow component, i.e. the flow along the elevation, and the horizontal

flow component, i.e. the flow along the azimuth. The horizontal flow

component, experienced during a translation in the equatorial plane

in the center of a sphere, increases from the front to the side (i.e. 90◦

away from the motion direction) and then decreases again towards

the back (fig. 2.13B). The horizontal flow is independent of the eleva-

tion (see section 2.7.1,eq. (2.7)). Respectively, the vertical optic-flow

component decreases from the front to the side, and then, increases

again towards the back. By contrast, the vertical flow is not sym-

metric by rotation around the direction of motion and, therefore,

depends on the elevation (see section 2.7.1,eq. (2.7)). It increases

from the equator to the poles (fig. 2.13A). Therefore, the horizontal
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flow and the vertical flow have an antagonistic variation from the

front to the back. Due to the assumption that the movement of the

agent is constrained to the equatorial plane, the variation of the ver-

tical flow with elevation does not depend on the direction of motion.

This variation can, therefore, be corrected (see section 2.7.1, and

fig. 2.13C). Interestingly, the sum of the horizontal flow squared and

the corrected vertical flow squared can be shown to be independent

of the viewing angle (see section 2.7.1,eq. (2.11)). The transforma-

tion will be called a retinotopically modified norm of the optic-flow

field. When the agent does not move within a sphere, the result of

this transformation will not be constant for every viewing angle, but

equal to the product of speed (v) and nearness (µ), i.e. the relative

nearness. The optic flow has two singular points, the focus of expan-

sion (FOE) and the focus of contraction (FOC). At these two points,

the result of the retinotopically modified norm of the optic flow will

be null, independent of the nearness of objects.

The relative nearness can be extracted from the optic flow inde-

pendent of the viewing angle, except for the FOE and the FOC. This

problem can be solved by combining translational flow-fields aris-

ing from different directions of translational movement and, thus,

with different FOCs and FOEs. However, an agent cannot easily ob-

tain several translational flow fields centered at a given point in the

world. On the other hand, the nearness to objects does not strongly

differ in most realistic environments for two sufficiently close points

in space. Therefore, let us consider an agent performing a trans-

lation composed of sub-translations in different motion directions,
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i.e. a combination of different forward and sideways motion compo-

nents (fig. 2.1.1). Each sub-translation leads to an optic-flow field

which has the retinotopically modified norm properties. The average

optic-flow component obtained from the series of sub-translations

also has the retinotopically modified norm properties, but does not

have singular points (fig. 2.1.3). The agent can then compute the

relative nearness to objects within its entire visual field by using

the retinotopically modified norm of the averaged squared optic flow

(fig. 2.1.4). When the object nearness for a viewing direction changes

during the translation, the relative nearness map will be blurred.

The longer the spatial lengths of the sub-translations are, the more

the relative nearness map is blurred. This effect does not necessarily

cause problems for collision avoidance, because the blurred relative

nearness map still represents the overall depth-structure of the en-

vironment, though on a slightly coarser scale (fig. 2.2). Figure 2.2

shows the nearness map computed from the geometrical optic flow

in an environment containing two objects. At a higher speed, the

nearness map is blurred due to the integration of the geometrical

optic flow over time.
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Figure 2.1: Sketch of the algorithm from motion to CAD. 1) The motion of the agent
consists of a series of translations in the null elevation plane. 2) Optic-flow fields
along the trajectory contain FOEs and FOCs. 3) The time-integrated optic flow
squared does not contain FOC and FOE. Inset is a 10× zoom at the mean motion
direction of the agent. 4) Nearness map computed from time-integrated optic
flow squared. 5) Nearness map averaged along the elevation. 6) Computation of
the COMANV. Blue: representation of the vertically integrated nearness map in
polar coordinates. Red: vectorial sum of the vertically integrated nearness vectors
(COMANV). Green: vector directed opposite to the COMANV.
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Figure 2.2: Blurred relative nearness of two cylindrical obstacles at high speed
of the agent. Left panels: Nearness maps computed from optic flow experienced
during translation at a speed of 0.3ms−1 and 3ms−1. Right panel: Trajectory at the
speed of 3ms−1 towards one obstacle. Black circle and black line represent the
head and the body of the agent, respectively. Gray circles represent the objects
seen from above.

2.4.2 Collision avoidance with geometrical optic flow

Once the relative nearness map is known, in which direction the

agent should move to avoid a collision (collision avoidance direction,

CAD) and how important it will be to follow this direction (collision

avoidance necessity, CAN) need to be determined. Based on this

information, the amplitude of the necessary saccade-like turn was

determined. In order to establish a benchmark for the performance

of this algorithm, it was developed, firstly, on the basis of the ge-

ometrical optic flow. Only the shape of the environment along the

azimuth is required to perform collision avoidance for movements in

a plane. Therefore, averaging the relative nearness map along the

elevation does not lead to a loss in spatial resolution along the az-

imuth (fig. 2.1.5) and, thus, should not affect the collision avoidance

performance. As will be shown below, this averaging was especially
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applicable when the relative nearness map was estimated on the ba-

sis of EMD responses (see CAD and CAN from EMD). The averaged

relative nearness can be represented by vectors in polar coordinates

with the argument of the vectors being the azimuth and their length

the relative nearness averaged along the elevation (fig. 2.1.6). The

vector sum of all averaged relative nearness vectors will be termed

the Center-Of-Mass Average Nearness Vector (COMANV). It points

towards the average direction of close objects in the environment

(fig. 2.3). It may, therefore, be a plausible strategy to turn in the

opposite direction to the COMANV, i.e. the CAD, to avoid obstacles.

This zero-order approach is, to some extent, similar to the collision

avoidance algorithm used by 3D range finder robots [105]. It may

lead to suboptimal trajectories. A more optimal strategy would be

to pick a direction without obstructions [80]. However, this strat-

egy would require a reliable relative nearness map provided by local

self-localization and mapping [15].
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Figure 2.3: Direction and norm of COMANV. Left panel: Direction of the COMANV.
Blue, red and green vectors are nearness vector, +COMANV, and -COMANV, re-
spectively. Red disks represent the objects. (The norms of the vectors have been
scaled.) Right panel: Norm of COMANV as a function of the distance to the box
wall. Box height: 390mm (solid line) and 3900mm (dash line).

The argument of the COMANV provides the agent with a direc-

tion to avoid a collision by pushing it away from obstacles. Figure

(fig. 2.4A) shows a closed-loop simulation of collision avoidance in

a box. The agent trajectories converge at the center of the box. In-

deed, if an agent is pushed away from obstacles at every location in

an environment, it ends at a point in the environment equilibrating

object distances. However, collision avoidance behavior is not nec-

essary if the obstacles are sufficiently far from the agent. To allow

the agent to assess when it has to avoid an object, a measurement

of CAN is required. The argument of the COMANV, the CAD, has

been used, so far, to compute the saccade amplitude and, thus, to

determine the agent’s new direction of motion. However, the norm

of the COMANV also has interesting properties: It has the same unit

as the relative nearness, i.e. the inverse of a time. Hence, the norm

of the COMANV can be regarded as a measurement of the CAN: the
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larger the norm of COMANV, the larger is the necessity for the agent

to make an evasive behavioral response. To assess the relationship

between the distance to objects and the norm of the COMANV, the

relative nearness map has been extracted at different distances to

the wall. Since the apparent size of the objects might also affect the

norm of the COMANV, different wall heights were used (fig. 2.3). The

norm of COMANV increases with both the apparent size of an object

and the nearness to it. The apparent size of the object has a smaller

effect on the norm than the nearness. Thus, the norm can be used

as a measurement of CAN.

Figure 2.4: Close-loop simulations of trajectories of the agent equipped with the
collision avoidance algorithm in a cubic box. Blue and red lines are intersaccades
and saccades, respectively. A) The saccade amplitudes were computed such that
the agent moves in the CAD after the saccade. B, C and D) The saccade amplitudes
were computed such that the agent moves in a direction corresponding to only a
fraction of the CAD after the saccade. The fraction of the CAD was computed
with a sigmoid function, parameterized by a gain and a threshold, of the CAN. B)
Gain= 2, Threshold= 1.6. C) Gain= 2, Threshold= 3.2 D) Gain=106, Threshold= 3.2.

Depending on the amplitude of the CAN, the agent may have one of

two behavioral options. It should turn via a saccade toward the CAD

calculated if the CAN is sufficiently high. Alternatively, it should

continue moving straight if the CAN is smaller than a critical value.
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However, the CAN does not necessarily affect the behavior of the

agent in an all-or-nothing fashion, i.e. making a turn according to

CAD or making no turn at all. Rather, a kind of compromise may

also be possible. Since the CAN is a continuous variable, the agent

may turn, via a saccade, towards a direction which is a compromise

between CAD and the previous direction of motion. The compro-

mise can be modeled as a weight given by a sigmoid function of the

CAN (see Materials and Method). The saccade amplitude is then

the product of this weight and CAD. The sigmoid function of CAN

is parameterized by a threshold and a gain. The gain controls how

much the saccade amplitude corresponds to CAD. A high gain will

approximate a behavior with two distinct states: "turn, by a saccade,

toward CAD" or "continue moving straight" (fig. 2.4D). A small gain

will, however, generate a smooth transition between the two behav-

iors, modeling a decreasing saccade amplitude with decreasing CAN

(fig. 2.4C). The threshold determines the border between the zone

in the environment where saccade amplitudes are mainly driven by

CAD, i.e. collision avoidance is necessary, and the zone where the

saccade amplitudes are mainly driven by the previous direction of

motion, i.e. collision avoidance is not necessary (fig. 2.15). The ef-

fect of the threshold can be seen by comparison figure (fig. 2.4B) and

figure (fig. 2.4C).

In summary, the collision avoidance algorithm uses the COMANV

to determine the collision avoidance direction CAD and to change

the behavior of the agent. The algorithm can be subdivided into five

steps.
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1. Extract relative nearness map from optic flow during an inter-

saccade composed of a mixture of different forward and side-

ways motion components.

2. Compute the COMANV from the relative nearness map.

3. Extract the CAD (i.e. arg(COMANV )) and

the CAN (i.e. ||COMANV ||).

4. Compute the saccade amplitude from CAD and CAN.

5. Generate the saccade

2.4.3 CAD and CAN from EMD

The collision avoidance algorithm has been designed on the basis of

geometrical optic flow and operates successfully on this basis. How-

ever, the properties of the optic flow, as measured by EMDs, differ

considerably from the geometrical optic flow. Several model variants

of EMDs have been developed (e.g. [5, 20, 134]). We used a rather

simple EMD model version (similar to [89, 68]) in this study, be-

cause we wanted to test whether collision avoidance can already be

accomplished by the basic correlation-type motion detection mech-

anisms with as few model parameters as possible. The drawback

with EMDs, at least from the perspective of velocity estimation, is

that their responses do not only depend on the velocity of the reti-

nal images, but also on their contrast and other textural properties

[42, 17]. Therefore, it is not clear in advance whether the collision
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avoidance algorithm, as described above and being successful based

on geometrical optic flow, will also work with optic-flow estimates

based on EMDs. The collision avoidance algorithm based on EMDs

will be tested in two steps. In this section, we will assess to what

extent the COMAMV derived from EMD measurements matches the

COMAMV based on geometrical optic flow. In the next section, we

will test the collision avoidance algorithm equipped with EMDs un-

der closed-loop conditions.

As the first essential step, the relative nearness map is extracted

from EMD responses. The texture dependence of the EMD measure-

ments is somewhat reduced by spatial averaging along the elevation

of the visual field (see above). The consequences of this averaging are

shown in figure 2.5 for an exemplary simulation (see also fig. 2.19).

The agent performed a translation inside a box covered with natu-

ral images of grass. The relative nearness map obtained from EMDs

does not only depend on the geometrical nearness, but also on the

texture of the wall (fig. 2.5). Although integration along elevation re-

duces the pattern dependence to some extent, the integrated relative

nearness map still contains "fake holes" (e.g. those that result from

extended vertical contrast borders; fig. 2.5). These “fake holes” may

mislead the agent when looking for relative nearness lower than a

certain threshold. As the second step of the collision avoidance al-

gorithm, the COMANV and the CAD have to be computed from the

EMD-based relative nearness map. Ideally, the CAD based on EMDs

should coincide with the one determined from the geometrical op-

tic flow. The CADs determined in both ways are the same for the
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example shown in figure 2.5. To assess whether this finding also

generalizes to other environments, the simulations were extended to

cubic boxes with the agent translating parallel to one wall of the box

from different starting positions. The angle between the CAD based

on EMDs and the one based on geometrical optic flow were com-

puted for every starting position. Figure 2.6 shows that the CADs

based on geometrical optic flow are similar to the CADs based on

EMDs if the agent is not too close to the wall and not too close to

the center of the box (fig. 2.16 and fig. 2.16). Moreover, the higher

the walls of the box are, the more CADs determined in the two ways

coincide (fig. 2.6).
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Figure 2.5: EMD responses and nearness map. A) Panoramic view of the envi-
ronment, consisting of a cubic box covered with a natural grass texture, from
the location where the nearness map was computed (front is azimuth 0◦). B) log-
scaled nearness map computed on the basis of EMD responses. C) Nearness map
at the same location computed from the geometrical optic flow. D) Vertically inte-
grated nearness map extracted respectively from EMD responses (solid line) and
geometrical optic flow (dotted line). The vertical dashed line shows the CAD com-
puted from the vertically integrated nearness map based on EMD responses. The
direction matches the one computed with geometrical optic flow.
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Figure 2.6: COMANV versus wall distance in a cubic box. The box (height: 390mm)
was covered with random checkerboard patterns of either 1mm (blue) or 4mm
(green). Red: the box had a height of 3900mm and was covered with a 1mm ran-
dom checkerboard pattern. Left panel shows the norm of the COMANV computed
on the basis of EMD responses. Right panel shows the angle between the CO-
MANV computed from EMD responses and the control based on geometrical optic
flow. Thick lines and shaded area represent the mean and the standard deviation,
respectively, computed at a given distance from the wall.

The collision avoidance algorithm requires an increasing length of

the COMANV with an increasing relative nearness to objects, in or-

der to provide a good estimate of the CAN. The variation of the length

of the COMANV with the distance to the wall has been studied with

geometrical optic flow in a cubic box. The same environment has

been tested with EMDs, but with several different patterns. Simi-

lar to the simulation of CAD, the length of the COMANV has been

computed for several points in the corridor. Figure 2.6 shows the

dependence of the CAN on the nearness to the wall. As expected,

the wall texture changes the CAN, as does the nearness to the wall.
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However, the CAN is still an increasing function of the nearness to

the wall as long as the agent is not too close to the wall (fig. 2.16 and

fig. 2.18). Therefore, the norm can be used as a reasonable estimate

of CAN in this range.

2.4.4 Collision avoidance with EMD

As shown above, information about the three-dimensional shape

of the environment around the agent derived from EMD responses

leads to appropriate CADs and a reliable estimate of CAN, as long as

the agent is not too close to an obstacle, such as the wall of a flight

arena. These results were obtained in open-loop simulations. Since

EMDs use temporal filters, their responses also depend to some ex-

tent on the signal history. The time constant of the low-pass filter

in one of the EMD branches is 35ms, i.e. in roughly the same range

as the time between subsequent saccades of insects (20 to 100ms

in flight arenas [126, 76] and 50 ms in our simulation). Thus, the

EMD response during a given intersaccade also depends on the sig-

nals generated during the previous saccade, resulting in a somehow

disturbed nearness map. Taking all this into account, open-loop

simulations do not allow the collision avoidance performance under

closed-loop conditions to be predicted.

A relatively simple and commonly used environment for experi-

ments on collision avoidance behavior of insects are cubic or cylin-

drical flight arenas [126, 152, 96, 107]. In such an environment, the

agent has to avoid only the wall. Thus, the task is easier to accom-
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plish than if objects are also present. Figure 2.7 shows closed-loop

simulations in boxes covered with six different wall patterns (see also

fig. 2.20). The agent is able to avoid collisions for all wall pattern

conditions except the random pattern with relatively large (35mm)

pixels. However, the area covered by the flight trajectories varies

tremendously with the pattern. The saccade amplitude depends on

the gain and the threshold, which parameterize the sigmoid function

of the CAN. These parameters have been kept constant for the dif-

ferent pattern conditions. By adjusting the threshold and the gain

individually for each pattern condition, collision avoidance may be

successfully performed by the agent, as long as the CAN increases

with the nearness to objects and the CAD points away from obstacles

(fig. 2.16 and fig. 2.17).
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A B C

D E F

Figure 2.7: Trajectories of the agent with a collision avoidance system based on
EMDs in a box (40× 40× 40cm) covered with different patterns (seen from above).
Trajectories with four different starting positions are shown (see S12 for different
starting position). The simulation time was 10sec or until the agent crashed. Walls
of the box are covered with a natural pattern (A), a 1mm random checkerboard
(B), a 4mm random checkerboard (C), an 8mm random checkerboard (D), a 35mm
random checkerboard (E), and a random pattern with 1/f statistic (F). The gain
and the threshold of the weighting function was 2 and 4, respectively, for all cases.

Until now, we have used a rather simple environment compared

to those experienced by an agent under more natural conditions.

Objects were added to the flight box to increase the complexity of

the collision avoidance task. The objects had different sizes, shapes

and textures. They were camouflaged, i.e. covered with similar pat-

terns to the background, to increase the difficulty for the collision

avoidance algorithm. Such situations occur frequently in nature,

e.g. when a particular leaf is located in front of similar leaves. To
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discriminate such an object and to avoid a collision with it, relative

motion on the eyes induced by self-motion of the animal and, thus,

the relative nearness to the object as obtained from optic flow is the

only cue available. Up to four objects were inserted into the box

and covered with the same pattern as the walls. The agent was able

to avoid collisions successfully, even in the box with four objects

(fig. 2.8, fig. 2.21 and fig. 2.22). However, collisions were observed

in boxes containing two and four objects each covered with a 4mm

random checkerboard pattern (fig. 2.22).
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A B C

D E F

Figure 2.8: Trajectories of the agent with a collision avoidance system based on
EMDs in a box (40 × 40 × 40cm) containing up to four objects and covered with
different patterns (seen from above). The pattern on the objects and wall were
1mm and 4mm random checkerboards for the top and bottom panels, respectively.
A, D) One object in the center of the box. B, E) Two objects on one diagonal. D,
F) Four objects on the diagonals. The objects were vertical bars with a quadratic
base with a side length of 3cm and a height of 40cm. The gain and the threshold
of the weighting function was 2 and 4, respectively, for all cases.

2.4.5 Collision avoidance with a goal direction

Agents in natural environments may have to face even more complex

situations than those tested so far, such as avoiding collisions in a

cluttered environment with many objects. A forest is an example

which contains many trees, i.e. many objects to avoid. Two dif-

ferent artificial environments with 35 randomly placed objects have

been used to test the collision avoidance performance in cluttered
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environments. Again the objects were camouflaged with the same

texture that covered the floor and the confinement of the environ-

ment. The agent tended to stay in a relatively small area of the en-

vironment where the walls were sufficiently distant (fig. 2.9). Hence,

an agent equipped with only a collision avoidance algorithm did not

travel through the artificial forest.

This task was only accomplished if the collision avoidance algo-

rithm was slightly modified to support a goal direction. The saccade

amplitude, so far, was the result of a compromise, based on the

CAN, between the CAD and the tendency to keep the previous direc-

tion of motion. If this direction was replaced by the direction toward

a goal, the saccade amplitude became a compromise between the

CAD and the goal direction, depending on the CAN. When the CAN

was below the threshold, as parameterized by the sigmoid function

of the CAN, the saccade amplitude is mainly driven by the goal di-

rection. By contrast, when the CAN is higher than this threshold,

saccades would be mainly driven by the CAD. The significance of

the CAN could clearly be seen for trajectories close to objects. Far

from the object, the agent moved toward the goal, but when it came

close to the object, saccade amplitudes tended to be driven by the

collision avoidance algorithm, pushing the agent in the opposite di-

rection (fig. 2.10). When the goal was located at the other end of

the corridor, the agent was efficiently, i.e. without making many de-

tours, and reliably, i.e. with a low rate of collisions, able to reach the

goal (fig. 2.10,section 2.7.2,fig. 2.23).
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Figure 2.9: Trajectories of the agent equipped with an EMD-based collision avoid-
ance system in two different cluttered environments with objects and the walls
covered by 1mm random checkerboard patterns (seen from above). Fifty-one start-
ing positions were tested, and simulations were run for 100sec or until the agent
crashed. The trajectories are color-coded depending on their starting position.
Objects are indicated by filled black squares. The gain and the threshold of the
weighting function was 2 and 4, respectively, for all cases. (see also section 2.7.4)
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Figure 2.10: Trajectories of the agent equipped with an EMD-based collision avoid-
ance system, but also relying on the goal direction, in two different cluttered en-
vironments with objects and walls covered by 1mm (right column) or 4mm (left
column) random checkerboard patterns. The goal is indicated by the green dot.
Two hundred one starting positions were tested and simulations were run either
for 100sec (gray lines, i.e. dead-end), until the goal was reached (colored lines) or
until a crash occurred (black lines). Note that the individual trajectories converge
to only a small number of distinct routes. Apart from taking the goal direction
into account, the simulations, parameters and environments are identical to those
used for fig. 2.9. (see also section 2.7.5,section 2.7.6)

2.4.6 Route similarity in cluttered environment

The number of different trajectories close to the goal location in

cluttered environments is much lower than the number of starting

conditions. Therefore, agents, starting from different locations, but

heading towards the same goal location, have trajectories converg-

ing to similar routes. This behavior is not only a consequence of the

walls confining the cluttered environment. Indeed, a similar behav-
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ior is observed in a cluttered environment without confining outer

walls (fig. 2.23). In order to classify the similarity of the different tra-

jectories, each trajectory was first simplified into a sequence based

on the position of the agent relative to the objects in the environ-

ment. Trajectories sharing the same sequence formed one class, i.e.

a route [see material and methods]. In the first (resp. second) clut-

tered environment, 8 (resp. 11) and 4 (resp. 3) distinct routes were

found for objects and walls covered with 1mm and 4mm random

checkerboard patterns, respectively (fig. 2.24, fig. 2.25, fig. 2.26,

fig. 2.27)

The routes followed by the agent may be determined by its starting

position, i.e. neighboring starting positions may lead to the same

route. Indeed, when an agent approaches an object from the right

(resp. left), it tends to avoid it by a left (resp. right) turn. This

"decision" will be taken for every obstacle along the trajectory taken

by the agent, but each "decision" depends sensibly on the position of

the agent relative to the object and the goal location. Therefore, the

route followed by an agent may be sensitive to the starting position.

Figure 2.11 shows that neighboring starting locations may lead to

different routes.

The number of different routes close to the goal location is lower

than the number of possible routes in a given environment. This in-

dicates that, on the one hand, routes starting at different locations

tend to converge into common routes and, on the other hand, differ-

ent routes may share similar parts, i.e. sub-routes. As a measure of

similarity between routes, the number of single sequence elements



72 Avoiding collision leads to common routes

Figure 2.11: A selection of the routes shown in figure 2.10 for the two environ-
ments. Although the area of starting positions greatly overlap for a given envi-
ronment, the trajectories converge on two different routes (compare A with B, and
C with D). The simulations, parameters and environments are identical to those
used for the right panel of fig. 2.9.

differing between two routes was used. Routes may be very simi-

lar to each other with less than five different single sequence ele-

ments (e.g. compare route #8 and route #10 in fig. 2.26). Different

routes, therefore, share similar sub-routes. This indicates that a

rather small number of locations exist where the agent "decides" to

take a particular sub-route, e.g. avoid an object towards the left or

the right, respectively.

The collision avoidance algorithm is affected by the pattern cov-

ering the walls and the objects in the environment. This depen-

dency may lead to different routes. Therefore, routes obtained in

an environment with given object locations have been compared
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after changing the texture of the environment to pinpoint texture-

dependent effects. Interestingly, certain classes of routes are indeed

the same for the different patterns, e.g. the second route for a 1mm

random checkerboard texture matches the third route for a 4mm

random checkerboard texture (fig. 2.12). Three routes (resp. one)

out of the four (resp. three) routes for the 4mm random checker-

board textures are indeed found also for the 1mm random checker-

board textures covering the first (resp. second) environment. This

finding indicates that, despite pronounced pattern effects resulting

from the properties of EMDs, the performance of the collision avoid-

ance algorithm is, on the whole, quite stable and, to a large extent,

depends on the spatial structure of the environment.
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Figure 2.12: Dendrogramm of route similarity for the two different cluttered en-
vironments, top and bottom row, respectively. The routes followed by the agent
(see fig. 2.9) are characterized by a cell sequence. Here, each cell is a triangle
formed by neighboring objects. The route similarity is defined by the number of
cells not shared by routes. First and second columns, path-similarity for 1mm and
4mm random checkerboard patterns, respectively. Third column, path-similarity
across patterns. Note that identical routes are found for different patterns: for
example, route #3 and route #2 in the first environment (top row) are identical
to those for the environment covered by 1 mm and 4 mm random checkerboards,
respectively. The routes are shown in fig. 2.24,fig. 2.25,fig. 2.26,fig. 2.27.
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2.5 Discussion

We developed a model of collision avoidance based on correlation-

type elementary motion detectors (EMDs), which accounts for the

fundamental abilities of insects to avoid collisions with obstacles in

simple and also complex cluttered environments. The model has

been developed with geometrical optic flow, showing that apparent

motion as the only source of information about the depth struc-

ture of the environment is sufficient to accomplish collision avoid-

ance tasks. The transfer from geometrical optic flow to bio-inspired

correlation-type EMDs has been shown to be successful in a range

of environments. Moreover, when the collision avoidance algorithm

is coupled to a goal direction, the coupling between goal-directed

behavior and collision avoidance allowed the agent to move through

cluttered environments, even if the objects, floor and the background

were covered with the same texture. Interestingly, the trajectories

traveled in the cluttered environment were very similar, irrespective

of the starting condition.

In the following, we discuss three key aspects of this work: (1) the

duration of the intersaccades and their shape and, thus, the con-

ditions under which spatial information about the environment can

be obtained; (2) the nearness measurements obtained from EMDs;

and (3) how the convergence of individual trajectories into a small

number of routes can arise from collision avoidance while the agent

is heading towards a goal.
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2.5.1 Changes in intersaccadic translation direction

The assumptions underlying our algorithm to extract a nearness

map from optic flow are: (i) a spherical eye, (ii) a translation phase

combining several directions of motion (i.e. a mixture of different

forward and sideways motions), and (iii) all movements of the agent

take place in the null elevation plane. The second assumption is

required in order to average out the characteristic singularities in

translational optic-flow fields, i.e. the FOE and the FOC, by integrat-

ing the optic-flow amplitudes obtained during translations in slightly

different directions (i.e. a mixture of forward and sideways motions).

Indeed, the direction of translational movements between saccades

of flying insects is not always constant with respect to the orienta-

tion of the body long axis. This means that the relationship between

the forward and sideways motion components may change system-

atically even between two consecutive saccades. Extreme examples

in this regard are shown in figure 3 of [126]. However, more mod-

erate continual changes in the ratio between forward and sideways

translational components occur, as a consequence of inertia, after

virtually all saccades, with the strength of these changes depend-

ing on saccade amplitude [126, 76]. Therefore, flying insects could

average the optic flow generated on the eyes during these continual

intersaccadic changes in flight direction and then extract the rela-

tive nearness to determine the direction and amplitude of the next

saccade. However, as a consequence of the inevitable time constants

of the motion detection system, the EMD responses following a sac-
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cade might also be affected by the rotational optic flow of the previ-

ous saccade. Although the rotational part of the optic flow could, in

principle, be removed if the angular velocity of the agent was known,

this transformation would not be straightforward on the basis of mo-

tion measurements based on EMDs [115], given their dependency on

the texture of the environment.

The integration of the optic-flow amplitudes along intersaccades

is also important to decrease the dependency on the texture in the

environment characteristic of EMD responses. For simplicity, the in-

tersaccade duration has been kept constant in our simulations, al-

though in free-flying flies, it was found to vary from 20 to 100ms [126,

76]. By increasing the duration of an intersaccade, the dependency

on the texture in the environment can be further decreased if the

integration time is increased accordingly. An increase in integration

time has similar effects to increasing the extent of spatial integration

along the direction of motion [102]. However, the longer the dura-

tion of the intersaccadic translation is, the more blurred the relative

points of nearness are, as shown in figure 2.2. On the other hand,

the intersaccade duration might be linked to the collision avoidance

necessity. Indeed, collision avoidance may be unnecessary when

no obstacles are encountered, as shown by the closed-loop simula-

tions of goal-oriented behavior (fig. 2.9 and fig. 2.10). If the collision

avoidance necessity is low, long intersaccades are possible. How-

ever, if the collision avoidance necessity is high, short intersaccades

followed by an evasive turn are required.

The third assumption of the algorithm of nearness calculation, i.e.
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that the agent only moves in the null elevation plane, is certainly not

exactly satisfied in free-flying insects. However, during most flight

manoeuvres, changes in height occur to a much smaller extent than

changes in the horizontal plane. Nonetheless, if an agent moves

in another direction than in the null elevation plane and estimates

the nearness with our algorithm, its estimation will have an error

proportional to the upward component (section 2.7.1). As long as

this component is small, the estimated nearness map will not be

strongly affected. We are currently investigating how our algorithm

for nearness estimation can be extended to arbitrary movements in

three dimensions.

2.5.2 Nearness from measured Optic flow

We have shown that relative nearness can be extracted from geo-

metrical optic flow. However, if the nearness algorithm receives its

input from correlation-type EMDs, complications arise from the de-

pendence of the EMD responses on (i) the contrast of the stimulus

pattern, (ii) its spatial frequency content, and (iii) the fact that it is

not related to velocity in a linear way, but first increases, reaches

an optimum value and then decreases again [16]. Indeed, these de-

pendencies are somehow reflected in the extracted relative nearness

(see, for example, fig. 2.5D). The EMD has a quadratic response de-

pendence on contrast if no additional nonlinearities are inserted in

its input lines [117]. Indeed, it has been recently shown that the

norm of the EMD response is correlated to the nearness times the
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local contrast or, in other words, EMDs have been shown to respond

best to the contrast contours of nearby objects (see also, fig. 2.5)

[131]. The dependency on contrast can, in principle, be reduced by

applying a nonlinearity before the multiplication stage of an EMD

[20, 5, 42]. Nonlinearities tend, however, to complicate the mathe-

matical analysis of the EMD response. Therefore, we have chosen

to use a simple EMD version. Moreover, we wanted to test how well

the collision avoidance algorithm performs on the basis of the ba-

sic correlation-type motion detection mechanism with as few model

parameters as possible.

The average output of an EMD depends on the temporal frequency

of a motion stimulus (i.e. the ratio of angular velocity and wave-

length of its spatial Fourier components) rather than its real velocity

[42, 17]. To extract the real angular velocity from EMD responses,

the dependency on temporal frequency needs to be reduced. Plett et

al. suggested using the spatial power spectrum of a panorama to ex-

tract the angular velocity from EMD responses during rotation [115].

However this transformation is not suitable for translation, because

the spatial frequency content of the panorama is not related un-

ambiguously to the temporal frequency observed during translation.

Therefore, it is not easily possible to compensate for these depen-

dencies.

Nearness extracted from the nonlinear, but monotonic response

range of the EMDs may lead to a distorted representation of the

depth-structure of the environment. Nevertheless, larger EMD re-

sponses still correspond to greater nearness. Ambiguous nearness
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estimates will arise for the nonlinear and non-monotonic, i.e. the

ambiguous, response range of the EMD. Therefore, close objects

leading to large retinal velocities might be mistaken for far objects.

In the context of nearness extraction during translation, this prob-

lem will arise for objects on the lateral side of the agent. To avoid

this problem, an agent has two possibilities: reduce its translational

speed or extract nearness information only in the more frontal parts

of the visual field. The agent in our simulations was moving at a

relatively slow speed. Therefore, this ambiguity was not observed.

Moreover, flying insects have been concluded to use the frontal part

of their visual field to compute saccade amplitudes (flies, [76]) and

to reduce their flight speed when the clearance to objects in the en-

vironment gets small (e.g. bumblebees [9]; flies: [76]). It is, however,

unclear how flying insects compute the CAD only taking into account

motion measurements in the frontal part of the visual field.

A robot does not need to estimate optic flow with EMDs. The esti-

mation can be carried out with image-based methods, e.g. the Lucas

Kanade algorithm [91], or event-based methods [124]. Image-based

methods are, however, time-consuming and, therefore, are not re-

ally suitable for applications in real-time. However, event-based

flow-field detectors are fast and reliable. Our algorithm to extract

nearness from optic flow is only local, i.e. it only uses the optic-flow

vector in a given viewing direction to compute the relative nearness

in this direction. Therefore, our collision avoidance algorithm could

be easily coupled with EMDs to determine the nearness around the

robot in real-time as a cheap alternative to a 3D laser rangefinder.
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2.5.3 Goal-directed collision avoidance and route

following

Both biological and technical agents often need to reach a goal, e.g.

their nest in the case of many insects or a charging station in the

case of a robot, without colliding with the objects along their trajec-

tory. This goal direction in a real world could be provided by path

integration and visual navigation [166] or, in the case of a techni-

cal agent, by GPS. Therefore, when the agent is in cluttered envi-

ronments, it needs to somehow integrate the goal direction and the

collision avoidance direction. Our collision avoidance algorithm has

been shown to support a goal direction by using CAN, leading to

a behavior that represents a kind of compromise between collision

avoidance and reaching the goal. Interestingly, the trajectories of

the agent, even in complex cluttered environments, tend to converge

on a limited number of distinct routes largely independent of the

starting position (see fig. 2.10) when coupled to a goal direction. The

appearance of routes is not a unique property of our collision avoid-

ance algorithm. Similar trajectories are also followed by an agent

with different control strategies and different collision avoidance al-

gorithms (e.g. see figure 6 in [114], and figure 4 in [133]). Ants

perform in a similar way and also follow similar trajectories in clut-

tered environments when returning to their nest (e.g. [165, 79, 181,

94]). We could show that this type of behavior can be explained in

a relatively simple way by combining our local collision avoidance

algorithm only with an overall goal direction. By contrast, the simi-
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larities of trajectories of ants have often been interpreted within the

conceptual framework of a route-following paradigm. According to

this paradigm, the agent is assumed to store local information along

the trajectory during an outbound run (e.g. leaving the nest), which

will be used to determine the direction to follow during an inbound

run (e.g. returning to the nest) [6, 10]. In our simulations, we ob-

served that trajectories which may be interpreted as resulting from

route-following could, alternatively, arise just from a collision avoid-

ance algorithm coupled to a goal direction. Therefore, part of the

route-following behavior observed in insects could be a consequence

of a collision avoidance algorithm. Hence, the route-following direc-

tion does not need to be determined at every point along the trajec-

tory, but its determination may be sparsely spaced.

The routes to the goal followed by our agent depend on the start-

ing location, i.e. neighboring starting locations may lead to different

routes (fig. 2.11). The same behavior has been observed in ants [94].

However, the different routes are not equivalent in term of efficiency.

Indeed, in figure 2.11A and fig. 2.11B, the route #2 is dead-end, and

route #3 reaches the goal. An agent may need to use the most effi-

cient route, i.e. add waypoints in the environment indicating which

route to follow. The routes #2 and #3 (resp. #1 and #2) shown in fig-

ure 2.11, for example, could be merged by adding only one waypoint

just where the two routes emerge. Therefore, insects may place a

small number of well chosen waypoints in the environment to pre-

vent the dead-end problem observed in our simulations fig. 2.10 and

possibly to select the most efficient routes (fig. 2.14) without requir-
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ing a large memory.

2.6 Materials and Methods

The simulations have been inspired by the flight and gaze strategies

of flies and other insects. The trajectories have, thus, been sep-

arated into saccadic and intersaccadic phases. The intersaccade,

i.e. a translation of 50ms at 0.1ms−1, is used to gather information

about the depth-structure of the environment from optic-flow mea-

surements and to provide a CAD. The CAD controls the amplitude

of the saccade following the translation phase. The yaw velocity of

the saccade is computed according to a Gaussian velocity profile.

This profile fits the experimentally determined template of saccades

[126, 89]. Therefore, the saccade duration and the peak yaw velocity

are given by the template and the saccade amplitude. Closed-loop

simulations were performed in environments of different complexity,

which were covered with different textures. The simulations were

mainly written in MATLAB, with part of the code written in C for

computational efficiency, and run at a sampling rate of 1kHz.

2.6.1 The simulation environment

The environments used in our simulations have been inspired by

previous behavioral experiments on flies and bees. Schilstra and

van Hateren used a cubic box with an edge length of 40cm [126, 66].

This box was covered with natural images on its side walls and with
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a black/gray and a white/gray irregular pattern on the floor and the

ceiling, respectively. The side walls of the box were covered alterna-

tively by 1mm, 8mm or 35mm black and white random checkerboard

patterns to investigate the effect of the texture in another set of sim-

ulations. Simulations were also done in boxes with one, two or four

obstacles covered with 1mm black and white random checkerboard

patterns to make the collision avoidance task more difficult. The ob-

stacles had the same height as the box and a square cross-section

with an edge length of 30mm. The wall of the box had the same tex-

ture as the objects. The obstacles were placed at positions as shown

in fig. 2.8; they were vertical bars of 40cm height and a quadratic

base with a side length of 3cm.

Cluttered environments with 35 obstacles of different sizes were

used in another set of simulations. Every wall in the environment

(object sides and corridor walls) was covered by either a 1 mm or a

4 mm random checkerboard pattern. The obstacles had a square

base and a height five times their side length, and were randomly

positioned in the inner part of a 2000 × 1000 × 400mm box. Two en-

vironments were selected based on the homogeneity of the obstacle

positions. The first environment was composed of five objects with

an edge length of 80mm, five with an edge length of 72mm, ten with

an edge length of 64mm, five with an edge length of 56mm, five with

an edge length of 48mm, and five with an edge length of 40mm. The

second environment was composed of the same number of objects,

except that ten objects with an edge length of 72mm and five objects

with an edge length of 64mm were used.
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2.6.2 Visual system and motion detection

Once the environment had been created, a panoramic view from any

position within the environment could be generated and the dis-

tance to objects determined. The set of vertices X,Y,Z that define

an object, as well as the floor and the ceiling, were translated to

the current position of the agent. An environment map was ren-

dered using OpenGL. The input image was sampled by Gaussian-

shaped spatial low-pass filters (σ = 2◦). The output of these filters

formed the input to the photoreceptors that were equally spaced at

2◦ along the elevation and azimuth of the eye. The array of pho-

toreceptors formed a rectangular grid in the cylindrical projection

with 91rows and 181columns. The temporal properties of the pe-

ripheral visual system was modeled as a temporal filter with a ker-

nel that was derived from an electrophysiological analysis of the re-

sponses of second-order visual interneurons in the fly visual system

to white-noise brightness fluctuations [73, 75]. The filter kernel is

a kind of temporal band-pass filter with a DC component (for a for-

mal description, see [89]). The outputs were, furthermore, filtered

with a first-order temporal high-pass filter (time constant 20ms) to

remove the DC component. The filtered outputs of neighboring ele-

ments were fed into elementary motion detectors of the correlation

type with a first-order temporal low-pass filter (time constant 35ms)

in one of its branches. Each local movement detector consisted of

two mirror-symmetrical subunits. In each subunit, the low-pass fil-

tered signal of one input channel was multiplied with the high-pass



86 Avoiding collision leads to common routes

filtered signal of the neighboring input channel. Elementary mo-

tion detector signals depend on the scenery (e.g. [42]). Therefore, a

benchmark of optic-flow measurement independent of scenery was

necessary. The optic flow can be computed when the self-motion of

the agent and the nearness to objects is known. In a virtual environ-

ment, both pieces of information are accessible. The set of vertices

X,Y,Z, that defines the object were translated to the current position

of the agent. Then, the nearest point on the retina for each viewing

direction was extracted. The geometrical optic flow was then com-

puted from the nearness and the self-motion [78], giving a motion

measurement independent of the texture of the scenery.

2.6.3 From EMD responses to nearness estimates

The optic flow experienced during translation is linked to the near-

ness of the agent to objects in the environment and its self-motion.

Assuming that the agent moves in the null elevation plane and uses

a spherical eye, it can be shown that the relative nearness (vµ) is

linked to a retinopically modified norm of the optic flow:

(vµ(ε, φ))2 = sin2(ε)OF (ε, φ)2
φ̂
+OF (ε, φ)2ε̂ (2.1)

where v is the speed, µ is the nearness to the object in the viewing

direction (ε, φ), ε the elevation, φ the azimuth, and OF the optic-flow

vector. This function holds as long as the elevation is not zero, but

a similar equation can be used for null elevation (section 2.7.1). The

relative nearness cannot be computed at the FOE or the FOC due
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to the singularity, i.e. absence of apparent motion, in the flow field.

To remove these singularities, the flow fields resulting in two differ-

ent motion directions at the same location in the environment might

be averaged. However, insects are unlikely to fly twice at the same

position in the environment. However, they can fly subsequently in

two different directions at two nearby points in space. The near-

ness at those points will be almost equal as long as the distance

between these points is relatively small. Therefore, the agent per-

formed a translation, composed of 50 segments with different motion

directions. The motion direction of each segment followed a nor-

mal distribution centered at zero with a standard deviation of 18◦

(fig. 2.1.1). The translation is thought to correspond to an inter-

saccade of insect flight. A stack of optic-flow fields along the time,

i.e. during the intersaccade, was gathered (fig. 2.1.2). Although it is

possible to compute the nearness for each optic-flow field and then

integrate the nearness over time, we used an alternative, but equiv-

alent approach. The optic-flow fields were squared and integrated

over time (fig. 2.1.3). Then, the integrated squared optic flow was

used to compute the nearness map of the environment (fig. 2.1.4).

When the optic-flow field is estimated by EMDs, the estimations

also depend on the motion history due to the temporal filters in the

EMD. The saccade preceding the translation, therefore, interferes

with the optic-flow measurements during the intersaccadic interval.

This effect decreases over time. Therefore, the optic-flow field was

not integrated during the entire intersaccadic phase, but only for

the last five segments (i.e. last 5 ms).
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2.6.4 Nearness and collision avoidance

Once the nearness map is known, it is an obvious strategy to avoid

collisions by moving away from the maximum nearness value. How-

ever, the nearness map derived from the EMDs also depends on pat-

tern properties. Thus, the nearness map was averaged along the el-

evation, giving the average nearness for a given azimuth and, thus,

reducing the texture dependence (fig. 2.1.5). Each of these averaged

nearness values could be represented by a vector in polar coordi-

nates, where the norm of the vector is the averaged nearness and

its argument the azimuth. The sum of these vectors points towards

the average direction of close objects in the environment when the

effect of the pattern on the EMD responses is sufficiently averaged

out. Thus, the opposite of this vector will point away from the closest

object and, thus, is selected as the motion direction of the agent in

order to avoid a collision (fig. 2.1.6).

Moreover, the length of the vector increases with the nearness to

objects and the apparent size of the object. Thus, its length can be

used as a measure of the collision avoidance necessity. This mea-

sure drives the state of the animal between “collision avoidance” and

“move in the previous direction” according to the following equation:

γ = W (‖COMANV ‖)arg (COMANV ) + (1−W )(α + σ)

W (‖COMANV ‖) = 1

1 +
(
‖COMANV ‖

n0

)−g
(2.2)

where, COMANV is the vectorial sum of the vertically integrated
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nearness values, W is the weighting function based on the norm of

the COMANV, α the goal direction and σ is a goal direction noise.

The weighting function used in the simulation is a sigmoid function,

which is driven by a gain g and a threshold n0.

The goal direction has been fixed to zero for the simulation in

boxes. The agent, thus, continues moving straight, i.e. a saccade

with null amplitude, when the CAN is zero. In other simulations,

the goal direction is different from zero. The agent then performs

a saccade amplitude driven by the goal direction when the CAN is

zero.

2.6.5 Cluster of trajectories and route similarities

Even when the starting position of different runs of the agent dif-

fer, the trajectories that are taken by the agent in a given cluttered

environment tend to converge to similar routes. When approaching

an obstacle, an agent may avoid it by a left or right turn, leading to

either of two different routes. Therefore, the obstacles are the main

factors affecting the overall structure of the trajectories and, thus,

their similarity. In order to cluster trajectories into routes, a triangu-

lar meshing (Delaunay triangulation [54, p. 513-529]) of the environ-

ment was calculated with the nodes of the meshing corresponding to

the center of mass of the obstacles. The meshing is, thus, composed

of triangular cells formed by three neighboring obstacles. The cells

in the meshing do not overlap. A trajectory of the agent crosses a

succession of triangular cells and can, therefore, be associated to
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a sequence. Here, each element in the sequence represents a given

cell in the meshing, i.e. a given region of the environment. The agent

may visit a region more than once, by making detours or oscillating

between two neighboring cells. The sequence was simplified in or-

der to remove multiple visit by suppressing subsequences between

identical sequence elements.

Once each trajectory has been associated to a sequence of cell oc-

cupancy, the trajectories sharing exactly the same sequence were at-

tributed to a cluster, i.e. a route. Each route corresponds, therefore,

to a unique sequence. Different routes may be similar. To quantify

the similarity between routes, the number of single sequence ele-

ments, i.e. a cell, not shared by two routes was used. This measure

of route similarity is similar to the Hamming distance [64] between

route sequences.

2.7 Supporting Information

2.7.1 Optic flow and nearness

Advantage of a spherical eye

The optic-flow field is a two-dimensional vector field, where each

vector is the apparent velocity of the images of objects on the eye of

the agent. The optic-flow field experienced during translation results

from the product of the relative nearness of objects in the environ-

ment and a factor depending on the angle between the direction of



2.7 Supporting Information 91

self-motion and the viewing direction of these objects (“viewing an-

gle”):

OF = −vµ

u− A


cos ε cosφ

cos ε sinφ

sin ε




A = ux̂ cos ε cosφ+ uŷ cos ε sinφ+ uẑ sin ε

(2.3)

where, ε ∈ [−π
2
,+π

2
], and φ ∈ [0, 2π] are the elevation and the azimuth

of the agent’s eye, respectively, µ is the nearness between the object

and the agent in the direction (ε, φ), v is the speed of the agent and

u is the direction of motion. The direction of motion is usually ex-

pressed as an earth coordinate system, i.e. Cartesian coordinates.

However, an agent measures the optic flow in its eye referential sys-

tem. We assume that the eye is spherical. The optic-flow field, there-

fore, needs to be expressed in spherical coordinates. A vector is

conserved by a change of the referential system; however, its compo-

nents change according to the elementary vectors’ transformation.

In the case of the transformation from Cartesian to spherical coor-

dinates, the conservation of the vectors is expressed as:

OF = OFx̂x̂+OFŷŷ +OFẑ ẑ = OFρ̂ρ̂+OFε̂ε̂+OFφ̂φ̂ (2.4)

where, OF is a vector, OFx, OFy, OFz the component along x̂, ŷ, ẑ,

respectively, and OFρ, OFε, OFφ the component along ρ̂, ε̂, φ̂, respec-

tively.

The transformation from Cartesian coordinates to spherical coor-
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dinates is: 
ρ̂

ε̂

φ̂

 =


cos ε cosφ − sin ε cosφ − sinφ

cos ε sinφ − sin ε sinφ +cosφ

sin ε +cos ε 0


T 

x̂

ŷ

ẑ

 (2.5)

Thus, the components in spherical coordinates are a function of the

ones in the Cartesian coordinates:
OFρ̂ = +OFx̂ cos ε cosφ +OFŷ cos ε sinφ +OFẑ sin ε

OFε̂ = −OFx̂ sin ε cosφ −OFŷ sin ε sinφ +OFẑ cos ε

OFφ̂ = −OFx̂ sinφ +OFŷ cosφ

(2.6)

Applying the transformation above to optic-flow field vectors, the

component in the spherical coordinates are:
OFρ̂ = 0

OFε̂ = v
p
(ux̂ sin ε cosφ+ uŷ sin ε sinφ− uẑ cos ε)

OFφ̂ = v
p
(ux̂ sinφ− uŷ cosφ)

(2.7)

The radial component is obviously null, because the optic flow is the

apparent motion on the eye. The components along the elevation

and azimuth contain information about the relative nearness, but

this information is entangled with that on self-motion. We want to

extract the relative nearness from this system of equations without

knowing the direction of motion (ux, uy, uz)
T . Let us assume, however,

that the direction of motion is constrained to the equatorial plane,

i.e. uz = 0. By elevating the system of equations to the square and
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applying trigonometric identities, it can be shown for ε 6= 0 that:

(vµ)2 =
sin(ε)2OF 2

φ̂
+OF 2

ε̂

sin(ε)2
(2.8)

We have used, until now, only the sum of both lines in the sys-

tem of equations. By expressing u in polar coordinates, i.e. u =

(cos θ, sin θ, 0), and using the ratio of OFε(uz = 0) and OFφ(uz = 0),

we get a factor telling how far away from the FOE and FOC we are

looking, i.e. cos (2 (θ − φ))

1− cos (2(θ − φ))
OF 2

φ̂

= sin(ε)2
1 + cos (2(θ − φ))

OF 2
ε̂

⇒


cos (2(θ − φ)) =

1− h(ε)
1 + h(ε)

h(ε) = sin(ε)2
OF 2

φ̂

OF 2
ε̂

(2.9)

The term cos (2(θ − φ)) is independent of ε. It is, therefore, a constant

for a given φ and θ. Thus, this factor can be computed for ε̃ 6= 0 and

used in the following equation to compute vµ for ε = 0:

(vµ)2 = OF 2
φ̂

1 + h(ε̃)

h(ε̃)
(2.10)

This equation holds as long as the optic flow is not zero and the term

cos (2(θ − φ) can be computed, i.e an ε 6= 0 exists for a given φ.

Finally, the relative nearness can be computed from the optic-flow

field experienced during a translation in the null elevation plane with
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the following equation, ∀ε, ε̃ 6= 0:

(vµ(φ, ε))2 = OF (φ, ε)2
φ̂

(
1 +

OF (φ, ε̃)2ε̂
OF (φ, ε̃)2

φ̂

1

sin(ε̃)2

)
(2.11)

Error on relative nearness

The motion of the agent has been assumed to be contained in the

null elevation plane of the agent. The agent might not exactly move

in this plane and, therefore, the upward component of the motion uz

will be different from zero. If the agent estimates the relative near-

ness with our set of equations, derived with uz = 0, it will make an

error proportional to uz, but this error also depends on the view-

ing direction (ε, φ) and the forward and sideward component of the

motion (ux, uy)

sin(ε)2OF 2
φ̂
+OF 2

ε̂

sin(ε)2
= (vµ)2(1− 2uẑcotanε(ux̂ cosφ+ uŷ sinφ)

+ u2ẑ(cotan2ε− 1))

(2.12)

Note: uz ∈ [−1, 1], because ‖u‖ = 1, therefore, u2z < uz.

Limitation of a cylindrical eye

The relative nearness can be extracted by equation (#Eq: 12#), as

long as the agent translates in the null elevation plane and has a

spherical eye. However, for an agent with a cylindrical eye, the com-
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ponents of the optic flow in cylindrical coordinates are:
OFρ̂ = 0

OFẑ = −v
p
uẑ

OFφ̂ = +v
p
(ux̂ sinφ− uŷ cosφ)

(2.13)

where, ρ,z,φ are the cylindrical components, ~u = (ux, uy, uz)
T and v

the direction of motion and the speed of the agent, respectively, and

p the distance to the closest object in the viewing direction defined

by ρ,z,φ. The motion of the agent with a spherical eye has been con-

strained in the null elevation plane. This constraint for a cylindrical

eye is a motion in a plane parallel to the base of the cylinder, i.e.

uz = 0. However, applying this constraint to the previous equation

leads to OFz = 0. The system has one equation and three unknown

variables, therefore, it cannot be solved. Constraining the motion in

a plane parallel to the base of the cylinder is, thus, not a suitable

strategy to extract nearness from optic flow measured on a cylindri-

cal eye.

2.7.2 Performance of the algorithm in cluttered

environments

The performance of our collision avoidance algorithm combined with

a goal direction was assessed and quantified in term of its reliability,

i.e. the percentage of trajectories with a collision occurring before the

goal is reached, and its efficiency, i.e. the distance traveled needed

to reach the goal. The algorithm was tested in two cluttered envi-
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ronments, either with or without ceiling and outer walls, and either

covered with a 1 mm or 4 mm random checkerboard pattern. For

each cluttered environment, 201 starting positions were tested. For

the overall 1,608 simulated trajectories, only three crashes were ob-

served. Thus, our collision avoidance algorithm is reliable under the

conditions tested.

The distance traveled is a poor measurement to quantify the ef-

ficiency of the algorithm, because it depends on the layout and di-

mension of the environment, the distance separating the starting

and goal location, as well as the number of obstacles between those

locations. Therefore, the efficiency of the algorithm was quantified

as the ratio between the theoretically shortest trajectory between the

starting and goal location and the distance traveled. The problem of

finding the theoretically shortest trajectory is linked to graph theory,

and is solved in this context by Dijkstra’s algorithm [37]. Therefore,

the environment was transferred to a graph-like representation, here

the goal and starting location, and the corners of the obstacles were

the nodes of the graph. Two nodes in the graph were connected

if the line between those nodes was not crossing an object. The

shortest path was computed using Dijkstra’s algorithm [37]. This

method is similar to allowing an agent to get as close as possible

to an object. Our collision avoidance algorithm, however, prevented

such behavior. Therefore, a second reference had to be calculated. A

Voronoi diagram [54, p. 513-529] is composed of segments maximiz-

ing the distance between two neighboring nodes. When the nodes

represent the center of mass of the objects, the segments represent
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the safest trajectory between two neighboring objects. The environ-

ment can, therefore, be represented by a graph with the segments

and the intersection between segments representing the edges and

the nodes of the graph, respectively. However this graph needs to

be connected to the starting and goal locations. These starting and

goal locations were connected to the closest node in the graph, out-

side the obstacles. The shortest trajectory in the graph, which dif-

fers from the theoretically shortest trajectory in the environment, is

called the “Voronoi trajectory.” This trajectory has been computed

using Dijkstra’s algorithm [37]. Figure S2 shows the efficiency of

our collision avoidance algorithm. Our algorithm is more efficient

than the “Voronoi trajectories” in most of the conditions tested.
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2.7.3 Supporting figures

Figure 2.13: Variation of horizontal and vertical color-coded optic-flow component
squared for a motion in the null elevation plane in the center of a sphere. A) Ver-
tical optic-flow component squared. B) Horizontal optic-flow component squared.
C) Vertical optic-flow component squared divided by the sine squared of the ele-
vation of the viewing direction, i.e. the retinotopically corrected vertical optic-flow
component. The null azimuth corresponds to the motion direction of the agent.
Note that the horizontal component and the retinotopically corrected vertical optic-
flow component have an antagonistic variation (compare B and C). The color code
marks larger optic-flow values with warmer colors, and represents angular velocity
in rad.s−1.
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Figure 2.14: Performances of our algorithm based on the distances of travel to
reach the goal in a cluttered environment relative to the distance of the short-
est trajectories. The performance is the length of the shortest trajectory divided
by the length of the trajectory followed by the agent. A, D) Relative distances of
travel to reach the goal as a function of the starting position. Trajectories for the
environments covered by a 1 mm and 4 mm random checkerboard pattern, re-
spectively, are shown in Figure 10. B, E) Voronoi trajectories in the environments.
C, F) Shortest trajectories in the environments. A, B and C (resp. D, E and F) are
for the first (resp. second) environment. Note that the performance is above 60%,
except for the trajectory with a dead-end.
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Figure 2.15: Norm of the COMANV in cluttered environment covered with 1 mm
(left panels) and 4 mm (right panels) random checkerboard patterns. Top panels:
Color-coded norm of the COMANV. Bottom panels: The red line delimits the zone
where the weighting function is equal to 0:5. Here, the gain and the threshold of
the weighting function are 2 and 4, respectively. Saccade amplitudes are mainly
driven by the CAD when the agent is inside a contour (threshold line) containing
an object. The contour represents the switch in behavior. Objects are indicated
by black squares.
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Figure 2.16: CAD in a cubic box covered with different patterns. The agent moved
toward the north wall. The color represents the angle (in degrees) between the CAD
and the direction of motion of the agent. Walls of the box are covered with a natural
grass pattern (A), a 1 mm random checkerboard (B), a 4 mm random checkerboard
(C), an 8 mm random checkerboard (D), a 35 mm random checkerboard (E), and a
random pattern with 1 = f statistic (F). Note that the CAD for the 35 mm random
checkerboard points in many places toward the wall of the box (E).
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Figure 2.17: Norm of the COMANV in a cubic box covered with different patterns.
The agent moved towards the north wall. The color represents the norm of the
COMANV, i.e. the collision avoidance necessity. Walls of the box are covered with
a natural grass pattern (A), a 1 mm random checkerboard (B), a 4 mm random
checkerboard (C), an 8 mm random checkerboard (D), a 35 mm random checker-
board (E), and a random pattern with 1/f statistic (F). Note that the CAN is higher
close to the wall than at the center of the box. The CAN remains low for the box
covered with natural grass pattern in some places close to the wall, due to large
leaves in the pattern.
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Figure 2.18: COMANV versus the distance to the closest wall in a cubic box cov-
ered with different patterns Top row shows the norm of the COMANV computed
with EMD responses. Bottom row shows the angle between the COMANV com-
puted with EMD responses and the control based on geometrical optic flow. Here
α is the CAD. Thick lines and shaded area represent the mean and the standard
deviation, respectively, computed at a given distance from the wall. Note that the
norm of the COMANV is an increasing function of the distance as long as the agent
is not too close to the wall.
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(Legend on next page)
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Figure 2.19: COMANV versus the distance to the closest object in cluttered en-
vironments. Left panels: Average of the error angle between the COMANV and
the vector between the agent and the closest object. Right panels: Norm of the
COMANV. The averages are computed with a sliding window with a window size
corresponding to 10% of the distance to the closest object. A, B) Effect of the height
of the closest object for an agent with a field of view (FOV) along the elevation of
±90◦, and moving at an altitude of 100mm above the ground. Note that the height
of the object does not strongly influence the COMANV. C, D) Effect of the moving
altitude of an agent with a FOV along the elevation of ±90◦. Note that the error
angle far from the object is higher for motion close to the ground than far from the
ground. E, F) Effect of the FOV of the agent. The agent moved at an altitude of
100mm above the ground. Note that the norm of the COMANV is strongly affected
by the FOV along the elevation. The FOV along the elevation was ±180◦ for all
cases.
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Figure 2.20: Trajectories of the agent with a collision avoidance system based
on EMDs in a box (40 × 40 × 40 × cm) covered with different patterns (seen from
above). Trajectories with 40 different starting positions are shown. The simulation
time was 10sec or until the agent crashed. Walls of the box covered with a natural
pattern (A), a 1mm random checkerboard (B), a 4mm random checkerboard (C), an
8mm random checkerboard (D), a 35mm random checkerboard (E), and a random
pattern with 1/f statistic (F). The simulations, parameters and environments are
identical to those used for fig. 2.7.
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Figure 2.21: Trajectories of the agent with a collision avoidance system based
on EMDs in a box (40 × 40 × 40 × cm) containing up to four objects and covered
with 1mm random checkerboard (seen from above). Top panels: Goal direction
is moving forward. Bottom row: Goal direction is the right wall. A, E) No object
in the box. B, F) One object in the center of the box. C, G) Two objects on one
diagonal. D, H) Four objects on the diagonals. The objects were vertical bars with
a quadratic base with a side length of 3cm and a height of 40cm. Apart from taking
the goal direction into account for the bottom panels, the simulations, parameters
and environments are identical to those used for the top panels of fig. 2.8.
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Figure 2.22: Trajectories of the agent with a collision avoidance system based
on EMDs in a box (40 × 40 × 40 × cm) containing up to four objects and covered
with 4mm random checkerboard (seen from above). Top panels: Goal direction
is moving forward. Bottom row: Goal direction is the right wall. A, E) No object
in the box. B, F) One object in the center of the box. C, G) Two objects on one
diagonal. D, H) Four objects on the diagonals. The objects were vertical bars with
a quadratic base with a side length of 3cm and a height of 40cm. Apart from taking
the goal direction into account for the bottom panels, the simulations, parameters
and environments are identical to those used for the bottom panels of fig. 2.8.
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Figure 2.23: Trajectories of the agent equipped with an EMD-based collision avoid-
ance system, but also relying on the goal direction in two different cluttered en-
vironments without walls. Objects were covered by a 1mm (left column) or 4mm
(right column) random checkerboard pattern. The goal was pinpointed in the en-
vironments (Green dot). Two hundred one starting positions were tested, and
simulations were run either for 100s (gray lines, i.e. dead-end), until the goal
was reached (colored lines) or until a crash (black lines). Wall of the corridors
of fig. 2.11 are represented by thick dotted gray lines and objects by filled black
squares. The gain was 2 and the threshold 4 for all cases.
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Figure 2.24: The routes, extracted from the trajectories shown in fig. 2.11, in
the first cluttered environment which is covered by 1 mm random checkerboard.
Several routes are found for neighboring starting locations, e.g. routes #4, #5 and
#6. Certain routes share common subroutea, e.g. the end of route #7 and #8 are
similar. The route similarities are shown in fig. 2.12 . Walls of the corridors are
represented by thick black lines, and objects by filled black squares. Same colors
as fig. 2.11.
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Figure 2.25: The routes, extracted from the trajectories shown in fig. 2.11, in
the first cluttered environment which is covered by 4mm random checkerboard
pattern. Routes #1 and #2 overlap in their starting locations. However, route
#2 is shorter than route #1. Note that routes #2, #3 and #4 are identical to
routes #3, #1 and #6, respectively, in the environment covered by a 1mm random
checkerboard pattern fig. 2.12. The route similarities are shown in fig. 2.12. Walls
of the corridors are represented by thick black lines, and objects by filled black
squares. Same colors as fig. 2.12.



112 Avoiding collision leads to common routes

300mm

Route: #01

300mm

300mm

Route: #02

Route: #03

300mm

300mm

Route: #06

Route: #07

300mm

300mm

Route: #04

Route: #05

300mm

300mm

Route: #08

Route: #09

300mm

300mm

Route: #10

Route: #11

(Legend on next page)
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Figure 2.26: The routes, extracted from the trajectories shown in fig. 2.11, in the
second cluttered environment which is covered by 1mm random checkerboard
pattern. Note that routes #5-11 and routes #1-4 form two distinct classes (see
fig. 2.12). The route similarities are shown in fig. 2.12. Walls of the corridors are
represented by thick black lines, and objects by filled black squares. Same colors
as fig. 2.11.

300mm

300mm

300mm

Route: #01 Route: #02

Route: #03

Figure 2.27: The routes, extracted from the trajectories shown in fig. 2.11, in the
second cluttered environment which is covered by 4mm random checkerboard
pattern. Routes #2 and #3 are very similar (see fig. 2.12) and lead to a crash of
the agent. The remaining route (route #1) is identical to route #5 in the environ-
ment covered by 1mm random checkerboard (fig. 2.26). Walls of the corridors are
represented by thick black lines, and objects by filled black squares. Same colors
as fig. 2.11.

2.7.4 S1 Video

Simulation of agents without goal direction in the second clut-

tered environment. The trajectories are shown in figure 2.9, bot-

tom. Objects and walls are covered by a 1mm random checkerboard
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pattern. Objects are represented by black squares, agent’s current

positions are represented by colored circles and agent’s past posi-

tions are represented by a colored line.

2.7.5 S2 Video

Simulation of agents with goal direction in the second cluttered

environment. The trajectories are shown in figure 2.10, bottom

right. Apart from taking the goal direction into account, the simula-

tions, parameters and environments are identical to those used for

section 2.7.4.

2.7.6 S3 Video

The agent’s view while moving through a cluttered environment.

The trajectory is shown in figure 2.10, top-left. Objects and walls

are covered with a 4mm random checkerboard pattern. Top: Agent’s

view. Overlay: The relative points of nearness along the azimuth ex-

tracted from EMD responses during the last intersaccade. The goal

direction and CAD are indicated by the green and red line, respec-

tively. The length of the red and green line indicate the necessity

to follow the CAD or goal direction based on the weighting function.

The dotted line is the saccade direction. Bottom: The agent’s po-

sition and orientation in the environment. Objects are represented

by black squares, agent’s current position and orientation in blue

and agent’s past position in gray. The behavioral state of the agent,
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saccade or intersaccade is indicated by a white circle.
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3 How should I find my route

again?

This chapter is planned to be published as Olivier J.N. Bertrand,
Jens P. Lindemann, and Martin Egelhaaf (2016). Deterministic, sys-
tematic or random search: How should I find my route again?

3.1 Abstract

A fundamental navigation strategy is the ability to search efficiently

for relevant places, the location of which being not exactly known.

Although most of the research has been focused on optimal search-

ing strategies to find locations dispersed sporadically in the envi-

ronment, such as unvisited flower patches and prey, little is known

about how an agent can find a route learned previously connect-

ing relevant places. Indeed, most navigating animals (including hu-

mans) optimize their navigation by learning and following routes,

but displacement from the route may occur frequently, for instance,

when the animal needs to avoid an impending danger (such as a

predator), is distracted and, thus, commits navigational errors, or,
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in the case it is a light-weight animal, is displaced by wind or other

currents. In this chapter, we assess systematically and thoroughly

by simulations of a variety of bio-inspired search strategies the prob-

abilities of an animal finding its route back within a given time after

been displaced by a given distance away from the route. We found

that a unique best search strategy does not exist. Rather, the best

strategy depends on the displacement of the agent from its route and

the distance travelled that the agent can invest searching.

3.2 Introduction

The daily routine of most humans includes the navigation between

their home and their working place. Those humans, similar to many

other animals, commute efficiently between two locations (for hu-

mans, their home and their working place; for honeybees, their hive

and a patch of flowers) by following habitual routes. However, the

journey of an animal or a technical system, i.e. an agent, may be

disrupted by distractions causing navigational errors, such as the

urge to avoid a danger or the encounter of external factors (e.g. the

wind or some other current in the case of light-weight agents). The

agent, after the disruption of its journey, will find itself displaced

away from its known route to a potentially unknown location. The

agent has to search to find its route again. Here we analyse the per-

formance of different search strategies that allow an agent to find its

known route again efficiently.
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Although the navigational problem addressed here applies quite gen-

erally to autonomous agents and, thus, to navigating mammals, in-

vertebrates and robots, we will illustrate the problem from the per-

spective of foraging brood-caring insects. The choice of foraging in-

sects, such as bees, ants and many wasps, for illustration is not ar-

bitrary, since the survival of their larvae depends on the navigational

and search skills of the foragers (e.g. young bumblebee queens need

to visit up to 6000 flowers per day to collect nectar and pollen and

feed their larvae [136]). These insects have amazing skills despite

their tiny brains, as they can travel several kilometres from their

nest [57], move through cluttered environments and are able to find

the nest again [79, 176, 31, 85, 7]. Foraging insects are, thus, a

perfect example of great navigators with the additional advantage

of consuming only a little energy and using computationally simple

algorithms.

Foragers, such as ants and bees, need to gather resources (e.g. flow-

ers) that are often scattered in the environment. To find good re-

sources for the first time, the foragers need to search for them. A

search incurs costs, e.g. energy and time. Thus, a forager is thought

to organise its search to maximize its encounter rate with the tar-

geted resource [11]. In order to search for the resources efficiently,

foragers may employ a wide variety of search strategies [120, 129,

87, 130]. Once a rewarding resource has been found, a route be-

tween its location and the nest of the forager will be learned [79,

94].

Once a route between the home and the location of a good resource
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has been established, it is advantageous for the forager to use it to

travel between both places. However, these routes may have been

optimized according to different principles. They may minimize the

time travelled, the distance travelled or the encounter with potential

dangers, etc. (or for humans in a city, minimizing the time spend

in traffic jams). The foragers may, for example, want to visit a re-

warding food source frequently during the day and, therefore, may

try to minimize the time travelled to fully exploit the resource before

it is used by competing foragers. In open environments, fire ants, for

instance, have been shown to follow the quickest route [110]. In clut-

tered environments, idiosyncratic routes have been observed where

ants were travelling back and forth between a food location and the

nest [79, 94]. As a cluttered environment contains many objects, it

may also be relevant to avoid the danger of colliding with obstacles.

Our study, therefore, takes three different types of routes between

the food location and the nest location into account. Two of them,

the shortest (mimicking the fire ants’ strategy) and the safest (mim-

icking the motion of bees through cluttered environments) are based

on the distribution of objects in the environment, i.e. the topology.

The third route type is not based on the distribution of objects in

the environment and, thus, is a non-topological route. The use of

a non-topological route has two purposes: Firstly, ants living in a

cluttered environment do not only follow the safest or the shortest

route, but also idiosyncratic routes. Therefore, a third type of route

is necessary. Secondly, our simulations are based mostly on the

topology of the environment (due to a discretization of the environ-
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ment, see section 3.5). Therefore, our results could be an artefact of

the topology of the environment, and only apply to the shortest and

safest route. The non-topological route is a kind of generalization of

our findings.

However, an agent cannot take it for granted that it is able to fol-

low its route established previously under all conditions. Rather,

it may be displaced from it by errors of the route following mecha-

nism, by escape manoeuvres if a danger unexpectedly appears (e.g.

a predator) or by external forces (e.g. a gust of wind in the case of

a light-weight animal). From an evolutionary point of view, the an-

imal should find its route again as quickly as possible. The more

time spent searching, the less food will be brought back home and

the more probable an encounter with a predator will be. The animal

should, thus, be guided by a search strategy which maximizes the

probability of finding its route within a given time, that time being

as short as possible. The limited locomotion speed of the animal

then bounds the probability of finding the route again. Indeed, an

animal displaced 10m away from its route and limited to travelling at

1m.s−1 cannot find its route again in less than 10s. The search strat-

egy to employ, therefore, should depend on the distance between the

current location of the animal and its route. In the previous exam-

ple, the animal would find its route in exactly 10s only if it follows

the shortest path between its current location and its route. In this

case, the animal has no time to deviate from this path, i.e. it has to

move along it deterministically.

To be sure that the animal finds its route, it has to be guided by
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a search strategy that will explore the environment over time. The

most efficient strategy to explore the environment is a systematic

search, such as a spiral search, because the agent guided by this

strategy will visit every location only once. However, a systematic

search is extremely difficult to perform in a cluttered environment.

Due to the presence of objects, the agent cannot move strictly along

a spiral, but has to make detours around the objects and, at the

same time, not visit a location twice. It has, therefore, to remember

which location has been visited previously. Its memory being limited,

the agent can, thus, not follow a systematic search indefinitely. To

visualize a systematic search, one can imagine an agent walking in

a city with pavements. At an intersection, pavements are numbered,

for example, from the left to the right of the agent. The agent, at

an intersection of pavements, will take the first nth pavement which

does not lead to an intersection visited already.

Because the systematic search strategy is difficult for an agent to

perform, other strategies without extensive memorization of the ob-

jects visited previously need to be used by an agent. The agent may,

for example, move randomly in the environment. To visualize a ran-

dom search, one can imagine an agent walking randomly around a

city. At every intersection of pavements, the agent chooses one of

the pavements randomly. Although an agent moving randomly will

visit the same locations in the environment multiple times, it will

still, over time, explore the environment, and, therefore, be sure to

find its route.

Random and systematic search are not the only strategies an ani-
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mal can employ. The agent may move according to a deterministic

local procedure. To visualize a deterministic search, we again used

the agent walking in a city. At an intersection, the agent chooses

the pavement based on certain characteristics at the intersection.

The agent may, for example, choose the brightest pavement or the

widest pavement. Inspired by the travelling of flying insects in a

cluttered environment, our agent will, when guided by a determin-

istic search, avoid venturing along narrow paths (animals reduce

their speed when travelling along narrow paths, e.g. [76]). However,

because the deterministic strategy is not systematic or random, it

may lead to visiting only a small portion of the environment and,

therefore, never finding its route again. To compensate for this lim-

itation, the animal may from time to time reorient itself randomly.

The combination of deterministic and random search, i.e. a com-

bined search, may be a powerful strategy to explore environments

[74].

The variety of possible routes in cluttered environments is huge. In

the present chapter, we focus on the “shortest” route, i.e. the route

minimizing the distance travelled, the “safest” route, i.e. the route

minimizing the venture along narrow paths (e.g. minimizing the risk

of collisions with the numerous obstacles) and the “non-topological”

route, i.e. not based on the distribution of objects (see section 3.5.2

for details). Inspired by the centring behaviour of animals flying

along tunnels or in cluttered environments [142, 35, 76, 8, 88, 12,

123], the motion of the agent in our simulations has been restricted

to paths centred between objects. This assumption allows us to rep-
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resent the cluttered environments by a mathematical graph. On this

graph, three elementary search strategies which guided an agent

displaced away from its known route will be investigated: system-

atic, random and deterministic. Moreover, combinations of random

and deterministic search will be studied, as it has been shown to

be an optimal search strategy under certain conditions [74]. We ad-

dress the following aspects systematically: (1) the probability of the

agent finding a route with the different search strategies mentioned

above; (2) determining the best search strategy to use; and (3) the

link between the route type and the probability of finding the route

again.

3.3 Results

3.3.1 Searching time and displacement

An agent in our simulation is assumed to know only a single route

in an otherwise unknown environment (fig. 3.1, green line, for the

shortest route). Here, the route known by the agent is the shortest

route (for comparison with other route types, see section 3.3.3). Dis-

placed away from its route, the agent is, therefore, at an unknown

location (fig. 3.1 purple square). At the unknown location, the agent

cannot follow a memorized direction associated with the location,

since it has no representation in its “brain” of this location, i.e. this

location has never been seen or never been learned by the agent.

Nevertheless, the agent needs to move in order to find its route again.
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Although the objects surrounding the agent do not provide informa-

tion about the goal location, they still provide information about the

topology of the immediate environment and, thus, may constrain the

agent’s next movements. In other words, the agent needs to make

decisions based on the surrounding objects and, in this way, struc-

tures its search behaviour to find its route again. The environment

being represented by a mathematical graph, i.e. a network of paths,

the agent only makes a decision at an intersection of paths.
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Figure 3.1: Graph representation of a cluttered environment. A cluttered envi-
ronment containing objects (black dots) was transformed into a network of the
agent’s potential paths (red lines), derived from triangular meshing of the objects
(grey dashed lines). The agent makes a “decision” at an intersection of paths,
i.e. a “decision” point (red dots). A series of paths connects the food source
(backslashed square) to the home location (slashed square). Three route types:
“shortest” (green), “safest” (blue) “and non-topological” (black), are shown. After
a displacement from the route (e.g. grey square), the agent is led by a search
strategy (e.g. deterministic search in orange, random search in purple). The prob-
ability of moving along one path by one or the other search strategy is shown in
the upper right box. The displacement from the route is measured in the number
of decision points (numbers in the lower left box).

The agent displaced to an unknown location and then searching for

its route cannot search forever. It may, for example, run out of en-

ergy [32]. To take this into account, the agent has been allowed

to search only for a maximum distance travelled. The agent, thus,

stopped searching either when the route has been reached or its

“energy” has run out. Therefore, the route can be found by the

agent only with a given probability. Moreover, the agent may be

displaced by different distances from the route. The displacement,

here, is measured in terms of intersections between paths (i.e. num-

ber of “decision” points) (fig. 3.1 box). The probability of finding

the route depends, therefore, on the displacement from the route

and the maximum allowed distance travelled during the search (also

measured in terms of intersections crossed). Obviously, the agent

has a null probability of finding the route if it has been displaced

further away than the maximum allowed distance travelled for its

search. Moreover, the probability of finding the route obviously de-
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pends on the search strategy. Therefore, the probability of finding

the route needs to be compared between search strategies for differ-

ent displacements from the route dr and maximum allowed distance

travelled during the search ls.

Different search strategies are conceivable. The agent may decide

randomly to pass to the right or the left of an object (random strat-

egy). By contrast, the agent may determine its path according to lo-

cal information, such as the distance between the objects surround-

ing the agent. This deterministic search strategy has been employed

in our study and is based on the rule: “avoid venturing along narrow

paths” (fig. 3.1, box). The agent may, moreover, combine the random

and the deterministic strategy by switching between them from time

to time. A combined search strategy is, therefore, a concatenation

of a deterministic search strategy, i.e. the agent follows the rule

for a given distance, moves along a random path, then follows the

deterministic rule again for another given distance, etc. A large vari-

ety of combined search strategies exists, depending on the statistics

of switching (see section 3.5 for details). One among them will be

the best strategy, in the sense that it leads the agent to its known

route with the highest probability. This strategy will be called the

best combined search strategy, with the random and deterministic

strategies conceived as extreme combinations and, thus, belonging

to the combined search strategies. Since the deterministic and the

random search strategy are the simplest search strategies among

the combined search strategies, they will also be scrutinized with

respect to the probability for the agent finding its route again.
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By comparing the random search strategy with the deterministic

search strategy, we observe two cases [fig. 3.2A]. When the agent can

search for longer than six times the displacement from the route, i.e.

it is displaced only relatively little compared to the maximum allowed

distance travelled during the search ( ls > 6dr, here ls is the maximum

allowed distance travelled searching, and dr the displacement from

the route), the random search has a higher probability of leading the

agent to the route than the deterministic search strategy [fig. 3.2C].

By contrast, when the agent is allowed to search only for less than

six times the displacement from the route, i.e. is displaced far from

the route relative to the maximum allowed distance travelled during

the search (ls < 6dr), the deterministic search strategy outperforms

the random one [fig. 3.2B].

Among the deterministic, random and the variety of combined

search strategies, one of them will lead the agent with the highest

probability to the route, i.e. the best of the combined search strate-

gies. In our simulation, the best of the combined search strate-

gies has been determined independently for each environment, for

a range of displacements from the route and for a variety of maxi-

mum allowed distance travelled during the search. If the best of the

combined search strategies outperforms the deterministic or ran-

dom search strategy by only a little, the agent should use the de-

terministic or the random search strategy, for the sake of simplicity.

Indeed, when the agent is displaced far from the route (ls < 6dr), the

best of combined search strategies has a similar probability of lead-

ing the agent to the route as the deterministic search strategy (the
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median gain in performance is only 1.3% [fig. 3.2H]). By contrast,

when the agent is displaced by only a little (ls > 6dr), the best search

strategy outperforms the deterministic (median gain in performance

12% [fig. 3.2I]) and the random search strategy (median gain in per-

formance 6% [fig. 3.2I]) significantly.

Finally, the systematic (i.e. a spiral section 3.5) search strategy

needs to be compared with the best of the combined search strate-

gies. This strategy will certainly lead the agent to its route when the

agent is allowed to travel a sufficiently long distance. We observe

that the systematic search strategy leads the agent to the route with

a higher probability than the best of the combined search strategies

if the agent is allowed to move more than 1.36d2r (dr being the dis-

placement from the route). An agent, either knowing that it may

travel a long distance to reach the route or having not been dis-

placed far from the route, should search systematically. It will then

most probably find its route. On the other hand, if the agent has

no knowledge about how far it has been displaced from its route,

it may use another search strategy better to maximize its chance of

encountering its route.
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Figure 3.2: Comparison of performance of systematic, deterministic, random and
best of combined search strategy to find a shortest route again. The agent, led
by one of the search strategies, has a certain probability of reaching the short-
est route. The performance of a search strategy is the probability of finding the
route known by the agent, for different displacement from the route, dr (y-axis of
A,D,G,J) and with different maximum allowed distance travelled searching, ls (x-
axis of A,D,G,J). The first row shows the relative performance of the deterministic
and the random search (A,B,C). The second to the fourth rows show the relative
performance of the best of the combined search with the random search (D,E,F),
the deterministic search (G, H, I), and the systematic search (J,K,L) respectively.
The median of the relative probabilities of search strategies across environments is
shown in the first column (A, D, G, J) for a given displacement from the route and
maximum distance travelled searching. The median of the relative probabilities is
colour-coded and quantified in percent. Towards the blue (respectively, red), the
deterministic (respectively, random) search strategy outperforms the random (re-
spectively, deterministic) search strategy. The distribution in relative performance
across worlds, routes, displacements and allowed distance travelled searching is
shown for short search (B,E,H,K) and long search (C,F,I,L), respectively. A short
search (respectively, long search) is a search with a distance travelled shorter (re-
spectively, longer) than six times the displacement from the route. The dashed
black line separates short and long searches. The dotted black line is the equa-
tion ls = 1.36ds ∗ ∗2. The red lines overlaid on the histograms are the medians of
the histograms.

3.3.2 When is a search strategy the best?

A unique and global best search strategy is unlikely to exist, be-

cause the optimal strategy depends on the context and constraints

imposed on the system. An agent should opt for the strategy which

might be the best within the current context. The context is in this

study: the agent knows a single route in an otherwise unknown envi-

ronment and it has been displaced by a given distance from its route.

Furthermore, the agent needs to reach its route before it runs out of

energy or is caught by a predator. The maximum allowed distance

travelled searching, therefore, constrains the search of the agent.
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Is it possible for the agent to guess the search strategy that leads

to the route with the highest probability, only knowing the context

defined above and the constraints the agent has to cope with? We

found, by comparing the systematic search strategy with the best of

the combined strategies, that the systematic search strategy is the

best strategy as long as the agent can travel at least 1.36d2r searching

(dr being the displacement from the route)[fig. 3.2J][fig. 3.3B]. In the

other cases, the agent should use the best of the combined search

strategies. The best of the combined strategies has been determined

independently for each environment, displacement from the route

and maximum allowed distance travelled searching. The best com-

bined search strategy differs between environment, displacement

from the route and maximum allowed distance travelled searching.
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Figure 3.3: Which strategy is the best search strategy? A) Each combination of de-
terministic and random search was assigned to a colour. The combination, being
the best of the combined search strategies across most environments, was shown
for different displacement from the shortest route (y-axis) and the maximum al-
lowed distance travelled searching (x-axis). The grey contour lines represent the
probability of the combined search strategies to be the best. The chance level is
100/12 = 8 + 1/3%. B). The relative performance between the best of the combined
searches and the systematic search is shown in Figure 2J. The grey contour lines
are in A.

Is it possible for the agent to guess the best combined search strat-

egy if it knows about its displacement from its route and the allowed

distance it can travel, but does not know anything about the environ-
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ment beside its route? A candidate for a good search strategy is, un-

der these conditions, the search strategy that is the best on average

across multiple environments. However, a combined search strat-

egy may be the best by chance. Twelve combined search strategies

have been used, therefore, the chance level for a combined search

strategy to be the best is 100/12 = 8+1/3 ≈ 8.33%. A candidate, there-

fore, needs to be the best in a significant number of environments,

more than the chance level. We observe that the deterministic (re-

spectively, random) search strategy is likely to be the best when the

agent is not allowed (respectively, allowed) to travel a long time rel-

ative to its displacement from its route [fig. 3.3A]. In the mid-range,

there is no candidate for the best search strategy, as every combined

search strategy has the same probability of being the best (i.e. be-

low chance level). The agent, in this case, has to gamble on which

search strategy to use.

3.3.3 Probability of finding the route: which route?

Two locations in a cluttered environment can be connected by sev-

eral routes. In our study, we consider three types of routes: the

shortest route, the safest route and the non-topological route. How

an agent can establish and follow such a route is beyond the scope

of this study. A route is a series of paths; here, each path has a list

of characteristics, e.g. its length. A route is generated by minimiz-

ing the sum of one of the path characteristics. The minimization of

the distance travelled (respectively, the venture along narrow paths)
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gives a shortest (respectively, safest) route between two locations.

However, the representation of the environment as a mathematical

graph is also based on the topology of the environment. To avoid bi-

ases in our results, a third route type, independent of the topology,

needs to be used. Therefore, every path had an additional charac-

teristic, a random value assigned to the path. The random value is

independent of the topology of the environment. The minimization

of the random value assigned to the path gives a non-topological

route between two locations. A route type having one of the route

characteristics minimized (e.g. the distance travelled is minimized

for a shortest route) has certain advantages over the others (e.g. the

shortest route is shorter than any other routes).

Does the probability of finding a route depend on the route type?

To investigate this problem, the agent was allowed to search for a

distance proportional to its displacement from the route and used

the best of the combined search strategies. An agent displaced two

intersections from the route, for example, can search for the route at

up to twelve intersections crossed (the proportionality factor (k) is,

in this case, 6). We considered three proportionality factors: short

search (k = 2), mid-range search (k = 6) and long search (k = 18).

Each agent found its route with a given probability. The percentage

of routes found with at least a probability of x percent was compared

across three different probability factors and the three route types

(shortest, safest and random) fig. 3.4A. We observed no differences

between the route types, but, as expected, an increase in the prob-

ability of finding the route with increasing allowed search distance
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relative to the displacement from the route (k).

Does the best search strategy depend on the route type? The proba-

bility of finding its route back does not depend on the type of route

the agent is looking for. However, the agent may have to employ a

different strategy to reach the different types of route to reach opti-

mal performance, since the best of the combined search strategies

may differ across route types. The likelihood of each combination of

deterministic and random search being the best of combined search

was, therefore, assessed for the three route types and three propor-

tionality factors k (see last paragraph). We observe that this likeli-

hood does not differ significantly between route types, but changes

dramatically with the changing proportionality factor k [fig. 3.4B].

In accordance with the previous section, the likelihood of random

(deterministic) search being best increases with the increasing (re-

spectively, decreasing) proportionality factor k fig. 3.4B.
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Figure 3.4: The effect of the type of routes. The agent was allowed to travel at
most 2, 6 or 18 times its displacement from its known route, searching for its
route by using the best of the combined search strategies. A) The percentage of
route y found with at least a probability of x percent was plotted for the three
proportionality factors k = 2, 6, 18, and the three route types, “shortest”, “safest”
and “non-topological”. B) The percentage of each combination of deterministic
and random search being the best of the combined search strategies (evaluated
across environment) was plotted for the three proportionality factors and three
route types as a stacked bar. The colour code is the same as in Figure 3.
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3.4 Discussion

We have represented a cluttered environment by a mathematical

graph to investigate the search strategy to employ to find a route

again after having been displaced away from it. Three fundamental

search strategies were investigated: systematic, deterministic and

random, and ten combinations of deterministic and random search.

We found that there is no unique optimal search strategy (among

the variety of search strategies tested). An agent displaced away

from its habitual route may opt for a search strategy based on the

distance between its current location and its route, and the distance

it plans to travel searching for its route. The agent, therefore, needs

to estimate the distance between its current location and its route.

We will discuss in the three following paragraphs how an agent may

estimate this distance for three different situations: a displacement

caused by wind, due to the need to avoid an incoming danger and

due to navigational errors. A discussion on how long an agent plans

to search will be followed by the implication of our finding for au-

tonomous robots.

A light-weight agent may be displaced by wind (or other types of

current) away from its route. The wind exercises a force on the

agent so that the agent moves away from its route. Although the

agent may compensate for wind drift [121, 158], strong gust of wind

may displace the agent [172]. An agent may be able to sense this

force directly by mechanosensors, or indirectly, by detecting an un-

expected shift in the visual field. Insects can use both strategies to
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measure the displacement, as they are covered with hairs which can

sense deflection and, therefore, the force exercised by the wind, and

equipped with motion-sensitive neurons, which detect the motion of

objects during the displacement. By integrating the force or the ap-

parent motion, the agent may estimate how far it has been displaced

from its route [171, 112]. The agent may also be able to estimate

the direction of its displacement – ants, for example, can remember

the wind direction – when displaced by a gust of wind [172]. In our

simulation, the direction of the displacement was unknown by the

agent. An agent with this knowledge may move precisely in the di-

rection of the displacement [172]. However, as the estimate of the

displacement may be noisy, the agent should not follow the direc-

tion of the displacement exactly. One may see this strategy as a

combined search strategy; here, the deterministic rule is: follow the

estimated direction of the displacement (in our simulation the rule

was: avoid venturing along narrow paths).

An agent may be displaced by the need to avoid an incoming danger,

such as a predator. The agent has to switch from a route-following

behaviour to an escape behaviour. After the escape behaviour, the

agent will be at an unknown location. The agent may have monitor

its motion during its escape behaviour and, thus, similar to a dis-

placement by wind or other current, the agent may know how far it

has been displaced.

An agent may be away from its route due to navigational errors. The

agent may follow a wrong direction at one location along the route.

After some time, the agent may realise that it is no longer following
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the route and, therefore, starts searching for it. It may be difficult

to estimate the displacement from the route, because the agent may

not know when or where it made a mistake. Nevertheless, while

an optimistic agent may assume that it is not displaced far from

its route, a pessimistic agent may assume it made an error at the

beginning of its journey and, therefore, both agents can have an

estimate of the displacement from the route. The agent may also

have paid attention to the scenery or other navigational cues along

its erroneous journey and, thus, be able to backtrack until it finds

its original route. Ants, for example, are able to backtrack when they

have missed their nest entrance [175].

The agent displaced away from its route needs to estimate how long

it plans to travel searching in order to opt for a good search strat-

egy. The agent may want to find its route again as fast as it can for

numerous reasons. An agent carrying resources from one location

to another, for example, may be in competition with other agents.

The quicker the agent can find its route, the more resources it will

be able to gather. Wandering in the world, searching for its route,

may also be dangerous. Indeed, the longer the agent is lost, the

more likely it is that the agent will encounter a danger, such as a

predator. Finally, the agent being limited in energy, cannot search

for its route forever; the travel distance of the agent is bounded by

the energy it can use.

Autonomous robots have gained many skills over the past few

decades. One can foresee autonomous robots delivering post and

packages, or cups of coffee. The task of the robot is then very sim-
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ilar to a foraging insect; it has to move along a route to deliver post

to a series of houses. Although a robot delivering post may not need

to avoid an impeding danger or be displaced strongly by wind, it can

still quit its route due to navigational errors or be forced to make a

detour due to a blocked street. The robot will, thus, find itself away

from its route and will need to search for it. One of the greatest

limitations of robots is their relatively short autonomy compared to

animals. A robot, therefore, needs to find its route again quickly

and, therefore, may opt for the best search strategy based on an

estimate of the distance between its current location and the route,

and the energy it can spend searching.

3.5 Materials and Methods

3.5.1 Graph representation of cluttered environments

A cluttered environment is an area or volume scattered or excessively

filled with objects. Our cluttered environments contained 3750 ob-

jects placed randomly. A thousand environments have been gener-

ated. The environments have been simplified by considering only

the position of the objects, forming a cloud of points. The cloud of

points was then used to create a network of paths. Inspired by the

centring behaviour of flying animals [142, 35, 76, 8, 88], the path

of the agent always passes in the middle between two neighbouring

objects. To determine neighbouring objects, we meshed the cloud

of points by a Delaunay triangulation (i.e. the outer circle of each
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triangle does not contain any point). The centre of each triangle has

been connected to each neighbouring triangle by a path composed

of a line going from the centre of the first triangle to the middle of

the common edge and a line going from the middle of the common

edge to the centre of the second triangle. The centre of the triangle

and the paths connecting two neighbouring triangles are referred to

as a “safe location” and a “safe path”, respectively. The ensemble

of safe locations and safe paths acts as a network of streets and

intersections, and is a mathematical graph of connectivity 3.

3.5.2 Route and route type

A route from two distant locations in an environment is a succession

of paths. In our graph representation of the environment, a route

is a series of the agent’s paths between two safe locations. Every

route in our environment ends at the location at the centre of the

environment. It acts as the central place for the forager (e.g. its

nest). Each route starts at another location in the environment. The

start is not further away from the central location than a fifth of the

total size of the environment.

Two locations can be connected by a large number of routes. Each

route can be described by a series of variables, such as its length

and its “safeness”. The agent’s paths pass in the middle between

two objects. Therefore, a measure of the safeness of a path is the

Euclidean distance between the path and those objects, i.e. half the

length of the edge of the triangle crossed by the path. The shortest
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route has the minimal length, i.e. the sum of the lengths of the safe

path is minimized. Similarly, minimizing the sum of the inverse of

the safeness of each path along the route leads to the safest route.

The safest and shortest route are two types of route based on the

topology of the environment. A route type not based on the topology

of the environment was also used. A random value was assigned to

each path in the environment. The non-topological route was the

route minimizing the sum of those values assigned randomly. The

Dijkstra algorithm has been used [63] to find the shortest, safest and

non-topological route between each safe location and the central safe

location.

3.5.3 Search and searching strategies

When the agent is displaced from its route, it has to search. The

search starts from an unknown location (a safe location not on the

route), and lasts for an allowed number of intersections crossed, i.e.

an allowed search distance. During a search, at each intersection,

the agent moves along one of the two paths (the agent cannot back-

track directly). The agent could use one of the 13 search strategies:

systematic, random, deterministic or ten combined search strate-

gies.

An agent following the systematic search strategy would be led to

move along a clockwise or counter-clockwise spiral. The agent

turned clockwise (respectively, counter-clockwise) whenever the

node reached by the resulting motion of the clockwise turn did not
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lead to a node visited previously.

An agent following the random search strategy selects the path ran-

domly with equiprobability, i.e. it has 50% (50 %) chance to take the

right (respectively, left) path.

An agent following the deterministic search strategy always moves

along the path with the highest safeness.

An agent following one of the ten combined strategies switches be-

tween deterministic and random search strategies. A combined

strategy consists of a deterministic search strategy interspaced by

random path selection. The number of intersections crossed be-

tween two random path selections is determined by a heavy tailed

distribution defined by:

p(l) = Cl−α for l ∈ N (3.1)

α = [1.2, 1.4, 1.6, 1.8, 2.0, 2.2, 2.4, 2.6, 2.8, 3.0] has been used.

The best of the combined search strategies in a given environment,

displacement from the route and maximum search distance trav-

elled, was the random, deterministic or one of the ten combined

search strategies. The best of the combined search strategies is the

strategy leading the agent to its route with the highest probability.

3.5.4 Procedure

A hundred environments containing 3750 objects placed randomly

were generated. The environment has a limited size and the border

may bias the simulation. To overcome this problem, only the loca-
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tions within the square at the centre of the environment with a width

of a fifth of the environment were used for the routes. The search

starts for every location on the graph. The first intersection between

every route with every search is then calculated. The probability of

finding the route is the ratio of the number of searches intersecting

the route and the total number of searches.
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4 The risk of being lost: how

detailed a route should be

memorized?

This chapter is planned to be published as Olivier J.N. Bertrand,
Jens P. Lindemann, and Martin Egelhaaf (2016). The risk of being
lost: how detailed a route should be memorized?

4.1 Abstract

When navigating in a cluttered environment, it is efficient to follow

and memorize a route between two locations being visited repeatedly

(e.g. home and work). However, little is known regarding how de-

tailed a route should be memorized without increasing significantly

the risk of being lost. The literature describes several strategies to

follow and search for a route when an agent, a biological or technical

system, has been displaced from it. Route-following algorithms of-

ten reduce the amount of memory required to follow a route by using

sparse representations of the sensory input. However, the memory
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required can also be reduced when all the places in the environment

are not memorized. In this chapter, we use graph representations of

virtual cluttered environments to investigate the amount of memory

that can be saved by memorizing only locations necessary to follow a

route, the risk for an agent staying lost away from its sparsely mem-

orized route and whether or not the agent should memorize locations

based on the local topology of the environment. By comparing the

risk of an agent not finding a sparsely memorized route and the

risk of not finding a fully memorized route, we found that the agent

should memorize at least 60% of the locations along a route. The

local topology does not provide any advantage when deciding which

locations the agent should memorize.

4.2 Introduction

When new to a city, we struggle with planning, learning and optimiz-

ing the way between two locations, for example, between our home

and a grocery store. We have to think and pay attention to our sur-

roundings in order not to get lost. After a while, we do not need to

even think about how to move and just follow “our” route between

home and work; everything is already planned [65]. A route is a se-

ries of directions, i.e. a set of instructions associated to places along

the route (e.g. turn right at the next intersection). One may follow

a route without experience; for example, when an expert navigator

provides a set of instructions to a naive navigator via communication
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before the start of the naive navigator’s journey [92]. One may ask

a pedestrian (i.e. expert navigator), for example, for the directions to

reach a restaurant, a grocery store, a museum, etc. The amount of

information passed by communication is, however, limited. To ex-

plain a route to a naive navigator, the expert omits many details and,

therefore, gives the minimal set of instructions to follow the route.

The set of instructions consists of directions associated to places,

and those are memorized by the naive navigator. This leads to the

question: How detailed do we need to memorize a route in order not

to get lost?

Humans are not the only animals facing the problem of following

a route. Central place foragers, such as ants and bees, are some

of the masters of navigation in the animal kingdom. Despite their

miniature brains, they forage several times a day [141, 144, 136],

up to a few kilometres [111][56, Chapter 6] away from their nests to

gather food and bring it back to their homes. To achieve this amazing

performance, they probably remember a route efficiently [1]. There-

fore, central place foragers are excellent systems to study the mech-

anisms underlying navigation. Ants follow idiosyncratic routes in

cluttered environments, i.e. environments filled excessively with ob-

jects [79]. The idiosyncrasy indicates that the ant follows the route

based only on its own experience, i.e. does not use information given

by others, such as odours laid previously on the route by another

ant. Route-following behaviour has been successfully modelled by a

neuronal network associating route directions to familiar places [1].

Using visual information surrounding the ants, they know in which
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direction they have to move to follow the route at any location along

the route. However, ants can follow a route with intermittent visual

feedback [84]. The ability to follow a route with intermittent visual

feedback indicates that the ants do not recall the route-direction

continuously, but do it only from time to time or only at certain lo-

cations.

How can one follow the route without recalling the route-direction

at every location? An agent in a maze, for example, only needs to

remember where to turn right or left. By default, the agent moves

forward, i.e. it maintains its direction. The idea used in the maze

can be extended to cluttered environments. Exemplarily, the agent

updates the direction to follow when a large change in the visual

surroundings is observed (e.g. the number of objects) [138] In those

two examples, the agent follows the route by combining calculated

and predefined directions. While the calculated directions are ob-

tained by the memorized association of route-direction and place,

the predefined directions are “naive” responses, such as following

the previous motion direction.

Calculated directions are stored in the “brain” of the agent and,

therefore, require memory space. An agent, having only a limited

amount of memory, can only follow routes with a limited number of

calculated directions. However, the longer a route is, the higher the

number of calculated directions. Therefore, the foraging range of the

agent is limited. To increase this range, the agent can rely on prede-

fined directions. By combining predefined directions and calculated

directions, the agent can, thus, travel further than when using only
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calculated directions. The agent should always minimize the use of

calculated directions for the purpose of increasing its foraging range.

However, we will see that it may be risky for the agent to do so.

Locomotion of an agent does not always happen according to its

plan. It may diverge from its normal route, for instance, when at-

tempting to avoid an impending danger or as a consequence of nav-

igational errors or distractions. Thus, the agent will end up at an

unknown location. Once displaced from its route, it has to search

for the route to find it again. It may, therefore, be necessary to mem-

orize enough locations along the route to be able to recognize one of

them during the search and not stay lost for a long time.

In the third chapter of this thesis, it was shown that there is gen-

erally no optimal search strategy to find a route. An agent has a

certain probability of finding its route again within a given time. De-

pending on the distance between the agent’s current position and

its route, and the time the agent plans searching, the agent has a

higher probability of finding its route again with a given search strat-

egy than with others. However, the route was fully memorized by the

agent in this model analysis; the agent did not used predefined di-

rection along the route. Therefore, we may ask how the probability of

finding a route depends on the degree of memorization of the route.

The degree of memorization is defined as the number of memorized

locations divided by the total number of locations along the route.

Inspired by the centring behaviour of flying animals between ob-

jects [142, 35, 76, 8, 88, 12, 123], we represented the environment

by a series of paths centred between objects, forming a network of
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paths. Using this representation, we will first assess the probability

of finding routes with different degrees of memorization. The prede-

fined direction, decreasing the degree of memorization, will first be

based on the “naive” response: avoid venturing into narrow paths.

This predefined direction is based on the local topology of the envi-

ronment. The term “topology” refers to the arrangement of the ob-

jects, paths and intersections of paths in the environment. To gen-

eralize our analysis to other predefined directions, we will compare

routes memorized with topologically predefined directions to routes

memorized with non-topologically predefined directions. The non-

topologically predefined directions are based on a “naive” response

which does not depend on the arrangement of the objects, paths and

intersection of paths in the environment, but on a random value as-

sociated to a path. The “naive” response can be phrased as: moves

along the path with the lowest random value. The agent still needs

to memorize certain locations to follow a route. Therefore, we assess

how much memory an agent can save by using topologically or non-

topologically predefined directions. The search strategy leading the

agent with the highest probability to its route may differ between a

fully memorized route and a sparsely memorized route. This differ-

ence will be investigated.
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4.3 Results

4.3.1 Finding sparsely and fully memorized routes

An agent, in our simulation, is assumed to know only a single route

in a given cluttered environment (fig. 4.1, blue line). This route

is the shortest one between the starting location (e.g. feeder) and

the goal location (e.g. home), and is represented in the memory of

the agent as a series of directions associated with known locations

(fig. 4.1, blue triangle). How the agent extracts this information from

its memory is beyond the scope of the present study and will be dis-

cussed later. We, thus, assume that the agent always recognizes

the previously memorized location when the location is encountered

during locomotion, and then moves in the memorized direction as-

sociated with this location. The route is defined as fully memorized

if all locations along the route are memorized by the agent. However,

in order to save memory, it may be sufficient for an agent to fol-

low the route by memorizing only certain locations along the route.

The locations to memorize are those with a route-direction differ-

ent to the topologically predefined direction. The agent moves along

the route as follows: when a memorized location is encountered,

it moves in the direction associated with the memorizing; when a

non-memorized location is encountered, it moves in the predefined

direction (moves away from the narrow path). The route is said to

be only sparsely represented in the memory of the agent if only a

subset of locations along the route and the corresponding directions



160 How detailed a route should be memorized?

of locomotion is memorized (fig. 4.1, thick blue lines, dotted lines

represent non-memorized locations).

Figure 4.1: Cluttered environment as a graph. The environment containing many
objects (black dots) forms a mesh of triangles (dashed grey lines). The mesh is
used to create a network of paths followed by the agent (red line). Three paths
form an intersection or decision point (open red dot). The agent is assumed to
know a single route (blue line) between its goal location (yellow square) and its
home location (grey square). The route can be either fully memorized (dashed
thick blue line) or sparsely memorized (thick blue line). The agent could follow the
sparsely memorized route by using a predefined direction at those locations that
were not memorized. In this example, the predefined direction was based on the
“naive” response: avoid venturing along narrow paths. Only locations with their
associated predefined directions aligned to the route-direction were not memo-
rized. The agent was displaced from its route to an unknown location (e.g. purple
square). The displacement was quantified in terms of the minimal number of in-
tersections crossed between the agent’s current position and its route (see Box:
displacement). The displaced agent was led by a combination of search strategies:
deterministic (orange line) and random search (purple line). Both strategies are
shown in the upper right box. The number at the side of the path indicates the
probability of the agent following one or the other path when led by the search
strategy.
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The journey of an agent following a route in a cluttered environ-

ment may be disrupted by some external influence that displaces

the agent to an unknown location. After such an unintended dis-

placement, the agent is assumed to try to find its memorized route

again. To test how well the agent can find its route by some search

strategies, we displaced it by different distances from its route. The

displacement was quantified as the minimum number of intersec-

tion points between the fully memorized route and the start of the

agent’s search (fig. 4.1 Box-Displacement).

The displaced agent is assumed to search for the route it learned

previously. This can be done by employing various strategies. In

our simulations, an agent is not able to spend an infinite amount of

time searching for its route, because it may, for example, run out

of energy [46]. The agent has, thus, been allowed to search only for

a given distance travelled. Displaced to an unknown location, the

agent stopped searching when either one of the locations memorized

along the route has been reached or it ran out of energy, i.e. after

having crossed 100 intersection points. The agent will, therefore,

reach the route only with a certain probability, depending on both

the distance between the agent and its route and the search strategy

employed by the agent (for full route, see chapter 3).

The agent employs a search strategy to find the route again

[129]chapter 3. The agent could employ one of 12 search strategies:

a random search, a deterministic search or one of ten combined

search strategies. The searching agent – using a random search

strategy – coming along one path may decide at an intersection point
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to move along one of the two remaining paths randomly (in our rep-

resentation of the cluttered environment, each intersection connects

three paths). An agent employing such a random search strategy,

therefore, moves left or right at each intersection with a 50% proba-

bility. Alternatively, the agent – using a deterministic search strategy

– moves along one of the two paths according to a deterministic rule.

The rule, for example, can be based on local information available

at the intersection. In our simulation, inspired by the behaviour of

animals flying through cluttered environments, the rule was to avoid

venturing into narrow paths, i.e. to follow the path with the widest

distance between the neighbouring objects that had to be passed.

Finally, the agent may combine the two search strategies by switch-

ing between the deterministic and the random search strategy from

time to time. A large variety of combined search strategies exists,

because the agent may spend more or less time following one or the

other. One of the variety of combined search strategies (including

the random and the deterministic search strategies) will lead the

agent back to its route with the highest probability (“best of com-

bined search strategies”). The best of combined search strategies

has been determined for a large number of displacements from a

number of previously learned routes, several environments, and de-

pends on whether the route has been fully learned or is only sparsely

memorized.

To answer the question: “How risky is it to memorize a route

sparsely?”, in order to find it after a displacement of the agent, we

compared the probability of finding the sparsely memorized route to
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the probability of finding the route memorized fully again. We found

that the sparser the route is memorized, the lower the probability

of finding the route again [fig. 4.2A]. However, the relative probabil-

ity flattens when more than 60% of the total number of locations

along the route are memorized (i.e. degree of memorization of 60%).

In other words, the risk of missing a sparsely memorized route in-

creases significantly when the agent has memorized less than 60%

of the route.

The probability of finding the route also depends on the displace-

ment from the route. We found that the relative probability is higher

for a small than a large displacement from the route. The risk of

missing a sparsely memorized route, compared to a fully memorized

one, increases with decreasing displacement from the route. This is

surprising. Indeed, the agent searching for its route was, from time

to time, following the deterministic search strategy, i.e. avoiding

venturing into narrow paths. An agent using a deterministic search

strategy and encountering a non-memorized location of the route

will move along the route, because the predefined direction is based

on the “naive response”: avoiding venturing into narrow paths, i.e.

the same rule used during a deterministic search strategy.
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Figure 4.2: Risk of memorizing a route only sparsely. An agent which is displaced
from its route could travel up to 100 intersections to find its route again. There-
fore, it could find a route with a given probability. The relative performance is
the difference between the probabilities of finding the sparsely memorized routes
divided by the probability of finding the fully memorized route again. The median
relative performance is shown for different degrees of memorization of the route,
and displacements from the route (lower left heat map). The distribution of the
relative performance is shown for different degrees of memorization (upper left)
and displacements from the route (lower right). The upper right histogram shows
the distribution of relative performance for all routes in all environments. The rel-
ative performance decreases significantly for routes with a degree of memorization
lower than 60%. It also decreases with decreasing displacement from the route.

4.3.2 What to memorize?

We have seen that it is important to memorize more than 60% of the

total number of locations along the route in order to find it again

after having been displaced from it. The agent was moving in a

predefined direction when it encountered a non-memorized location

on the route. The predefined direction was to avoid venturing into

narrow paths, based on the local topology of the environment. How-

ever, other predefined directions can be used to follow a route. The

colour, size and/or shape of the surrounding objects can be used.

The predefined direction can, for example, be: “avoid the path be-

tween blue objects”. This predefined direction is not based on how

objects, paths and intersection of paths are spatially separated in

the environment and is, therefore, not linked to the local topology. A

sparse route followed by the agent with a topologically (respectively,

non-topologically) predefined direction is called a topologically (re-

spectively, non-topologically) sparse route.
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Is it more probable to find a topologically sparse route than a non-

topologically sparse route? Let us assume that the agent had mem-

orized either a topologically or a non-topologically sparse route. For

a topologically sparse route, locations on the route with a route-

direction aligned to the predefined direction “avoid venturing into

narrow paths” was not memorized by the agent. Paths in the en-

vironment were associated with a random number to simulate the

non-topological direction. The random number may, for example,

be understood as the degree of ugliness of a path. At an intersec-

tion, the non-topological direction was pointing toward the path with

the smallest number (e.g. towards the less ugly path). The random

attribution of the weights represents a non-topologically predefined

direction without loss of generality. For a non-topologically sparse

route, locations on the route with a route-direction aligned to the

predefined direction “move towards the path with the smallest num-

ber” was not memorized by the agent.

Similar to the previous section, the agent was displaced from its

route, employed the best search strategy and could travel for up

to 100 intersections. It had, therefore, a certain probability of

finding its route again. The probability of finding the topologically

sparse route was compared to the probability of finding the non-

topologically sparse route. We have seen that the probability of

finding a sparsely memorized route depends not only on the pro-

portion of the route memorized, but also on the amount of displace-

ment from the route [fig. 4.2A]. Therefore, only routes with a similar

amount of memorization were considered.
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We found that the probability of finding a topologically sparse route

or a non-topologically sparse route are similar [fig. 4.2]. The distri-

bution of the probabilities are broad [fig. 4.2A, fig. 4.2D], i.e. certain

topologically sparse routes are easier to find than non-topologically

sparse routes, but the opposite also occurs. The trend, however, is

that the non-topologically sparse routes are easier to find than the

topological ones [fig. 4.2B]. We conclude that how a route is memo-

rized, i.e. which predefined direction is used to not remember cer-

tain locations, does not increase or decrease significantly the risk of

staying lost for a long time.
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Figure 4.3: Topologically or non-topologically predefined directions. Similar to Fig-
ure 4.2, this figure compares the probabilities of finding the topologically sparse
routes again with the probabilities of finding the non-topologically sparse routes
again. The topologically (respectively, non-topologically) predefined direction was
avoiding venturing along narrow paths (respectively, follow the path with the
smallest width). See text for details.
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4.3.3 The minimal number of locations memorized

Until now, only the shortest route has been considered, however,

two locations can be connected by different routes. The route, for

example, may have the distance travelled or the time travelled be-

tween two locations minimized. A given route type (e.g. shortest

route) presents, therefore, an advantage compared to other route

types (e.g. the shortest route is shorter than any other routes). We

have seen that the agent may memorize a route sparsely without

losing the ability to follow it. Indeed, an agent memorizing locations

along the route with a route-direction not aligned to a predefined di-

rection can still follow the route. However, the minimum number of

memorized locations required to follow the route may depend on the

route type. Therefore, certain routes may require a higher degree of

memorization than others to follow them.

We considered three different route types: the “safest”, the short-

est and the sparsest route. The safest route between two locations

minimizes the risk of venturing along narrow paths and is inspired

by the centring behaviour of flying animals. The route is the safest

in terms of collision avoidance, because the agent does not need to

have a precise collision avoidance algorithm to follow this type of

route (the route is mainly composed of wide paths). The shortest

route is the one with the shortest distance travelled, whereas the

sparsest route is the one with the minimal number of memorized

locations. How such a route can be established by an agent goes

beyond the scope of this chapter.
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The route type with the smallest number of locations that the agent

has to memorize in order to go from a starting point to a distant goal

is the sparsest route, by definition. This route type gives a lower limit

on the number of locations that the agent needs to memorize to go

from the starting location to the goal in the environment. Therefore,

the sparsest route requires the lowest degree of memorization. We

found that the agent may save around 70% of memory (i.e. a degree

of memorization of 30%) by following such a route [fig. 4.4, dashed

black line].

On a shortest route (respectively, safest), the agent may only need

to memorize around 70% (respectively, 60%) of the total number of

locations when the agent uses topologically predefined directions at

the non-memorized locations. Finally, when the agent uses a non-

topologically predefined direction, it has to memorize around 80%

of the total number of locations. It does not depend on the route

type, because the route types are all based on the topology of the

environment.

4.4 Discussion

We have studied the risk of staying lost in cluttered environments.

The agent, in our simulation, only knew a single route and was chal-

lenged to find its route again after having been displaced away from

it. We argued that it is possible to memorize only certain locations

on the route to follow it, but that it is risky to rely on such sparse
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Figure 4.4: Distribution of degree of route memorization. The route was sparsely
memorized with either a topologically (black) or non-topologically (red) predefined
direction. The degree of memorization is the percentage of locations memorized.
The distribution was obtained for 27,800 routes in 100 randomly generated envi-
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representations of a route if the agent is displaced from it. The risk is

to remain lost for a long time, because a sparsely memorized route is

harder to find than a fully memorized route. We found that an agent

should remember at least 60% of its route in order to not stay lost

for a long time.

Many animals follow habitual previously learned routes to commute

repeatedly between two locations (e.g. ants [79], bees [21], humans

[65]). The greater the distance between the two locations is, the

longer the route and, thus, the greater the number of locations to be

remembered. An agent is, therefore, faced with a trade-off between

remembering only certain locations along the route in order to for-

age long distances, and the risk of staying lost for a long time. In the

two following paragraphs, we will discuss how often the agent may

be displaced from its route and the risks caused by such a displace-

ment.

What is the probability of being displaced from the route? As dis-

cussed in the third chapter (chapter 3), the agent may be displaced

due to external factors, such as the passive displacement by wind

or other currents for light-weight agents, the need to avoid an im-

pending danger or internal factors, such as navigational errors. An

agent may be able to compensate for wind-drift and, thus, maintain

its course even in windy conditions [121, 158]. However, the agent,

when avoiding a danger, will be displaced away from its route. An

animal, for example, may cross areas with predators. A more techni-

cal example is a scouring robot. Assuming the robot located a victim

of a natural catastrophe, the robot may have to guide a scouring
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team to the precise location of the victim. On the way to the victim,

the robot will hopefully follow the shortest route, but may have to

avoid danger, such as sliding terrain, fires or risk of explosion. In

such situations, the robot should remember as many locations on

the route as possible to minimize the risk of staying lost for a long

time. Finally, the agent may be displaced by navigational errors. The

probability of committing an error may be known by the agent; an

agent with experience, for example, may know how many errors it

has committed during its lifetime. Therefore, an agent can assess

the risk of being lost by navigational errors directly and, thus, ad-

justs the number of locations it needs to learn in order to not stay

lost for a long time.

What is the risk of being displaced away from the route? It is obvi-

ous that the further away the agent is displaced from its route, the

lower the probability of finding its route again (see fig. 4.5). An agent

should, therefore, limit its displacement from its route. As men-

tioned above, the agent may compensate for wind-drift and, thus,

minimize a displacement caused by wind (or other currents). An

agent avoiding an impending danger may try to stay close to its route

while moving away from the danger. When an agent runs away from

a predator, for example, the agent may perform complex manoeu-

vres in the vicinity of the route until the predator has lost track of

the agent. Finally, a displacement caused by navigational errors

may be difficult to limit, because the agent needs to “realise” it is no

longer following the route, i.e. “realise” it made an error.

What is the gain of memorizing only certain locations along the
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route? The main gain is to use as little energy and memory as possi-

ble. Indeed, every time an agent compares its current sensory input

to the one stored in its memory, it uses energy for the comparison.

Therefore, an agent remembering, for example, 50% of the locations

along the route, but still able to follow the route, will access its mem-

ory less often than an agent memorizing all the locations along the

route and, thus, use less energy. Moreover, an agent not using its

memory fully to memorize a route, may learn other routes to other

locations. In a foraging context, learning more than one route can be

tremendously beneficial. Indeed, if one location no longer provides

resources, the agent can quickly reach the second location. The risk

of staying lost, in this chapter, has been studied for an agent know-

ing only a single route. We believe that the risk of staying lost for an

agent knowing multiples routes is lower than for an agent knowing

a single route when the two agents know the same number of loca-

tions. The agent knowing multiple routes may find the first route

when displaced away from the second one. However, the quantifica-

tion of the risk of staying lost for an agent knowing multiples routes

goes beyond the scope of this chapter.

What happens if the agent fails to recognize its route? Two locations

may look fairly similar and, thus, hard to unambiguously recognize.

When travelling along the route, this ambiguity can be resolved by

using the context, for example, the past motion (the use of the past

motion to improve place recognition is one of the advantage of self

location and mapping [25]). In other words, the agent can “antici-

pate” which location needs to be recognized when travelling along a
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route. However, when the agent is searching for its route, such an-

ticipation cannot be made, because the agent does not know which

location along the route will be reached first. Therefore, the agent

may fail to recognize a route location when searching and, thus, may

cross its route without noticing it. In our simulation, the agent al-

ways recognized its route. However, the degree of memorization of a

sparse route may be interpreted as the probability of recognizing a

location along a fully memorized route (i.e. how well a location can

be recognized; see for example [146]). Within this interpretation,

an agent searching for its route needs to recognize it has reached a

route location with a probably of at least 60% in order to not stay

lost for a long time. In the case of a sparse route, the degree of mem-

orization used in our simulation may be interpreted as the product

of the probability of recognizing a location of the route and the ratio

between the number of memorized locations and the total number of

locations along the route.

In conclusion, we found that an agent should remember or be able

to recognize at least 60% of the locations along a route in order not

to stay lost for a long time. Although we explained our simulation

with examples based on vision, the simulation can be used for other

sensory modalities. The agent was moving along paths in cluttered

environments. The network of paths can also be derived from the

position of objects (as explained in this chapter), as well as from the

position of olfactory or auditory cues. The agent may, for example,

move along a route marked by conspicuous olfactory cues. When

displaced away from its route, it moves along paths based on their
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odours. Thus, our findings are valid for any agent moving along a

network of paths (intersections are always between three paths) and

knowing a single route between two locations in the environment.

4.5 Materials and Methods

4.5.1 Graph representation of cluttered environments

A total of 100 environments containing 3750 objects placed ran-

domly were generated. Inspired by the centring behaviour of flying

animals [142, 35, 76, 8, 88], every environment was simplified by a

network of paths centred between objects, i.e. a graph representa-

tion of the environment. Every graph had a connectivity of 3. For

more details, see section 3.5.1.

4.5.2 Route and route type

A route connecting two distant locations in an environment is a se-

ries of paths. The central location of the environment was the end

of every route in the environment. The route started from another

distant location; here, this location was not further away from the

central location than a fifth of the total size of the environment.

A route was either memorized fully or sparsely using either a topo-

logical or non-topological rule. An agent knowing a fully memorized

route, knew every location along the route. An agent knowing a

sparsely memorized route, knew only certain paths along the route,
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according to a rule. The topological rule was: memorize locations

along the route with the route-following direction being follow the

narrow path. The agent could, thus, still follow the route by avoiding

venturing into narrow path when the non-memorized location along

this route was encountered. The non-topological rule was based on

a random value assigned to a path. The rule was: memorize loca-

tions along the route with the route-following direction being follow

the highest value of the path. The agent could, thus, still follow the

route by avoiding venturing into paths with the highest value when

the non-memorized location along this route was encountered.

The start and the end locations were connected by three different

route types: the shortest, safest and sparsest. The shortest route

minimized the distance between the two locations, i.e. the sum of

all path lengths along the route. The safest route minimized the

inverse distance between objects and the route, i.e. the sum of the

inverse between objects and paths along the route. The sparsest

route minimized the number of memorized locations along the route;

here, the rule to not memorize locations along the route was the

topological rule. The Dijkstra algorithm has been used to find the

shortest, safest and sparsest route between each location and the

central location [63].

4.5.3 Search and searching strategies

When the agent is displaced from its route, it has to search. The

search starts from an unknown location (a safe location not on the
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route) and lasts for an allowed number of crossed intersections, i.e.

allowed search distance. During a search, the agent moves along

one of the two paths at each intersection (the agent cannot back-

track directly). The agent could use one of the 12 search strategies:

random, deterministic or ten combined search strategies (for details

see section 3.5.3).

The best of the combined search strategies in a given environment,

displacement from the route and maximum search distance travelled

was the random, deterministic or one of the ten combined search

strategies. The best of the combined search strategies is the strategy

leading the agent to its route with the highest probability.

4.5.4 Procedure

A hundred environments containing 3750 randomly placed objects

have been generated. The environment has a limited size and the

border may bias the simulation. To overcome this problem, only the

locations within the square at the centre of the environment with

a width of a fifth of the environment are used for the routes. The

search starts for every location on the graph. The first intersection

between each route with every search is then calculated. The prob-

ability of finding the route is the ratio of the number of searches

intersecting the route and the total number of searches.
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has been calculated accrossed 27800 routes for each type of memorization: full,
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In the first chapter, we have seen that the complexity of navigation

ranges from finding a destination by chance (searching) to moving

along a novel route, i.e. a shortcut, between two locations in an

environment (metric navigation). The focus of the thesis is route

navigation, a behaviour often observed in the animal kingdom. In

the three chapters following the overview of navigation, I analysed

different aspects of route navigation: route-following in the second

chapter, and finding a known route after having been displaced away

from it in the third and the fourth chapters. Before starting a general

discussion, the main conclusions of each chapter on route naviga-

tion will be summarized.

In the second chapter, I characterized a simple algorithm to follow

routes. Guided by this algorithm, an agent followed a route without

memorizing places. Instead, the agent was avoiding collisions with

the surrounding objects, while trying to move toward its goal. While

the collision avoidance algorithm was inspired by the visual system

of flies, the goal direction was inspired by the ability of bees and ants

to move directly toward their goal by following a direction derived

from the integration of their motion. The route-following algorithm
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proposed in the second chapter is simple in terms of computation,

because the algorithm is not based on a memorization of places and

used a computationally parsimonious collision avoidance system.

In the third chapter, I addressed a completely different aspect of

route navigation. The agent was assumed to know the route-

direction at every location along a habitual route in a cluttered en-

vironment. The agent was then challenged to find its route after

having been displaced away from it. The displacement of the agent

may arise from navigational errors, wind or water current in the case

of light-weight agents, or the need to avoid an impending danger.

The displaced agent could use one of the following search strategies

to find its route again: systematic, deterministic, random search

or one of ten combinations of deterministic and random search. I

found that the agent should adapt its search strategy based on the

time it can invest in searching and the distance between its current

location and the habitual route it needs to find. These findings were,

moreover, robust for different types of routes: shortest, safest and

non-topological routes.

In the fourth chapter, similar to the third chapter, the agent was

challenged to find its habitual route again. However, in this chapter,

the agent did not know every location along the route, but only a

subset of these locations. Along the route, the agent was following

calculated direction, i.e. direction associated to remembered loca-

tions along the route, and predefined direction, i.e. direction that

a “naive” agent would follow. To guarantee the ability of the agent

to follow its habitual route, the agent memorized the locations and
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their associated route-directions (calculated direction) only when the

route-direction was not aligned with the direction that a “naive”

agent would follow (predefined direction). The agent searching for

its route could, therefore, cross the route without noticing it. I com-

pared the risk of staying lost between fully and sparsely memorized

routes. I found that the risk was significantly increased when the

agent memorized less than 60% of the locations along the route.

Route navigation is one aspect of navigation (chapter 1). Therefore,

each route navigation algorithm falls into one of the seven classes

of spatial behaviour and is based on methods to solve the four fun-

damental problems of navigation. The following discussion will be

focused on three different classes of route-following algorithm: place

recognition-triggered response, familiarity response and global-local

response. Each algorithm will be first defined and placed in rela-

tion to one of the seven classes of behaviour. Then the advantages

and limitation will be phrased around three of the four fundamental

problems of navigation: detectability, recognizability and direction-

ality. The problem of feasibility – how do I get to other places - is

assumed to be a priori solved by the agent, because it knows the

route to follow and will, thus, not be discussed. The route-following

algorithms will be highlighted, as in the first chapter, by the exam-

ple of a biker travelling from Lyon to Bielefeld. The risk of an agent

staying lost will also be considered. In a second section, the strat-

egy potentially used by insects to follow a route will be inferred from

their behaviour and an outlook on future research will be given.
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5.1 Route navigation: strategies and formalism

5.1.1 Place recognition-triggered response

The agent has learned in which direction to move in order to follow the

route by recognizing places along the route. This is a special case of

state recognition-triggered response.

The place recognition-triggered response route-following strategy is

one of the most intuitive route-following strategies, as humans use

it to indicate directions to another person. However, this strategy

is limited by the difficulty to recognize places. To recognize a place,

an agent needs to compare the characteristics at the current place

to the ones stored in its memory (section 1.2.2), and the charac-

teristics of a place may be hard to detect or even change over time

(section 1.2.1).

A route-following strategy based on place recognition can be for-

malised as follows. The route is a set of consecutive places, for the

biker a series of intersections, hotel, restaurant, etc. Each place i

has a set of detectable characteristics x̃i (e.g. a tree, the colour of

a house or the topology of an intersection) and is associated with a

direction to follow the route argi (e.g. take the first exit at the round-

about). To recognize the place, the agent uses a function d(xc, xi)

with xc being the characteristics detected at the current location and

xi the memorized detectable characteristics at the place i, i.e. xi is a

subset of x̃i. The route direction, i.e. the direction of the currently
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relevant place 1, is thus:

−→
AP =

argi if d(xc, xi) = 0

lost ∀i d(xc, xi) 6= 0
(5.1)

To identify a place unambiguously, an agent needs to have remem-

bered enough characteristics of this place. Our biker, for example,

should not only remember a given intersection as two orthogonally

crossing streets, because most intersections will have this charac-

teristic. An agent, thus, needs to remember characteristics that al-

low two different places to be unambiguously distinguished from one

another. Therefore, to use a route-following strategy based on place

recognition, the agent needs to encode a sufficiently large number of

characteristics in its memory.

Any problem in detecting the characteristics of a place may fool the

place-recognition algorithm and make the agent “believe” that it is

placed at a location different from its actual location. The agent

following its “belief” will, thus, move in an incorrect direction and,

consequently, away from its route, i.e. the agent will commit a nav-

igational error. On the other hand, any problem detecting the char-

acteristics of a place may give a hint to the agent that something has

gone wrong with route-following and, thus, trigger a search to find

a known place. An agent may minimize the displacement from its

route by reacting quickly to any missed recognition, thus, minimiz-

ing the risk of staying lost for a long time.

1The relevant place may be seen as an intermediate goal (see section 1.2.1 for
more details)
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Figure 5.1: Placerecognition-triggered response schematic. The places along the
route are associated with a route direction. Each place is described by a list of
characteristics. The agent compares the characteristics of its current place with
the ones stored in its memory. When a place is recognized, the route-direction
associated with this place is recalled.

5.1.2 Familiarity response

The agent follows the route by moving along in the most familiar direc-

tion. The agent does not need to recognize the place to determine the

route direction. This is a special case of a state recognition-triggered

response.

The main advantage of a route-following strategy based on famil-

iarity responses is that the agent can follow a route without rec-

ognizing places explicitly, thus, lifting some of the limitations of a
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route-following strategy based on place-recognition. An agent on the

route moves along in the most familiar direction. The biker, for ex-

ample, may have to take the third exit at a roundabout. Instead of

remembering to take the third exit, it remembers to take the most

familiar exit. To understand how a familiarity response could lead

to route-following, we may think about this strategy as follows. The

agent, instead of seeing the route as a sinuous path in the environ-

ment, sees the route as a straight line in a distorted environment.

The distortion of the environment around the straight line is encoded

in the agent’s “brain” as a whole, i.e. the agent cannot identify spe-

cific places. This encoding is less demanding in terms of memory

and computation, because redundant information can be merged

together [6]. Our biker. for example, may take the third exit at dif-

ferent roundabouts along the journey. Instead of remembering them

individually, the biker can learn the concept of taking the third exit

at a roundabout.

A following strategy based on familiarity responses can be formalised

as follows. The route is a set of consecutive places. Each place i has

a set of detectable characteristics x̃i and is associated with a direc-

tion to which to move next argi. A function exists x = f(x̃0, ..., x̃i, ..., x̃n)

which distorts the characteristics of all places along the route, such

as argi = 0. To determine whether the current location of the agent

is along the route, the agent uses a function d(f(xc), x), here xc are

the characteristics detected at the current location and x are the

memorized characteristics of the route. The route direction, i.e. the
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direction of the current relevant place, is thus:

−→
AP =

0 if d(f(xc), x) = 0

lost otherwise
(5.2)

This strategy can only be used when the function f exists. The agent

when lost, may start scanning the environment by taking different

orientations to check whether other orientations are aligned with

a familiar direction. When all orientations have been tested and

none of them provides a familiar response, the agent should con-

sider itself lost and start searching for its route. Similar to the place

recognition-triggered route-following strategy, the agent may quickly

realise that it has been displaced from its route. While an agent us-

ing a place recognition-triggered route-following strategy detects a

displacement by checking whether it is at a known place, an agent

following a route with familiarity responses detects a displacement

by checking whether there is any familiar direction at a location.
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Figure 5.2: Familiarity response schematic. The places along the route are asso-
ciated with a route direction. Each place is described by a list of characteristics.
Instead of memorizing the places and the associated route directions, the agent
memorizes a distortion of the places such that the route-direction is always the
same along the route and, thus, independent of the current location. The agent
compares the characteristics of its current place to the memory of the route. When
the current place is familiar to the route, the agent follows the most familiar di-
rection, i.e. the route direction.

5.1.3 Global-local response

The agent follows the route by combining a global direction and a local

direction. While the global direction is the direction straight to the goal,

the local direction guarantees that the agent avoids danger, i.e. object

collision or predators. This algorithm derives from direction following.

A route-following strategy based on global-local responses does not
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derive from state recognition-triggered response, but is a combina-

tion of two directions: the global direction and the local direction.

The local direction steers the agent away from dangers, such as a

collision with objects. The agent needs to detect certain character-

istics of places, e.g. the distance to objects, so that it can avoid

the danger, but is not required to recognize places along the route.

The global direction is the direction straight to the goal. To compute

this direction, the agent has to either see cues indicating the goal

direction (i.e. aiming) or derive the global goal direction from its own

motion. The biker, for example, has to travel along streets to avoid

collisions with trees or buildings, but also wants to progress along

their journey and, thus, wants to get close to the overall goal. The

combination of the two directions leads the biker to follow the street

without the need of recognizing any places along this street. Only

when the global direction is derived from cues in the environment,

does the agent obviously need to detect those cues reliably. The di-

rection of the currently relevant place to which the agent moves is

derived from the combination of the global direction and the local di-

rection. Here, the importance to follow the local direction increases

with the danger of, for example, an incoming collision.

The route-following strategy based on a combination of global-local

responses can be formalised as follows. The route is a set of consec-

utive places. Each place i has a set of detectable characteristics x̃i.

The agent uses those characteristics to avoid danger, i.e. calculate

a local direction
−→
L . The agent also knows the global direction

−→
G ,

either by detecting a conspicuous cue marking the goal location (i.e.
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one of the detectable characteristics x̃i is the bearing of a conspicu-

ous cue) or derived it from its own motion (i.e. one of the detectable

characteristics x̃i depends on the motion of the agent). The direction

of the next place to which to move is a function of the two directions:

−→
AP = f(

−→
L ,
−→
G) (5.3)

Places

C
ha

ra
ct

er
is

tic
s

Route directions

Global direction

Current place

Current route direction

Combine

Local direction

Figure 5.3: Global-local response schematic. The places along the route are asso-
ciated with a route direction. Each place is described by a list of characteristics.
The agent uses the characteristics of its current location to calculate a local direc-
tion and a global direction. The route-direction is a combination of the local and
the global direction. The agent does not need to remember the characteristics of
any place along the route, but only the one of the goal location.

One of the major problems of this strategy is that the agent cannot

detect navigational errors quickly, because nothing was memorized
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along the route. The agent may have an estimate of the duration of

its journey and, thus, realise that it has been travelling along the

wrong path when it travelled longer than expected. The longer the

expected duration of the journey is, the later the agent may realise it

had made an error. Thus, this strategy should be used for relatively

short routes to minimize the risk of staying lost for a long time.

5.2 Strategies used by insects, and outlook

The three classes of route-following algorithms can be sorted by com-

plexity as follows: global-local response, familiarity response and

place recognition-triggered response. To use the simplest route-

following algorithm, only the goal direction needs to be known by

the agent. Mechanisms that provide the global goal direction have

been described for insects. When an insect travels from a feeding

location to its nest, for instance, it can use the integration of its

past motion (i.e. from the nest to the feeder) as the goal direction

(“path integration”). This goal direction can then be combined with

a local response, such as a collision-avoidance response with the

objects surrounding the insect. Indeed, such responses may lead to

the trajectory of many insects being centred between objects [142,

35, 76, 94, 8, 88], indicating that the insects prefer to keep some

safety distance from objects. A global-local response strategy can,

without doubt, be used by insects to follow routes [128]. As shown

in the chapter entitled “Avoiding collision leads to common routes”,
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this strategy can be used in various conditions to follow routes. In

the following paragraphs, I will discuss how to, by experimental ap-

proaches, infer the strategy used by insects to follow a route.

The route-following strategy based on global-local responses does

not involve the memorization of the scenery. Therefore, an insect

displaced away from its route and searching for it may cross its

route without noticing it. However, ants, when searching for their

route, can recognize when they cross it. Thus, they either use a

familiarity response or place recognition-triggered response to follow

their route [79, 28].

The route-following strategy based on familiarity responses is pos-

sible only when the scenery around the route can be encoded as a

whole in the insect’s brain, i.e. the insect can recognize it is on the

route, but cannot recognize specific places along the route. To reject

the use of a familiarity response strategy, one would need to create

an environment in which the route cannot be encoded as a whole

in the insect’s brain, i.e. the distortion function f does not exist.

Exemplarily, the distortion function does not exist when the route

contains two identical places associated with different route direc-

tions. Although the paths of ants have been reproduced in simula-

tion by a route-following strategy based on familiarity response [6],

the existence of the distortion functions has not been investigated

systematically so far. Therefore, to date, it has not been shown that

insects use a route-following strategy based on familiarity responses,

but only that their behaviour in several contexts can be explained by

this strategy [6].
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The route-following strategy based on place-recognition is one of the

most complex route-following algorithms, because every place along

the route and the associated route-direction at the places need to be

memorized by the agent. To show that the behaviour of an insect can

be explained by this strategy, the two other – computationally much

more parsimonious – route-following strategies first need to be ruled

out. With the route-following strategy based on familiarity responses

being, to date, a good candidate to explain the route-following be-

haviour of insects, it is not known if insects use place-recognition

when following routes.

An insect may also combine different search strategies to follow a

route. The global-local response strategy, for example, can be used

between memorized places (chapter 4) and, thus, global-local and

place-recognition responses are combined to follow the route. A hint

toward the combination of strategies has been given by an experi-

ment performed with ants [94]. The ant was placed on its habitual

route, with its global direction, as determined from the integration

of its past motion, pointing in the opposite direction to the route di-

rection. The ant then travelled several centimetres along the global

direction, but then reoriented itself to follow the route. The combi-

nation of route-following strategies in insects has, however, to date,

never been assessed systematically.
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5.3 Afterthought

Foraging insects have different connotations for most people. The

ant invading our home is annoying and the wasp trying to catch a

piece of our dinner is scary. On the other hand, the bumblebees

buzzing in our garden are considered cute and fluffy flying insects;

the honeybees, producers of our sweet honey, are regarded as use-

ful. All these insects have a challenge to solve in common. They have

to travel back and forth between their home and food locations. With

a brain weighing only a few milligrams, they solve the problems of

navigation in various situations where technical systems often fail.

Foraging insects are able to search efficiently for new locations rich

in resources. During their search, they track their motion, and once

a location has been found, they aim directly back home. Along their

return trip, they remember the route. After having secured the re-

sources in their home, they are ready to reach the same location

again. On their way, moreover, they are able to avoid collisions with

the numerous objects that are located on their paths. Efficient algo-

rithms have been selected via the pressure of competition by evolu-

tion to solve all these problems. These algorithms are even working

in man-made environments, such as cities. It is indeed not uncom-

mon for a passionate observer to see bees flying in cities.

The navigation of foraging insects is one of the best-described com-

plex behaviours in the animal kingdom. The abilities of bees to dif-

ferentiate odours and to recognize patterns have been studied for

decades. The seminal work of Santschi is over a century old [125].
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Despite amazing works and discoveries, the strategy used by those

insects is still not entirely understood.

This thesis contributes to the attempt to understand the strategies

used by foraging insects to navigate. The thesis focused on how to

follow routes and how to find a route again after being displaced

from it. The abstract modelling of route-following and route-finding

is interesting for biological research as a test bed for hypotheses on

how an agent should move in the environment, on the one hand,

and for engineers constructing autonomous robots as a source of

inspiration, on the other hand. Additionally, the attempt in a general

formalism of navigation (not only for insects) may be used as a basis

for phrasing future relevant research questions.



Glossary

agent is a generic name for a biological or technical system which

can move through a real or virtual world and make decisions.

v–vii, 3–5, 9, 10, 17–25, 28, 30, 32, 33, 39, 43, 44, 46–53, 55–

57, 59, 60, 63–72, 74–78, 80–82, 85–91, 94–96, 98–103, 105–

109, 113, 114, 117–119, 121–125, 127–130, 132–145, 151,

152, 154–158, 160–162, 164, 165, 168, 169, 171, 175–177,

179–190, 192, 194

aiming is a spatial behaviour. The agent, away from its destination,

detects characteristics of the destination and aims towards it.

17, 21, 28, 36, 38, 40, 188

allothetic means being centred in places. Allothetic cues are for ex-

ample landmarks, the sun, or the moon. 19, 20, 40, 41

collision avoidance is a guidance strategy to prevent agent to collide

with objects or other agents. v–vii, 4, 41, 43–48, 51, 53–59, 62–

65, 67–70, 72, 73, 75, 77, 79–82, 84, 88, 95–97, 102, 106–109,

168, 179, 180
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COMANV stands for Center of mass of average nearness vector. v,

vii, 52, 54–59, 62, 88, 89, 100, 102, 103, 105

direction following is a spatial behaviour. The agent, away from its

destination, moves in a direction with neither the need to recog-

nise a location visited previously nor the detection of informa-

tion at the destination. 17, 19, 26, 28, 40, 187

EMD stands for elementary motion detector. ii, iii, v–vii, 46–48, 54,

58–63, 65, 67, 69, 70, 73, 75–80, 86–88, 103, 106–109, 114

familiarity response is a strategy to follow a route. The agent follows

the route by moving along in the most familiar direction. The

agent does not need to recognise the place to determine the

route direction. This is a special case of a state recognition-

triggered response. ix, 181, 184–187, 190–192

global-local response is a strategy to follow a route. The agent fol-

lows the route by combining a global direction and a local di-

rection. While the global direction is the direction straight to

the goal, the local direction guarantees that the agent avoids

danger, i.e. object collision or predators. This algorithm derives

from direction following. ix, 181, 187–192

guidance is a spatial behaviour. The agent, away from its destina-

tion, is guided toward its destination by establishing a relation-

ship between information currently available and the charac-
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teristics of the destination location remembered. 17, 22, 23,

28, 38, 40

idiothetic means being centred on oneself. Idiothetic cues include

the proprioception, or the vestibular system. 19, 20

local navigation An agent using a local navigation strategy needs to

recognise a single location, i.e. the goal. A navigation problem

may be described as local if a relationship between the infor-

mation at the goal location and the information available to the

agent at any other location in the environment exists. 17, 22,

23, 35, 38

metric navigation is a spatial behaviour. At any location, the agent

knows the distance and direction to any other location; the

agent can plan any route within the range of the map. 18,

25, 26, 28, 38, 179

optic flow or optical flow is the pattern of apparent motion of objects,

surfaces, and edges in a visual scene caused by the relative

motion between an observer (an eye or a camera) and the scene.

43, 44, 46–53, 58–62, 66, 75–78, 80, 86, 87, 91–93, 95, 103

place recognition-triggered response is a strategy to follow a route.

The agent has learned in which direction to move in order to

follow the route by recognising places along the route. This is a

special case of state recognition-triggered response. 181, 182,

190, 191
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searching is a spatial behaviour. The agent, away from its destina-

tion, does not orient actively towards it; it reaches its destina-

tion by chance. iii, iv, 17–20, 23, 28, 117, 118, 121, 124, 127,

129, 132–134, 138, 139, 141, 142, 144, 155, 160, 179–181,

186, 191

state is the description of the situation an agent is currently placed

in. The state of an agent in navigation include the agent’s posi-

tion, but also, for example, its velocity, and its level of energy.

ii, 9, 15, 16, 23, 29, 30, 32, 57, 88, 114

state recognition-triggered response is a spatial behaviour. In a

given state (e.g. at a given location), the agent recalls the di-

rection to follow by recognising the state (the location). 17, 25,

28, 38, 182, 184, 188

topological navigation is a spatial behaviour. The agent, at every

familiar location, knows the procedure to reach at least one

other familiar location; the agent may plan its route by moving

virtually through a sequence of familiar locations. 18, 24, 25,

28
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