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1 . Introduction .

1.1 Motivation

The work we will present in the following is concerned with two-person bargaining
theory. In this theory we deal with situations in which by collaborating the agents

~ can reach certain a,greement-s which benefit both. If the collaboration fails nobody
can affect the well-being of the other agent. As long as there is only one agreemenf
which is most preferred by both agents, collaboration will be easy. Problems arise if
there are several agreements and the agents prefer different ones. Typical examples
of such situations are ba.rgaining situations between two agents like ‘dividing the
heritage between two heirs’, ‘trading between two nations’, or ‘negotiations between
a labor union and an employer’. The analysis of such bargaining situations is the aim
of bargaining theory. In order to carry out this analysis often two-person bargain-
ing games as formalized by Nash (1950} are considered. A (two-person) bargaining
game (S, d) consists of a set S C R? of feasible utility allocations for two agents
and the disagreement point d which is contained in the set 5. If the agents reach
an agreement about the final outcome they receive the corresponding.utility levels,
otherwise they receive the outcome of the disagreement point d. In order to inves-
tigate which a,greemeﬁts the agents may reach we often make use of a bargaining
solution. A bargaining solution is a function which proposes an agreement for every
bargaining game of a certain class. ‘A bargaining solution may arise from an anal- .
ysis motivated either by cooperative or by non-cooperative considerations. In the
cooperative set-up we formulate properties which we consider to mirror agents’ ideas
about equity and fairness and look for functions which are compatible with these
requirements. The seminal work in this area 1s Nash (1950). In the non-cooperative
set-up a non-cooperative game resembling some genefal underlying structure of the
bargaining process is formulated for any bargaining game. Then we look for the
equilibria (Nash equilibria or some refinements) of these non-cooperative games. If
for every game there exists a unique equilibrium we have created a baigaining solu-

tion. This idea of non-cooperative foundation of a bargaining solution was initiated
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in Nash (1953) and is often referred to as the “Nash program”. Another funda-
mental work in this line of research is Rubinstein’s sequential bargaining model (cf.
Rubinstein (1982)).

Now let us assume that agents always want to apply a certain bargaining solution;
maybe because they have attended a course in bargaining theory or maybe because
they have some intuitive ideas about which point to select in every bargaining game.
Problems arise if the agents want to apply two different bargaining solutions and
for a particular bargaining game they are involved in the allocations proposed by
these solutions do not coincide. In this case they have two possibilities. Either
. they accept the payoff of the disagreement point, d, or they agree on a cOMMpromise
in dependence of their preferred solutions. This sort of bargaﬁn_ing is called meta-
bargaining. Formally, a (two-person) meta~barga,iﬁing game is a tuple [(S,d); f, gl
where (S5, d) is a bargaining game and f and g are bargaining solutions supported by
agent 1 and agent 2, respectively. To analyze how agents in a meta-bargaining game
may reach a compromise depending on the bargaining game and their respective
preferred bargaining solutions, we will employ an analogous method as for the anal-
ysis of bargaining games introducing meta-bargaining solutions which will be called
mechanisms. A mechanism is a function which proposes an agreement for every
meta-bargaining game of a certain class of meta-bargaining games. Meta-bargaining
games may be analyzed from a cooperative point of view. In this cooperative ap-
proach we formulate properties which mirror agents’ ideas about fair compromises
and look for functions which are compatible with these properties. A first work in
this line is Anbarci and Yi (1992). Marco, Peris, and Subiza (1995) criticize the
previous paper and propose' a mechanism which is very similar to Anbarci and Yi’s
mechanism but expunges the shortcomings of their mechanism. They characterize
it uniquely by a formalized system.of axioms (properties). A non-cooperative ap-
proach to meta-bargaining theory was initiated by van Damme (1986). He starts
with the definition of a mechanism. Then he investigates whether the mechanism
is robust against strategic considerations, i.e., he defines for any bargaining game
a non-cooperative game in which agents can choose bargaining solutions as strate-
gies and the payoff is determined by the outcome of the mechanism. He analyzes
the Nash equilibria of these games. Looking at the intersection of the sets of Nash

equilibria of all games he proves that under his mechanism only the Nash solution



(cf. Nash (1950, 1953)) is optimal in the sense that only both agents choosing the
Nash solution constitutes an equilibrium in every non-cooperative game. By modi-
fying van Damme’s mechanism Chun (1985) concludes that the Kalai-Smorodinsky
solution (cf. Kalai and Smorodinsky (1975)) is optimal. In Naeve-Steinweg (1997)
the non-cooperative approach is supplemented by cooperative considerations. It is
shown that van Damme’s and Chun’s mechanism fail to satisfy some desirable proi)-
erties like Pareto-optimality. Both mechanisms are modified in such a manner that
while the non-cooperative analysis still yield the same conclusions they now satisfy

some properties like Pa.reto—optimality the original mechanisms do not satisfy.

In this paper we apply both approaches. We introduce a new mechanism which
simulates a step-by-step bargaining process. The underlying rational is quite close
to what we can observe people do in order to find a compromise between their
differing preferred outcomes. Very often agents toss a coin and let the decision
which outcome will be realized made by chance. Our mechanism suggests that the
agents accept the expected value of this experiment as a new disagreement point
and go on bargaining in the same way until they reach a Pareto-optimal outcome.
We list some properties a mechanism may satisfy and show that our mechanism
satisfies all these properties. In addition, we give a set of axioms which characterize
our mechanism on a subset of meta-bargaining gam.es. Then, by analyzing for every
bargaining game the corresponding non-cooperative game we show that each agent
-has a unique dominé,nt strategy, namely his reépective dictatorial solution. Thus,
every non-cooperative game has a unique Nash-equilibrium. The function assigning
to every bargaining game the unique equilibrium outcome-of the corresponding non-
cooperative game is the discrete Raiffa solution. Hence, we obtain a non-cooperative

foundation of the discrete Raiffa solution.

This paper is organized as follows. In Subsection 1.2 will state the notation we will
make use off and the terms of bargaining theory we will employ in this paper. Then
we introduce the notions of meta-bargaining games and mechanisms. In Section 2
we define our mechanism. Then-we characterize the mechanism by some properties
and finish Section 2 by a,nalyzing the associated non-cooperative games which leads
to the non-cooperative foundation of the discrete Raiffa: solution. Sect1on 3 which -

contains some concluding remarks finishes this paper.



1.2 Basic definitions and nbtatioﬁ-

‘In this subsection we introduce the notation, basic definitions and notions of bar-
gaining and meta-bargaining theory we will use in the following. Large parts of the

presentation follow Thomson (1994).

Let A+ () be a subset of R? and let z, y, and d be elements of R
e Vector inequalities are denoted byz >y, ife; >y, fori=1,2, 2>y, if z; >y,
fort=1,2,and ¢ #y,and z >y, if z; >y, for i = 1,2.
o A:={z e R?|z; = x,} denotes the diagonal in R%.
e N.(d) := {z € R?| | ¢ — d |< €} denotes the open e-neighborhood of d.
e inter (A) denotes the interior and GA denotes the boundary of the set A.
e Asg:={zx € A|z >d}. For simplifying-r notation we define A, := Aso.
o The convex hull of A, cvh (A), is defined by
evh(A) = {z € R?|z = da+ (1 — A)b, A €0,1], a,b € A}.
e A is called d-comprehensive if z € Ayq, z > y > d, implies y € A.
e For a set A C R}, the d-comprehensive hull of A, d-comh (A), is defined by
| d—comh(A)—{yE]R d|3a€Asuchthata>y>d} '
e For a set A C R}, the d-comprehensive and ‘convex hull of A, d-ccvh(A), is
defined by
d-ccvh (A) := d-comh (cvh (4))-
o The set of (strongly) Pareto-optimal allocations (also called Pareto-boundary) is
defined by PO(A) ={z€ A|{y € Aly > z} = 0} and the set of weakly Pareto-
optimal allocations is defined by WPO(A) = {:c cAl{yeAly>z}=0}

A (two-person) bargaining game is a tuple (5, d) where S C R? denotes the set of
feasible utility allocations and d € S denotes the disagreement point. If the agents
unanimoﬁsly agree on a point z € S, i. e., if they sign a binding contract that z € §
is the final outcome, they obtain . Otherwise they obtain d. The barga.mmg games

we will consider in the following are elements of the set
L:={(5,d)|de S C R?, S is compact, convex, d-comprehensive}.
For a bargaining -game (S, d) the utopia point is defined by

U»;'(S, d) = max{m1 2 d1 |3$2 ng : (11,122) e S}



and

UZ(S, d) = ma.x{:z:g __>_‘ dg l 3.’1’11 Z dl : (361,2?2) € S}.

Given a set of bargaining games under consideration, X, a bargaining solution is a

" function f : & — R? which proposes for every bargaining game (S5, d) in T a final

outcome f(9,d) € S the agents should agree on. A bargaining solution f : ¥ — R?

is said to satisfy the property

Pareto-optimality (PO)

if for all (S,d) € 5 f(S,d) € PO(S);

weak Pareto-optimality (WPO)

if for all (S,d) € £ : f(S,d) € WPO(S);

individual rationality (IR)

iffor all (S,d) € T: f(S,d) >d;

independénce of individually irrational allocations (ITA)

if for all (S,d) € & and all (5',d) € £ with §' C S and f(S,d) € S" we have

- f(S8',d) = f(S,d);

cutting (CUT) - -
if for all (S,d) € £ and all (§',d) € I such that ' C S and = € S\ S’ implies
[z; > £i(S,d) and z; < f;(S, d)], we have f;(5',d) < fi(S, d);

individual menototficity (IMON)

if for all ¢ € {1,2} and for all games (S, d) (8',d) € X satisfying § C 5" and
wi(5,d) = w(S", d), we have f;(S,d) < f;(5',d), 7 € {1,2}, j # 5

disagreement point monotonicity (d-MON)

if for all games (5, d), (5,d') € ¥ such d{ > d; and d; = d;, 1,5 € {1 2}, 1 ?-L-j, we
have f;(S,d) > fi(S,d);

strong disagreement point monotomc:lty (ST-d-MON) _
if for all games (S, d), (3,d') € X such d} > d; and & = d;, 4,5 € {1,2}, i # j, we
have f;(5,d') < f;(5,4d);

no transfer paradox (NTP)

if for all games (S5, d), (5, d') € T such d; > d; and d; <d;;1,5 €{1,2}, 1 # 5,'we
have f:(S,d) > f:(S,d) and f;(S, d’) < F4(S, d); '

continuity {CONT) _

if for all (S,d) € T and all sequences ((S",dk))keN such that (S*,d¥) LN (S, d)
(in the Hausdorff-metric, for a definition see for example Jansen and Tijs (1983))



and (S, d¥) € T, Vk, then f(S*,d%) =5 £(S,d);

e continuity with respect to the disagreement point (d- CONT)
if for all (S, d) € T and all sequences (d*)ex such that d* £, d and (S, d") €X,
Vk, then f(S,d*) —-——)f(S' d);

e continuity with respect to the feasible set (S-CONT)
if for all (.S' d) € T and all sequences (5%)en such that S* *, S and (S"‘ d) € &,
Yk, then f(S*, )—)f(S dj.

The sets of bargaining solutions we will consider in the sequel are contained in the
set F:={f: L — R?| f satisfies IR }.

Some well-known bargaining solutions are listed in the following Comnsider a bar-
gaining game (S,d) € X. The Nash solution f~¥ (cf. Nash (1950, 1953)) is defined

by
FY(8, d) := argmax {IIL, (#; — di)}z € S»a}

if d ¢ WPO(S) and fY¥(S,d) := € PO(Sya) if d € WPO(S). The Kalai-
Smorodinsky solution f%5 {cf. Kalai and Smorodinsky (1975)) is defined by

FK5(5,d) == % € PO(S) N cvh.({d, u(S,d)})

if d ¢ WPO(S) and fX5(S,d) := Z € PO(Ssq) if d € WPO(S). The egalitarian
~solution fZ (cf. Kalai (1977)) is defined by

FE(S,d) =7 € WPO(S) N ({d} + Ay)

ifd ¢ WPO(S) and fE(S,d) :=d if d € WPO(S). The discrete Raiffa solution (cf.
Raiffa (1953) and Luce and Raiffa (1957)) is defined by

fR(S,d) := lim d'

f=po0

where d¢ := d and d' := %[fD’l(S, dt-1) + fP2(S, d"l)], vVt > 2. Ther dictatorial

solutions fP#, i = 1,2 (they cannot be traced to a particular source) are défined by
FPAS,d) i= (w(S,d),dy) and  fP2(S,d) = (dy, us(S, d)),
respectively. The lexicographic dictatorial solutions fP** ¢ = 1,2, are defined by

fD,i*(S" d) =T e PO(S) M Ssz,i(s,d).v



After stating the basic notions of bargaining theory we will make use of we now give
the definitions of meta-bargaining games and mechanisms. These definitions as well

as some definitions we will use later are taken from Marco, Peris, and Subiza (1995).

Definition 1

Given a set of (two-person) bargaining games, X, and a set of bargaining solutions,
F, a (two-person) meta-bargaining game is a triple [(S,d); f,g], where (S,d) is a
bargaining game in & and f,g € F are two solutions for bargaining games supported
by agent 1 and agent 2, respectively.

Zr = {{(8,d); f,gll(S.d) € E,f,g € F} denotes the class of two-person meta-

bargaining games under consideration.

If the agents reach an agreement about the final outcome of the meta-bargaining
game they receive the corresponding utility levels, otherwise they receive the out-
come of the disagreement point. To analyze which agreements the agents may reach

it is often made use of a mechanism.

Definition 2-
Given a set of (two-person) meta-bargaining games under consideration, X, a mech-
anism is @ function M : Tr — R? which assigns to every meta-bargaining game

[(S,d); f,g] in 5r an allocation M[(S,d); f,g] € S

Analogously to-a bargaining solution which proposes for every bargaining game '
in a certain class of bargaining‘ gdmes an agreement the agents should agree on
if their ideas about fairness are the same, a mechanism, 1. e., a meta-bargaining -
solution proposes for every meta-bargaining game a final outcome the agents should
agree on in order to solve their conflict arising from their different ideas about
fairness. Alternatively, we can interpret a mechanism as an arbitration rule used by

an arbitrator who is asked by the agents to solve their conﬂlct

Remark 1
Let ¥ be a class of meta-bargaining games. We create a new bargaining solution
M[ - :f,4d] . % —s R? by fixing a pair f,g € F of bargaining solutions and a

mechanism M : T -— R2.



2 ’_I‘he AVeraging’Mechanism '-

In this subsection we introduce a mecha.niém which can be justiﬁe'd by the rationale
of the underlying step-by-step bargaining procedure. It seems that what this step-
by-step bargaining process does is quité close to what agents sometimes do if they
are involved in a conflict in which their ideas about the final outcome are different
but they both agree that disagreeing is not desirable. Agents in such a situation
.could think of tossing a fair coin and let the decision about which outcome will be
the final one be made by chance. The expected value of this experiment is repfe»
sented by the midpoint of the line connecting the allocations corresponding 4o the
proposed outcomes of their respective supported solutions. If the expected value;
i.e., if this midpoint is a (weakly) Pareto-optimal allocation every risk-averse and
even every risk-neutral agent will consider this allocation as a reasonable outcome of
their meta-bargaining game and they will agree on this allocation. In case that the
midpoint is in the interior of the set of all possible utility allocations they will realize
that considering this allocation as a new disagreement point and starting bargaining
about allocations which give to each agent as least as much as this disa,greement‘ '
po.int is quite rational and therefore exactly what they think they should do. This
procedure will be répea,ted_ by the agents until they reach a (weakly) Pareto-optimal
allocation. We start our considerations by marking out the framework and defin-
ing the mechanism. We list some properties the mechanism satisfies and we show
that our mechanism is uniquely characterized by some of these properties. Then we
define for every bargaining game a corresponding non-cooperative game. By ana-
lyzing these non-cooperative games we show that choosing his respective dicta,tori'z}l
solution is the unique dominant strategy for each agent. The function which assigns
to each bargaining game the unique equilibrium outcome of the corresponding non-
cooperative game is the discrete Raiffa solution. Hence, in the line of the “Nash

program” we give a non-cooperative foundation of the discrete Raiffa solution.

As we have already pointed out we restrict attention to agents who are not risk-

loving. To do so, we state the following postulate.

Postulate 1

Agents are risk-averse or risk-neutral.



Nevertheless, it is not clear that a risk-loving agent will not support the mechanism
defined below. This may depend on the grade of his risk-loving, on his opponent, and
the solutions they are supporting. Recall, that we consider bargaining games (S, d) €

% where the bargaining set is non-empty, compact, convex, and d-comprehensive and

- where the disagreement point might be an element of the boundary and bargaining

solutions f € F which satisfy individual rationality. £ denotes the set of meta-

bé,rgaining games we will consider in the following.

In the following we define the averaging mechanism as the function which assigns
to a meta-bargaining game the limit of a sequence of disagreement points which
we obtain By simulating a hypothetical step-by-step bargaining procedure in which
agents toss a coin in order to determine the final outcome and consider the expected

value of this experiment as a new disagreement point.
Definition 3 _ :
The mechanism U : ©r — R? is defined by
U[(S,d); f,g] = lim &',
where the sequence of disagreement points (d')ien is defined by
1

d'=d, and gt = E(f(S,dt'l) -I-g(S,dt“l)), t> 1.

2

g(S,d")

S>4

Figﬁre 1



. Proposition 1

On the class £ U is a mechanism.

Proof: '
Consider a meta-bargaining game [(5,d); f,g] € £x. f and g satisfying individual
rationality implies f(5,d) > d = d' and ¢(S5,d) > d = d'. Thus,

&= (5,8 + 39(5,d) 2 &

holds. Clearly, (S,d?) is an element of X. By repeating the argument we see that
(dt)g:_q is a monotonic non-decreasing sequence in S»z. Since S is bounded from
above this sequence converges. Hence, lime_ ;o d° = U[(S5,d); f, g] exists and it is an

element of S54. ) ’ - g.ed:

Analogously to bargaining theory we can formulate some reasonable and desirable
pr0perfies a mechanism may satisfy. There are two kinds of properties. Since
M] - ; f, g] can be seen as a bargaining solution induced by the mechanism M and the
bargaining solutions f and g we can adopt some classical properties for. bargaining
solutions. But there is also a need for a new kind of properties which capture a
notion of meta-fairness and meta-equity, i. e., properties which say something about
how agents shoild be treated when they have different ideas about a fair solution of
a bargaining game. All but the last three properties are taken from Marco, Peris,
and Subiza (1995).- '

Definition 4
Given the class of meta-bargaining games, Lx, a meta-bargaining mechanism M is
said to satisfy |
o Pareto-optimality (PO)
if Yf,ge F, M[-;f,g] satisfies PO;
o weak Pareto-optimality (WPO)
if ¥f.geF, M[-:f,g| satisfies WPO;
e individual rationality -(IR)l
if Vf,geF, M[-;f, g] satisfies IR;
e continuity with respect to the disagreement point (d-CONT)
if Yf,geF, M[-;f, g] satisfies d-CONT;
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. impartiality (IM) |
if VI(S,d); f,g] € Ex, M[(S,d); f,g] = M[(S,d); g, f] holds;
o unanimity (UN) - ‘
if Y[(S,d); f.g]€Zx, f(S,d)=g(5,4d) implies M[(S,d); f,q) = f(S,d);
o mediating (ME)
if V{(S,d); f,g] in &F we have _ . -
Mi[(S,d); £, 9] € [min{f1($, d), 9:(S, d)}, max{ (S,d),g1(S,d)}],
M2[(Sa d): f7 g] € [mln{fZ(Sv d)% 92(51 d)},m&X{fg(S, d)'.' QZ(S, d)}]
e generalized midpoint domination (GMD)
if VI[(S,d); f,g] in Bx we have M[(S,d); f, 9] 2 3£(S,d) + 39(S,d);
o step-by-step bargaining (STEP) _
if V[(S,d);.f,q] in LF for which there exists a game (§,d) € T satisfying 5cCS8,
f(3,d) = £(5,d), g(3,d) = g(S,d), and cvh({f(5,d),9(5,d)}) € PO(S), then

we have M[(Sv M[(g,d);f,g]);f,g] = M[(S,d),f,g]

Pareto-optimality (PO), weak Pareto-optimality (WPO), individual rationality
(IR), and continuity with respect to the disagreement point (d-CONT) are very
well-known properties in bargaining theory. Impartiality (IM) says that the out-
come of the mechanism should not depend on which agent supports which solution.
At fist glance this axiom looks a little bit dubious. But we ha\;'e to recall that
in meta—bargain_ing theory an agent always supports the same bargaining solution.
Which solution an agent supports does not 'depend on whether he is affected by
a bargaining game as agent 1 or agent 2. In the same spirit impartiality assures
that the outcome chosen by a mechanism does not depend on which agent supports
which bafg’aining solution. Unanimity (UN) states that as soon as the agents have
reached an agreement for the bargaining game, in particular if they want to apply -

the same bargaining solution the mechanism should respect this.

Mediating (ME) means that the final outcome lies “in between” the two-allocations
proi)bsed by the solutions. . ME implies UN and ME implies IR if f and g sat-

isfy IR. Generalized midpoint domination (GMD) means that a minimal amount
- of cooperation should enable the agents to reach at least the average of their pre-
ferred outcomes. GMD implies IR if f and g satisfy IR. GMD implies ME if
f and g sa.tisf_;y PO. The property step-by-step bargaining (STEP) is very simi-
lar to the property step-by-step negotiations which has been introduced by Kalai
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(1977) for bargaining games and also used by Ponsati and Watson (1994) in their
characterization of the Nash solution, but it is less demanding. STEP restricts
the set of admissible mechanisms to the ones which are invariant under a certain
decomposition. Suppose that for a given meta-bargaining game [(5,d); f, g] there
exists the “very special smaller bargaining game” (S, d), where S is a subset of 3,
the bargaining solution of each agent assigns to both bargaining games the same
allocation, and the Pareto-boundary of the set S contains the straight line between
the two solution outcomes. For both agents both bargaining games look alike in
the sense that giving them their will, that is, applying their respective preferred
bargaining solution the outcome would be the same. In the situation in which the
agents support two different solutions, STEP offers the agents the possibility either
to solve the original problem at one shot or ta solve first the “easy” problem (S, d)
where the relevant part of the Pareto—boundé,ry is a straight line and hence, utility
is transferable at a constant rate and then to bargain about the allocations which
dominate the mechanism outcome of the smaller game. Both ways of proceeding

lead to the same final outcome.

Let us assume, a mechanism M is asked to satisfy PO, ME, and d-CONT (which
are quite harmless and sensible conditions) and let us consider a meta-bargaining
game [(S , d); f,g] and the bargaining game (5, d) satisfying the conditions of STEP. -
M satisfying PO and ME implies that on the straight line cvh ({ F(8,d),q9(5,d)})
= cvh ({f(S5,d), 9(S,d)}) there exists an allocation 7 which is the mechanism out-
come of the bargaining game {(3,d); f, g1. On the other hand, we can consider the
meta-bargaining games [(S, f(S,d)); f, g] where M[(S, f(S,d)); f,g] = f(5,d) and
(S, g(S,d)); f,g] where M[(S,4(S,d)); f,9] = g(5,d). M satisfying PO, ME, and
d~-CONT implies that on the straight line cvh ({f(S,d),g(S,d)}) there exists an
allocation d with the property that the mechanism assigns the same allocation to
the meta-bargaining games [(S,d); f,g] and [(S,d); f,g]. The property STEP is

fulfilled if both allocations, d and 71, coincide.

Proposition 2
On the class L, the mechanism U satisfies IR, IM, STEP, and GMD.

12



Proof:
Let [(S, d); f,g] be a meta-bargaining game in L. As a by product of the proof to
Proposition 1 we obtain the result that I/ satisfies IR and GMD.

The calculation
Y '
VIS, frgl = lim S (F(S,d7) +9(S,a7))

- (5.
= Ul(S,d);g, f]

shows that U/ satisfies TM.

Suppose that there exists a subset S C § such that (5,d) € T, f(S', d) = f(5,d),
9(5,d) = ¢(8, d)r, and cvh ({f(3,d),g(3,d)}) € PO(S) is satisfied. According to
the definition of U it is clear that '
1

2
holds since f and g satisfy IR. In addition, we have
.1 - _
VIS, d); £,0] = Jim 5 (£(5,d7%) +9(5,d7)
where d? equals 1 f(5,d) + 34(S,d). Hence, the equation
UL(S,U(S,d); £,9]); 9] = UI(S,d); £, 9] |
holds which means that U satisfies STEP. ‘ o g.e.d.

UI(S, ) 6] = 5 £(35,d) + 59(35.d) = S1(5,d) + 59(5,d)

Define £° := {(5,d) € £|d ¢ WPO(S)} as the class of bargaining games in ¥
where the disagreement point is not an element of the weak Pareto-boundary. To
obtain a characterization result we have to restrict attention to bargaining solutions
which satisfy PO, IR, and d-CONT on ¥ and CUT and 5-CONT on ¥0, that is, we
define '

f satisfies IR, PO, and d-CONT on %,
f satisfies CUT and 5-CONT on £° |

f]_ = {fEf

Y x, denotes the set of meta-bargaining games. With a slight abuse of notation, we
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denote the restriction of U on the set £z, U |5, bY U.

Only considering bargaining solutions which satisfy PO and IR is quite sensible. To
assure that bargaining solutions are well-defined for bargaining games (S, d) where
d € 35 we require continuity with respect to the disagreement point. &-CONT and
S-CONT state that neither small changes in the feasible set nor small changes of
the disagreement point have disastrous effects on the solution outcome. CUT states
that a bargaining solution is sensitive to changes in the feasible set in the sense
that if we cut away alternatives which an agent prefers to the solution outcome
the bargaining solution favours the other agent. Among others, the Nash solution
and the Kalai-Smorodinsky solution are elements of F; (the Nash solution and the .
' Kalai-Smorodinsky solution satisfy CUT, since CUT is implied by IIA as well as by
PO and IMON together (cf. Thomson (1994), page 1258); for a proof that the Nash
solution and the Kalai-Smorodinsky solution satisfy &-CONT on ¥ and S-CONT
on Y0 consult Jansen and Tijs (1983), Corollary 3.1, page 98, and Proposition 3.1,
page 96).

Proposition 3
On the class Yr,Uisa mechanism which satisfies in addition to the properties IR,
IM, STEP, and GMD aliso the properties PO, d-CONT, UN, and ME. .

Proof:

Let [(S,d); f, g] be an arbitrary meta-bargaining game in X7, . Since we do not have
imposed any further restrictions on the admissible bargaining sets, it is clear that
every meta-bargaining game [(S,d*); f,g], t > 1, induced by the function U is an

element of £7,. Hence, U is a mechanismon X7, -

We only Have to show that U satsifies PO, d-CONT, UN, and ME. If d € WPO(S)
holds it is easily seen that U satisfies all the properties. Therefore, we assume
d ¢ WPO(S).
To see that U satisfies PO we calculate

U((S,d); f,9] = limd

t—oo

= lim %(f(S,d"l) +g(S, d*-l_))

t—o0

14



- L ey me).
Since f and g satisfy PO and IR this implies
lim d* = £(8, lim &) = (S, lim d) € PO(S)
and furthermore U[(S, d); f, 9] € PO(S). |

To see that U satisfies -CONT we consider a sequence of disagreement - points
(dn)nen such that [(S,d,); f,g]) € Tx,, foralln € N, and lim,, e dn = d holds. Each
meta-bargaining game [(5,d,); f.g], n € N, generates a non-decreasing sequence of

disagreement points, (d},);>1- We write
d, = tl_i)m d:z = U[(S,.dn); f.ql

In the same way the meta-bargaining game [(S, d); f, g] generates a non-decreasing

sequence of disagreement points (d*);»; and we write
& = lim & = U[(S,d); £}

Since f and g satisfy d-CONT we can calculate
1
# o= (A5d)+9(5,d))

P (08, lim &) + (S, Jim 41))

. 1 . 1
(lim £(5,dL) + lim g(S,d8))

= lim o (f(S,dL) + (5, db)

Nn—+00

d—-CONT

Bl b — o

= lim d2.

=400
Starting with the sequence (d2)nen which converges to d® we can repeat the argu-
ments and show that (d2).en converges to d®. Thus, we can conclude limy o0 df, =
d*, for all ¢ > 1, and furthermore ‘

t—ro0 n—CO

& = U[(S,d); fq] = Jim d' = lim (lim d).

In the following we have to show

n—rac E—oo

& = U((S,d); £,9) = lim U[(5,du); f,6] = lim &5 = lim (Jim &5).

15



Let £; > 0 be an arbitrary pbsitive number and let ¢ € N, (d*), a < d*, be such
that ' :

(e +R2)0S) C (Nod)N1S)

holds. (Note, that for the existence of a we need the fact that d* is a Pareto-optimal
allocation. Furthermore, ¢ needs not to be individually rational so that in the case

d; = df and d; = d3, respectively, our construction goes through.)

Tz

Figure 2

We choose ¢, > 52- > 0 such that
Noo(d") € (a+R2)
. is satisfled. For &, there exists £ > 1 such that
d' € N, (d%), Vt > {,
holds. We consider now df = lim,o, df:_ For €3 > 0 which is so small that
Ny (@) SN ()
' holds there exists 7 such that
& € N, (d), ¥n > 7,

is satisfied. Based on the monotonicity of the sequences (df,)i>1, n € N, we can
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conclude for alln >

= limd >d >a
t=300"

Hence, for an arbitrary €; > 0 we have found an # such that dj, € N, (d") holds for

all-n > 7 which is equivalent to
d* =U[(S,d); f,g9] = le d; = ILm Ul(S,dn); f, 9]

Thus, U satisfies d-CONT.

To see that U also satisfies ME consider the following. Since (d*}t>1 is a monotonic
non-decreasing sequence and '

& = 2 (7(5,8)+ o(5, )

holds it follows
Ui[(S,d); f.g] = It1_1_}m d: > & > min {f;(S,d), (S, d)}, i1=1,2.

f, g,ra,nd U satisfying Pareto-optimality yields the desired result that U satisfies
ME.

Since U satisfies ME it also satisfies UN. 7 g.e.d.

Before we show that the averaging mechanism is the only mechanism on Xz, satis-
fying STEP and GMD we prove the following lemma.

Lemma 1 .
For every meta-bargaining game ((S,d); f,g] in X5, there ezists a bargaining game
(S, d) in X satisfying the requirements of the property STEP. |

Proof: , _

Let [(S,d); f,g] be an element of Zx,. We have to show that there exists a bar--
gaining game (5,d) € T such that § c S, f(5,d) = f(5,d), g(5,d) = ¢(5,d), and
cvh ({£(8,d),9(8,d)}) € PO(S) hold. By construction, [(8,d); f,g] is an element
of E;‘l . ' '

17



If f (5,‘d) = ¢(S,d) then § = d-ccvh ({f(S,d)}) fulfills the requirements of STEP.
Let us now consider the case f(S5,d) # g(S,d). We begin with considering the
bargaining games (5', d) and (5”,d) in X where the set '

§' = 5\{z € §13y € vh({7(5,d),9(5,d)}): 2>y} C S

arises from S by cutting away all elements which “lie above the straight line con-

necting the two solution outcomes” and where

8" := d-cevh ({£(S, d), 9(S, d)})
is just the d-comprehensive and convex hull ‘of the two solution outcomes. S” C §
holds because § is d-comprehensive. ' It is clear that §' € ¥ and §” € ‘T holds.
f(S,d) # g(S, d) and f and g satisfying PO and IR assures d ¢ WPO(S’) and
d ¢ WPO(S"). This implies S’ € £° and §” € £% W.l.o.g. we assume f1(5,d) <

q1(S, d) as depicted in Figure 3.

2

LS80 sisa S

Figure 3

f and g satisfying CUT and PO implies
fz(S’, d) :_> fz(S, d) and 791(5, d) S 9‘1(5,, d)
and

£2(5,d) > fo(8",d) and  g1(S",d) < au(S, d).

18



Let S be the set of all bargaining sets “between” S” and 5, that is, define
§:={RCR’|(Rd)eX’ S"CRCS}.

f and g satisfying CUT, 5-CONT, and PO implies that there exists the bargaining
set § € S such that

9(5,d) = g(S,d) and f(5,d) = £(S,d)

holds. To see this we apply the following procedure. We define two transformation

functions
| T': [u(S,d),ua(S,d)] x § — S, THw1,5) :={z € §|21 < pur}
and
T2 [£(S, d), ug(S, d)] X S — S, T*ps,S) :={z € S |21 < uz}.
F‘or‘,uz = uy(5,d) we have
T (uy(S,d), 8} = S

Because f and g satisfy CUT and PO decreasing p, implies that (T, 8", d)
and gy(T?(2, 5'), d) increase, that is, that f(T%(ys, 5"),d) and g(T?*(u2;,'5’), d) are
moving to the right. Let Z; be such that

F(T*(f2,5"),d) = £(5,d).
Consider now §" := T2(fi;, S"). For p; = u,(S,d) we have
T'(uy(S,d), 8" = §".

Since f and g satisfy CUT and PO decreasing p; implies that f2(T" (s, 5"),d) and
g2(T (11, 8™), d) increase, that is, that f(T (1, 5),d) and g(T*(us,S™),d) are
moving to the left. Let i, be such that

9(T" (@1, 5"), d) = (5, d).
Consider now 57 := T(fi;, ™). For yg = ﬁz we have
T*(j, 8%)) = 5.

By repeating the procedure we find the set 5. - qed.
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Proposition 4
The averaging mechanism U is the only mechanism on Xz, - satisfying GMD and
STEP. '

Proof: . :

We consider a meta-bargaining game [(5,d); f,¢] in £x,. Let M be another mech-
~ anism satisfying GMD and STEP. If d is a weakly Pareto-optimal allocation, f
and g satisfying PO and M satisfying GMD immediately implies M{(S, d); f, 9] =
U[(S,d); f,g)- Therefore, we assume in the following d ¢ W PO(S).

For the meta-bargaining game [(.5,d); f,g] the mechanism M induces a sequence
of disagreement points (d*).en in the following way. We start by defining d =
d'. In the lemma above we have seen that there exists a meta-bargaining game
[(3,d); f,g] € T, such that § C S, f(5,d) = £(S.d), 9(5,d) = g(S,d), and
ovh ({£(3,d), 9(5,d)}) € PO(S) holds. Since M satisfies STEP we obtain

M((S, M{(8,d); f,9)); f,9] = MI(S, d); f, gl.

We define d2 := M[(S,d); f,g]); f,g]- Since %(f(.g', d) +g(5,d)) is a Pareto—optiﬁlal
allocation and M satisfies GMD it follows

& = M[(5,d);f.9);f9]
SR 5(8,d) + 59(5,d)
Des. 1 1

= 5F(8,d) + 39(5,4)

> d

By considering [(S,d?); f, g] and repeating the arguments we obtain d* and succes-

sively the monotonic non-decreasing sequence (d*);en satisfying
GMD ] 1 IR
M((S,d); f.9 = M((S,d); f9] 2 5f(S,d)+359(5, &) =2 d,

for all ¢ > 1. In addition, the limit limso, d* exists because S is compact. Since

(M[(S,d"); f,9]);en is a constant sequence we can conclude

M((S,d); f,g] = lim M[(S,d; f, 9] > }_if}ldt'
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f and g satisfying PO, IR, and d-CONT implies
Jimd = lim 2 (£(5,d7) 4 9(5,d7))

=00 t—oo 2

.1
= lim 3 (f(S, d') + g(5, dt)) |
1 . .
- Ko o5 1)
and hence |
lim d = £(S, Jim &*) = g(S, lim &*) € PO(S).
Therefore, | | |
M((S,d); f,q] = lim
and by the definition of the mechanism U

 MI(S,d); 9] = UI(S, ) £.9]

Remark 2 A
The axioms are independent. The following mechanisms satisfy GMD but not
STEP.

1. A:Bg — R, [(S,d): £l — H/(S,d) +9(S,d)) € 5.

2. Bu:Sr — B2, [(S,d)i f.g]— b(S.3(/(5.d) + 9(5,d)) €5,

where h is an arbitrary bargaining solution on T satisfying IR.

3. C:Sr — R, [(S,d)i fog] > d+tsaz, - (3(F(5,d) + 9(S,d) - d) € S,

where

tssq = max {te R, [d+t- (%(f(S, d) + ¢(S, d)) — d) e S} .

Note, that this function is a generalization of the bargaining solution G which _
has been introduced by Salonen (1985). If the framework is appropriate de-
fined, G( - ) = C[ - ; 2, fP**] holds. ' '

Analogously, the following mechanisms satisfy STEP but not GMD.
21



1. D:Zr, — R? [(S,d); f.g]— d€S.
2. Ep . 2.’}‘-’1 _)Rza [(S:d)§f1g] — d+tS',d,p‘P € S,
where

tg,d,p=fnax{t€R+|d+t-pE S}

and p € {z € R |z + 2, = 1}.
{Ez|p 2 0, p1 + pz = 1} is the family of “proportional rnecha,msms Tt
contains the adopted versions of Kalai’s proportional bargaining solutlons in

particular the egalitarian solutlon, fE, and the dictatorial solutions, f 1 and

sz

3. Fk : E}'“! — Rz, [(S, d);f,g] — limdt € S,

where
d=d

and
& =k-f(S, dt‘.‘) +(1—k) -g(S,d"l); vt >2,

and k € [0, 1].
{Fi|k € [0,1]} is the family of the asymmetric versions of the averaging

mechanism U. 7 ' <

In the following we want to enlarge the family of admissible bargaining solutions
by admitting weakly Pareto-optimal bargaining solutions. To be able to obtain
a characterization we have to require that those bargaining solutions satisfy IIA
instead of the weaker property CUT. We define

.7-'2 U{f F

2 r, denotes the set of meta-bargaining games. With a slight abuse of notation, we

f satisfies WPO, IR, and d-CONT on Z,
f satisfies ITA and S-CONT on ¥° .

denote the restriction of U on the set T, Ulsy,, by U.
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Consider the meta-bargaining games [(S,0); fZ, fP?] and {(S,0); ¥, fP?] in Lz,
where S = 0-cevh ((1,1)). It holds _ : |
FE(S,0) = FY(S,00 = (L) FP2(S,0) = (0,1)

and furthermore

UI(S,0); £5, 2] = (o, 5)' Cand UI(S,0% £, £27) = (1, 1),

2
Let M be a mechanism satisfying GMD and STEP. GMD yields
MIS05 72,772 (0,3) and MUS0i, 172 (03).

Since we cannot apply STEP for neither meta-bargaining game we cannot conclude
that M and U coincide. Thus, for obtaining a characterization result, enlarging
the family of bargaining solutions is at the cost of unanimity. That is, we only can

characterize the lexicographic extension U* of the averaging mechanism, U, defined

by -
U*:Z5 — R% [(S,d); f,9] — =z € PO(Szuiisayra) €S-

Proposition 5

On the class Lx,, the function U is ¢ mechanism which satisfies WPO, IR, IM,
STEP, and GMD and the function U* is a mechanism which satisfies PO, IR,
IM, STEP, and GMD.

Proof:

Let -[(S, d); f,g] be an arbitrary méta—barga,ining game in Y,. The mechanisms U
and U* induce the same monotonic non-decreasing sequence of disagreement points.
Therefore, it is clear that every meta-bargaining game [(5,d"); f,g], t > 1, induced
by the function U* is an element of £x,. To see that U* is well-defined we first
calculate o

. 1 . .
(S, ) 9] = Jim & = > (£(5, Jim &) + ¢(S, fim &).
Since f and g satisfy WPO and IR this implies
U(S,d); f,g] = lim d' = f(S, lim &) = g(S, lim &') € WPO(S5).

Consequently, PO(S>u((s.d);s.q]) has only a single element = which, by definition
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- equals IU*[(S, d); f,g].

As a byproduct we obtain the result that U satisfies WPO and U* satisfies PO.
In Proposition 2 we have already shown that U also satisfies IR, IM, STEP, and
GMD. Immediately, we can conclude that also U/* satisfies these properties. q.e.d.

Before we show that the averaging mechanism is the only mechanism on X, satis-
fying PO, STEP, and GMD we prove the following lemma.

- Lemma 2

For every meta-bargaining game [(S,d); f,g] in Zz, for which either
ASD <a(Sd) nd fi(5,d) > g(S,d)

or

f1(8,d) > g1(5,d) and fZ(S:d)_<92(S=d)

or

f(5,d) =g(5,d)
holds there ezists a bargaining game (5’ ,d) éatz’sfying the requirements of the property
STEP. |

Proof: |

Consider two bargaining soluti(.ms f and g in F,. For a meta-bargaining game
[(S,d); f,g] in Bz, we have already shown the existence of the set 5 in case that
both, f and g, satisfy PO on F.. It remains to show the existence of the set in
case that either one of the bargaining solutions or both bargaining solutions do not
satisfy PO on ¥. W.l.0.g. we assume that g satisfies WPO but not PO on Tz,. By
definition, ¢ also satisfies [1A.

If £(S,d) and g(S,d) coincide then the set S5 = d-cecvh ({f(S,d)}) satisfies the re-
quirements of STEP. ' :

Let us suppose in the following that f and g are such that f1(5,d) < g1(5, d) and
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fa(S,d) > g2(S, d) holds. If also f satisfies WPO and IIA the set S is given by
5 = deoovh ({£(5,4),9(5,0))).

Of course, [(S, d); f, g} is an element of £x,. However, if f satisfies PO and CUT we
find the set § € T with the help of the set 5’ € T defined by -

§':= S\{e € §|3y € cvh ({f(5. ), 9(5, D)) 2>} C S

(such that g(5',d) = ¢(5,d) and f1(5',d) < f1(S,d). holds) and the help of the

transformation function T(sq),s¢ defined by

-T[(Sd);f,y]  [f2(8, ), ua( S, d)] — {R C R*|(R,d) € 2%},

Tisaysae) ={z € §' |22 < p}-
Again, {(S,d); f,g] is an element of T,.

The case f1(S,d) > ¢1(S,d) and f2(S,d) < g2(S, d) is treated analogously.  q.e.d.

Proposition 6
The mechamsm U* is the only mechanism on Ej:z satisfying PO, GMD, and
STEP.

Proof:

- We consider a meta-bargaining game [(S,d); f,¢] in Xx,. Let M be another mech-
anism satisfying PO, GMD, and STEP. For the meta-bargaining game [(5, d); f, g]
the mechanism M induces a (maybe finite) sequence of disagreement points (d*}rency
in the following way. We start by defining d = d'. If f(S5,d) and g(5,d) are such
that there does not exist a meta-bargaining game [(S,d); f,g] € T, satisfying the
requirements of STEP, then we have found the last member of the sequence. Oth-
erwise, we can add one more in the following way. f(S,d) and g¢(S,d) are such
that there exists a meta-bargaining game [(S,d); f,g] € T, satisfying 5 C 3,
F(8,d) = f(5.d), g(3,d) = g(S,d), and cvh ({£(5,d),9(5,d)}) € PO(S). Since M
satisfies STEP we obtain

M((S, M[(5,4d); f,4)); f, 9] = MI(S, d); £, g)-
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We define d? := M[(3,d); f,4)); f, ] Since 2(£(8,d) + ¢(3,d)) is a Pareto-optimal
allocation and M satisﬁes GMD it follows :

&= M8 ) f, al); f» 9]
cMP f(§ d) + —g(s,d)
= f(S d) + —g(s*,d)
> 4 |

and
M5, 2 5,0 S MUS i fe) S

By considering [(S,d?); f,g] and repeating the arguments we either obtain d® or
we have already found the last member of the sequence. By-iterating this process,

successively we obtain a monotonic non-decreasing sequence (d*);encw satisfying

M((S,d); f,9] = MI(S,d"); f. 4} 2

foralltEN,tzl. .

If N = N then the limit lim,_,., d* exists. Since M[(S,d*); f, g] is a constant sequence
we can conclude :
M[(8,d); f,9] = lim M[(S,d"); f,g] 2 lim &', Vt€N.
f and ¢ satisfying WPOV IR and d-CONT implies |
- — =1y
e - B bS8
1 ) .
= (/5. Jim @) +4(5. lim &)
and hence '

lim & = (5, Jim ) = o(5, Jim &) = UI(S,d) /, ) € WPO(S).
Since M satisfies PO it follows

M((S,d); f,6] = = € PO(Ssuisansal)
and by the definition of the mechanism U~

M((S,d); f,9] = UT[(S,d); f, g}
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TFinally, we have to consider the case that N is a finite subset of N, that is N =

{1,...,1}, '€ N. We know that for all meta-bargaining games [(S,d"); f, g}, t < f,
there exists a set $ satisfying the requirements of STEP. For [(S,d)); f, g] the set
S does not exist. According to our construction, d* = M[(S,d"1); f, g] satisfies

M((S5,d); f,g] = M[(S= df)?fag]-

In addition, we can conclu_de that
ovh ({F(5, &), 9(S,4)}) € WPO(S)\PO(S)
holds because otherwise the set § would exist. M satisfying GMD yields
M((S.d) £,6] = MI(S, &) £,6] 2 5(F(S,&) + 9(5, ) = d & WPO(S)
M satisfying PO yields
M(S,d); f, 9] = = € PO(S52)
and thus, by the definition of u and U~

M((S,d); £,9) = U((S,d): /3]

Remark 3

 The axioms are independent. The mechanism U satisfies STEP and GMD but

not PO. The mechanism B:! where h is an arbitrary bargaining solution on X
satisfying IR and PO, -and the mechanism C’-*,‘ the 1exicographic extension of the
mechanism C, satisfy PO and GMD but not STEP. The mechanisms E; and Fy,
the lexicographic extensions of the mechanisms E, (where p € R2, p1 +p, = 1) and
F (where k € [0,1]}), respectively, satisfy PO and STEP but not GMD. «

Remark 4
Note, that by adopting the properties we have used to characterize the averaging
mechanism to the context of bargaining theory we obtain a characterization of the

Raiffa solution. So far only the continuous Raiffa solution has been characterized
(cf. Bronisz and Krué (1986), Livne (1989), and Peters and van Damme (1991)). «

Ifor the definitions consult Remark 2.
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Let us consider bargaining games in ¥ and two particular bargaining solutions in
F,, namely P and fP2. By definition, the Raiffa solution?® is the function induced
by the mechanism U if both agents support their respective dictatorial solutions,
that is,

RO = UL PN P S — RY,fR(S,d) = U[(S,d); £, £P7.
In the proof to Proposition 5 we have shownl that the equality |
UL(S,d); f,9] = lim d' = (S, lim &) = ¢($, lim d') € WPO(S)
holds for all meta-bargaining games [(S5,d); f,¢] in Lx,. In particular, we have
> . gD D2 _ s _ ¢Da : _ D20

for every bargaining game (S, d) in . However, the solution outcomes of P! and
FP? only coincide if the disagreement point is a Pareto-optimal allocation. Thus,
U[(S, d); fP, fP?] is a Pareto-optimal allocation which means that the equality

UI(S,d); £2, £2%) = U*((8, d); £P2, £P7)

holds for every bargaining game (5, d) in X.

In the sequel we consider ba.rgainiﬁg solutions in JF, which also satisfy the property

d-MON, that is, we consider bargaining solutions in
Fz:={f € F| f satisfies -MON}.

d-MON suggests that a solution behaves according to the intuitive idea that an
increase of agent i’s “fallback position”, d;, induces an increase of his final outcome.
Thomson (1987, pp. 53 — 54) states that on X° the Nash solution, the Kalai-
Smorodinsky solution, and the egalitariari solution satisfy d-MON. It is obvious
that on XZ° the dictatorial solutions satisfy d-MON, too. In addition, Thomson
(1987, page 55) states that on the class 0 every bargaining solution f that satisfies
- WPQ, CONT,_and d-MON also satisfies the properties ST-d-MON and NTP. It is
not difficult to see that the bargaining solutions in F5 satisfy d-MON, ST-d-MON
and NTP not only on £° but also on I since the bargaining solutions in X, satisfy
WPO, IR, d-CONT, and d-MON not only on Z° but also on X.

2¥For the rest of this section we refer to the discrete Raiffa solution by the term Raiffa solution.
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To analyze the mechanism in a n0n~éoopera,tive set-up we define three sequences of
~ disagreement points. To do so, let (5,d) be a bargaining game in ¥ and let f and

g be two bargaining in F3.

o (d")ien defined by d' = d and d* = S(f(S,d1) 4 g(S,d1)), t > 2, as the
sequence of disagreement points induced by the mechanism U if [(S, d); f, g] is

the meta-bargaining game we start with,

o (d')ien defined by d' = d and d* = L(fPY(S,d"1) + ¢(5,d"1)), £ > 2, as the
sequence of disagreement points induced by the mechanism U if [(S, d); P, g]

is the meta-bargaining game we start with, and
o (&)sen defined by d' = d and & = §(f21(S,d""1) + (S, 1)), 1> 2.

Comparing d* with d* gives us some information about which effects agent 1’s devi-
~ ation from the bargéining solution f to the his respective dictatorial solution has.
Comparing d* and d* with d* gives us some information about how the total effect of
the deviation can be split into the effect of deviation at stage ¢ and deviation from

the very beginning.

Like van Damme _(1986) we define for every bargaining game (5,d) € £ a non-

cooperative game

Lo (S,d) = (F,F30al(S,d), -, 1, Ll(S, ), )

in which agents can choose bargaining solutions a$ strategies and the payoffs are

determined by the mechanism U.

Proposition 7 _ _

For every game (S,d) € ¥ each agent has a unigue dominant st;mtegg:;, namely his
dictatorial solution, that is, for every game (S,d) € T, only the pair (fD'l,fD’é) is
a Nash equilibrium -z'n, Tu(S,d). ' -

Proof: : :

Consider the meta-bargaining games U[(S, d); f, g} and U[(S, d); fP1,g] in Ex,. We
will make use of the sequences (d*);en, (d*)ien, and (d')ien we have defined above.
It holds for every f € 73 '

A(S,d) < ;PS8 d) and fo(S,d) 2 S, d), VA ES, d>d
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It follows immediately

2 1 1 e .
& = S(A(S,d) +ar(5,d) <& =S d) +alSd) =4
and _
1 ' 1 o
& = 5(fa($,d") + 9:(5,d)) 2 & = 5(f7(5,d') + 2(S,d")) = &

That is, either d? equalé d? which means that we can proceed in the same way or
@2 and d? are such that we can either apply the properties &-MON and ST-d-MON,
respectively, or the property NTP. Let us assume & # d2. Then we have

B = S(ASE)+ (s d)
1

< &=S(f0NS 8 +gl(S,.d2)) |
gfﬁzgfﬂﬁﬁ+m@fn
and
& = LHSE) +alsP)
> B = %( P8, &) + 9:(S, )

> &= (PSP + S, P)).
By repeating th.e arguments we ca,n.show
& <d, ¥t>1, and dyxd; V21,
which is equivalent to
GL(S.4) 6] = Jim & < UL[(S,0) 57 0] = im 4
and l
Us[(S, d); f. 9} = lim dy > Us[(S, d); 2, 9] = lim d.

Hence, it is a dominant stiategy for agent 1 to play fP1. Analogously, it is'a dom-
inant strategy for agent 2 to play f©. In addition, since the bargaining solutions
fP#* i € {1,2}, are not elements of the set F3 (they do not satisfy S-CONT) it is
obvious that no agent has another dominant strategy and no pair of strategies other
than (P, fP2) can form an equilibrium in [y (S, d). - qed
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Remark 5

As we have seen, the function which assigns to every bargaining game (S, d) €
¥ the unique equilibrium outcome U[(S,d); 1, fP%] of ‘the. corresponding non-
cooperative game is exactly the Raiffa solution. Therefore, the Raiffa solution
appears in a different light in the sense that each solution outcome can be very
well interpreted as the unique equilibrium outcome of a non-cooperative game in
which agents choose their unique dominant strategy. But this means that we have
provided a non-cooperative foundation of the Raiffa solution. Moreover; by inter-
preting a mechanism as an arbitration rule and showing that the Raiffa solution is
induced by the averaging mechanism we recover Raiffa’s origina,l“ interpretation of

the solution. ' >

Remark 6

It seems to us that with a certain effort we can also obtain an implementation result.
However, clarifying this question is beyond the scope of this work since this would
mean that we have to present completely the current controversial discussions in the

literature on implementation theory. _ <

3 Concluding Remarks

In this paper we have introduced a mechanism whose underlying rationale is quite |
close to what we can observe people are doing' in order to find a compromise between
their differing preferred outcomes. Often agents toss a coin and leave the decision
" which outcome will be realized to cliance. Our mechanism suggests that the agents
accept the expected value of this experiment as a new disagreement point and go on
~ bargaining in the same way until they reach a Pareto-optimal outcome. By varying ‘
the class of admissible bargaining solutions we have obtained a characterization of
the averaging mechanism and the lexicographic extension of the averaging mecha-

nism. Obtaining a characterization of the averaging mechanism for a larger class of
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‘bargaining solutions will be a nice result of future research.

By considering the special case in which agents choose their respective dictatorial
solutions we obtain the Raiffa solution. We have seen that in every bargaining
situation it is the unique dominant strategy for each agent to choose his respec-
tive dictatorial solution. Hence, for every bargaining game each agent choosing his
respective dictatorial solution constitutes the unique Nash equilibrium in the asso-
ciated non-cooperative game. The function assigning to every bargaining game the
unique 'equilibrium outcome of the corresponding non-cooperative game is exactly .
the Raiffa solution. Hence, in the line of the “Nash program” and “non-cooperative
. foundations” we have obtained a non-cooperative foundation of the Raiffa solution.
Also, it seems to us that with a certain effort we can also obtain an implementation
result. For future research it might be an interesting task to clarify the relations
_between meta-bargaining theory, the theory of non-cooperative foundations, and

implementation theory.

The observation that the Raiffa solution arises from ﬁxing a certain pair of bar-
gaining solutions immediately leads to the question if in such a manner barga.inin'g-
theory can be embedded into meta-bargaining theory-or, to put the question the
other way round, if it is possible to interpret meta-bargaining theory as a generaliza-
tion of bargainiflg theory. It will be a nice result of future research if the embedding

can be performed in such a way that we obtain analogous results as above.

32



References

ANBARCI, N., axp G. Y1 (1992): “A Meta-Allocation Mechanism in Cooperative
Bargaining,” Fconomics Letters, 38, 175-179. ' '

Bronisz, P., anp L. KRUS (1986): “A Dyn‘a,mic Solution of Two-Person Bar-
gaining Games,” Discussion Paper ZTSW =3 -17/86, Systems Research Institute,
Polish Academy of Sciences, 6 Newelska st., 01-447 Warsaw, Polen.

CHUN, Y. (1985): “Note on “The Nash Bargaining Solution Is Optimal’,” Mimeo,

University of Rochester.

JANSEN, M. J. M., anp S. H. Tus (1983): “Continuity of Bargaining Solutions,”
International Journal of Game Theory, 12(2}, 91-105.

KALAI E. (1977): “Proportional Solutions to Bargaining Situations: Interpersonal
Utility Comparisons,” Econometrica, 45(7), 1623-1630.

KALAI E., axp M. SMORODINSKY (1975): “Other Solutions to Nash’s Bargaining
Problem,” Econometrica, 43(3), 513-518. '

LIVNE, Z. A. (1989): “Axiomatic Characterizations of the Raiffa and the Kalai-
Smorodinsky -Solutions to the Bargaining Problem,” Operations Research, 37(6), |
972-980.

Luce, R. D., anp H. RAIFFA (1957): Games and Decisions: Introduction and

Critical Survey. Wiley, New York.

MARco, M. C., J. E. PERIS, aND B. SuBIza (1995): “A Mechanism for Meta-
Bargainihg Problems,” A discusién WP-AD 95-20, Instituto Valenciano de Inves-
tigaciones Econémicas, Departamento de Fundamentos del Anélisis Econémico,

Universidad de Alicante.

NAEVE-STEINWEG, E. (1997): “A Non-Cooperative Approach to Meta-Bargaining
Theory,” A discusién WP-AD 97-08, Instituto Valenciano de Investigaciones
Econémicas, Departamento de Fundamentos del Analisis Econémico, Universi-
dad de Alicante. | |

NasH, J. F. (1950): “The Bargaining Problem,” Econometrica, 18(2), 155-162.

33



(1953): “Two-Person Cooperative Garmes,” Etonomctrica, 21(1), 128-140.

PETERS, H., anp E. VAN D_AMME (1991): “Characteriziné the Nash and Raiffa
Bargaining Solutions by Disagreement Point Axioms,” Mathematics of Operations
Research, 16(3), 447-461.

PoNsATI, C., AND J. WATSON (1994): “Multiple-Issue Bargaining and Axiomatic
Solutions,” Workingpaper 94-14, University of California, San Diego, Department

of Economics.

RAIFFA, H. (1953): “Arbitration Schemes for Generalized Two-Person Games,” in
Contributions to the Theory of Games II, ed. by H. W. Kuhn, and A. W. Tucker,
vol. 28 of Annals of Mathematics Studies, pp. 361-387. Princeton University Press,

Princeton, New Jersey.

RUBINSTEIN, A. (1982): “Perfect Equilibrium in a Bargaining Model,” Economet-
rica, 50.1(1), 97-109.

SALONEN, H. (1985): “A Solution for Two-Person Bargaining Problems,” Social
Choice and Welfare, 2, 139-146. ‘

THOMSON, W. (1987): “Monotonicity of Bargaining Solutions with Respect to the
Disagreement; Point,” Journal of Economic Theory, 42(1), 50-58.

(1994): “Cooperétive Models of Bargaining,” in Handbook of Game Theory,
ed. by R. J. Aumann, and S. Hart, vol. 2, chap. 35, pp. 1237-1284. North-Holland,

" Amsterdam.

vAN DAMME, E. (1986): “The Nash Bargaining Solution Is Optimal,” Journal of
Economic Theory, 38(1), 78-100. '

34



