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1 Introduction
There are two standpoints, from which one can investigate the dynamics of populations: the
Lagrangian standpoint involves identifying each individual and following the consequent evo-
lution; in the Eulerian standpoint characteristics of the whole population (e.g. density) are
considered [67]. In the Lagrangian framework individual organisms are presented by points in
space, so that demographic processes such as birth, death and dispersal can be presented by the
appearance, disappearance and movement of points. In the Eulerian framework one consider
the so-called correlation (factorial moment) functions ([9, 82, 83]), which satisfy an infinite sys-
tem of equations that links to each other correlation functions of different order. In the case
of Hamiltonian dynamics such system of equations is called BBGKY hierarchy [51]. Generally,
the lower-order moments depend on the higher-order moments. Both the Lagrangian and Eu-
lerian frameworks correspond to the microscopical level of description, where quantitative and
qualitative analysis of the evolution of the population is a decisively difficult problem and an
approximation scheme is required. A possible approximation may be constructed applying a
mesoscopic limit [79] (e.g. a mean-field limit), which can be obtained by various kinds of scal-
ings. Commonly, a mesoscopic approximation of a system of correlation functions brings to the
finite closed system of equations called kinetic equation, which preserves some information about
behavior of the microscopical system and may be easier to study.

A particular example of a population dynamics may be described on the microscopical level
as follows: an evolving population of identical point entities, which are distributed over Rd and
may produce themselves and die, also due to competition. Birth means that any point of the
population may produce with a given rate a new one, which appears randomly in Rd according
to a fixed distribution. Competition is a form of pairwise interaction which increases death
rate of the particles according to a distribution. The model was originally introduced in [10]
and subsequent papers [11, 30, 68, 74]; for father biological references see e.g. [75] and the recent
review [78]. The rigorous microscopical description was done in [49] for the finite configurations
in the Lagrangian framework. The resulting mesoscopic equation was derived for the integrable in
space functions. The Eulerian framework was considered in [42] (see also [44,46]) for the infinite
configurations under additional assumptions. The resulting mesoscopic equation was derived for
the bounded in space functions. In both cases the following kinetic equation was obtained,

∂u

∂t
(x, t) = κ+

(
a+ ∗ u

)
(x, t)− κ−u(x, t)

(
a− ∗ u

)
(x, t)−mu(x, t), (1.1)

where (a±∗u)(x, t) mean the convolutions (in x) between u and nonnegative integrable probability
kernels a± = a±(x) ≥ 0 on Rd; namely,

(a± ∗ u)(x, t) =

∫
Rd
a±(x− y)u(y, t)dy,

∫
Rd
a±(x) dx = 1.

The meaning of u(x, t) is the (approximate) value of the local density of a system in a point
x ∈ Rd at a moment of time t ≥ 0. A particle located at a point y ∈ Rd may produce a ’child’ at
a point x ∈ Rd with the intensity κ+ and according to the dispersion kernel a+(x−y). Next, any
particle may die with the constant intensity m. And additionally, a particle located at x may
die according to the competition with the rest of the particles; the intensity of the death because
of a competitive particle located at y is equal to κ− and the distribution of the competition is
described by a−(x− y).

This equation may be considered as a spatial (inhomogeneous) version of the classical logistic
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(Verhulst) equation

du

dt
= (κ+ −m)u(t)− κ−(u(t))2, (1.2)

corresponding to u(x, t) = u(t), x ∈ Rd. Of course, in the logistic model one needs to assume
that κ+ > m; then (1.2) has two stationary nonnegative solutions: unstable u = 0 and stable
u = κ+−m

κ− . For κ+ ≤ m, (1.2) has the unique stationary stable solution u = 0.
The equation (1.1) appeared in [71, 72], for κ+a+ = κ−a− and m = 0, as a model of an

epidemic. In [32], the same equation was derived for κ+a+ = κ−a− and m ≥ 0 from a ’crabgrass
model’ of spatial ecology in Zd. In [10], it was proposed in the form of (1.1) as a deterministic
analogue of the moment equations for ecological systems.

The equation (1.1) can be rewritten as follows:

∂u

∂t
(x, t) = (La+u)(x, t) + F (u, a− ∗ u)(x, t), (1.3)

where, for a bounded function v on Rd, the operator

(La+v)(x) = κ+

∫
Rd
a+(x− y)[v(y)− v(x)] dy, (1.4)

describes the so-called nonlocal diffusion (jumps), see e.g. [4] and references below, and F is a
mapping on bounded functions, given by

F (v1, v2)(x) = κ−v1(x)
(
θ − v2(x)

)
, θ =

κ+ −m
κ−

. (1.5)

In such form behaviour of the solution in time will depend on the interplay between the nonlinear
nonlocal interaction (or reaction) described by F and jumps in space described by La+ .

For the known results about (1.3), one can refer to [41,42,49], in the general case; to [77,94,
100], in the case θ > 0, i.e. κ+ > m, see also details below; and to [90,91], for κ+ = m.

If F is a local operator, namely a−(x) = δ(x), then one gets from (1.3) another nonlocal
Fisher–KPP equation

∂u

∂t
= La+u+ f(u). (1.6)

For a general monostable f as above, this equation was considered in e.g. [2,12,19–22,24,25,52,
62,69,81,88,99], see also some details below.

Recall that the classical Fisher–KPP (Kolmogorov–Petrovski–Piskunov) equation in Rd goes
back to [48,63] and has the form

∂u

∂t
(x, t) = ∆u(x, t) + f

(
v(x, t)

)
, (1.7)

see the seminal paper [6]. This equation was considered by Komlogorov et al. as an approximation
of (1.6). Here ∆ is the Laplace operator on Rd, and f is a nonlinear monostable function on
R: namely, let θ > 0, cf. (1.5), then we assume that f(0) = f(θ) = 0, f ′(0) > 0, f ′(θ) < 0; for
example,

f(s) = κ−s(θ − s), s ≥ 0. (1.8)
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Of course, there are a lot of generalisations for the equations (1.3), (1.6): the monostable-type
function f may depend on time and space variables (e.g. nonlocal reaction-diffusion equation in
a periodic media), the mapping F may include a convolution in time or just a time-delay, and
many others. For some recent generalisations, see e.g. [5, 23, 29, 60, 62, 69, 70, 76, 80, 84, 85, 87,88,
92,98,102].

In order to combine both (1.1) and (1.6), we will replace in (1.1) κ−a−(x) by κ−ã−(x) =
κ1δ(x) + κ2a

−(x), so we will deal with the following nonlinear nonlocal evolution equation

∂u

∂t
(x, t) = κ+

(
a+ ∗ u

)
(x, t)− κ−u(x, t)

(
ã− ∗ u

)
(x, t)−mu(x, t), (1.9)

with a bounded initial condition u(x, 0) = u0(x), x ∈ Rd, d ≥ 1. Constants m,κ+ are assumed
to be positive, κ1, κ2 are non-negative, such that

κ− = κ1 + κ2 > 0.

The aim of the thesis is to study the following problems.

(P1) Existence and uniqueness of solutions in Banach spaces of functions L∞(Rd) and Cub(Rd)
(the space of uniformly continuous functions with sup-norm) and uniform in time bounds
for the norms of the solutions in the Banach spaces.

(P2) Existence and stability of stationary solutions.

(P3) Existence, uniqueness and properties of the traveling waves: solutions of the special form
u(x, t) = ψ(x · ξ − ct), where ψ is a function on R called the profile of a wave, ξ belongs to
the unit sphere Sd−1 in Rd, x ·ξ = (x, ξ)Rd is the scalar product on Rd, and c ∈ R describes
the speed of the wave. Depending on the class of functions ψ the question may be referred
to decaying waves, bounded waves etc.

(P4) The largest part of the thesis is devoted to studying existence and time-behavior of the
front of propagation, i.e. a set Γt = Rd \ (Ct ∪ Ot), such that for any xt ∈ Ct, the values
of u(xt, t) will converge (as t → ∞) to the upper stationary solution (θ in the notations
above), whereas, for any yt ∈ Ot, the values of u(yt, t) will converge to the low stationary
solution (i.e. to 0). The problem will be divided into two cases:

(a) constant speed of propagation
(b) acceleration

1.1 Outline of the thesis
We present now an overview of our results concerning the problems (P1)–(P4) for the equation
(1.9).

Problem (P1) We will study (1.9) in the spaces Cub(Rd) of the bounded uniformly con-
tinuous functions and L∞(Rd). To get an answer on the problem (P1), one does not need any
further assumptions on parameters m,κ± > 0 and probability kernels 0 ≤ a± ∈ L1(Rd) (see
Theorem 2.2 and Remark 2.3). We use standard fixed point arguments, which take into account,
however, the negative sign before a− in (1.9). The solution hence may be constructed on a
time-interval [τ, τ + ∆τ ], whereas the ∆τ depends on the supremum of the solution at τ . Since
the values at the moment τ + ∆τ might be bigger, the next time-interval appears, in general,
shorter. The mentioned usage of the negative sign allows us to show that, however, the series of
the time-intervals diverges, and thus one can construct solution on an arbitrary big time-interval.
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In spite of the possible growth of solution’s space-supremum in time, we show (Theorem 2.8)
that the solution in Cub(Rd) remains uniformly bounded in time on [0,∞) under very weak
assumptions: one needs only that a− would be separated from zero in a neighbourhood of the
origin and that a+ would have a regular behavior at infinity, e.g. a+(x) ≤ p(|x|), where | · |
denotes the Euclidean norm in Rd and p ∈ L1(R) monotonically decays at ±∞. This result is an
analog of [59, Theorem 1.2], where a combination of the Laplace operator and nonlocal reaction
is considered.

The rest of our results requires additional hypotheses. For the brevity, some of them are pre-
sented here in a more restrictive form (compare them with the real assumptions (A1)-(A10) and
(B.1)–(B.5) within the paper); and surely, a particular result requires a part of the assumptions
only. Note also that (H3a) and (H3b) are mutually exclusive.

(H1) 0 ≤ a± ∈ L1(Rd) ∩ L∞(Rd), and κ+ > m, i.e. θ = κ+−m
κ− > 0.

(H2) the function
Jθ := κ+a+ − θκ2a

−,

is almost everywhere (a.e., in the sequel) non-negative and it is separated from 0 a.e. in a
neighbourhood of the origin.

(H3a) For some λ0 > 0 and for all λ > 0,∫
Rd
a+(x)eλ0|x| dx <∞ and sup

x∈Rd
u0(x)eλ|x| <∞.

(H3b) There exist decreasing c(s), b(s) : R+ → (0,∞), such that log b and log c are convex (plus
some technical assumptions on b, c.f. Definition 6.21); for any h > 0,

c(s+ h) ∼ c(s) and (b ∗ b)(s) ∼ 2

∫ ∞
0

b(τ)dτ b(s), s→∞,

and the following estimate holds

c(|x|) ≤
(
a+ ∗ u0

)
(x) ≤ b(|x|), x ∈ Rd.

Let us compare these hypotheses with existing in the literature. First, we are working in
the multi-dimensional settings, cf. [41, 42, 77]. We show (Proposition 4.4) how the problem
(P3) may be reduced to a one-dimensional equation, whose kernels, however, will depend on a
direction ξ ∈ Sd−1. Regarding to this, it should be emphasised, that we do not assume that a+

is symmetric and deal with the so-called anisotropic settings. Note that in the last section upper
and lower estimates on the accelerating front coincide for log c ∼ log b (see (H3b)), in particular
in the case of radially symmetric a+ ∗ u0 (namely, c = b).

The hypothesis (H3a) is sufficient for a front propagation with a constant speed. It was shown
by Mollison in one-dimensional case under more restrictive assumptions on the initial condition
(see [71,72]), that a weaker hypothesis (H3aξ) is necessary and sufficient to have a constant speed
of propagation

(H3aξ) There exists λ > 0, such that

aξ(λ) :=

∫
Rd
a+(x)eλx·ξ dx <∞ and sup

x∈Rd
u0(x)eλx·ξ <∞.
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The equation (1.6), under (H3a) or its weaker form (H3aξ) was considered in [2, 12, 22, 25]. The
corresponding results in [94, 100] about our equation (1.1) required, however, symmetric and
quickly decaying a+; the latter meant that (H3a) must hold for all λ > 0. Note that [94] dealt
with a system of equations for a multi-type epidemic model, which is reduced in the one-type
case to (1.1) with κ+a+ ≡ κ−a−. It is worth noting also that we do not need a continuity of a+

as well.
The hypothesis (H3b) is opposite to (H3a). Although it looks complicated the hypothesis is

not very restrictive (see examples in Subsection 6.3 and 6.7). Informally, it means that either
a+ or u0 decays slower than exponentially and does not oscillate rapidly.

The most restrictive, in some sense, hypothesis is (H2). It implies the comparison principle
for the equation (1.9), cf. Theorem 3.1, Proposition 3.5. In particular, the latter states that the
solution will be inside the strip 0 ≤ u(x, t) ≤ θ, for all t > 0, provided that the initial condition
u(x, 0) was inside this strip. On the other hand, we show that (H2) is, in some sense, a necessary
condition to have a comparison principle at all (Remark 3.7).

Problem (P2) In Subsection 3.1, we show also that u ≡ θ is a uniformly and asymptotically
stable solution, whereas u ≡ 0 is an unstable one. The assumption (H2) ensures the absence of
non-constant stationary solutions (see Proposition 5.12 and Problem (P4) below).

The maximum principle is considered in Subsection 3.2, cf. Theorem 3.10. In particular,
we prove that the solution to (1.1) is strictly positive, even for a compactly supported initial
condition u0(x) := u(x, 0), and lies strictly less than θ, for any u0 6≡ θ (Proposition 3.9, Corol-
lary 3.11).

It is worth noting that the luck of the comparison principle, provided to (1.9) by (H2), leads
for a similar equation (with the Laplace operator instead of the jump-generator La+) to a non-
trivial behavior: the upper stationary solution u ≡ θ may not be stable, moreover, a stationary
inhomogeneous solution may exist (see [3, 5, 8, 40,54,59,73]).

Problem (P3) We study monotonically non-increasing traveling waves only (i.e. the profile
ψ is a non-increasing function on R). To ensure the existence of a traveling wave solution to
(1.1) in a direction ξ ∈ Sd−1 it suffices to suppose that there exists λ > 0 such that aξ(λ) < ∞
(c.f. (H3aξ)). Namely, we prove that there exists a minimal traveling wave speed c∗(ξ) ∈ R, such
that, for any c ≥ c∗(ξ), there exists a traveling wave in the direction ξ with the speed c; and,
for any c < c∗(ξ), such a traveling wave does not exist (Theorem 4.9). We use here an abstract
result from [99] and apply it to (1.1) similarly to how it was done in [99] for (1.6). This allow
us to prove the existence of such finite c∗(ξ) without an assumption about a quick decaying of
a+ in the direction ξ; i.e. that we do not need that aξ(λ) < ∞ holds, for all λ > 0, in contrast
to [94, 100]. It is worth noting that the hypothesis (H2) evidently holds under the assumptions
from [94], where κ+ = κ−, a+ = a−, as well as it holds under the assumptions from [100], where
one of the considered cases may be rewritten in the form ∂

∂tu = Jθ ∗u−mu+κ−(θ−u)(a− ∗u),
which is equivalent to (1.1).

A specific feature of the equation (1.9) is that any monotonic traveling wave with a non-zero
speed c ≥ c∗(ξ) has a smooth profile ψc ∈ C∞(R), whereas, for the traveling wave with the
zero speed (which does exist, if only c∗(ξ) ≤ 0), one can only prove that its profile ψ0 ∈ C(R)
(Proposition 4.11, Corollary 4.12), in contrast to the equation (1.6), cf. [22], where a weaker
smoothness was shown. This allow us to consider the equation for traveling waves point-wise,
for s ∈ R:

cψ′(s) + κ+(ǎ+ ∗ ψ)(s)−mψ(s)− κ1ψ
2(s) + κ2ψ(s)(ǎ− ∗ ψ)(s) = 0, (1.10)

where the kernels ǎ± are obtained by the integration of a± over the orthogonal complement {ξ}⊥,
see (4.6) below. Moreover, in Proposition 4.13, we show that ψ is a strictly decaying function.
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We study properties of the solutions to (1.10) using a bilateral-type Laplace transform:
(Lψ)(z) =

∫
R ψ(s)ezs ds, Re z > 0. To do this, we prove that any solution (1.10) has a positive

abscissa λ0(ψ) of this Laplace transform, i.e. that (Lψ)(λ) < ∞, for some λ > 0 (Proposi-
tion 4.14). Moreover, in Theorem 4.23, we prove, in particular, that λ0(ψ) is finite and bounded
by λ0(ǎ+); note that the latter abscissa will be infinite in the case of quickly decaying kernel a+,
i.e. when (H3aξ) holds, for any λ > 0. We also find in Theorem 4.23 the explicit formula for
c∗(ξ):

c∗(ξ) = inf
λ>0

κ+aξ(λ)−m
λ

,

where aξ is defined in (H3aξ); and we show that the dependence of the abscissa λ0(ψc) for a
traveling wave profile ψc corresponding to a speed c is strictly decreasing in c ≥ c∗(ξ). Note
that this expression for the minimal traveling wave speed coincides with the known one for the
equation (1.6), see e.g. [22].

Thus, for ‘exponentially decaying’ a+ (i.e. if there exists a finite supremum of λ’s for which
aξ(λ) = ∞), it is possible the situation in which the abscissa λ∗ = λ0(ψc∗(ξ)) of the traveling
wave with the minimal possible speed coincides with λ0(ǎ+). This case is traditionally more
difficult for an analysis of profiles’ properties, cf. e.g. [2, Theorem 3, Remark 8]. We consider
this special case in details and describe it in terms of the function a+ and the parameters m,κ±,
cf. Definition 4.20, Theorem 4.23.

The variety of possible situations demonstrates the following natural example, cf. Exam-
ple 4.22. Let

a+(x) =
αe−µ|x|

1 + |x|q
, q ≥ 0, µ > 0, (1.11)

where α > 0 is a normalising constant. Then, for any ξ ∈ Sd−1, the abscissa λ0(ǎ+) = µ is finite.
We show that the strict inequality λ∗ < µ always hold, for q ∈ [0, 2]. Next, there exist critical
values µ∗ > 0 and m∗ ∈ (0,κ+), such that, for q > 2, one has λ∗ < µ if µ > µ∗ or if µ ∈ (0, µ∗]
and m ∈ (m∗,κ+). Respectively, for q > 2, µ ∈ (0, µ∗], and m ∈ (0,m∗], we show the equality
λ∗ = µ, see Theorem 4.23.

To study the uniqueness of traveling waves, we find also the exact asymptotic at ∞ of the
profiles of traveling waves with non-zero speeds. Namely, we show in Proposition 4.25, that, for
a profile ψ corresponding to the speed c 6= 0,

ψ(t) ∼ De−λ0(ψ)t, c > c∗(ξ), ψ(t) ∼ Dt e−λ0(ψ)t, c = c∗(ξ), (1.12)

as t → ∞. Here D > 0 is a constant which may be chosen equal to 1 by a shift of ψ (see
Remark 4.32). To get (1.12), one needs an additional assumption in the critical case for the
speed c = c∗(ξ); for example, in terms of the function (1.11), this assumption does not hold for
the case q ∈ (2, 3], µ ∈ (0, µ∗], m = m∗ only (Remark 4.27).

The asymptotic (1.12) yields that (H3aξ) holds for u0 = ψ and λ < λ∗. The result was
known for the equation (1.6), cf. e.g. [2, 15, 22]. In the two latter references, there was used a
version of the Ikehara theorem which belongs to Delange [28]. However, we have met here with
the following problem.

Both the classical Ikehara theorem (see e.g. [96]) and the Ikeraha–Delange theorem [28] (see
also [34]) dealt with functions growing at infinity to∞. In [15,22], the corresponding results were
postulated for functions (decreasing or increasing) which tend to 0 (on ∞ or −∞, respectively).
We did not find any arguments why we could apply or how one could modify the proofs of
Ikehara-type theorems for such functions without proper additional assumptions. The natural
assumption under which it can be realized is that the decreasing function ψ(s) (a traveling wave
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in our context) must become an increasing one, being multiplied on an exponent eνs, for a big
enough ν > 0.

Under such an assumption the Ikehara-type theorems might hold true, however, one needs
more to cover the aforementioned case λ∗ = µ. In this case, the Laplace transform of ǎ+ is
not analytic at its abscissa, that was a requirement for the mentioned theorems. Therefore, we
used an another modification of the Ikehara theorem, the so-called Ikehara–Ingham theorem [89].
Under the assumption that a constant ν as above exists, we prove in Proposition 4.28 a version
of the Ikehara–Ingham theorem for such decreasing functions. Next, using the ideas from [101],
we show that, for any solution to (1.10) with c 6= 0, such a ν does exist.

Note also that the technique from [2] did not require the usage of Ikehara-type theorem,
however, even for the local nonlinearity like in (1.6) it did not work in the critical case above.

The asymptotic (1.12) allows us to prove the uniqueness of the profiles for a traveling wave
with a non-zero speed (Theorem 4.33). We follow there the technique proposed in [15].

Problem (P4) The results of Mollison (see [72]) motivate us to devide the problem into
two cases: (H3a) and (H3b).

If (H3a) holds then one of the traditional way for the study of the front of propagation for
integro-differential equations is the usage of abstract Weinberger’s results from [93] (which are
going back to [6], for the Fisher–KPP equation (1.7)). The information we obtained for the
traveling waves allow us to describe in more details the behavior of u(tx, t) ‘out of the front’;
here u is the solution to (1.3). Namely, in Theorem 5.9, we prove that, for a proper compact
convex set Υ1, the function u(tx, t) decays exponentially in time, uniformly in x ∈ Rd \ O, for
any open O ⊃ Υ1, provided that the initial condition decays in space quicker than any exponent
(in particular, we do not require a compactly supported initial condition).

To describe the behavior of u(tx, t), for x ∈ Υ1, we start with an adaption of the results
from [93] to our case. However, that abstract technique required that the initial condition should
be separated from 0 on a set which can not be described explicitly (the existence of such a set was
shown only, cf. Lemma 5.14 and Proposition 5.18 below). To avoid this restriction, we find, in
Proposition 5.19, an explicit sub-solution to (1.3), and, moreover, we prove, in Proposition 5.20,
that this sub-solution indeed becomes a minorant for the solution, after a finite time. This
arguments allow us to show that u(tx, t) converges to θ uniformly in x ∈ C , for any compact
C ⊂ Υ1 (Theorem 5.10, Corollary 5.11). In notations of Problem (P4), it means informally that
Γt ≈ t ∂Υ1.

As a consequence, we prove that, under additional technical assumptions, there are not
other non-negative time-stationary solutions to (1.3) except constant solutions 0 and θ (Propo-
sition 5.12).

The condition (H3aξ) is crucial: we show in Theorem 5.21 and Corollary 5.22 that the absence
of a λ and a ξ ∈ Sd−1 which ensure (H3aξ) leads to an infinite speed of propagation (i.e. the
compact set Υ1 above may be chosen arbitrary big) and hence to the absence of traveling waves
at all. The corresponding result for (1.6) was received in [52] and it is goes back to [71, 72]
mentioned above. The results of [77] cover Theorems 5.9, 5.10, and 5.21, for the equation (1.3)
with κ+a+ = κ−a−; however, a lot of details of the proofs (which used completely another
technique) were omitted.

Informally, to obtain a propagation, which is faster than linear, one has to have that a+ ∗ u0

is heavy-tailed. However, in order to estimate the propagation we require a class of probability
densities with regular tails. Therefore, we consider so called long-tailed and sub-exponential den-
sities. The classes of sub-exponential and long-tailed probability distributions which correspond
to the non-negative random variables (and, therefore, are supported on R+) where considered
by Chistyakov [17] to study the renewal equation. The corresponding classes of probability
distributions on R and Z were considered in [18], [35]. To study integrable initial conditions
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and dimensions higher than one we need to consider densities on R instead of distributions
(see [7], [33]). The corresponding technique is described in Subsection 6.1.1. The description of
the level sets of solutions is done in Subsection 6.2.

It is proved in Theorem 6.67 that there exists a domain Λ−ε (t) ⊂ Rd, which expands in space
for large time, and where the solution tends uniformly to the constant θ. Theorem 6.85 shows
that there exists another domain Λ+

ε (t) ⊂ Rd, where the solution is close to zero. The level sets
of the solution are located between this domains in the set ∆ε(t) := Rd\

(
Λ+
ε (t)∪Λ−ε (t)

)
, for large

time, and the set ∆ε(t) will expand in space (see [53]). In Subsection 6.7 we consider different
examples. Up to our knowledge, the first result of this type was obtained in [52] for (1.6), which
was shown in one-dimensional case for compactly supported initial conditions. In [52] estimates
from above on the solution are not close to the estimates from below. Consideration of the long-
tailed and sub-exponential densities is a possible way to cover this gap, as we show for radially
symmetric a+ and u0. The paper of Garnier was inspired by another remarkable result for the
classical F–KPP equation [58], where it was shown that slowly decaying initial conditions lead
to the acceleration of the propagation. In some sence we combine both of their assumptions in
the form of (H3b).

To summarize, the structure of the paper is the following. In Section 2, we study Prob-
lem (P1); Section 3 is devoted to comparison and maximum principles, and, partially, to Prob-
lem (P2). Traveling waves, Problem (P3), are considered in Section 4. The long-time behavior,
i.e. Problem (P4), and the rest of Problem (P2) are the topics of Sections 5 and 6.

2 Existence, uniqueness, and boundedness
Let u = u(x, t) describe the local density of a system at the point x ∈ Rd, d ≥ 1, at the moment
of time t ∈ I, where I is either a finite interval [0, T ], for some T > 0, or the whole R+ := [0,∞).
The time evolution of u is given by the following initial value problem

∂u

∂t
(x, t) = κ+(a+ ∗ u)(x, t)− u(x, t)

(
Gu
)
(x, t), t ∈ I \ {0},

u(x, 0) = u0(x),

(2.1)

where x ∈ Rd and
(
Gu
)
(x, t) = m+ κ1u(x, t) + κ2

(
a− ∗ u

)
(x, t). We will study the equation in

a class of bounded in x nonnegative functions.
Here m > 0, κ+ > 0, κ1 ≥ 0, κ2 ≥ 0, κ− = κ1 + κ2 > 0 are constants, and functions

0 ≤ a± ∈ L1(Rd) are probability densities:∫
Rd
a+(y)dy =

∫
Rd
a−(y)dy = 1. (2.2)

Here and below, for a function u = u(y, t), which is (essentially) bounded in y ∈ Rd, and a
function (a kernel) a ∈ L1(Rd), we denote

(a ∗ u)(x, t) :=

∫
Rd
a(x− y)u(y, t)dy. (2.3)

We assume that u0 is a bounded function on Rd. For technical reasons, we will consider two
Banach spaces of bounded real-valued functions on Rd: the space Cub(Rd) of bounded uniformly
continuous functions on Rd with sup-norm and the space L∞(Rd) of essentially bounded (with
respect to the Lebesgue measure) functions on Rd with esssup-norm. Let also Cb(Rd) and C0(Rd)
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denote the spaces of continuous functions on Rd which are bounded and have compact supports,
correspondingly.

Let E be either Cub(Rd) or L∞(Rd). Consider the equation (2.1) in E; in particular, u must
be continuously differentiable in t, for t > 0, in the sense of the norm in E. Moreover, we consider
u as an element from the space Cb(I → E) of continuous bounded functions on I (including 0)
with values in E and with the following norm

‖u‖Cb(I→E) = sup
t∈I
‖u(·, t)‖E .

Such a solution is said to be a classical solution to (2.1); in particular, u will continuously (in
the sense of the norm in E) depend on the initial condition u0.

We will also use the space Cb(I → E) with I = [T1, T2], T1 > 0. For simplicity of notations,
we denote

XT1,T2
:= Cb

(
[T1, T2]→ Cub(Rd)

)
, T2 > T1 ≥ 0,

and the corresponding norm will be denoted by ‖·‖T1,T2
. We set also XT := X0,T , ‖·‖T := ‖·‖0,T ,

and
X∞ := Cb

(
R+ → Cub(Rd)

)
,

with the corresponding norm ‖·‖∞. The upper index ‘+’ will denote the cone of nonnegative
functions in the corresponding space, namely,

X+
] := {u ∈ X] | u ≥ 0},

where ] is one of the sub-indexes above. Finally, the corresponding sets of functions with values
in L∞(Rd) will be denoted by the tilde above, e.g.

X̃T := Cb([0, T ]→ L∞(Rd)),

X̃+
T :=

{
u ∈ X̃T | u(·, t) ≥ 0, t ∈ [0, T ], a.a. x ∈ Rd

}
.

We will also omit the sub-index for the norm ‖ · ‖E in E, if it is clear whether we are working
with sup- or esssup-norm.

We start with a simple lemma.

Lemma 2.1. Let a ∈ L1(Rd), f ∈ L∞(Rd). Then a∗f ∈ Cub(Rd). Moreover, if v ∈ Cb(I → E),
I ⊂ R+, then a ∗ v ∈ Cb(I → Cub(Rd)).

Proof. The convolution is a bounded function, as

|(a ∗ f)(x)| ≤ ‖f‖E ‖a‖L1(Rd), a ∈ L1(Rd), f ∈ E. (2.4)

Next, let an ∈ C0(Rd), n ∈ N, be such that ‖a − an‖L1(Rd) → 0, n → ∞. For any n ≥ 1, the
proof of that an ∗ f ∈ Cub(Rd) is straightforward. Next, by (2.4), ‖a ∗ f − an ∗ f‖ → 0, n→∞.
Hence a ∗u is a uniform limit of uniformly continuous functions that fulfills the proof of the first
statement. The second statement is followed from the first one and the inequality (2.4).

The following theorem yields existence and uniqueness of a solution to (2.1) on a finite time-
intervals [0, T ].

Theorem 2.2. Let u0 ∈ Cub(Rd) and u0(x) ≥ 0, x ∈ Rd. Then, for any T > 0, there exists a
unique nonnegative solution u to the equation (2.1) in Cub(Rd), such that u ∈ XT .
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Proof. Let T > 0 be arbitrary. Take any 0 ≤ v ∈ XT . For any τ ∈ [0, T ), consider the following
linear equation in the space Cub(Rd) on the interval [τ, T ]:

∂u

∂t
(x, t) = κ+(a+ ∗ v)(x, t)− u(x, t)

(
Gv
)
(x, t) t ∈ (τ, T ],

u(x, τ) = uτ (x),
(2.5)

where 0 ≤ us ∈ Cub(Rd), s > 0, are some functions, and u0 is the same as in (2.1). By Lemma 2.1,
in the right hand side (r.h.s. in the sequel) of (2.5), there is a time-dependent linear bounded
operator (acting in u) in the space Cub(Rd) whose coefficients are continuous on [τ, T ]. Therefore,
there exists a unique solution to (2.5) in Cub(Rd) on [τ, T ], given by u = Φτv with

(Φτv)(x, t) := (Bv)(x, τ, t)uτ (x) +

∫ t

τ

(Bv)(x, s, t)κ+(a+ ∗ v)(x, s) ds, (2.6)

for x ∈ Rd, t ∈ [τ, T ], where we set

(Bv)(x, s, t) := exp

(
−
∫ t

s

(
Gv
)
(x, p) dp

)
, (2.7)

for x ∈ Rd, t, s ∈ [τ, T ]. Note that, in particular, (Φτv)(·, t), (Bv)(·, s, t) ∈ Cub(Rd). Clearly,
(Φτv)(x, t) ≥ 0 and, for any Υ ∈ (τ, T ],

‖Φτv(·, t)‖ ≤ ‖uτ‖+ κ+(Υ− τ)‖v‖τ,Υ, t ∈ [τ,Υ], (2.8)

where we used (2.4). Therefore, Φτ maps X+
τ,Υ into itself, Υ ∈ (τ, T ].

Let now 0 ≤ τ < Υ ≤ T , and take any v, w ∈ X+
τ,Υ. By (2.6), one has, for any x ∈ Rd,

t ∈ [τ,Υ], ∣∣(Φτv)(x, t)− (Φτw)(x, t)
∣∣ ≤ J1 + J2, (2.9)

where

J1 :=
∣∣(Bv)(x, τ, t)− (Bw)(x, τ, t)

∣∣uτ (x),

J2 := κ+

∫ t

τ

∣∣(Bv)(x, s, t)(a+ ∗ v)(x, s)− (Bw)(x, s, t)(a+ ∗ w)(x, s)
∣∣ ds.

Since |e−a − e−b| ≤ |a− b|, for any constants a, b ≥ 0, one has, by (2.7), (2.4),

J1 ≤ κ−(Υ− τ)‖uτ‖‖v − w‖τ,Υ. (2.10)

Next, for any constants a, b, p, q ≥ 0,∣∣pe−a − qe−b∣∣ ≤ e−a|p− q|+ qmax
{
e−a, e−b

}
|a− b|,
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therefore, by (2.7), (2.4),

J2 ≤ κ+

∫ t

τ

(Bv)(x, s, t)
(
a+ ∗ |v − w|

)
(x, s) ds

+ κ+

∫ t

τ

max
{

(Bv)(x, s, t), (Bw)(x, s, t)
}

(a+ ∗ w)(x, s)

×
∫ t

s

κ2

(
a− ∗ |v − w|

)
(x, r) + κ1|v − w|(x, r) dr ds

≤ κ+(Υ− τ)‖v − w‖τ,Υ + κ+κ−‖w‖τ,Υ‖v − w‖τ,Υ
∫ t

τ

e−m(t−s)(t− s) ds

≤ κ+
(

1 +
κ−

me
‖w‖τ,Υ

)
(Υ− τ)‖v − w‖τ,Υ, (2.11)

as re−r ≤ e−1, r ≥ 0.
For any T2 > T1 ≥ 0, we define

X+
T1,T2

(r) :=
{
v ∈ X+

T1,T2

∣∣ ‖v‖T1,T2
≤ r
}
, r > 0.

Take any µ ≥ ‖uτ‖. By (2.8)–(2.11), one has, for any v, w ∈ X+
τ,Υ(r), r > 0,

∣∣(Φτv)(x, t)− (Φτw)(x, t)
∣∣ ≤ (µκ− + κ+ +

κ+κ−

me
r
)

(Υ− τ)‖v − w‖τ,Υ,∣∣(Φτv)(x, t)
∣∣ ≤ µ+ κ+r(Υ− τ).

Therefore, Φτ will be a contraction mapping on the set X+
τ,Υ(r) if only(

µκ− + κ+ +
κ+κ−

me
r
)

(Υ− τ) < 1 and µ+ κ+r(Υ− τ) ≤ r. (2.12)

Take any α ∈ (0, 1) and set

C := κ−
(

1 +
κ+

me

)
, r := µ+

ακ+

C
,

Υ := τ +
α

Cr
= τ +

α

Cµ+ ακ+
.

(2.13)

Then, the second inequality in (2.12) evidently holds (and it is just an equality), and the first
one may be rewritten as follow(

Cµ+ κ+ +
κ+κ−

me

ακ+

C

) α

Cr
< 1,

or, equivalently,

αCµ+ α2κ+κ−

me

κ+

C
< Cµ. (2.14)

To fulfill (2.14), one should choose α ∈ (0, 1) such that

α2

1− α
<

C2µme

(κ+)2κ−
. (2.15)
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Since function f(α) = α2

1−α is strictly increasing on [0, 1) and f(0) = 0, one can always choose
α ∈ (0, 1) that satisfies (2.15).

As a result, choosing µ = µ(τ) > ‖uτ‖ (to include the case uτ ≡ 0) and α that satisfies (2.15),
one gets that Φτ will be a contraction on the set X+

τ,Υ(r) with Υ and r given by (2.13); the latter
set naturally forms a complete metric space. Therefore, there exists a unique u ∈ X+

τ,Υ(r) such
that Φτu = u. This u will be a solution to (2.1) on [τ,Υ].

To fulfill the proof of the statement, one can do the following. Set τ := 0, choose any
µ1 > ‖u0‖ and fix an α that satisfies (2.15) with µ = µ1. One gets a solution u to (2.1) on [0,Υ1]

with Υ1 = α
Cµ1+ακ+ , ‖u‖Υ1

≤ µ1 + ακ+

C .
Iterating this scheme, take sequentially, for each n ∈ N, τ := Υn, uΥn(x) := u(x,Υn), x ∈ Rd,

µn+1 := µn +
ακ+

C
≥ ‖uΥn‖.

Since µn+1 > µn, the same α as before will satisfy (2.15) with µ = µn+1 as well. Then, one gets
a solution u to (2.1) on [Υn,Υn+1] with initial condition uΥn , where

Υn+1 := Υn +
α

Cµn+1 + ακ+
,

and

‖u‖Υn,Υn+1 ≤ µn+1 +
ακ+

C
= µn+2.

As a result, we will have a solution u to (2.1) on intervals [0,Υ1], [Υ1,Υ2], . . . , [Υn,Υn+1], n ∈ N,
where µn+1 = µ1 + nακ

+

C , and, thus,

Υn+1 := Υn +
α

Cµ1 + (n+ 1)ακ+
. (2.16)

By Lemma 2.1, the r.h.s. of (2.1), will be continuous on each of constructed time-intervals,
therefore, one has that u is continuously differentiable on (0,Υn+1] and solves (2.1) there. By
(2.16),

Υn+1 :=

n+1∑
j=1

α

Cµ1 + jακ+
→∞, n→∞,

therefore, one has a solution to (2.1) on any [0, T ], T > 0.
To prove uniqueness, suppose that v ∈ XT is a solution to (2.1) on [0, T ], with v(x, 0) ≡ u0(x),

x ∈ Rd. Choose µ1 > ‖v‖T ≥ ‖u0‖. Since {µn}n∈N above is an increasing sequence, v will belong
to each of sets X+

Υn,Υn+1
(µn+1), n ≥ 0, Υ0 := 0, considered above. Then, being solution to

(2.1) on each [Υn,Υn+1], v will be a fixed point for ΦΥn . By the uniqueness of such a point, v
coincides with u on each [Υn,Υn+1] and, thus, on the whole [0, T ].

Remark 2.3. The statement of Theorem 2.2 holds true for solutions in L∞(Rd) with u ∈ X̃T :
the proof will be mainly identical. See also [41, Theorem 4.1].

Consider the following quantity

θ :=
κ+ −m

κ−
∈ R. (2.17)

Theorem 2.2 has a simple corollary:
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Corollary 2.4. Let t0 ≥ 0 be such that the solution u to (2.1) is a constant in space at the
moment of time t0, namely, u(x, t0) ≡ u(t0) ≥ 0, x ∈ Rd. Then this solution will be a constant
in space for all further moments of time, more precisely,

u(x, t) = u(t) =
u(t0)

u(t0)gθ(t) + exp(−κ−θt)
≥ 0, x ∈ Rd, t ≥ t0, (2.18)

where

gθ(t) =


1− exp(−κ−θt)

θ
, θ 6= 0,

κ−t, θ = 0,
t ≥ t0.

In particular, u(t)→ max{0, θ}, t→∞.

Proof. First of all, we note that in the proof of Theorem 2.2 we proved that the problem (2.1)
has a unique solution. Next, straightforward calculations show that (2.18) solves (2.1) for τ = t0,
that implies the first statement. The last statement is also straightforward then.

Remark 2.5. Note that (2.18) solves the classical logistic equation, cf. (1.2):

d

dt
u(t) = κ−u(t)(θ − u(t)), t > t0, u(t0) ≥ 0. (2.19)

By Lemma 2.1, the mapping A+v = κ+a+ ∗ v defines a linear operator on Cub(Rd), which
is evidently bounded: by (2.4) and A+1 = κ+, one has ‖A+‖ = κ+. Then a solution u to (2.1)
satisfies the following equation

u(x, t) = e−tmetA
+

u0(x)−
∫ t

0

e−(t−s)me(t−s)A+

κ−u(x, s)(a− ∗ u)(x, s) ds.

Therefore, u(x, t) ≥ 0 implies u(x, t) ≤ e−tmetA
+

u0(x), x ∈ Rd, t ≥ 0; and hence, by Theo-
rem 2.2, 0 ≤ u0 ∈ Cub(Rd) yields

‖u(·, t)‖ ≤ e(κ+−m)t‖u0‖, t ≥ 0. (2.20)

In particular, for m > κ+, the solution u(x, t) to (2.1) exponentially quickly in t tends to 0,
uniformly in x ∈ Rd.

We proceed now to show that, in fact, the solution to (2.1) is uniformly bounded in time on
the whole R+, provided that the kernel a− does not degenerate in a neighborhood of the origin
and a+ has an integrable decay at ∞.

Definition 2.6. Let 11A denote the indicator function of a measurable set A ⊂ Rd. Recall
that a sequence fn ∈ L∞loc(Rd) is said to be locally uniformly convergent to an f ∈ L∞loc(Rd), if
11Λfn → 11Λf in L∞(Rd), n → ∞, for any compact Λ ⊂ Rd. We denote this convergence by
fn

loc
==⇒ f . We will use the same notation to say that, for some T > 0 and vn, v ∈ L∞loc(Rd×[0, T ]),

one has 11Λvn → 11Λv in L∞(Rd × [0, T ]), for any compact Λ ⊂ Rd.

We start with a simple statement useful for the sequel.

Lemma 2.7. Let a ∈ L1(Rd), {fn, f} ⊂ L∞(Rd), ‖fn‖ ≤ C, for some C > 0, and fn
loc

==⇒ f .
Then a ∗ fn

loc
==⇒ a ∗ f .
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Proof. Let {am} ⊂ C0(Rd) be such that ‖am−a‖L1(Rd) → 0,m→∞, and denote Am := supp am.
Note that, there exists D > 0, such that ‖am‖L1(Rd) ≤ D, m ∈ N. Next, for any compact Λ ⊂ Rd,

|11Λ(x)(am ∗ (fn − f))(x)| ≤
∫
Rd

11Am(y)11Λ(x)|am(y)||fn(x− y)− f(x− y)| dy

≤ ‖am‖L1(Rd)‖11Λm(fn − f)‖ → 0, n→∞,

for some compact Λm ⊂ Rd. Next,

‖11Λ(a ∗ (fn − f))‖ ≤ ‖11Λ(am ∗ (fn − f))‖+ ‖11Λ((a− am) ∗ (fn − f))‖
≤ D‖11Λm(fn − f)‖+ (C + ‖f‖)‖a− am‖L1(Rd),

and the second term may be arbitrary small by a choice of m.

If κ2 = 0 then the non-local competition (a−) is not presented in (2.1). In this case the
comparison principle holds for all nonnegative initial conditions in L∞(Rd) (see Theorem 3.1
below). In particular (2.18) can play a role of bound from above with u(0) = ‖u0‖∞, which
yields that any solution to (2.1) is bounded globally in time.

If κ2 > 0 then the comparison principle does not hold in general and another approach is
needed to prove global boundedness of the solution, what is shown in the next theorem, which
is an adaptation of [59, Theorem 1.2].

Below, | · | = | · |Rd denotes the Euclidean norm in Rd, Br(x) is a closed ball in Rd with the
center at x ∈ Rd and the radius r > 0; and br is a volume of this ball. Consider also, for any
z ∈ Zd, q > 0, a hypercube in Rd with the center at 2qz ∈ Rd and the side 2q:

Hq(z) := {y ∈ Rd | 2ziq − q ≤ yi ≤ 2ziq + q, i = 1, . . . , d}.

Theorem 2.8. Let κ2 > 0. Suppose that, for some q ∈
(
0, r0

2
√
d

]
,

a+
q :=

∑
z∈Zd

sup
x∈Hq(z)

a+(x) <∞ (2.21)

(e.g. let, for some ε > 0, A > 0, one have a+(x) ≤ A
1+|x|d+ε , for a.a. x ∈ Rd). If κ1 = 0 we

additionally suppose that there exists r0 > 0 such that

α := inf
|x|≤r0

a−(x) > 0. (2.22)

Then, the solution u ≥ 0 to (2.1), with 0 ≤ u0 ∈ Cub(Rd), belongs to X∞.

Proof. If m ≥ κ+ then the statement is trivially followed from (2.20). Suppose that m < κ+

and rewrite (2.1) in the form

∂

∂t
u(x, t) = (La+u)(x, t) + u(x, t)

(
κ+ −

(
Gu
)
(x, t)

)
, (2.23)

where θ =
κ+ −m

κ−
> 0 and the operator La+ acts in x and is given by (1.4).

Suppose first that κ1 = 0. It is easily seen that Hq(z) ⊂ Bq√d(2qz), z ∈ Zd, q > 0. Take any
q ≤ r0

2
√
d
such that (2.21) holds, and set r = q

√
d ≤ r0

2 . Define

v(x, t) := (11Br(0) ∗ u)(x, t) =

∫
Br(x)

u(y, t) dy. (2.24)
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By Lemma 2.1, Theorem 2.2, (2.20), 0 ≤ v ∈ XT , T > 0, and

‖v(·, t)‖ ≤ bre(κ+−m)t‖u0‖, t ≥ 0.

Note that, by (1.4),

La+v = κ+a+ ∗ 11Br(0) ∗ u− κ+11Br(0) ∗ u = 11Br(0) ∗ (La+u).

Therefore,

∂

∂t
v(x, t)− (La+v)(x, t) =

(
11Br(0) ∗

∂

∂t
u
)

(x, t)−
(
11Br(0) ∗ (La+u)

)
(x, t)

=

∫
Br(x)

u (y, t)
(
κ+ −

(
Gu
)
(y, t)

)
dy. (2.25)

By (2.24), one has ‖v(·, 0)‖ ≤ br‖u0‖. Set

M > max
{
br ‖u0‖ ,

κ+ −m
ακ2

}
. (2.26)

First, we will prove that

‖v(·, t)‖ ≤M, t ≥ 0. (2.27)

On the contrary, suppose that there exists t′ > 0 such that ‖v(·, t′)‖ > M . By (2.24) and
Lemma 2.1, ‖v(·, t)‖ is continuous in t. Next, since ‖v(·, 0)‖ < M , there exists t0 > 0 such that
‖v(·, t0)‖ = M and ‖v(·, t)‖ < M , for all t ∈ [0, t0).

Consider the sequence {xn} ⊂ Rd such that v(xn, t0) → M , n → ∞. Define the following
functions:

un(x, t) := u(x+ xn, t), vn(x, t) := v(x+ xn, t) = (11Br(0) ∗ un)(x, t),

for x ∈ Rd, t ≥ 0. Take any T > 0. Evidently, u ∈ Cub(Rd × [0, T ]), then, for any ε > 0, there
exists δ > 0 such that, for any x, y ∈ Rd, t, s ∈ [0, T ], with |x − y|Rd + |t − s| < δ, one has
|un(x, t)− un(y, s)| = |u(x+ xn, t)− u(y + xn, s)| < ε. And, by (2.20),

‖un(·, t)‖ ≤ ‖u(·, t)‖ ≤ e(κ+−m)T ‖u0‖, n ∈ N, t ∈ [0, T ]. (2.28)

Hence {un} is a uniformly bounded and uniformly equicontinuous sequence of functions on
Rd × [0, T ]. Thus, by a version of the Arzelà–Ascoli Theorem, see e.g. [36, Appendix C.8], there
exists a subsequence {unk} and a continuous function u∞ on Rd × [0, T ] such that unk

loc
==⇒ u∞.

Moreover, one can easily show that u∞ ∈ Cub(Rd × [0, T ]). By (2.28) and Lemma 2.7, vnk
loc

==⇒
v∞ = 11Br(0) ∗ u∞, moreover, v∞ ∈ Cub(Rd × [0, T ]).

It is easily seen that both parts of (2.25) belong to XT . Hence one can integrate (2.25) on
[0, t] ⊂ [0, T ], namely,

v(x, t) = v(x, 0) +

∫ t

0

(La+v)(x, s) ds

+

∫ t

0

∫
Br(x)

u (y, s)
(
κ+ −

(
Gu
)
(y, s)

)
dy ds. (2.29)
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Substitute x + xnk instead of x into (2.29) and use twice the integration by substitution in
the second integral, then one gets the same equality (2.29), but for vnk , unk instead of v, u,
respectively. Next, by Lemma 2.7 and the dominated convergence arguments, one can pass to
the limit in k in the obtained equality. As a result, one get (2.29) for v∞, u∞ instead of v and
u, respectively. Next, since Cub(Rd × [0, T ]) ⊂ XT , the integrands with respect to s in the left
hand side (l.h.s. in the sequel) of the modified equation (2.29) (with u∞, v∞ ∈ XT ) will belong
to XT as well. As a result, v∞ will be differentiable in t in the sense of the norm in Cub(Rd).
Finally, after differentiation, one get (2.25) back, but for v∞, u∞, namely,

∂

∂t
v∞(x, t)− (La+v∞)(x, t) =

∫
Br(x)

u∞ (y, t)
(
κ+ −

(
Gu∞

)
(y, t)

)
dy. (2.30)

Going back to the definition of xn, one can see that

v∞(0, t0) = lim
k→∞

vnk(0, t0) = lim
k→∞

v(xnk , t0) = M, (2.31)

whereas, for any x ∈ Rd, t ∈ [0, t0), v∞(x, t) = lim
k→∞

v(x+xnk , t) ≤M . Therefore, ∂
∂tv∞(0, t0) ≥ 0

and, by (1.4), (La+v∞)(0, t0) ≤ 0. Then, by (2.30),∫
Br(0)

u∞ (y, t0)
(
κ+ −

(
Gu∞

)
(y, t0)

)
dy ≥ 0. (2.32)

Next, the function u∞(·, t0), by the construction above, is nonnegative. It can not be identically
equal to 0 on Br(0), since otherwise, by (2.24), v∞(0, t0) = 0 that contradicts (2.31). Hence
by (2.32), the function κ+ −

(
Gu∞

)
(·, t0) cannot be strictly negative on Br(0). Thus, there

exists y0 ∈ Br(0) such that κ+ ≥
(
Gu∞

)
(y0, t0). Since 2r ≤ r0, one has that inf

x∈B2r(0)
a−(x) ≥ α,

cf. (2.22). Therefore, one can continue:

κ+ −m
κ2

≥ (a− ∗ u∞)(y0, t0) ≥
∫
B2r(0)

a−(y)u∞(y0 − y, t0) dy

≥ α
∫
B2r(0)

u∞(y0 − y, t0) dy = α

∫
B2r(y0)

u∞(y, t0) dy

≥ α
∫
Br(0)

u∞(y, t0) dy = αv∞(0, t0) = αM,

that contradicts (2.26). Therefore, our assumption was wrong, and (2.27) holds.
We proceed now to show that ‖u(·, t)‖ is uniformly bounded in time. By (2.24), (2.27), (2.21),

one has, for r = q
√
d,

(a+ ∗ u)(x, t) =
∑
z∈Zd

∫
Hq(z)

a+(y)u(x− y, t) dy

≤
∑
z∈Zd

sup
y∈Hq(z)

a+(y)

∫
Br(2qz)

u(x− y, t) dy

=
∑
z∈Zd

sup
y∈Hq(z)

a+(y)

∫
Br(x−2qz)

u(y, t) dy ≤Ma+
q . (2.33)
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Therefore, by (2.1), (2.33), using the same arguments as for the proof of (2.20) one gets that

0 ≤ u(x, t) ≤ e−mtu0(x) +

∫ t

0

e−(t−s)mκ+Ma+
q ds

= e−mtu0(x) +
κ+Ma+

q

m
(1− e−mt)

≤ max
{κ+Ma+

q

m
, ‖u0‖

}
, x ∈ Rd, t ≥ 0. (2.34)

Suppose that κ1 > 0. We can repeat the previous prove for v(x, t) = u(x, t) and M >

max{‖u0‖, κ
+−m
κ1
}. In this case (2.32) has the following form

u∞(0, t0)
(
κ+ −

(
Gu∞

)
(0, t0)

)
> 0,

where u∞(0, t0) = M . Hence κ+−m
κ1

> u∞(0, t0), that contradicts the choice of M . The proof is
fulfilled.

Remark 2.9. It should be stressed that we essentially used the uniform continuity of the solution
to prove Theorem 2.8.

The following proposition shows that if κ1 = 0 then an additional assumption on a− (c.f.
(2.22)) might be necessary for the global boundedness of the solution.

Proposition 2.10. Let κ+ > m and κ1 = 0 (κ2 = κ−). For x ∈ R, we define

u0(x) = 1 + kcos(
πx

l
), a−(x) =

1

2
(δl(x) + δ−l(x)),

a+(x) = aα(x) =
2

α
11[− π

2α ,
π
2α ](x)cos(αx).

There exist α, l > 0 such that, for any k > 0, the solution to (2.1) is globally unbounded in time,
namely,

‖u(·, t)‖L∞(R) →∞, t→∞.

Proof. Let us first note that, for any α, β > 0, the functions pβ(x) = cos(βx) and qβ(x) =
sin(βx) are eigenvectors of the convolution operator

Af(x) = (aα ∗ f)(x),

with eigenvalues λα,β = 4
α2−β2 cos

πβ
2α (λα,α = π

α2 ), namely the following equalities hold

(aα ∗ pβ)(x) = λα,βpβ(x), (aα ∗ qβ)(x) = λα,βqβ(x), x ∈ R.

Since u0 is 2l periodic, then, for all t > 0, u is 2l periodic and it satisfies

∂u

∂t
(x, t) = κ+(a+ ∗ u)(x, t)−mu(x, t)− κ−

2
u(x, t)

(
u(x− l, t) + u(x+ l, t)

)
= κ+(a+ ∗ u)(x, t)−mu(x, t)− κ−u(x, t)u(x+ l, t).

We set v(x, t) = u(x+ l, t), w(x, t) = u(x, t)− v(x, t). Then u, v, w satisfy

∂u

∂t
= κ+a+ ∗ u−mu−κ−uv, ∂v

∂t
= κ+a+ ∗ v −mv − κ−uv,

∂w

∂t
= κ+a+ ∗ w −mw.
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We are looking for a solution to (2.35) in the following form w(x, t) = X(x)T (t), where T (0) = 1,
∂T

∂t
(t)X(x) =

(
κ+(aα ∗X)(x)−mX(x)

)
T (t),

X(x) = 2kp π
L

(x) = u0(x)− u0(x+ l).
(2.35)

The following equation holds

κ+(aα ∗X −mX) = 2k
(
κ+aα ∗ pπl −mpπl

)
= 2k

(
κ+λα,πl −m

)
pπ
l

=
(
κ+λα,πl −m

)
X.

Hence
T (t) = e

(κ+λα, π
l
−m)t

.

Since κ+ > m there exist α, l such that κ+λα, πL > m. Hence ‖w(·, t)‖ → ∞, as t → ∞.
However

‖w(·, t)‖L∞(R) ≤ ‖u(·, t)‖L∞(R) + ‖v(·, t)‖L∞(R) = 2‖u(·, t)‖L∞(R).

Finally, one concludes ‖u(·, t)‖L∞(R) →∞, as t→∞. The proof is fulfilled.

Under conditions of Theorem 2.8, the solution u will be uniformly continuous on Rd × R+,
namely, the following simple proposition holds true.

Proposition 2.11. Let u be a solution to (2.1) with u0 ∈ Cub(Rd), and suppose that there exists
C > 0, such that

|u(x, t)| ≤ C, x ∈ Rd, t ≥ 0.

Then u ∈ Cub(Rd × R+). Moreover, ‖u(·, t)‖ ∈ Cub(R+).

Proof. Being solution to (2.1), u satisfies the integral equation

u(x, t) = u0(x) +

∫ t

0

(
κ+(a+ ∗ u)(x, s)− u(x, s)

(
Gu
)
(x, s)

)
ds.

Hence for any x, y ∈ Rd, 0 ≤ τ < t, one has

|u(x, t)− u(y, τ)| ≤
∫ t

τ

(2κ+C + 2κ−C2 + 2mC)ds

= 2(κ+ + κ−C +m)C(t− τ),

that fulfills the proof of the first statement. Then, the second one follows from the inequality∣∣‖u(·, t)‖ − ‖u(·, τ)‖
∣∣ ≤ ‖u(·, t)− u(·, τ)‖.

3 Around the comparison principle
The comparison principle is one of the basic tools for the study of elliptic and parabolic PDE. It
is widely use for the nonlocal diffusion equation (1.6) (see e.g. [22]), however, it does not hold,
in general if a− is presented in reaction (see e.g. [3,59] and the references therein). We will find
the sufficient conditions (see (A1) and (A2) below), under which the comparison principle for
the equation (2.1) does hold and which will be the basic conditions for all our further settings.
Moreover, one can show a necessity of these conditions (Remark 3.7). Subsection 3.2 is devoted
to the maximum principle, which is a counterpart of the comparison one for parabolic ODE. In
particular, Theorem 3.10 states that graphs of two different solutions to (2.1) never touch. The
last Subsection gives further technical tools which will be explored through the paper.
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3.1 Comparison principle
Let T > 0 be fixed. Define the sets X 1

T and X̃ 1
T of functions from XT , respectively, X̃T , which are

continuously differentiable on (0, T ] in the sense of the norm in Cub(Rd), respectively, in L∞(Rd).
Here and below we consider the left derivative at t = T only. For any u from X 1

T one can define
the following function

(Fu)(x, t) :=
∂u

∂t
(x, t)− κ+(a+ ∗ u)(x, t) + u(x, t)

(
Gu
)
(x, t). (3.1)

for all t ∈ (0, T ] and all x ∈ Rd. Moreover, for any u ∈ X̃ 1
T , one can consider the function

∂u

∂t
(·, t) ∈ L∞(Rd), for all t ∈ (0, T ]. Then, one can also define (3.1), which will considered a.e.

in x ∈ Rd now.

Theorem 3.1. Let there exist c > 0, such that

κ+a+(x) ≥ cκ2a
−(x), a.a. x ∈ Rd. (3.2)

Let T ∈ (0,∞) be fixed and functions u1, u2 ∈ X 1
T be such that, for any (x, t) ∈ Rd × (0, T ],

(Fu1)(x, t) ≤ (Fu2)(x, t), (3.3)
0 ≤ u1(x, t), 0 ≤ u2(x, t) ≤ c, u1(x, 0) ≤ u2(x, 0). (3.4)

Then u1(x, t) ≤ u2(x, t), for all (x, t) ∈ Rd × [0, T ]. In particular, u1 ≤ c.

Proof. Define the following function

f(x, t) := (Fu2)(x, t)− (Fu1)(x, t) ≥ 0, x ∈ Rd, t ∈ (0, T ], (3.5)

cf. (3.3). We set

K = m+ κ−‖u1‖T + κ1c, (3.6)

and consider a linear mapping

F (t, w) := Kw −mw + κ+(a+ ∗ w)− κ2w(a− ∗ u1)

− κ2u2(a− ∗ w)− κ1u1w − κ1u2w + eKtf, (3.7)

for w ∈ XT . By (3.4), (3.5), (3.6), (3.2), (2.4), w ≥ 0 implies

F (t, w) ≥ (κ+a+ − cκ2a
−) ∗ w ≥ 0. (3.8)

Define also the function

v(x, t) := eKt(u2(x, t)− u1(x, t)), x ∈ Rd, t ∈ [0, T ].

Clearly, v ∈ X 1
T , and it is straightforward to check that

F (t, v(s, t)) =
∂

∂t
v(x, t), (3.9)
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for all x ∈ Rd, t ∈ (0, T ]. Therefore, v solves the following integral equation in Cub(Rd):v(x, t) = v(x, 0) +

∫ t

0

F (s, v(x, s))ds, (x, t) ∈ Rd×(0, T ],

v(x, 0) = u2(x, 0)− u1(x, 0), x ∈ Rd,
(3.10)

where v(x, 0) ≥ 0, by (3.4).
Consider also another integral equation in Cub(Rd):

ṽ(x, t) = (Ψṽ)(x, t) (3.11)
where

(Ψw)(x, t) := v(x, 0) +

∫ t

0

max{F (s, w(x, s)), 0} ds, w ∈ XT . (3.12)

It is easily seen that w ∈ X+
T yields Φw ∈ X+

T . Next, for any T̃ < T and for any w1, w2 ∈ X+

T̃
,

one gets from (3.7), (3.12), that

‖Ψw1 −Ψw2‖T̃ ≤ T̃
(
K +m+ κ+ + κ−(‖u1‖T + c)

)
‖w2 − w1‖T̃

:= qT T̃‖w2 − w1‖T̃ , (3.13)

where we used the elementary inequality |max{a, 0} −max{b, 0}| ≤ |a− b|, a, b ∈ R. Therefore,
for T̃ < (qT )−1, Ψ is a contraction on X+

T̃
. Thus, there exists a unique solution to (3.11) on

[0, T̃ ]. In the same way, the solution can be extended on [T̃ , 2T̃ ], [2T̃ , 3T̃ ], . . . , and therefore, on
the whole [0, T ]. By (3.11), (3.12),

ṽ(x, t) ≥ v(x, 0) ≥ 0, (3.14)

hence, by (3.8), (3.12),

ṽ(x, t) = v(x, 0) +

∫ t

0

F (s, ṽ(x, s)) ds =: Ξ(ṽ)(x, t). (3.15)

Since ṽ ∈ XT , (3.15) implies that ṽ is a solution to (3.10) as well. The same estimate as in
(3.13) shows that Ξ is a contraction on XT̃ , for small enough T̃ . Thus ṽ = v on Rd × [0, T̃ ], and
one continue this consideration as before on the whole [0, T ]. Then, by (3.14), v(x, t) ≥ 0 on
Rd × [0, T ], that yields the statement.

The weaker inequality between a+ and a− could be assumed in Theorem 3.1. In this case
global in time bound on u1 is a priory required, as one can see in the following theorem.

Theorem 3.2. Let there exist d > 0, such that

κ+a+(x) ≥ dκ2a
−(x), a.a. x ∈ Rd.

Let T ∈ (0,∞) be fixed and functions u1, u2 ∈ X 1
T be such that, for any (x, t) ∈ Rd × (0, T ],

(Fu1)(x, t) ≤ (Fu2)(x, t),

0 ≤ u1(x, t) ≤ d, 0 ≤ u2(x, t) ≤ c, u1(x, 0) ≤ u2(x, 0),

where c > 0. Then u1(x, t) ≤ u2(x, t), for all (x, t) ∈ Rd × [0, T ].

20



Proof. The prove is similar to the prove of Theorem 3.1. The only difference is that one need to
define

F (t, w) := Kw −mw + κ+(a+ ∗ w)− κ2w(a− ∗ u2)

− κ2u1(a− ∗ w)− κ1u1w − κ1u2w + eKtf,

where K = m+ κ−c+ κ1d.

Remark 3.3. The previous theorems hold true in X̃ 1
T . Here and below, for the L∞-case, one can

assume that (3.3), (3.4) hold almost everywhere in x only.
From the proof of Theorem 3.1, one can see that we used the fact that u1, u2 belong to X 1

T

to ensure that (3.9) implies (3.10) only. For technical reasons we will need to extend the result
of Theorem 3.1 for a wider class of functions. Naturally, to get (3.10) from (3.9), it is enough to
assume absolute continuity of v(x, t) in t, for a fixed x. Consider the corresponding statement.

For any T ∈ (0,∞], define the set DT of all functions u : Rd × R+ → R, such that, for all
t ∈ [0, T ), u(·, t) ∈ Cub(Rd), and, for all x ∈ Rd, the function f(x, t) is absolutely continuous
in t on [0, T ). Then, for any u ∈ DT , one can define the function (3.1), for all x ∈ Rd and a.a.
t ∈ [0, T ).

Proposition 3.4. The statement of Theorem 3.1 remains true, if we assume that u1, u2 ∈ DT

and, for any x ∈ Rd, the inequality (3.3) holds for a.a. t ∈ (0, T ) only.

Proof. One can literally repeat the proof of Theorem 3.1; for any x ∈ Rd, the function (3.5) and
the mapping (3.7) will be defined for a.a. t ∈ (0, T ) now (and it will not be a mapping on XT ,
of course). Similarly, (3.8) and (3.9) hold, for all x and a.a. t. However, for any x ∈ Rd, one
gets that (3.10) holds still for all t ∈ [0, T ]. Hence, the rest of the proof remains the same, stress
that, in general, F (t)v /∈ XT , whereas Ξ(v) ∈ XT , cf. (3.15).

The standard way to use Theorem 3.1 is to take u1 and u2 which solve (2.1), thus, Fu1 =
Fu2 = 0, and (3.3) holds. Then Theorem 3.1 gives a comparison between these solutions provided
that there exists a comparison between the initial conditions. However, to do this, one needs to
know à priori that u2(x, t) ≤ c. For example, one can demand that c is not smaller than the
constant in the r.h.s. of (2.34). Another possibility is to compare the solution to (2.1) with the
solution to its homogeneous version (2.19) (with t0 = 0).

Namely, let (3.2) hold, 0 < υ ≤ c, and, cf. (2.18),

ψ(t, υ) :=
υ

υgθ(t) + exp(−θκ−t)
≥ 0,

gθ(t) := lim
y→θ

1− exp(−yκ−t)
y

≥ 0.

It is easily seen that, for θ ≤ 0, ψ(t, υ) decreases monotonically to 0 on t ∈ [0,∞): exponentially
fast, for θ < 0, and linearly fast, for θ = 0. In particular, ψ(t, υ) ≤ υ ≤ c, t ≥ 0. As a result,

• if κ+ ≤ m and 0 ≤ u0 ∈ Cub(Rd) be such that ‖u0‖ ≤ c, then ‖u(·, t)‖ ≤ ψ
(
t, ‖u0‖

)
. In

particular, u converges to 0 uniformly in space as t→∞.

Next, for θ > 0, the function ψ(t, υ) increases monotonically to θ on t ∈ [0,∞), if υ < θ; and
it decreases monotonically to θ, if υ > θ, and, clearly, ψ(t) ≡ θ, if υ = θ. Therefore, if (3.2) holds
with c > θ and 0 < ‖u0‖ ≤ c then ψ(t, ‖u0‖) ≤ ‖u0‖ ≤ c, and therefore, ‖u(·, t)‖ ≤ ψ

(
t, ‖u0‖

)
→

θ, t → ∞. Set also inf
Rd
u0(x) =: β ≥ 0, then one can apply the comparison principle to the

functions u1 = ψ(t, β) and u2 = u. (Note that ψ(t, 0) = 0.) As a result,
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• if κ+ > m and 0 ≤ u0 ∈ Cub(Rd) be such that 0 < ‖u0‖ ≤ c, then ψ(t, β) ≤ u(x, t) ≤
ψ
(
t, ‖u0‖

)
, x ∈ Rd, t ≥ 0, where β = inf

Rd
u0(x) ≥ 0. In particular, if β > 0 then u converges

to θ exponentially fast as t→∞ and uniformly in space.

Consider the case in which (3.2) holds with c ≥ θ and ‖u0‖ ≤ θ, in more details. Then, one
can set u2 ≡ θ (that is a solution to (2.1)), and ‖u(·, t)‖ ≤ θ = ψ(t, θ). Of course, for this case it
is enough to have (3.2) with c = θ only. The latter constitutes the following basic assumptions
for the most part of our further results:

κ+ > m, (A1)

κ+a+(x) ≥ κ2θa
−(x), a.a. x ∈ Rd. (A2)

Proposition 3.5. Suppose that (A1) and (A2) hold. Let 0 ≤ u0 ∈ Cub(Rd) be an initial
condition to (2.1) and u ∈ XT be the corresponding solutions on any [0, T ], T > 0. Suppose that
0 ≤ u0(x) ≤ θ, x ∈ Rd. Then u ∈ X∞, with ‖u‖∞ ≤ θ.

Let v0 ∈ Cub(Rd) be another initial condition to (2.1) such that u0(x) ≤ v0(x) ≤ θ, x ∈ Rd;
and v ∈ X∞ be the corresponding solution. Then

u(x, t) ≤ v(x, t), x ∈ Rd, t ≥ 0.

If, additionally, β := inf
x∈Rd

u0(x) > 0, then

βθ

β + (θ − β) exp(−θκ−t)
≤ u(x, t) ≤ θ, x ∈ Rd, t ≥ 0. (3.16)

In particular,

‖u(·, t)− θ‖ ≤ θ(θ − β)

β
exp(−θκ−t), t ≥ 0.

Proof. The first two parts were proved above; note that θκ− = κ+−m. The last one is followed
from the definition of the function ψ above and the estimate for the difference between low and
upper bounds in (3.16).

Remark 3.6. The same result may be formulated for X̃T and X̃∞. All inequalities will hold true
almost everywhere only.

We did not consider all possible relations between c, θ > 0, and ‖u0‖. In particular, the
previous-type considerations do not cover the situation in which (3.2) holds with c < θ. In such
a case, the solution to (2.19) (with t0 = 0) can not be considered as a function u2 in Theorem 3.1
since that solution tends to θ as t→∞, hence, (3.4) will not hold. This situation remains open.

Another case, which is not covered by the comparison method is the following: let θ > 0, i.e.
(A1) holds, and ‖u0‖ > c. However, it may be analyzed using stability arguments provided that
c ≥ θ, the latter evidently implies (A2).
We set, cf. (3.19) below,

Jθ(x) := κ+a+(x)− κ2θa
−(x), x ∈ Rd. (3.17)

Next, denote the r.h.s. of (2.1) by H(u). Recall, that H(θ) = H(0) = 0 , hence, u∗ ≡ θ and
u∗ ≡ 0 are stationary solutions to (2.1). Consider the stability property of these solution. To do
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this, find the linear operator H ′(u) on Cub(Rd): for v ∈ Cub(Rd),

H ′(u)v =
d

ds
H(u+ sv)

∣∣∣∣
s=0

= κ+(a+ ∗ v)−mv − κ2v(a− ∗ u)− κ2u(a− ∗ v)− 2κ1uv. (3.18)

Therefore, by (3.17),

H ′(θ)v = κ+(a+ ∗ v)−mv − κ2θv − κ2θ(a
− ∗ v)− 2κ1θv = Jθ ∗ v − (m+ 2κ1θ + κ2θ)v.

By (3.17),
∫
Rd Jθ(x) dx = κ+−κ2θ, thus, the spectrum σ(A) of the operator Av := Jθ ∗ v on

Cub(Rd) is a subset of {z ∈ C | |z| ≤ κ+−κ2θ}. Therefore,

σ(H ′(θ)) ⊂ {z ∈ C | |z +m+ 2κ1θ + κ2θ| ≤ κ+−κ2θ}.

If (A1) holds then σ(H ′(θ)) ⊂ {z ∈ C | Re z < 0}. Hence, by e.g. [27, Chapter VII], u∗ ≡ θ is
uniformly and asymptotically stable solution, in the sense of Lyapunov, i.e., for any ε > 0 there
exists δ > 0 such that, for any solution u ∈ Cub(Rd) to (2.1) and for all t1 ≥ 0, the inequality
‖u(·, t1)−θ‖ < δ implies that, for any t ≥ t1, ‖u(·, t)−θ‖ < ε; and, for some δ0 > 0, the inequality
‖u(·, t1) − θ‖ < δ0 yields lim

t→∞
‖u(·, t) − θ‖ = 0. In particular, it works if θ < ‖u0‖ ≤ θ + δ0.

Moreover, it is possible to show that u∗ ≡ θ is a globally asymptotically (exponentially) stable
solution to (2.1), that means, in particular, that ‖u0‖ > θ may be arbitrary.

Note also, that, by (3.18), H ′(0)v = κ+(a+ ∗ v) − mv. If (A1) holds, then the operator
H ′(0) has an eigenvalue κ+ − m > 0 whose corresponding eigenfunctions will be constants
on Rd. Therefore σ(H ′(0)) has points in the right half-plane and since H ′′(0) exists, one has,
again by [27, Chapter VII], that u∗ ≡ 0 is unstable, i.e. there exists a solution u such that
inf
Rd
|u(x, t)| ≥ ε, for some ε > 0, for all x ∈ Rd and for all t ≥ t0 = t0(ε).

Remark 3.7. The condition (3.2) is the necessary one to have a comparison principle for non-
negative (essentially) bounded by the constant c solutions to (2.1), provided that c ≥ θ. To
show this, consider, for simplicity, the case c = θ. Let the condition (A2) fails in a ball Br(y0)
only, r > 0, y0 ∈ Rd, i.e. Jθ(x) < 0, for a.a. x ∈ Br(y0), where Jθ is given by (3.17). Take
any y ∈ Br(y0) with r

4 < |y − y0| < 3r
4 , then y0 /∈ B r

4
(y) whereas B r

4
(y) ⊂ Br(y0). Take

u0 ∈ Cub(Rd) such that u0(x) = θ, x ∈ Rd \ B r
4
(y0 − y), and u0(x) < θ, x ∈ B r

4
(y0 − y). Since∫

Rd Jθ(x) dx = κ+ − κ2θ = m+ κ1θ, one has

∂u

∂t
(y0, 0) = −(m+ κ1θ)θ + κ+(a+ ∗ u)(y0, 0)− κ2θ(a

− ∗ u)(y0, 0)

= (Jθ ∗ u)(y0, 0)− (κ+ − κ2θ)θ = (Jθ ∗ (u0 − θ))(y0)

=

∫
B r

4
(y)

Jθ(x)(u0(y0 − x)− θ) dx > 0,

Therefore, u(y0, t) > u(y0, 0) = θ, for small enough t > 0, and hence, the statement of Proposi-
tion 3.5 does not hold in this case. The similar counterexample may be considered if (3.2) fails,
for c > θ. Note that the case c < θ is again unclear.

3.2 Maximum principle
The maximum principle is a ‘standard counterpart’ of the comparison principle, see e.g. [20].
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We will present sufficient conditions that solutions to (2.1) never reach at positive times
the stationary values θ and 0, provided that the corresponding initial conditions were not these
constants. Moreover, we will prove the so-called strong maximum principle (Theorem 3.10), cf.
e.g. [22].

Through the rest of the paper we will suppose that (A1), (A2) hold and θ > 0 is given by
(2.17). Under these assumptions, for any q ∈ (0, θ], one can generalize the function (3.17) as
follows

Jq(x) : = κ+a+(x)− qκ2a
−(x),

≥ κ+a+(x)− θκ2a
−(x) ≥ 0, x ∈ Rd.

(3.19)

since (A2) holds.

Definition 3.8. For θ > 0, given by (2.17), consider the following sets

Uθ := {f ∈ Cub(Rd) | 0 ≤ f(x) ≤ θ, x ∈ Rd}, (3.20)

Lθ := {f ∈ L∞(Rd) | 0 ≤ f(x) ≤ θ, for a.a. x ∈ Rd}. (3.21)

We introduce also the following assumption:

there exists ρ, δ > 0 such that a+(x) ≥ ρ, for a.a. x ∈ Bδ(0). (A3)

Prove that then the solutions to (2.1) (or, equivalently, (2.23)) are strictly positive; this is
quite common feature of linear parabolic equations, however, in general, it may fail for nonlinear
ones.

Proposition 3.9. Let (A1), (A2), (A3) hold. Let u0 ∈ Uθ, u0 6≡ 0, u0 6≡ θ, be the initial
condition to (2.1), and u ∈ X∞ be the corresponding solution. Then

u(x, t) > inf
y∈Rd
s>0

u(y, s) ≥ 0, x ∈ Rd, t > 0.

Proof. By Theorem 2.2 and Proposition 3.5, 0 ≤ u(x, t) ≤ θ, x ∈ Rd, t ≥ 0. Then, by (2.23),

∂u

∂t
(x, t)− (La+u)(x, t) ≥ 0. (3.22)

Prove that, under (3.22), u cannot attain its infimum on Rd × (0,∞) without being a constant.
Indeed, suppose that, for some x0 ∈ Rd, t0 > 0,

u(x0, t0) ≤ u(x, t), x ∈ Rd, t > 0. (3.23)

Then, clearly,

∂u

∂t
(x0, t0) = 0, (3.24)

and (3.22) yields (La+u)(x0, t0) ≤ 0. On the other hand, (3.23) and (1.4) imply (La+u)(x0, t0) ≥
0. Therefore, ∫

Rd
a+(x0 − y)(u(y, t0)− u(x0, t0)) dy = 0. (3.25)
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Then, by (A3), for all y ∈ Bδ(x0),

u(y, t0) = u(x0, t0). (3.26)

By the same arguments, for an arbitrary x1 ∈ ∂Bδ(x0), we obtain (3.26), for all y ∈ Bδ(x1).
Hence, (3.26) holds on B2δ(x0), and so on. As a result, (3.26) holds, for all y ∈ Rd, thus
u(·, t0) is a constant. Then, considering (2.1) at (x0, t0), and taking into account (3.24), one
gets u(x0, t0)

(
κ+ −

(
Gu
)
(x0, t0)

)
= 0 with u(x, t0) = u(x0, t0), x ∈ Rd; cf. (2.19). By (3.23),

u(x0, t0) = θ ≥ supy∈Rd,s>0 u(y, s) implies u ≡ θ, that contradicts u0 6≡ θ. Hence u(x, t0) =

u(x0, t0) = 0, x ∈ Rd. Then, by (2.18), u(x, t) = 0, x ∈ Rd, t ≥ t0. And now one can consider
the reverse time in (2.1) starting from t = t0. Namely, we set w(x, t) := u(x, t0 − t), t ∈ [0, t0],
x ∈ Rd. Then w(x, 0) = v(t0) = 0, x ∈ Rd, and

∂w

∂t
(x, t) = w(x, t)

(
Gw
)
(x, t)− κ+(a+ ∗ w)(x, t). (3.27)

The equation (3.27) has a unique classical solution in Cub(Rd) on [0, t0]. Indeed, if w1, w2 ∈ Xt0
both solve (3.27), then the difference w2 − w1 is a solution to the following linear equation

∂h

∂t
(x, t) = mh(x, t)− κ+(a+ ∗ h)(x, t) + κ2h(x, t)(a− ∗ w2)(x, t)

+ κ2w1(x, t)(a− ∗ h)(x, t) + κ1h(x, t)
(
w2(x, t) + w1(x, t)

)
,

(3.28)

with h(x, 0) = 0, x ∈ Rd. The r.h.s. of (3.28), for any w1, w2 ∈ Xt0 , is a bounded linear operator
on Cub(Rd), therefore, there exists a unique solution to (3.28), hence, h ≡ 0. As a result, w1 ≡ w2.
Since w ≡ 0 satisfies (3.27) with the initial condition above, one has u(x, t0 − t) = 0, t ∈ [0, t0],
x ∈ Rd. Hence, u(·, t) ≡ 0, for all t ≥ 0, that contradicts u0 6≡ 0. Thus, the initial assumption
was wrong, and (3.23) can not hold.

In contrast to the case of the infimum, the solution to (2.1) may attain its supremum but not
the value θ. One can prove this under a modified version of (A3): suppose that, cf. (3.19),

there exists ρ, δ > 0, such that

Jθ(x) = κ+a+(x)− κ2θa
−(x) ≥ ρ, for a.a. x ∈ Bδ(0).

(A4)

As a matter of fact, under (A4), a much stronger statement than unattainability of θ does hold.

Theorem 3.10. Let (A1), (A2), (A4) hold. Let u1, u2 ∈ X∞ be two solutions to (2.1), such
that u1(x, t) ≤ u2(x, t) ≤ θ, x ∈ Rd, t ≥ 0. Then either u1(x, t) = u2(x, t), x ∈ Rd, t ≥ 0 or
u1(x, t) < u2(x, t), x ∈ Rd, t > 0.

Proof. Let u1(x, t) ≤ u2(x, t), x ∈ Rd, t ≥ 0, and suppose that there exist t0 > 0, x0 ∈ Rd, such
that u1(x0, t0) = u2(x0, t0). Define w := u2 − u1 ∈ X∞. Then w(x, t) ≥ 0 and w(x0, t0) = 0,
hence ∂

∂tw(x0, t0) = 0. Since both u1 and u2 solve (2.1), one easily gets that w satisfies the
following linear equation

∂

∂t
w(x, t) = (Jθ ∗ w)(x, t) + κ2(θ − u1(x, t))(a− ∗ w)(x, t)

− w(x, t)
(
κ1

(
u2(x, t) + u1(x, t)

)
+κ2(a− ∗ u2)(x, t) +m

)
; (3.29)

or, at the point (x0, t0), we will have

0 = (Jθ ∗ w)(x0, t0) + κ2(θ − u1(x0, t0))(a− ∗ w)(x0, t0). (3.30)
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Since the both summands in (3.30) are nonnegative, one has (Jθ ∗ w)(x0, t0) = 0. Then, by
(A4), we have that w(x, t0) = 0, for all x ∈ Bδ(x0). Using the same arguments as in the proof
of Proposition 3.9, one gets that w(x, t0) = 0, x ∈ Rd. Then, by Corollary 2.4, w(x, t) = 0,
x ∈ Rd, t ≥ t0. Finally, one can reverse the time in the linear equation (3.29) (cf. the proof
of Proposition 3.9), and the uniqueness arguments imply that w ≡ 0, i.e. u1(x, t) = u2(x, t),
x ∈ Rd, t ≥ 0. The statement is proved.

By choosing u2 ≡ θ in Theorem 3.10, we immediately get the following

Corollary 3.11. Let (A1), (A2), (A4) hold. Let u0 ∈ Uθ, u0 6≡ θ, be the initial condition to
(2.1), and u ∈ X∞ be the corresponding solution. Then u(x, t) < θ, x ∈ Rd, t > 0.

3.3 Further toolkits
We start with the proof that any solution to (2.1) is locally stable with respect to the locally
uniform convergence of Definition 2.6, provided that (3.2) holds. This stability is very ‘weak’, for
example, u∗ ≡ 0, being unstable solution (see Subsection 3.1 above), will be still locally stable.

Theorem 3.12. Let (A1), (A2) hold. Let T > 0 be fixed. Consider a sequence of functions
un ∈ XT which are solutions to 2.1 with uniformly bounded initial conditions: un(·, 0) ∈ Uθ, n ∈
N. Let u ∈ XT be a solution to (2.1) with initial condition u(·, 0) such that un(·, 0)

loc
==⇒ u(·, 0).

Then un(·, t) loc
==⇒ u(·, t), uniformly in t ∈ [0, T ].

Proof. It is easily seen that u(·, 0) ∈ Uθ. By Proposition 3.5, un(·, t), u(·, t) ∈ Uθ, n ∈ N, for any
t ≥ 0. We define, for any n ∈ N, the following functions on Rd:

un(x, 0) := max {un(x, 0), u(x, 0)} , un(x, 0) := min {un(x, 0), u(x, 0)} .

Then, clearly, 0 ≤ un(x, 0) ≤ u(x, 0) ≤ un(x, 0) ≤ θ, x ∈ Rd, n ∈ N. Hence the corresponding
solutions un(x, t), un(x, t) to (2.1) belongs to Uθ as well. By Theorem 3.5, one has

un(x, t) ≤ u(x, t) ≤ un(x, t), x ∈ Rd, t ∈ [0, T ].

In the same way, one gets un(x, t) ≤ un(x, t) ≤ un(x, t) on Rd × [0, T ]. Therefore, it is enough
to prove that un and un converge locally uniformly to u.

Prove that un
loc

==⇒ u. For any n ∈ N, the function hn(·, t) = un(·, t) − u(·, t) ∈ Uθ, t ≥ 0,
satisfies the equation ∂

∂thn = Anhn with hn,0(x) := hn(x, 0) = un(x, 0) − u(x, 0) ≥ 0, x ∈ Rd,
where, for any 0 ≤ h ∈ XT ,

Anh := −mh+ κ+(a+ ∗ h)− κ2h(a− ∗ un)− κ2u(a− ∗ h)− κ1h(u+ un).

For any un and u, An is a bounded linear operator on Cub(Rd), therefore, hn(x, t) = (etAnhn,0)(x),
x ∈ Rd, t ∈ [0, T ]. Since u ≥ 0, one has that, for any 0 ≤ h ∈ XT , (Anh)(x, t) ≤ (Ah)(x, t),
x ∈ Rd, t ∈ [0, T ], where a bounded linear operator A is given on Cub(Rd) by

Ah := κ+(a+ ∗ h)− κ2u(a− ∗ h)− κ1uh.

Next, the series expansions for etAn and etA converge in the topology of norms of operator on
the space Cub(Rd). Then, for any n ∈ N, and for x ∈ Rd, t ∈ [0, T ],

hn(x, t) = (etAnhn,0)(x) ≤ (eTAhn,0)(x) =

∞∑
m=0

Tm

m!
Amhn,0, (3.31)
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and, moreover, for any ε > 0 one can find M = M(ε) ∈ N, such that we get from (3.31) that

hn(x, t) ≤
M∑
m=0

Tm

m!
Amhn,0(x) + εθ, x ∈ Rd, t ∈ [0, T ]. (3.32)

as hn,0 ∈ Uθ, n ∈ N. Finally, the assumptions of the statement yield that hn,0
loc

==⇒ 0. Then, by
(3.31) and Lemma 2.7, hn(x, t)

loc
==⇒ 0 uniformly in t ∈ [0, T ]. Hence, un

loc
==⇒ u uniformly on

[0, T ]. The convergence un
loc

==⇒ u may be proved by an analogy.

Remark 3.13. An analogous statement holds in the space X̃T , T > 0.
In the case of measurable bounded functions, cf. Remark 3.13, we will need also a weaker

form of the local stability above.

Proposition 3.14. Let (A1), (A2) hold. Let T > 0 be fixed. Consider a sequence of functions
un ∈ X̃T which are solutions to 2.1 with uniformly bounded initial conditions: un(·, 0) ∈ Lθ,
n ∈ N. Let u ∈ X̃T be a solution to 2.1 with initial condition u(·, 0) such that un(x, 0)→ u(x, 0),
for a.a. x ∈ Rd. Then un(x, t)→ u(x, t), for a.a. x ∈ Rd, uniformly in t ∈ [0, T ].

Proof. The proof will be fully analogous to that for Theorem 3.12 until the inequality (3.32),
in which M = M(ε, x) now. The rest of the proof is the same, taking into account that an
analogue of Lemma 2.7 with both convergences almost everywhere holds true by the dominated
convergence theorem.

In the sequel, it will be useful to consider the solution to (2.1) as a nonlinear transformation
of the initial condition.

Definition 3.15. For a fixed T > 0, define the mapping QT on L∞+ (Rd) := {f ∈ L∞(Rd) | f ≥
0 a.e.}, as follows

(QT f)(x) := u(x, T ), x ∈ Rd, (3.33)

where u(x, t) is the solution to (2.1) with the initial condition u(x, 0) = f(x).

Let us collect several properties of QT needed below.

Proposition 3.16. Let (A1), (A2) hold. The mapping Q = QT : L∞+ (Rd) → L∞+ (Rd) satisfies
the following properties

(Q1) Q : Lθ → Lθ, Q : Uθ → Uθ,

(Q2) let Ty : L∞+ (Rd)→ L∞+ (Rd), y ∈ Rd, be a translation operator, given by

(Tyf)(x) = f(x− y), x ∈ Rd; (3.34)

then

(QTyf)(x) = (TyQf)(x), x, y ∈ Rd, (3.35)

(Q3) Q0 = 0, Qθ = θ, and Qr > r, for any constant r ∈ (0, θ),

(Q4) if f(x) ≤ g(x), for a.a. x ∈ Rd, then (Qf)(x) ≤ (Qg)(x), for a.a. x ∈ Rd;

(Q5) if fn
loc

==⇒ f , then (Qfn)(x)→ (Qf)(x), for a.a. x ∈ Rd.
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Proof. The property (Q1) follows from Remark 3.6 and Proposition 3.5. To prove (Q2) we note
that, by (2.3), Ty(a± ∗u) = a± ∗ (Tyu), and then, by (2.7), B(Tyv) = Ty(Bv), therefore, by (2.6),
if τ = 0 and uτ = Tyf , then ΦτTy = TyΦ, where Φ is given by (2.6) with f in place of uτ only.
As a result, Φnτ Ty = TyΦn hence

QΥ(Tyf) = lim
n→∞

Φnτ Tyf = lim
n→∞

TyΦnf = Ty(QΥf);

and one can continue the same considerations on the next time-interval. The property (Q3) is
a straightforward consequence of Corollary 2.4; indeed, (2.18) implies, for αT := exp(−θκ−T ) ∈
(0, 1),

QT r − r =
θr

r(1− αT ) + θαT
− r =

r(θ − r)(1− αT )

r(1− αT ) + θαT
> 0.

The property (Q4) holds also by Remark 3.6 and Proposition 3.5 The property (Q5) is a weaker
version of Remark 3.13 and Proposition 3.14.

Let Sd−1 denotes a unit sphere in Rd centered at the origin:

Sd−1 =
{
x ∈ Rd

∣∣ |x| = 1
}

; (3.36)

in particular, S0 = {−1, 1}.

Definition 3.17. A function f ∈ L∞(Rd) is said to be increasing (decreasing, constant) along
the vector ξ ∈ Sd−1 if, for a.a. x ∈ Rd, the function f(x + sξ) = (T−sξf)(x) is increasing
(decreasing, constant) in s ∈ R, respectively.

Proposition 3.18. Let (A1), (A2) hold. Let u0 ∈ Lθ be the initial condition for the equation
(2.1) which is increasing (decreasing, constant) along a vector ξ ∈ Sd−1; and u(·, t) ∈ Lθ, t ≥ 0,
be the corresponding solution (cf. Proposition 3.5 and Remark 3.6). Then, for any t > 0, u(·, t)
is increasing (decreasing, constant, respectively) along the ξ.

Proof. Let u0 be decreasing along a ξ ∈ Sd−1. Take any s1 ≤ s2 and consider two initial
conditions to (2.1): ui0(x) = u0(x + siξ) = (T−siξu0)(x), i = 1, 2. Since u0 is decreasing,
u1

0(x) ≥ u2
0(x), x ∈ Rd. Then, by Proposition 3.16,

T−s1ξQtu0 = QtT−s1ξu0 = Qtu
1
0 ≥ Qtu2

0 = QtT−s2ξu0 = T−s2ξQtu0,

that proves the statement. The cases of a decreasing u0 can be considered in the same way. The
constant function along a vector is decreasing and decreasing simultaneously.

For the sequel, we need also to show that any solution to (2.1) is bounded from below by a
solution to the corresponding equation with ‘truncated’ kernels a±. Namely, suppose that the
conditions (A1), (A2) hold. Consider a family of Borel sets {∆R | R > 0}, such that ∆R ↗ Rd,
R→∞. Define, for any R > 0, the following kernels:

a±R(x) = 11∆R
(x)a±(x), x ∈ Rd, (3.37)

and the corresponding ‘truncated’ equation, cf. (2.1),
∂w

∂t
(x, t) = κ+(a+

R ∗ w)(x, t)−mw(x, t)− κ1w
2(x, t)

− κ2w(x, t)(a−R ∗ w)(x, t), x ∈ Rd, t > 0,

w(x, 0) = w0(x), x ∈ Rd.

(3.38)
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We set

A±R :=

∫
∆R

a±(x) dx↗ 1, R→∞, (3.39)

by (2.2). Then the non-zero constant solution to (3.38) is equal to

θR =
κ+A+

R −m
κ2A

−
R + κ1

→ θ, R→∞, (3.40)

however, the convergence θR to θ is, in general, not monotonic. Clearly, by (A1), θR > 0 if only

A+
R >

m

κ+
∈ (0, 1). (3.41)

Proposition 3.19. Let (A1), (A2) hold, and R > 0 be such that (3.41) holds, cf. (3.39). Let
w0 ∈ Cub(Rd) be such that 0 ≤ w0(x) ≤ θR, x ∈ Rd. Then there exists the unique solution
w ∈ X∞ to (3.38), such that

0 ≤ w(x, t) ≤ θR, x ∈ Rd, t > 0. (3.42)

Let u0 ∈ Uθ and u ∈ X∞ be the corresponding solution to (2.1). If w0(x) ≤ u0(x), x ∈ Rd, then

w(x, t) ≤ u(x, t), x ∈ Rd, t > 0. (3.43)

Proof. Denote ∆c
R := Rd \∆R. We have

θ − θR =
κ2θA

−
R + κ1θ − κ+A+

R +m

κ−(κ2A
−
R + κ1)

=
κ+(1−A+

R)− κ2θ(1−A−R)

κ−(κ2A
−
R + κ1)

=
1

κ−(κ2A
−
R + κ1)

∫
∆c
R

(
κ+a+(x)− κ2θa

−(x)
)
dx ≥ 0,

by (A2). Therefore,

0 < θR ≤ θ. (3.44)

Clearly, (A2) and (3.44) yield

κ+a+
R(x) ≥ θRκ−a−R(x), x ∈ Rd. (3.45)

Thus one can apply Proposition 3.5 to the equation (3.38) using trivial equalities a±R(x) =
A±Rã

±
R(x), where the kernels ã±R(x) = (A±R)−1a±R(x) are normalized, cf. (2.2); and the inequality

(3.45) is the corresponding analog of (A2), according to (3.40). This proves the existence and
uniqueness of the solution to (3.38) and the bound (3.42).

Next, for F given by (3.1), one gets from (3.37) and (3.38), that the solution w to (3.38)
satisfies the following equality

(Fw)(x, t) = −κ+

∫
∆c
R

a+(y)w(x − y, t) dy + κ2w(x, t)

∫
∆c
R

a−(y)w(x − y, t) dy. (3.46)

By (3.42), (3.44), (A2), one gets from (3.46) that

(Fw)(x, t) ≤ −κ+

∫
∆c
R

a+(y)w(x− y, t) dy + κ2θ

∫
∆c
R

a−(y)w(x− y, t) dy

≤ 0 = (Fu)(x, t),

where u is the solution to (2.1). Therefore, we may apply Theorem 3.1 to get the statement.

Remark 3.20. The statements of Proposition 3.19 remains true for the functions from L∞(Rd)
(the inequalities will hold a.e. only).
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4 Traveling waves
Traveling waves were studied intensively for the original Fisher–KPP equation (1.7), see e.g.
[6,13,57]; for locally nonlinear equation with nonlocal diffusion (1.6), see e.g. [22,88,99]; and for
nonlocal nonlinear equation with local diffusion see e.g. [3, 8, 59,73].

Through this section we will mainly work in L∞-setting, see Remarks 2.3, 3.3, 3.6, 3.13 above.
Recall that we will always assume that (A1) and (A2) hold, and θ > 0 is given by (2.17).

Let us give a brief overview for the results of this Section. First, we will show (Proposition 4.4)
that the study of a traveling wave solution to the equation (2.1) in a direction ξ ∈ Sd−1 (cf. Defini-
tion 4.3 below) may be reduced to the study of the corresponding one-dimensional equation (4.4),
whose kernels are given by (4.6). The existence and properties of the traveling wave solutions will
be considered under the so-called Mollison condition (4.10), cf. e.g. [2,12,22,25,71,72]. Namely,
in Theorem 4.9 we will prove that, for any ξ ∈ Sd−1, there exists c∗(ξ) ∈ R, such that, for any
c ≥ c∗(ξ), there exists a traveling wave with the speed c, and, for any c < c∗(ξ), such a traveling
wave does not exist. Moreover, we will find an expression for c∗(ξ), see (4.80). We will that the
profile of a traveling wave with a non-zero speed is smooth, whereas the zero-speed traveling wave
(provided it exists, i.e. if c∗(ξ) ≤ 0) has a continuous profile (Proposition 4.11, Corollary 4.12).
In Theorem 4.23, we will show a connection between traveling wave speeds and the corresponding
profiles. Next, using the Ikehara–Delange-type Tauberian theorem (Proposition 4.28), we will
find the exact asymptotic of a decaying traveling wave profile at +∞ (Proposition 4.31). This
will allow us to prove the uniqueness (up to shifts) of a traveling wave wave profile with a given
speed c ≥ c∗(ξ) (Theorem 4.33).

4.1 Existence and properties of traveling waves
Definition 4.1. Let Mθ(R) denote the set of all decreasing and right-continuous functions
f : R→ [0, θ].

Remark 4.2. There is a natural embedding of Mθ(R) into L∞(R). According to this, for a
function f ∈ L∞(R), the inclusion f ∈ Mθ(R) means that there exists g ∈ Mθ(R), such that
f = g a.s. on R.

Definition 4.3. Let X̃ 1
∞ := X̃∞ ∩ C1((0,∞) → L∞(Rd)). A function u ∈ X̃ 1

∞ is said to be a
traveling wave solution to the equation (2.1) with a speed c ∈ R and in a direction ξ ∈ Sd−1 if
and only if (iff, in the sequel) there exists a function ψ ∈Mθ(R), such that

ψ(−∞) = θ, ψ(+∞) = 0,

u(x, t) = ψ(x · ξ − ct), t ≥ 0, a.a. x ∈ Rd.
(4.1)

Here and below Sd−1 is defined by (3.36) and x · y = (x, y)Rd is the scalar product in Rd. The
function ψ is said to be the profile for the traveling wave, whereas c is its speed.

We will use some ideas and results from [99].
To study traveling wave solutions to (2.1), it is natural to consider the corresponding initial

conditions of the form

u0(x) = ψ(x · ξ), (4.2)

for some ξ ∈ Sd−1, ψ ∈Mθ(R). Then the solutions will have a special form as well, namely, the
following proposition holds.
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Proposition 4.4. Let ξ ∈ Sd−1, ψ ∈ Mθ(R), and an initial condition to (2.1) be given by
u0(x) = ψ(x · ξ), a.a. x ∈ Rd; let also u ∈ X̃+

∞ be the corresponding solution. Then there exist a
function φ : R× R+ → [0, θ], such that φ(·, t) ∈Mθ(R), for any t ≥ 0, and

u(x, t) = φ(x · ξ, t), t ≥ 0, a.a. x ∈ Rd. (4.3)

Moreover, there exist functions ǎ± (depending on ξ) on R with 0 ≤ ǎ± ∈ L1(R),
∫
R ǎ
±(s) ds =

1, such that φ is a solution to the following one-dimensional version of (2.1):
∂φ

∂t
(s, t) = κ+(ǎ+ ∗ φ)(s, t)−mφ(s, t)− κ1φ

2(s, t)

− κ2φ(s, t)(ǎ− ∗ φ)(s, t), t > 0, a.a. s ∈ R,
φ(s, 0) = ψ(s), a.a. s ∈ R.

(4.4)

Proof. Choose any η ∈ Sd−1 which is orthogonal to the ξ. Then the initial condition u0 is
constant along η, indeed, for any s ∈ R,

u0(x+ sη) = ψ((x+ sη) · ξ) = ψ(x · ξ) = u0(x), a.a. x ∈ Rd.

Then, by Proposition 3.18, for any fixed t > 0, the solution u(·, t) is constant along η as well.
Next, for any τ ∈ R, there exists x ∈ Rd such that x · ξ = τ ; and, clearly, if y · ξ = τ then
y = x + sη, for some s ∈ R and some η as above. Therefore, if we just set, for a.a. x ∈ Rd,
φ(τ, t) := u(x, t), t ≥ 0, this definition will be correct a.e. in τ ∈ R; and it will give (4.3). Next,
for a.a. fixed x ∈ Rd, u0(x+ sξ) = ψ(x · ξ+ s) is decreasing in s, therefore, u0 is decreasing along
the ξ, and by Proposition 3.18, u(·, t), t ≥ 0, will be decreasing along the ξ as well. The latter
means that, for any s1 ≤ s2, we have, by (4.3),

φ(x · ξ + s1, t) = u(x+ s1ξ, t) ≥ u(x+ s2ξ, t) = φ(x · ξ + s2, t),

and one can choose in the previous any x which is orthogonal to ξ to prove that φ is decreasing
in the first coordinate.

To prove the second statement, for d ≥ 2, choose any {η1, η2, ..., ηd−1} ⊂ Sd−1 which
form a complement of ξ ∈ Sd−1 to an orthonormal basis in Rd. Then, for a.a. x ∈ Rd, with
x =

∑d−1
j=1 τjηj + sξ, τ1, . . . , τd−1, s ∈ R, we have (using an analogous expansion of y inside

the integral below an taking into account that any linear transformation of orthonormal bases
preserves volumes)

(a± ∗ u)(x, t) =

∫
Rd
a±(y)u(x− y, t)dy

=

∫
Rd
a±
(d−1∑
j=1

τ ′jηj + s′ξ

)
u

(d−1∑
j=1

(τj − τ ′j)ηj + (s− s′)ξ, t
)
dτ ′1 . . . dτ

′
d−1ds

′

=

∫
R

(∫
Rd−1

a±
(d−1∑
j=1

τ ′jηj + s′ξ

)
dτ ′1 . . . dτ

′
d−1

)
u
(
(s− s′)ξ, t

)
ds′, (4.5)

where we used again Proposition 3.18 to show that u is constant along the vector η =
∑d−1
j=1(τj−

τ ′j)ηj which is orthogonal to the ξ.
Therefore, one can set

ǎ±(s) :=


∫
Rd−1

a±(τ1η1 + . . .+ τd−1ηd−1 + sξ) dτ1 . . . dτd−1, d ≥ 2,

a±(sξ), d = 1.

(4.6)
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It is easily seen that ǎ± = ǎ±ξ does not depend on the choice of η1, . . . , ηd−1, which constitute a
basis in the space Hξ := {x ∈ Rd | x · ξ = 0} = {ξ}⊥. Note that, clearly,∫

R
ǎ±(s) ds =

∫
Rd
a±(y) dy = 1. (4.7)

Next, by (4.3), u
(
(s− s′)ξ, t

)
= φ(s− s′, t), therefore, (4.5) may be rewritten as

(a± ∗ u)(x, t) =

∫
R
ǎ±(s′)φ(s− s′, t

)
ds′ =: (ǎ± ∗ φ)(s, t),

where s = x · ξ. The rest of the proof is obvious now.

Remark 4.5. Let ξ ∈ Sd−1 be fixed and ǎ± be defined by (4.6). Let φ be a traveling wave solution
to the equation (4.4) (in the sense of Definition 4.3, for d = 1) in the direction 1 ∈ S0 = {−1, 1},
with a profile ψ ∈Mθ(R) and a speed c ∈ R. Then the function u given by

u(x, t) = ψ(x · ξ − ct) = ψ(s− ct) = φ(s, t), (4.8)

for x ∈ Rd, t ≥ 0, s = x · ξ ∈ R, is a traveling wave solution to (2.1) in the direction ξ, with the
profile ψ and the speed c.
Remark 4.6. One can realize all previous considerations for increasing traveling wave, increasing
solution along a vector ξ etc. Indeed, it is easily seen that the function ũ(x, t) = u(−x, t) with
the initial condition ũ0(x) = u0(−x) is a solution to the equation (2.1) with a± replaced by
ã±(x) = a±(−x); note that (a± ∗ u)(−x, t) = (ã± ∗ ũ)(x, t).
Remark 4.7. It is a straightforward application of (3.35), that if ψ ∈ Mθ(R), c ∈ R gets (4.1)
then, for any s ∈ R, ψ(·+ s) is a traveling wave to (2.1) with the same c.

We will need also the following simple statement.

Proposition 4.8. Let (A1), (A2) hold and ξ ∈ Sd−1 be fixed. Define, for an arbitrary T > 0, the
mapping Q̃T : L∞(R)→ L∞(R) as follows: Q̃Tψ(s) = φ(s, T ), s ∈ R, where φ : R× R+ → [0, θ]
solves (4.4) with 0 ≤ ψ ∈ L∞+ (R). Then such a Q̃T is well-defined, satisfies all properties of
Proposition 3.16 (with d = 1), and, moreover, Q̃T (Mθ(R)) ⊂Mθ(R).

Proof. Consider one-dimensional equation (4.4), where ǎ± are given by (4.6). The latter equality
together with (A2) imply that

κ+ǎ+(s) ≥ κ2θǎ
−(s), a.a. s ∈ R. (4.9)

Therefore, all previous results (e.g. Theorem 2.2) hold true for the solution to (4.4) as well.
In particular, all statements of Proposition 3.16 hold true, for Q = Q̃T , d = 1. Moreover,
by the proof of Theorem 2.2 (in the L∞-case, cf. Remark 2.3), since the mappings B and Φτ ,
cf. (2.7), (2.6), map the set Mθ(R) into itself, we have that Q̃T has this property as well,
cf. Remark 4.2.

Now we are going to prove the existence of the traveling wave solution to (2.1). Denote, for
any λ > 0, ξ ∈ Sd−1,

aξ(λ) :=

∫
Rd
a+(x)eλx·ξ dx ∈ [0,∞]. (4.10)

For a given ξ ∈ Sd−1, consider the following assumption on a+:

there exists µ = µ(ξ) > 0 such that aξ(µ) <∞. (A5)
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Theorem 4.9. Let (A1) and (A2) hold and ξ ∈ Sd−1 be fixed. Suppose also that (A5) holds.
Then there exists c∗(ξ) ∈ R such that

1) for any c ≥ c∗(ξ), there exists a traveling wave solution, in the sense of Definition 4.3, with
a profile ψ ∈Mθ(R) and the speed c,

2) for any c < c∗(ξ), such a traveling wave does not exist.

Proof. Let µ > 0 be such that (A5) holds. Then, by (4.6),∫
R
ǎ+(s)eµsds =

∫
R

∫
Rd−1

a±(τ1η1 + . . .+ τd−1ηd−1 + sξ)eµs dτ1 . . . dτd−1ds

= aξ(µ) <∞. (4.11)

Clearly, the integral equality in (4.11) holds true for any λ ∈ R as well, with aξ(λ) ∈ [0,∞].
Let µ > 0 be such that (A5) holds. Define a function fromMθ(R) by

ϕ(s) := θmin{e−µs, 1}. (4.12)

Let us prove that there exists c ∈ R such that φ̄(s, t) := ϕ(s− ct) is a super-solution to (4.4), i.e.

F φ̄(s, t) ≥ 0, s ∈ R, t ≥ 0, (4.13)

where F is given by (3.1) (in the case d = 1). We have

(F φ̄)(s, t) = −cϕ′(s− ct)− κ+(ǎ+ ∗ ϕ)(s− ct) +mϕ(s− ct)
+ κ2ϕ(s− ct)(ǎ− ∗ ϕ)(s− ct) + κ1ϕ

2(s− ct),

hence, to prove (4.13), it is enough to show that, for all s ∈ R,

Jc(s) := cϕ′(s) + κ+(ǎ+ ∗ ϕ)(s) − mϕ(s) − κ2ϕ(s)(ǎ− ∗ ϕ)(s) − κ1ϕ
2(s) ≤ 0. (4.14)

By (4.12), (4.9), for s < 0, we have

Jc(s) = κ+(ǎ+ ∗ ϕ)(s)−mθ − κ2θ(ǎ
− ∗ ϕ)(s)− κ1θ

2

≤
(
(κ+ǎ− κ2θǎ

−) ∗ θ
)
(s)−mθ − κ1θ

2 = 0.

Next, by (4.12),

(ǎ+ ∗ ϕ)(s) ≤ θ
∫
R
ǎ+(τ)e−µ(s−τ) dτ = θe−µsaξ(µ),

therefore, for s ≥ 0, we have

Jc(s) ≤ −µcθe−µs + κ+θe−µsaξ(µ)−mθe−µs;

and to get (4.14) it is enough to demand that κ+aξ(µ)−m− µc ≤ 0, in particular,

c =
κ+aξ(µ)−m

µ
. (4.15)

As a result, for φ̄(s, t) = ϕ(s− ct) with c given by (4.15), we have

F φ̄ ≥ 0 = F(Q̃tϕ), (4.16)
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as Q̃tϕ is a solution to (4.4). Then, by (A2) and the inequality φ̄ ≤ θ, one can apply Proposi-
tion 3.4 and get that

Q̃tϕ(s′) ≤ φ̄(t, s′) = ϕ(s′ − ct), a.a. s′ ∈ R,

where c is given by (4.15); note that, by (4.12), for any s ∈ R, the function φ̄(s, t) is absolutely
continuous in t. In particular, for t = 1, s′ = s+ c, we will have

Q̃1ϕ(s+ c) ≤ ϕ(s), a.a. s ∈ R. (4.17)

And now one can apply [99, Theorem 5] which states that, if there exists a flow of abstract map-
pings Q̃t, each of them mapsMθ(R) into itself and has properties (Q1)–(Q5) of Proposition 3.16,
and if, for some t (e.g. t = 1), for some c ∈ R, and for some ϕ ∈ Mθ(R), the inequality (4.17)
holds, then there exists ψ ∈Mθ(R) such that, for any t ≥ 0,

(Q̃tψ)(s+ ct) = ψ(s), a.a. s ∈ R, (4.18)

that yields the solution to (4.4) in the form (4.8), and hence, by Remark 4.5, we will get the
existence of a solution to (2.1) in the form (4.1). It is worth noting that, in [99], the results
were obtained for increasing functions. By Remark 4.6, the same results do hold for decreasing
functions needed for our settings.

Next, by [99, Theorem 6], there exists c∗ = c∗(ξ) ∈ (−∞,∞] such that, for any c ≥ c∗, there
exists ψ = ψc ∈Mθ(R) such that (4.18) holds, and for any c < c∗ such a ψ does not exist. Since
for c given by (4.15) such a ψ exists, we have that c∗ ≤ c <∞, moreover, one can take any µ in
(4.15) for that (A5) holds. Therefore,

c∗ ≤ inf
λ>0

κ+aξ(λ)−m
λ

. (4.19)

The statement is proved.

Remark 4.10. It can be seen from the proof above that we didn’t use the special form (4.12) of
the function ϕ after the inequality (4.16). Therefore, if a function ϕ1 ∈ Mθ(R) is such that the
function φ̄(s, t) := ϕ1(s − ct), s ∈ R, t ≥ 0, is a super-solution to (4.4), for some c ∈ R, i.e. if
(4.13) holds, then there exists a traveling wave solution to (4.4), and hence to (2.1), with some
profile ψ ∈Mθ(R) and the same speed c.

Next two statements describe the properties of a traveling wave solution.

Proposition 4.11. Let ψ ∈ Mθ(R) and c ∈ R be such that there exists a solution u ∈ X̃ 1
∞ to

the equation (2.1) such that (4.1) holds, for some ξ ∈ Sd−1. Then ψ ∈ C1(R→ [0, θ]), for c 6= 0,
and ψ ∈ C(R→ [0, θ]), otherwise.

Proof. The condition (4.1) implies (4.2) for the ξ ∈ Sd−1. Then, by Proposition 4.4, there exists
φ given by (4.3) which solves (4.4); moreover, by Remark 4.5, (4.8) holds.

Let c 6= 0. It is well-known that any monotone function is differentiable almost everywhere.
Prove first that ψ is differentiable everywhere on R. Fix any s0 ∈ R. It follows directly from
Proposition 4.4, that φ ∈ C1((0,∞) → L∞(R)). Therefore, for any t0 > 0 and for any ε > 0,
there exists δ = δ(t0, ε) > 0 such that, for all t ∈ R with |ct| < δ and t0 + t > 0, the following
inequalities hold, for a.a. s ∈ R,

∂φ

∂t
(s, t0)− ε < φ(s, t0 + t)− φ(s, t0)

t
<
∂φ

∂t
(s, t0) + ε, (4.20)

∂φ

∂t
(s, t0)− ε < ∂φ

∂t
(s, t0 + t) <

∂φ

∂t
(s, t0) + ε. (4.21)
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Set, for the simplicity of notations, x0 = s0 + ct0. Take any 0 < h < 1 with 2h <
min

{
δ, |c|t0, |c|δ

}
. Since ψ is a decreasing function, one has, for almost all s ∈ (x0, x0 + h2),

ψ(s0 + h)− ψ(s0)

h
≤ ψ(s− ct0 + h− h2)− ψ(s− ct0)

h

=
φ(s, t0 + h2−h

c )− φ(s, t0)
h2−h
c

h2 − h
ch

≤
(
∂φ

∂t
(s, t0)∓ ε

)
h− 1

c
, (4.22)

by (4.20) with t = h2−h
c ; note that then |ct| = h− h2 < h < δ, and t0 + t > 0 (the latter holds,

for c < 0, because of t0 + t > t0 then; and, for c > 0, it is equivalent to ct0 > −ct = h − h2,
that follows from h < ct0). Stress, that, in (4.22), one needs to choose −ε, for c > 0, and +ε, for
c < 0, according to the left and right inequalities in (4.20), correspondingly.

Similarly, for almost all s ∈ (x0 − h2, x0), one has

ψ(s0 + h)− ψ(s0)

h
≥ ψ(s− ct0 + h+ h2)− ψ(s− ct0)

h

=
φ(s, t0 − h2+h

c )− φ(s, t0)

−h2+h
c

h2 + h

−ch
≥
(
∂φ

∂t
(s, t0)± ε

)
h+ 1

−c
, (4.23)

where we take again the upper sign, for c > 0, and the lower sign, for c < 0; note also that
h + h2 < 2h < δ. Next, one needs to ‘shift’ values of s in (4.23) to get them the same as in
(4.22). To do this note that, by (4.8),

φ
(
s+ h2, t0 +

h2

c

)
= φ(s, t0), a.a. s ∈ Rd. (4.24)

As a result,

(ǎ± ∗ φ)
(
s+ h2, t0 +

h2

c

)
=

∫
R
ǎ±(s′)φ

(
s− s′ + h2, t0 +

h2

c

)
ds

= (ǎ± ∗ φ)(s, t0), a.a. s ∈ Rd.
(4.25)

Then, by (4.4), (4.24), (4.25), one gets

∂

∂t
φ
(
s+ h2, t0 +

h2

c

)
=

∂

∂t
φ(s, t0), a.a. s ∈ Rd. (4.26)

Therefore, by (4.26), one gets from (4.23) that, for almost all s ∈ (x0, x0 + h2), cf. (4.22),

ψ(s0 + h)− ψ(s0)

h
≥
(
∂φ

∂t

(
s, t0 +

h2

c

)
± ε
)
h+ 1

−c
,

and, since
∣∣h2

c

∣∣ < δ, one can apply the right and left inequalities in (4.21), for c > 0 and c < 0,
correspondingly, to continue the estimate

≥
(
∂φ

∂t
(s, t0)± 2ε

)
h+ 1

−c
. (4.27)

Combining (4.22) and (4.27), we obtain(
esssup

s∈(x0,x0+h2)

∂φ

∂t
(s, t0)± 2ε

)
h+ 1

−c
≤ ψ(s0 + h)− ψ(s0)

h

≤

(
esssup

s∈(x0,x0+h2)

∂φ

∂t
(s, t0)∓ ε

)
h− 1

c
. (4.28)
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For fixed s0 ∈ R, t0 > 0 and for x0 = s0 + ct0, the function

f(h) := esssup
s∈(x0,x0+h2)

∂φ

∂t
(s, t0), h ∈ (0, 1),

is bounded, as |f(h)| ≤
∥∥∂φ
∂t (·, t0)

∥∥
∞ <∞, and monotone; hence there exists f̄ = lim

h→0+
f(h). As

a result, for small enough h, (4.28) yields

(f̄ ± 2ε)
1

−c
− ε ≤ ψ(s0 + h)− ψ(s0)

h
≤ (f̄ ∓ ε)−1

c
+ ε,

and, therefore, there exists
∂ψ

∂s
(s0+) =

−f̄
c

. In the same way, one can prove that there exists

∂ψ

∂s
(s0−) =

−f̄
c

, and, therefore, ψ is differentiable at s0. As a result, ψ is differentiable (and
hence continuous) on the whole R.

Next, for any s1, s2, h ∈ R, we have∣∣∣∣ψ(s1 + h)− ψ(s1)

h
− ψ(s2 + h)− ψ(s2)

h

∣∣∣∣
=

1

|c|

∣∣∣∣φ
(
s1 + ct0, t0 − h

c

)
− φ(s1 + ct0, t0)

−hc

−
φ
(
s1 + ct0, t0 + s1−s2

c − h
c

)
− φ

(
s1 + ct0, t0 + s1−s2

c

)
−hc

∣∣∣∣;
and if we pass h to 0, we get

|ψ′(s1)− ψ′(s2)| = 1

|c|

∣∣∣∣ ∂∂tφ(s1 + ct0, t0)− ∂

∂t
φ
(
s1 + ct0, t0 +

s1 − s2

c

)∣∣∣∣
≤ 1

|c|

∥∥∥∥ ∂∂tφ(·, t0)− ∂

∂t
φ
(
·, t0 +

s1 − s2

c

)∥∥∥∥. (4.29)

And now, by the continuity of ∂
∂tφ(·, t) in t in the sense of the norm in L∞(R), we have that, by

(4.21), the inequality |s1 − s2| ≤ |c|δ implies that, by (4.29),

|ψ′(s1)− ψ′(s2)| ≤ 1

|c|
ε.

As a result, ψ′(s) is uniformly continuous on R and hence continuous.
Finally, consider the case c = 0. Then (4.8) implies that φ(s, t) must be constant in time, i.e.

φ(s, t) = ψ(s), for a.a. s ∈ R. Thus one can rewrite (4.4) as follows

0 = −κ+(ǎ+ ∗ ψ)(s) +mψ(s) + κ2ψ(s)(ǎ− ∗ ψ)(s) + κ1ψ
2(s)

= κ1ψ
2(s) +A(s)ψ(s)−B(s), (4.30)

where A(s) = m+ κ2(ǎ− ∗ ψ)(s) and B(s) = κ+(ǎ+ ∗ ψ)(s). Equivalently,

ψ(s) =

√
A2(s) + 4κ1B(s)−A(s)

4κ1
. (4.31)

Since ψ ∈ L∞(R), then, by Lemma 2.1, the r.h.s. of (4.31) is a continuous in s function, and
hence ψ ∈ C(R).
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Let u ∈ X̃ 1
∞ be a traveling wave solution to (2.1), in the sense of Definition 4.3, with a profile

ψ ∈ Mθ(R) and a speed c ∈ R. Then, by Remark 4.5 and Proposition 4.11, for any c 6= 0, one
can differentiate ψ(s− ct) in t ≥ 0. Thus (cf. also Lemma 2.1) we get

cψ′(s) + κ+(ǎ+ ∗ ψ)(s) − mψ(s) − κ2ψ(s)(ǎ− ∗ ψ)(s) − κ1ψ
2(s) = 0, s ∈ R. (4.32)

For c = 0, one has (4.30), i.e. (4.32) holds in this case as well.
Let k ∈ N ∪ {∞} and Ckb (R) denote the class of all functions on R which are k times

differentiable and whose derivatives (up to the order k) are continuous and bounded on R.

Corollary 4.12. In conditions and notations of Proposition 4.11, for any speed c 6= 0, the profile
ψ ∈ C∞b (R).

Proof. By Lemma 2.1, ǎ± ∗ ψ ∈ Cb(R). Then (4.32) yields ψ′ ∈ Cb(R), i.e. ψ ∈ C1
b (R). By

e.g. [86, Proposition 5.4.1], ǎ± ∗ψ ∈ C1
b (R) and (ǎ± ∗ψ)′ = ǎ± ∗ψ′, therefore, the equality (4.32)

holds with ψ′ replaced by ψ′′ and ψ replaced by ψ′. Then, by the same arguments ψ ∈ C2
b (R),

and so on. The statement is proved.

Proposition 4.13. In conditions and notations of Proposition 4.11, ψ is a strictly decaying
function, for any speed c.

Proof. Let c ∈ R be the speed of a traveling wave with a profile ψ ∈ Mθ(R) in a direction
ξ ∈ Sd−1. By Proposition 4.11, ψ ∈ C(R). Suppose that ψ is not strictly decaying, then there
exists δ0 > 0 and s0 ∈ R, such that ψ(s) = ψ(s0), for all |s − s0| ≤ δ0. Take any δ ∈

(
0, δ02

)
,

and consider the function ψδ(s) := ψ(s + δ). Clearly, ψδ(s) ≤ ψ(s), s ∈ R. By Remark 4.7,
ψδ is a profile for a traveling wave with the same speed c. Therefore, one has two solutions to
(2.1): u(x, t) = ψ(x · ξ − ct) and uδ(x, t) = ψδ(x · ξ − ct) and hence u(x, t) ≤ uδ(x, t), x ∈ Rd,
t ≥ 0. By the maximum principle, see Theorem 3.10, either u ≡ uδ, that contradicts δ > 0 or
u(x, t) < uδ(x, t), x ∈ Rd, t > 0. The latter, however, contradicts the equality u(x, t) = uδ(x, t),
which holds e.g. if x · ξ − ct = s0. Hence ψ is a strictly decaying function.

Under assumptions (A1) and (A2), define the following function, cf. (3.19),

J̌υ(s) := κ+ǎ+(s)− υκ2ǎ
−(s), s ∈ R, υ ∈ (0, θ]. (4.33)

Then, by (4.9),
J̌υ(s) ≥ J̌θ(s) ≥ 0, s ∈ R, υ ∈ (0, θ].

Proposition 4.14. Let (A1) and (A2) hold. Then, in the conditions and notations of Proposi-
tion 4.11, there exists µ = µ(c, a+,κ−, θ) > 0 such that∫

R
ψ(s)eµs ds <∞.

Proof. At first, we prove that ψ ∈ L1(R+). Let υ ∈ (0, θ) and J̌υ(s) > 0, s ∈ R be given by
(4.33). Since

∫
R J̌υ(s) ds = κ+ − υκ2 > m+ κ1υ, one can choose R0 > 0, such that∫ R0

−R0

J̌υ(s) ds = m+ κ1υ. (4.34)

We rewrite (4.32) as follows

cψ′(s) + (J̌υ ∗ ψ)(s) +
(
υ − ψ(s)

)(
κ1ψ(s) + κ2(ǎ− ∗ ψ)(s)

)
− (m+ κ1υ)ψ(s) = 0, s ∈ R. (4.35)
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Fix arbitrary r0 > 0, such that

ψ(r0) < υ. (4.36)

Let r > r0 +R0. Integrate (4.35) over [r0, r]; one gets

c(ψ(r)− ψ(r0)) +A+B = 0, (4.37)

where

A :=

∫ r

r0

(J̌υ ∗ ψ)(s) ds− (m+ κ1υ)

∫ r

r0

ψ(s)ds,

B :=

∫ r

r0

(υ − ψ(s))
(
κ1ψ(s) + κ2(ǎ− ∗ ψ)(s)

)
ds.

By (4.33), (4.34), one has

A ≥
∫ r

r0

∫ R0

−R0

J̌υ(τ)ψ(s− τ)dτds− (m+ κ1υ)

∫ r

r0

ψ(s) ds

=

∫ R0

−R0

J̌υ(τ)

(∫ r−τ

r0−τ
ψ(s) ds−

∫ r

r0

ψ(s) ds

)
dτ

=

∫ R0

0

J̌υ(τ)

(∫ r0

r0−τ
ψ(s) ds−

∫ r

r−τ
ψ(s) ds

)
dτ

+

∫ 0

−R0

J̌υ(τ)

(∫ r−τ

r

ψ(s) ds−
∫ r0−τ

r0

ψ(s) ds

)
dτ ; (4.38)

and since ψ is a decreasing function and r −R0 > r0, we have from (4.38), that

A ≥ (ψ(r0)− ψ(r −R0))

∫ R0

0

τ J̌υ(τ) dτ + (ψ(r +R0)− ψ(r0))

∫ 0

−R0

(−τ)Jυ(τ) dτ

≥ −θ
∫ 0

−R0

(−τ)Jυ(τ) dτ =: −θJ̄υ,R0
. (4.39)

Next, (4.36) and monotonicity of ψ imply

B ≥ (υ − ψ(r0))

∫ r

r0

(
κ1ψ(s) + κ2(ǎ− ∗ ψ)(s)

)
ds. (4.40)

Then, by (4.37), (4.39), (4.40), (4.36), one gets

0 ≤ (υ − ψ(r0))

∫ r

r0

(
κ1ψ(s) + κ2(ǎ− ∗ ψ)(s)

)
ds

≤ θJ̄υ,R0
+ c(ψ(r0)− ψ(r))→ θJ̄υ,R0

+ cψ(r0) <∞, r →∞,

therefore, κ1ψ+κ2ǎ
− ∗ψ ∈ L1(R+). Finally, (4.7) implies that there exist a measurable bounded

set ∆ ⊂ R, with m(∆) :=
∫

∆
ds ∈ (0,∞), and a constant µ > 0, such that ǎ−(τ) ≥ µ, for a.a.

τ ∈ ∆. Let δ = inf ∆ ∈ R. Then, for any s ∈ R, one has

(ǎ− ∗ ψ)(s) ≥
∫

∆

ǎ−(τ)ψ(s− τ) dτ ≥ µψ(s− δ)m(∆).
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Therefore ψ ∈ L1(R+).
For any N ∈ N, we define ϕN (s) := 11(−∞,N)(s) + e−λ(s−N)11[N,∞)(s), where λ > 0. By the

proved above, ψ, ǎ± ∗ψ ∈ L1(R+)∩L∞(R) hence, by (4.32), cψ′ ∈ L1(R+)∩L∞(R). Therefore,
all terms of (4.32) being multiplied on eλsϕN (s) are integrable over R. After this integration,
(4.32) will be read as follows

I1 + I2 + I3 = 0, (4.41)

where (recall that κ−θ − κ+ = −m)

I1 := c

∫
R
ψ′(s)eλsϕN (s) ds,

I2 := κ+

∫
R

(
(ǎ+ ∗ ψ)(s)− ψ(s)

)
eλsϕN (s) ds,

I3 :=

∫
R
ψ(s)

(
κ+ −m− κ1ψ(s)− κ2(ǎ− ∗ ψ)(s)

)
eλsϕN (s) ds

We estimate now I1, I2, I3 from below.
We start with I2. One can write∫

R
(ǎ+ ∗ ψ)(s)eλsϕN (s) ds =

∫
R

∫
R
ǎ+(s− τ)ψ(τ)eλsϕN (s) dτds

=

∫
R

∫
R
ǎ+(s)eλsϕN (τ + s) ds eλτψ(τ) dτ

≥
∫
R

(∫ R

−∞
ǎ+(s)eλs ds

)
ϕN (τ +R)eλτψ(τ) dτ, (4.42)

for any R > 0, as ϕ is nonincreasing. By (4.7), one can choose R > 0 such that∫ R

−∞
ǎ+(τ) dτ > 1− κ−θ

4
.

By continuity arguments, there exists ν > 0 such that, for any 0 < λ < ν,∫ R

−∞
ǎ+(τ)eλτ dτ ≥

(
1− κ−θ

4

)
eλR. (4.43)

Therefore, combining (4.42) and (4.43), we get

I2 ≥
∫
R

(
1− κ−θ

4

)
eλRϕN (τ +R)eλτψ(τ) dτ −

∫
R
ψ(s)eλsϕN (s) ds

=

∫
R

(
1− κ−θ

4

)
ϕN (τ)eλτψ(τ −R) dτ −

∫
R
ψ(s)eλsϕN (s) ds

≥ −κ−θ
4

∫
R
ψ(s)eλsϕN (s) ds, (4.44)

as ψ(τ −R) ≥ ψ(τ), τ ∈ R, R > 0.
Now we estimate I3. By (4.1), it is easily seen that the function (ǎ− ∗ ψ)(s) decreases

monotonically to 0 as s→∞. Suppose additionally that R > 0 above is such that

κ1ψ(s) + κ2(ǎ− ∗ ψ)(s) <
κ−θ

2
, s > R.
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Then, one gets

I3 ≥
κ−θ

2

∫ ∞
R

ψ(s)eλsϕN (s) ds

+

∫ R

−∞
ψ(s)

(
κ−θ − κ1ψ(s)− κ2(ǎ− ∗ ψ)(s)

)
eλsϕN (s) ds

≥ κ−θ
2

∫ ∞
R

ψ(s)eλsϕN (s) ds,

as 0 ≤ ψ ≤ θ, ϕN ≥ 0, (ǎ− ∗ ψ)(s) ≤ θ.
It remains to estimate I1 (in the case c 6= 0). Since lim

s→±∞
ψ(s)eλsϕN (s) = 0, we have from

the integration by parts formula, that

I1 = −c
∫
R
ψ(s)(λϕN (s) + ϕ′N (s))eλs ds.

For c > 0, one can use that ϕ′N (s) ≤ 0, s ∈ R, and hence

I1 ≥ −cλ
∫
R
ψ(s)ϕN (s)eλs ds.

For c < 0, we use that, by the definition of ϕN , λϕN (s) + ϕ′N (s) = 0, s ≥ N ; therefore,

I1 = −cλ
∫ N

−∞
ψ(s) ds > 0. (4.45)

Therefore, combining (4.44)–(4.45), we get from (4.41), that

0 ≥ −λc̄
∫
R
ψ(s)ϕN (s)eλs ds− κ−θ

4

∫
R
ψ(s)eλsϕN (s) ds+

κ−θ
2

∫ ∞
R

ψ(s)eλsϕN (s) ds,

where c̄ = max{c, 0}.
The latter inequality can be easily rewritten as(κ−θ

4
− λc̄

)∫ ∞
R

ψ(s)eλsϕN (s) ds ≤
(κ−θ

4
+ λc̄

)∫ R

−∞
ψ(s)ϕN (s)eλs ds

≤
(κ−θ

4
+ λc̄

)
θ

∫ R

−∞
eλs ds =: Iλ,R <∞, (4.46)

for any 0 < λ < ν.
Take now µ < min

{
ν, κ

−θ
4c

}
, for c > 0, and µ < ν, otherwise. Then, by (4.46), for any N > R,

one get

∞ >
(κ−θ

4
− µc̄

)−1

Iµ,R >

∫ ∞
R

ψ(s)eµsϕN (s) ds ≥
∫ N

R

ψ(s)eµs ds,

thus, ∫
R
ψ(s)eµs ds =

∫ R

−∞
ψ(s)eµs ds+

∫ ∞
R

ψ(s)eµs ds

≤ θ
∫ R

−∞
eµs ds+ Iµ,R

(κ−θ
4
− µc̄

)−1

<∞,

that gets the statement.
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4.2 Speed and profile of a traveling wave
Through this subsection we will suppose, additionally to (A1) and (A2), that

a+ ∈ L∞(Rd). (A6)

Clearly, (A2) and (A6) imply a− ∈ L∞(Rd).
Remark 4.15. All further statements remain true if we change (A6) on the condition ǎ+ ∈ L∞(R),
where ǎ+ is given by (4.6); evidently, the latter condition is, for d ≥ 2, weaker than (A6).

Let ξ ∈ Sd−1 be fixed and (A5) hold. Assume also that∫
Rd
|x · ξ| a+(x) dx <∞. (A7)

Under assumption (A7), we define

mξ :=

∫
Rd
x · ξ a+(x) dx. (4.47)

Suppose also, that the following modification of (A3) holds:

there exist r = r(ξ) ≥ 0, ρ = ρ(ξ) > 0, δ = δ(ξ) > 0, such that

a+(x) ≥ ρ, for a.a. x ∈ Bδ(rξ).
(A8)

For an f ∈ L∞(R), let Lf be a bilateral-type Laplace transform of f , cf. [96, Chapter VI]:

(Lf)(z) =

∫
R
f(s)ezs ds, Re z > 0. (4.48)

We collect several results about L in the following lemma.

Lemma 4.16. Let f ∈ L∞(R).

(L1) There exists λ0(f) ∈ [0,∞] such that the integral (4.48) converges in the strip {0 < Re z <
λ0(f)} (provided that λ0(f) > 0) and diverges in the half plane {Re z > λ0(f)} (provided
that λ0(f) <∞).

(L2) Let λ0(f) > 0. Then (Lf)(z) is analytic in {0 < Re z < λ0(f)}, and, for any n ∈ N,

dn

dzn
(Lf)(z) =

∫
R
ezssnf(s) ds, 0 < Re z < λ0(f).

(L3) Let f ≥ 0 a.e. and 0 < λ0(f) < ∞. Then (Lf)(z) has a singularity at z = λ0(f). In
particular, Lf has not an analytic extension to a strip 0 < Re z < ν, with ν > λ0(f).

(L4) Let f ′ := d
dsf ∈ L

∞(R), f(∞) = 0, and λ0(f ′) > 0. Then λ0(f) ≥ λ0(f ′) and, for any
0 < Re z < λ0(f ′),

(Lf ′)(z) = −z(Lf)(z). (4.49)

(L5) Let g ∈ L∞(R) ∩ L1(R) and λ0(f) > 0, λ0(g) > 0. Then λ0(f ∗ g) ≥ min{λ0(f), λ0(g)}
and, for any 0 < Re z < min{λ0(f), λ0(g)},(

L(f ∗ g)
)
(z) = (Lf)(z)(Lg)(z). (4.50)
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(L6) Let 0 ≤ f ∈ L1(R) ∩ L∞(R) and λ0(f) > 0. Then lim
λ→0+

(Lf)(λ) =
∫
R f(s) ds.

(L7) Let f ≥ 0, λ0(f) ∈ (0,∞) and A :=
∫
R f(s)eλ0(f)s ds <∞. Then lim

λ→λ0(f)−
(Lf)(λ) = A.

(L8) Let f ≥ 0 be decreasing on R, and let λ0(f) > 0. Then, for any 0 < λ < λ0(f),

f(s) ≤ λeλ

eλ − 1
(Lf)(λ)e−λs, s ∈ R. (4.51)

Moreover,

λ0

(
f2
)
≥ 2λ0(f), (4.52)

and for any 0 ≤ g ∈ L∞(R) ∩ L1(R), λ0(g) > 0,

λ0

(
f(g ∗ f)

)
≥ λ0(f) + min

{
λ0(g), λ0(f)

}
. (4.53)

Proof. We can rewrite L = L+ + L−, where

(L±f)(z) =

∫
R±

f(s)ezs ds, Re z > 0,

R+ = [0,∞), R− = (∞, 0]. Let L denote the classical (unilateral) Laplace transform:

(Lf)(z) =

∫
R+

f(s)e−zs ds,

and l0(f) be its abscissa of convergence (see details, e.g. in [96, Chapter II]). Then, clearly,
(L+f)(z) = (Lf)(−z), (L−f)(z) = (Lf−)(z), where f−(s) = f(−s), s ∈ R. As a result,
λ0(f) = −l0(f).

It is easily seen that, for f ∈ L∞(R), l0(f−) ≤ 0, in particular,the function (L−f)(z) is
analytic on Re z > 0.

Therefore, the properties (L1)–(L3) are direct consequences of [96, Theorems II.1, II.5a, II.5b],
respectively. The property (L4) may be easily derived from [96, Theorem II.2.3a, II.2.3b], taking
into account that f(∞) = 0. The property (L5) one gets by a straightforward computation,
cf. [96, Theorem VI.16a]; note that f ∗ g ∈ L∞(R).

Next, λ0(f) > 0 implies l0(f) < 0, therefore, L+f can be analytically continued to 0. If
l(f−) < 0, then L−f can be analytically continued to 0 as well, and (L6) will be evident.
Otherwise, if l(f−) = 0 then (L6) follows from [96, Theorem V.1]. Similar arguments prove (L7).

To prove (L8) for decreasing nonnegative f , note that, for any 0 < λ < λ0(f),

f(s)

∫ s

s−1

eλτ dτ ≤
∫ s

s−1

f(τ)eλτ dτ ≤ (Lf)(λ), s ∈ R,

that implies (4.51). Next, by (L5), λ0(g ∗ f) > 0, and conditions on g yield that g ∗ f ≥ 0 is
decreasing as well. Therefore, by (4.51), for any 0 < λ < λ0(g ∗ f),∣∣(L(f(g ∗ f))

)
(z)
∣∣ ≤ ∫

R
f(s)(g ∗ f)(s)esRe z ds

≤ λeλ

eλ − 1

(
L(g ∗ f)

)
(λ)

∫
R
f(s)e−sλesRe z ds <∞,

provided that Re z < λ0(f) +λ < λ0(f) +λ0(g ∗ f). As a result, λ0

(
f(g ∗ f)

)
≥ λ0(f) +λ0(g ∗ f)

that, by (L5), implies (4.53). Similarly one can prove (4.52).
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Fix any ξ ∈ Sd−1. Then, by (4.11), one has that λ0(ǎ±) > 0. Consider, cf. (4.15), (4.19), the
following complex-valued function

Gξ(z) :=
κ+(Lǎ+)(z)−m

z
, Re z > 0, (4.54)

which is well-defined on 0 < Re z < λ0(ǎ+). Note that, by (4.11),

(Lǎ+)(λ) = aξ(λ), Gξ(λ) =
κ+aξ(λ)−m

λ
, 0 < λ < λ0(ǎ+),

and hence, by (4.19),

c∗(ξ) ≤ inf
λ>0

Gξ(λ), (4.55)

where c∗(ξ) is the minimal speed of traveling waves, cf. Theorem 4.9. We will show below that
in fact there exists equality in (4.55), and hence in (4.19).

We start with the following notations to simplify the further statements.

Definition 4.17. Let m > 0, κ± > 0, 0 ≤ a− ∈ L1(Rd) be fixed, and (A1) holds. For an
arbitrary ξ ∈ Sd−1, denote by Uξ the subset of functions 0 ≤ a+ ∈ L1(Rd) such that (A2) and
(A5)–(A8) hold.

For a+ ∈ Uξ, denote also the interval Iξ ⊂ (0,∞) by

Iξ :=


(0,∞), if λ0(ǎ+) =∞,(
0, λ0(ǎ+)

)
, if λ0(ǎ+) <∞ and (Lǎ+)

(
λ0(ǎ+)

)
=∞(

0, λ0(ǎ+)
]
, if λ0(ǎ+) <∞ and (Lǎ+)

(
λ0(ǎ+)

)
<∞.

Proposition 4.18. Let ξ ∈ Sd−1 be fixed and a+ ∈ Uξ. Then there exists a unique λ∗ = λ∗(ξ) ∈
Iξ such that

inf
λ>0

Gξ(λ) = min
λ∈Iξ

Gξ(λ) = Gξ(λ∗) > κ+mξ. (4.56)

Moreover, Gξ is strictly decreasing on (0, λ∗] and Gξ is strictly increasing on Iξ \ (0, λ∗] (the
latter interval may be empty).

Proof. First of all, by (4.6), the condition (A7) implies, cf. (4.11),

mξ =

∫
R
sǎ+(s) ds ∈ R. (4.57)

Next, to simplify notations, we set λ0 := λ0(ǎ+) ∈ (0,∞]. Denote also

Fξ(λ) := κ+aξ(λ)−m = λGξ(λ), λ ∈ Iξ. (4.58)

By (L2), for any λ ∈ (0, λ0),

a′′ξ (λ) =

∫
R
s2ǎ+(s)eλs ds > 0, (4.59)
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therefore, a′ξ(λ) is increasing on (0, λ0); in particular, by (4.57), we have, for any λ ∈ (0, λ0),∫
R
sǎ+(s)eλs ds = a′ξ(λ) > a′ξ(0) =

∫
R
sǎ+(s) ds = mξ. (4.60)

Next, by (L6), Fξ(0+) = κ+ −m > 0, hence,

Gξ(0+) =∞. (4.61)

Finally, for λ ∈ (0, λ0), we have

G′ξ(λ) = λ−2
(
λF ′ξ(λ)− Fξ(λ)

)
= λ−1

(
F ′ξ(λ)−Gξ(λ)

)
, (4.62)

G′′ξ (λ) = λ−1(F ′′ξ (λ)− 2G′ξ(λ)). (4.63)

We will distinguish two cases.
Case 1. There exists µ ∈ (0, λ0) with G′ξ(µ) = 0. Then, by (4.63), (4.59),

G′′ξ (µ) = µ−1F ′′ξ (µ) = µ−1κ+a′′ξ (µ) > 0.

Hence any stationary point of Gξ is with necessity a point of local minimum, therefore, Gξ has at
most one such a point, thus it will be a global minimum. Moreover, by (4.62), (4.60), G′(µ) = 0
implies

Gξ(µ) = F ′ξ(µ) = κ+a′ξ(µ) > κ+mξ. (4.64)

Therefore, in the Case 1, one can choose λ∗ = µ (which is unique then) to fulfill the statement.
List the conditions under which the Case 1 is possible.

1. Let λ0 =∞. Note that (A8) implies that there exist δ′ > 0, ρ′ > 0, such that ǎ+(s) ≥ ρ′,
for a.a. s ∈ [r−δ′, r+δ′]. Indeed, fix, for the case d ≥ 2, a basis η1, . . . , ηd−1 of Hξ = {ξ}⊥,
cf. definition of (4.6), then

Bδ(rξ) ⊃
{

(r + σ)ξ + τ1η1 + . . .+ τd−1ηd−1

∣∣∣ |σ| ≤ δ√
d
, |τi| ≤

δ√
d

}
.

Therefore, by (4.6) and (A8),

ǎ+(s) ≥ ρ
( 2δ√

d

)d−1

=: ρ′, s ∈ [r − δ′, r + δ′], δ′ :=
δ√
d
. (4.65)

Hence if λ0 =∞, then

1

λ
aξ(λ) ≥ 1

λ

∫ r+δ′

r

ǎ+(s)eλs ds ≥ ρ′ 1

λ2

(
eλ(r+δ′) − eλr

)
→∞, (4.66)

as λ→∞. Then, in such a case, Gξ(∞) =∞. Therefore, by (4.61), there exists a zero of
G′ξ.

2. Let λ0 <∞ and aξ(λ0) =∞. Then, again, (4.61) implies the existence of a zero of G′ξ on
(0, λ0).
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3. Let λ0 <∞ and aξ(λ0) <∞. By (4.58), (4.62),

lim
λ→0+

λ2G′ξ(λ) = −Fξ(0+) = −(κ+ −m) < 0.

Therefore, the function G′ξ has a zero on (0, λ0) if and only if takes a positive value at some
point from (0, λ0).

Now, one can formulate and consider the opposite to the Case 1.
Case 2. Let λ0 <∞, aξ(λ0) <∞, and

G′ξ(λ) < 0, λ ∈ (0, λ0). (4.67)

Therefore,

inf
λ>0

Gξ(λ) = inf
λ∈(0,λ0]

Gξ(λ) = lim
λ→λ0−

Gξ(λ) = Gξ(λ0), (4.68)

by (L7). Hence we have the first equality in (4.56), by setting λ∗ := λ0. To prove the second
inequality in (4.56), note that, by (4.62), the inequality (4.67) is equivalent to F ′ξ(λ) < Gξ(λ),
λ ∈ (0, λ0). Therefore, by (4.68), (4.58), (4.60),

Gξ(λ0) = inf
λ∈
(
λ0
2 ,λ0

)Gξ(λ) ≥ inf
λ∈
(
λ0
2 ,λ0

)F ′ξ(λ) ≥ κ+a′ξ

(λ0

2

)
> κ+mξ,

where we used again that, by (4.59), a′ξ and hence F ′ξ are increasing on (0, λ0). The statement
is fully proved now.

The second case in the proof of Proposition 4.18 requires additional analysis. Let ξ ∈ Sd−1

be fixed and a+ ∈ Uξ, λ0 := λ0(ǎ+). By (L2), one can define the following function

tξ(λ) := κ+

∫
R

(1− λs)ǎ+(s)eλs ds ∈ R, λ ∈ [0, λ0). (4.69)

Note that ∫
R−
|s|ǎ+(s)eλ0s ds <∞, (4.70)

and
∫
R+
sǎ+(s)eλ0s ds ∈ (0,∞] is well-defined. Then, in the case λ0 < ∞ and aξ(λ0) < ∞, one

can continue tξ at λ0, namely,

tξ(λ0) := κ+

∫
R

(1− λ0s)ǎ
+(s)eλ0s ds ∈ [−∞,κ+). (4.71)

To prove the latter inclusion, i.e. that tξ(λ0) < κ+, consider the function f0(s) := (1−λ0s)e
λ0s,

s ∈ R. Then, f ′0(s) = −λ2
0se

λ0s, and thus f0(s) < f0(0) = 1, s 6= 0. Moreover, the function
g0(s) = f0(−s)− f0(s), s ≥ 0 is such that g′0(s) = λ2

0s(e
λ0s − e−λ0s) > 0, s > 0. As a result, for

any δ > 0, f0(−δ) > f0(δ), and∫
R
f0(s)ǎ+(s) ds ≤ f0(−δ)

∫
R\[−δ,δ]

ǎ+(s) ds+

∫
[−δ,δ]

ǎ+(s) ds <

∫
R
ǎ+(s) ds = 1.
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Proposition 4.19. Let ξ ∈ Sd−1 be fixed and a+ ∈ Uξ. Suppose also that λ0 := λ0(ǎ+) < ∞
and aξ(λ0) <∞. Then (4.67) holds iff

tξ(λ0) ∈ (0,κ+), (4.72)
m ≤ tξ(λ0). (4.73)

Proof. Define the function, cf. (4.58),

Hξ(λ) := λF ′ξ(λ)− Fξ(λ), λ ∈ (0, λ0). (4.74)

By (4.62), the condition (4.67) holds iff Hξ is negative on (0, λ0). By (4.74), (4.59), one has
H ′ξ(λ) = λF ′′ξ (λ) > 0, λ ∈ (0, λ0) and, therefore, Hξ is (strictly) increasing on (0, λ0). By Propo-
sition 4.18, G′ξ, and hence Hξ, are negative on a right-neighborhood of 0. As a result, Hξ(λ) < 0
on (0, λ0) iff

lim
λ→λ0−

Hξ(λ) ≤ 0. (4.75)

On the other hand, by (4.58), (4.69), one can rewrite Hξ(λ) as follows:

Hξ(λ) = −tξ(λ) +m, λ ∈ (0, λ0). (4.76)

By the monotone convergence theorem,

lim
λ→λ0−

∫
R+

(λs− 1)ǎ+(s)eλs ds =

∫
R+

(λ0s− 1)ǎ+(s)eλ0s ds ∈ (−1,∞].

Therefore, by (4.70), (4.76), tξ(λ0) ∈ R iff Hξ(λ0) = lim
λ→λ0−

Hξ(λ) ∈ R. Next, clearly, Hξ(λ0) ∈

(m− κ+, 0] holds true iff both (4.73) and (4.72) hold.
As a result, (4.67) is equivalent to (4.75) and the latter, by (4.70), implies that tξ(λ0) ∈ R

and hence Hξ(λ0) ∈ (m − κ+, 0]. Vice versa, (4.72) yields tξ(λ0) ∈ R that together with (4.73)
give that Hξ(λ0) ≤ 0, i.e. that (4.67) holds.

According to the above, it is natural to consider two subclasses of functions from Uξ, cf. Def-
inition 4.17.

Definition 4.20. Let ξ ∈ Sd−1 be fixed. We denote by Vξ the class of all kernels a+ ∈ Uξ such
that one of the following assumptions does hold:

1. λ0 := λ0(ǎ+) =∞;

2. λ0 <∞ and aξ(λ0) =∞;

3. λ0 <∞, aξ(λ0) <∞ and tξ(λ0) ∈ [−∞,m), where tξ(λ0) is given by (4.71).

Correspondingly, we denote byWξ the class of all kernels a+ ∈ Uξ such that λ0 <∞, aξ(λ0) <∞,
and tξ(λ0) ∈ [m,κ+). Clearly, Uξ = Vξ ∪Wξ.

As a result, combining the proofs and statements of Propositions 4.18 and 4.19, one immedi-
ately gets the following corollary.

Corollary 4.21. Let ξ ∈ Sd−1 be fixed, a+ ∈ Uξ, and λ∗ be the same as in Proposition 4.18.
Then λ∗ < λ0 := λ0(ǎ+) iff a+ ∈ Vξ; moreover, then G′(λ∗) = 0. Correspondingly, λ∗ = λ0 iff
a+ ∈ Wξ; in this case,

lim
λ→λ0−

G′ξ(λ) =
m− tξ(λ0)

λ2
0

≤ 0. (4.77)
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Example 4.22. To demonstrate the cases of Definition 4.20 on an example, consider the fol-
lowing family of functions

ǎ+(s) :=
αe−µ|s|

p

1 + |s|q
, s ∈ R, p ≥ 0, q ≥ 0, µ > 0, (4.78)

where α > 0 is a normalising constant to get (4.7). Clearly, the case p ∈ [0, 1) implies λ0(ǎ+) = 0,
that is impossible under assumption (A5). Next, p > 1 leads to λ0(ǎ+) = ∞, in particular,
the corresponding a+ ∈ Vξ. Let now p = 1, then λ0(ǎ+) = µ. The case q ∈ [0, 1] gives
aξ(λ0) = ∞, i.e. a+ ∈ Vξ as well. In the case q ∈ (1, 2], we will have that aξ(λ0) < ∞,
however,

∫
R sǎ

+(s)eµs ds =∞, i.e. tξ(µ) = −∞, and again a+ ∈ Vξ. Let q > 2; then, by (4.69),

tξ(µ) = κ+α

∫
R−

1− µs
1 + |s|q

e2µs ds+ κ+α

∫
R+

1− µs
1 + sq

ds

≥ κ+α

∫
R+

1− µs
1 + sq

ds =
πκ+α

q

(
1

sin π
q

− µ

sin 2π
q

)
≥ m,

if only µ ≤ 2 cos πq −
mq

κ+απ sin 2π
q (note that q > 2 implies sin 2π

q > 0); then we have a+ ∈ Wξ.
On the other hand, using the inequality te−t ≤ e−1, t ≥ 0, one gets

tξ(µ) = κ+α

∫
R+

(1 + µs)e−2µs + 1− µs
1 + sq

ds (4.79)

≤ κ+α

∫
R+

1 + 1
2e + 1− µs
1 + sq

ds =
πκ+α

q

(
1 + 4e

2e sin π
q

− µ

sin 2π
q

)
< m,

if only µ > 1+4e
e cos πq −

mq
κ+απ sin 2π

q ; then we have a+ ∈ Vξ. Since

d

dµ

(
(1 + µs)e−2µs + 1− µs

)
= −se−2µs(1 + 2sµ)− s < 0, s > 0, µ > 0,

we have from (4.79), that tξ(µ) is strictly decreasing and continuous in µ, therefore, there exist
a critical value

µ∗ ∈
(

2 cos
π

q
− mq

κ+απ
sin

2π

q
, (4 + e−1) cos

π

q
− mq

κ+απ
sin

2π

q

)
,

such that, for all µ > µ∗, a+ ∈ Vξ, whereas, for µ ∈ (0, µ∗], a+ ∈ Wξ.

Now we are ready to prove the main statement of this subsection.

Theorem 4.23. Let ξ ∈ Sd−1 be fixed and a+ ∈ Uξ. Let c∗(ξ) be the minimal traveling wave
speed according to Theorem 4.9, and let, for any c ≥ c∗(ξ), the function ψ = ψc ∈ Mθ(R) be a
traveling wave profile corresponding to the speed c. Let λ∗ ∈ Iξ be the same as in Proposition 4.18.
Denote, as usual, λ0 := λ0(ǎ+).

1. The following relations hold

c∗(ξ) = min
λ>0

κ+aξ(λ)−m
λ

=
κ+aξ(λ∗)−m

λ∗
> κ+mξ, (4.80)

λ0(ψ) ∈ (0, λ∗], (4.81)

(Lψ)
(
λ0(ψ)

)
=∞; (4.82)
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and the mapping (0, λ∗] 3 λ0(ψ) 7→ c ∈ [c∗(ξ),∞) is a (strictly) monotonically decreasing
bijection, given by

c =
κ+aξ

(
λ0(ψ)

)
−m

λ0(ψ)
. (4.83)

In particular, λ0(ψc∗(ξ)) = λ∗.

2. For a+ ∈ Vξ, one has λ∗ < λ0 and there exists another representation for the minimal
speed than (4.83), namely,

c∗(ξ) = κ+

∫
Rd
x · ξ a+(x)eλ∗x·ξ dx

= κ+

∫
R
sǎ+(s)eλ∗s ds > κ+mξ.

(4.84)

Moreover, for all λ ∈ (0, λ∗],

tξ(λ) ≥ m, (4.85)

and the equality holds for λ = λ∗ only.

3. For a+ ∈ Wξ, one has λ∗ = λ0. Moreover, the inequality (4.85) also holds as well as, for
all λ ∈ (0, λ∗],

c ≥ κ+

∫
R
sǎ+(s)eλs ds, (4.86)

whereas the equalities in (4.85) and (4.86) hold true now for m = tξ(λ0), λ = λ∗, c = c∗(ξ)
only.

Proof. By Theorem 4.9, for any c ≥ c∗(ξ), there exists a profile ψ ∈ Mθ(R), cf. Remark 4.7,
which define a traveling wave solution (4.1) to (2.1) in the direction ξ. Then, by (4.32), we get

− cψ′(s) = κ+(ǎ+ ∗ ψ)(s) − mψ(s) − κ1ψ
2(s) − κ2ψ(s)(ǎ− ∗ ψ)(s), s ∈ R. (4.87)

Step 1. By Proposition 4.14, we have that λ0(ψ) > 0. Note also that the condition (A2)
implies (4.9), therefore, λ0(ǎ−) ≥ λ0(ǎ+) > 0, if κ2 > 0. Take any z ∈ C with

0 < Re z < min
{
λ0(ǎ+), λ0(ψ)

}
≤ λ0(ψ) < min{λ0(ψ2), λ0

(
ψ(ǎ− ∗ ψ)

)
}, (4.88)

where the later inequality holds by (4.52) and (4.53). As a result, by (L5), (L8), being multiplied
on ezs the l.h.s. of (4.87) will be integrable (in s) over R. Hence, for any z which satisfies (4.88),
(Lψ′)(z) converges. By (L4), it yields λ0(ψ) ≥ λ0(ψ′) ≥ min

{
λ0(ǎ+), λ0(ψ)

}
.

Therefore, by (4.49), (4.50), we get from (4.87)

cz(Lψ)(z) = κ+(Lǎ+)(z)(Lψ)(z)−m(Lψ)(z)

− κ1

(
L(ψ2)

)
(z)− κ2

(
L(ψ(ǎ− ∗ ψ))

)
(z), (4.89)

if only

0 < Re z < min
{
λ0(ǎ+), λ0(ψ)

}
. (4.90)
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Since ψ 6≡ 0, we have that (Lψ)(z) 6= 0, therefore, one can rewrite (4.89) as follows

Gξ(z)− c =
κ1

(
L(ψ2)

)
(z) + κ2

(
L(ψ(ǎ− ∗ ψ))

)
(z)

z(Lψ)(z)
, (4.91)

if (4.90) holds. By (4.88), both nominator and denominator in the r.h.s. of (4.91) are analytic
on 0 < Re z < λ0(ψ), therefore. Suppose that λ0(ψ) > λ0(ǎ+), then (4.91) holds on 0 < Re z <
λ0(ǎ+), however, the r.h.s. of (4.91) would be analytic at z = λ0(ǎ+), whereas, by (L3), the
l.h.s. of (4.91) has a singularity at this point. As a result,

λ0(ǎ+) ≥ λ0(ψ), (4.92)

for any traveling wave profile ψ ∈ Mθ(R). Thus one gets that (4.91) holds true on 0 < Re z <
λ0(ψ).

Prove that

λ0(ψ) <∞. (4.93)

Since 0 ≤ ψ ≤ θ yields 0 ≤ a− ∗ ψ ≤ θ, one gets from (4.91) that, for any 0 < λ < λ0(ψ),

c ≥ Gξ(λ)− κ−
θ

λ
=

κ+(Lǎ+)(λ)− κ+

λ
. (4.94)

If λ0(ǎ+) < ∞ then (4.93) holds by (4.92). Suppose that λ0(ǎ+) = ∞. By (4.66), the r.h.s.
of (4.94) tends to ∞ as λ → ∞, thus the latter inequality cannot hold for all λ > 0; and, as a
result, (4.93) does hold.

Step 2. Recall that (4.55) holds. Suppose that c ≥ c∗(ξ) is such that, cf. (4.56),

c ≥ Gξ(λ∗) = inf
λ0∈(0,λ∗]

Gξ(λ) = inf
λ0∈Iξ

Gξ(λ). (4.95)

Then, by Proposition 4.18, the equation Gξ(λ) = c, λ ∈ Iξ, has one or two solutions. Let λc be
the unique solution in the first case or the smaller of the solutions in the second one. Since Gξ
is decreasing on (0, λ∗], we have λc ≤ λ∗. Since the nominator in the r.h.s. of (4.91) is positive,
we immediately get from (4.91) that

(Lψ)(λc) =∞, (4.96)

therefore, λc ≥ λ0(ψ). On the other hand, one can rewrite (4.91) as follows

(Lψ)(z) =
κ1

(
L(ψ2)

)
(z) + κ2

(
L(ψ(ǎ− ∗ ψ))

)
(z)

z(Gξ(z)− c)
. (4.97)

By (4.91), Gξ(z) 6= c, for all 0 < Re z < λ0(ψ) ≤ λc ≤ λ∗ ≤ λ0(ǎ+). As a result, by (4.88), (L1),
and (L3), λc = λ0(ψ), that together with (4.96) proves (4.81) and (4.82), for waves whose speeds
satisfy (4.95). By (4.11), we immediately get, for such speeds, (4.83) as well. Moreover, (4.83)
defines a strictly monotone function (0, λ∗] 3 λ0(ψ) 7→ c ∈ [Gξ(λ∗),∞).

Next, by (4.69), (L2), (4.58), (4.62), we have that, for any λ ∈ Iξ,

tξ(λ) = κ+aξ(λ)− κ+λa′ξ(λ) = m+ Fξ(λ)− λF ′ξ(λ) = m− λ2G′ξ(λ). (4.98)

Recall that, by Proposition 4.18, the function Gξ is strictly decreasing on (0, λ∗). Then (4.98)
implies that tξ(λ) > m, λ ∈ (0, λ∗). On the other hand, by the second equality in (4.62), the
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inequality G′ξ(λ) < 0, λ ∈ (0, λ∗), yields Gξ(λ) > F ′ξ(λ), for such a λ. Let c > Gξ(λ∗). By (4.83),
(4.58), we have then c > κ+a′ξ(λ), for all λ ∈ [λ0(ψ), λ∗). By (4.59), F ′ξ is increasing, hence,
by (L2), the strict inequality in (4.86) does hold, for λ ∈ (0, λ∗).

Let again c ≥ Gξ(λ∗), and let a+ ∈ Vξ. Then, by Corollary 4.21, λ∗ < λ0(ǎ+) and G′(λ∗) = 0.
By (4.62), the latter equality and (4.98) give tξ(λ∗) = m, that fulfills the proof of (4.85), for such
a+ and m. Moreover, by (4.64),

Gξ(λ∗) = κ+a′ξ(λ∗) = κ+

∫
R
sǎ+(s)eλ∗s ds. (4.99)

Let a+ ∈ Wξ, then λ∗ = λ0(ǎ+). It means that tξ(λ∗) = m if m = tξ(λ0) only, otherwise,
tξ(λ∗) > m. Next, we get from (4.95), (4.62) (4.77),

c ≥ Gξ(λ∗) ≥ lim
λ→λ∗−

F ′ξ(λ) = κ+

∫
R
sǎ+(s)eλ∗s ds, (4.100)

where the latter equality may be easily verified if we rewrite, for λ ∈ (0, λ∗),

F ′ξ(λ) = κ+

∫
R−

sǎ+(s)eλs ds+ κ+

∫
R+

sǎ+(s)eλs ds, (4.101)

and apply the dominated convergence theorem to the first integral and the monotone convergence
theorem for the second one. On the other hand, (4.77) implies that the second inequality in
(4.100) will be strict iff m < tξ(λ0), whereas, for c = Gξ(λ∗) = inf

λ>0
Gξ(λ) and m = tξ(λ0), we

will get all equalities in (4.100).
Step 3. Let now c ≥ c∗(ξ) and suppose that λ0(ǎ+) > λ0(ψ). Prove that (4.95) does hold.

On the contrary, suppose that the c is such that

c∗(ξ) ≤ c < inf
λ∈(0,λ∗]

Gξ(λ) = inf
λ>0

Gξ(λ). (4.102)

Again, by (4.91), Gξ(z) 6= c, for all 0 < Re z < λ0(ψ), and (4.97) holds, for such a z. Since we
supposed that λ0(ǎ+) > λ0(ψ), one gets from (4.88), that both nominator and denominator of
the r.h.s. of (4.97) are analytic on

{0 < Re z < ν} ) {0 < Re z < λ0(ψ)},

where ν = min
{
λ0(ǎ+), λ0

(
ψ(ǎ− ∗ ψ)

)
, λ0(ψ2)

}
. On the other hand, (L3) implies that Lψ has a

singularity at z = λ0(ψ). Since

min{
(
L(ψ2)

)
(λ0(ψ)),

(
L(ψ(ǎ− ∗ ψ))

)
(λ0(ψ))} > 0,

the equality (4.97) would be possible if only Gξ(λ0(ψ)) = c, that contradicts (4.102).
Step 4. By (4.92), it remains to prove that, for c ≥ c∗(ξ), (4.95) does holds, provided that we

have λ0(ǎ+) = λ0(ψ). Again on the contrary, suppose that (4.102) holds. For 0 < Re z < λ0(ψ),
we can rewrite (4.89) as follows

z(Lψ)(z)(Gξ(z)− c) = κ1

(
L(ψ2)

)
(z) + κ2

(
L(ψ(ǎ− ∗ ψ))

)
(z). (4.103)

In the notations of the proof of Lemma 4.16, the functions L−ψ and L−ǎ+ are analytic on
Re z > 0. Moreover, (L+ψ)(λ) and (L+ǎ+)(λ) are increasing on 0 < λ < λ0(ǎ+) = λ0(ψ). Then,
cf. (4.101), by the monotone convergence theorem, we will get from (4.103) and (4.88), that∫

R
ψ(s)eλ0(ψ)s ds <∞,

∫
R
ǎ+(s)eλ0(ǎ+)s ds <∞. (4.104)
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We are going to apply now Proposition 3.19, in the case d = 1, to the equation (4.4), where
the initial condition ψ is a wave profile with the speed c which satisfies (4.102). Namely, we
set ∆R := (−∞, R) ↗ R, R → ∞, and let ǎ±R, Ǎ

±
R be given by (3.37), (3.39) respectively with

d = 1 and a± replaced by ǎ±. Consider a strictly monotonic sequence {Rn | n ∈ N}, such that
0 < Rn →∞, n→∞ and

Ǎ+
Rn

>
m

κ+
, (4.105)

cf. (3.41). Let θn := θRn be given by (3.40) with A±R replaced by Ǎ±Rn . Then, by (3.44),
θn ≤ θ, n ∈ N. Fix an arbitrary n ∈ N. Consider the ‘truncated’ equation (3.38) with d = 1, a±R
replaced by a±Rn , and the initial condition w0(s) := min{ψ(s), θn} ∈ Cub(R). By Proposition 3.19,
there exists the unique solution w(n)(s, t) of the latter equation. Moreover, if we denote the
corresponding nonlinear mapping, cf. Definition 3.15 and Proposition 4.8, by Q̃(n)

t , we will have
from (3.42) and (3.43) that

(Q̃
(n)
t w0)(s) ≤ θn, s ∈ R, t ≥ 0, (4.106)

and

(Q̃
(n)
t w0)(s) ≤ φ(s, t), (4.107)

where φ solves (4.4). By (4.8), we get from (4.107) that (Q̃
(n)
1 w0)(s + c) ≤ ψ(s), s ∈ R. The

latter inequality together with (4.106) imply

(Q̃
(n)
1 w0)(s+ c) ≤ w0(s). (4.108)

Then, by the same arguments as in the proof of Theorem 4.9, cf. (4.17), we obtain from [99,
Theorem 5] that there exists a traveling wave ψn for the equation (3.38) (with d = 1 and a±R
replaced by a±Rn), whose speed will be exactly c (and c satisfies (4.102)).

Now we are going to get a contradiction, by proving that

inf
λ>0

Gξ(λ) = lim
n→∞

inf
λ>0

G
(n)
ξ (λ), (4.109)

where G(n)
ξ is given by (4.54) with ǎ± replaced by ǎ±n := ǎ±Rn . The sequence of functions G(n)

ξ is
point-wise monotone in n and it converges to Gξ point-wise, for 0 < λ ≤ λ0(ǎ+); note we may
include λ0(ǎ+) here, according to (4.104). Moreover, G(n)

ξ (λ) ≤ Gξ(λ), 0 < λ ≤ λ0(ǎ+). As a
result, for any n ∈ N,

G
(n)
ξ (λ

(n)
∗ ) = inf

λ>0
G

(n)
ξ (λ) ≤ inf

λ>0
Gξ(λ) = Gξ(λ∗). (4.110)

Hence if we suppose that (4.109) does not hold, then

inf
λ>0

Gξ(λ)− lim
n→∞

inf
λ>0

G
(n)
ξ (λ) > 0.

Therefore, there exist δ > 0 and N ∈ N, such that

G
(n)
ξ (λ

(n)
∗ ) = inf

λ>0
G

(n)
ξ (λ) ≤ inf

λ>0
Gξ(λ)− δ = Gξ(λ∗)− δ, n ≥ N. (4.111)
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Clearly, (3.37) with ∆Rn = (−∞, Rn) implies that λ0(ǎ+
n ) = ∞, hence G(n)

ξ is analytic
on Re z > 0. One can repeat all considerations of the first three steps of this proof for the
equation (3.38). Let c(n)

∗ (ξ) be the corresponding minimal traveling wave speed, according to
Theorem 4.9. Then the corresponding inequality (4.93) will show that the abscissa of an arbitrary
traveling wave to (3.38) is less than λ0(ǎ+

n ) =∞. As a result, the inequality c(n)
∗ (ξ) < inf

λ>0
G

(n)
ξ (λ),

cf. (4.102), is impossible, and hence, by the Step 3,

c ≥ c(n)
∗ (ξ) = inf

λ>0
G

(n)
ξ (λ) = G

(n)
ξ (λ

(n)
∗ ), (4.112)

where λ(n)
∗ is the unique zero of the function d

dλG
(n)
ξ (λ). Let t

(n)
ξ be given on (0,∞) by (4.69)

with ǎ+ replaced by ǎ+
n . Then

d

dλ
t
(n)
ξ (λ) = −λκ+

∫ Rn

−∞
ǎ+(s)s2eλs ds < 0, λ > 0. (4.113)

By (4.85), the unique point of intersection of the strictly decreasing function y = t
(n)
ξ (λ) and the

horizontal line y = m is exactly the point (λ
(n)
∗ , 0).

Prove that there exist λ1 > 0, such that λ(n)
∗ > λ1, n ≥ N , and there exists N1 ≥ N , such

that t(n)
ξ (λ) ≤ t

(m)
ξ (λ), n > m ≥ N1, λ ≥ λ1. Recall that (4.105) holds; we have

λG
(n)
ξ (λ) = κ+

∫
R
ǎ+
n (s)(eλs − 1) ds+ κ+Ǎ+

Rn
−m

≥ κ+

∫ 0

−∞
ǎ+
n (s)(eλs − 1) ds+ κ+Ǎ+

R1
−m,

and the inequality 1− e−s ≤ s, s ≥ 0 implies that∣∣∣∣∫ 0

−∞
ǎ+
n (s)(eλs − 1) ds

∣∣∣∣ ≤ λ ∫ 0

−∞
ǎ+
n (s)|s| ds ≤ λ

∫
R
ǎ+(s)|s| ds <∞,

by (A7). As a result, if we set

λ1 := (κ+Ǎ+
R1
−m)

(
κ+

∫
R
ǎ+(s)|s| ds+ |Gξ(λ∗)|

)−1

> 0,

then, for any λ ∈ (0, λ1), we have

λG
(n)
ξ (λ) ≥ κ+Ǎ+

R1
−m− λ1κ+

∫
R
ǎ+
n (s)|s| ds = λ1|Gξ(λ∗)| ≥ λGξ(λ∗),

i.e. G(n)
ξ (λ) ≥ Gξ(λ∗) = inf

λ>0
Gξ(λ). Then, for any n ≥ N , (4.111) implies that λ(n)

∗ , being the

minimum point for G(n)
ξ , does not belong to the interval (0, λ1). Next, let N1 ≥ N be such that

Rn ≥ 1
λ1
, for all n ≥ N1. Then, for any λ ≥ λ1, and for any n > m ≥ N1, we have Rn > Rm and

t
(n)
ξ (λ)− t

(m)
ξ (λ) = κ+

∫ Rn

Rm

(1− λs)ǎ+(s)eλs ds

≤ κ+

∫ Rn

Rm

(1− λ1s)ǎ
+(s)eλs ds ≤ 0.
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As a result, the sequence {λ(n)
∗ | n ≥ N1} ⊂ [λ1,∞) is monotonically decreasing (cf. (4.113)).

We set

ϑ := lim
n→∞

λ
(n)
∗ ≥ λ1. (4.114)

Next, for any n,m ∈ N, n > m ≥ N1,

G
(n)
ξ (λ

(n)
∗ ) ≥ G(m)

ξ (λ
(n)
∗ ) ≥ G(m)

ξ (λ
(m)
∗ ), (4.115)

where we used that G(n)
ξ is increasing in n and λ(m)

∗ is the minimum point of G(m)
ξ . Therefore,

the sequence {G(n)
ξ (λ

(n)
∗ )} is increasing and, by (4.111), is bounded. Then, there exists

lim
n→∞

G
(n)
ξ (λ

(n)
∗ ) =: g ≤ Gξ(λ∗)− δ. (4.116)

Fix m ≥ N1 in (4.115) and pass n to infinity; then, by the continuity of G(n)
ξ ,

g ≥ lim
λ→ϑ+

G
(m)
ξ (λ) = G

(m)
ξ (ϑ) ≥ G(m)

ξ (λ(m)), (4.117)

in particular, ϑ > 0, as G(m)
ξ (0+) = ∞. Next, if we pass m to ∞ in (4.117), we will get from

(4.116)

lim
m→∞

G
(m)
ξ (ϑ) = g ≤ Gξ(λ∗)− δ < Gξ(λ∗). (4.118)

If 0 < ϑ ≤ λ0(ǎ+) then
lim
m→∞

G
(m)
ξ (ϑ) = Gξ(ϑ) ≥ Gξ(λ∗),

that contradicts (4.118). If ϑ > λ0(ǎ+), then lim
m→∞

G
(m)
ξ (ϑ) = ∞ (recall again that L−(ǎ+)(λ)

is analytic and L−(ǎ+)(λ) is monotone in λ), that contradicts (4.118) as well.
The contradiction we obtained shows that (4.109) does hold. Then, for the chosen c ≥ c∗(ξ)

which satisfies (4.102), one can find n big enough to ensure that, cf. (4.112),

c < inf
λ>0

G
(n)
ξ (λ) = c

(n)
∗ (ξ).

However, as it was shown above, for this n there exists a profile ψn of a traveling wave to the
‘truncated’ equation (3.38) (with, recall, d = 1 and a±R replaced by a±Rn). The latter contradicts
the statement of Theorem 4.9 applied to this equation, as c(n)

∗ (ξ) has to be a minimal possible
speed for such waves.

Therefore, the strict inequality in (4.102) is impossible, hence, we have equality in (4.55). As
a result, (4.11) implies (4.80), and (4.99) may be read as (4.84). The rest of the statement is
evident now.

Remark 4.24. Clearly, the assumption a+(−x) = a+(x), x ∈ Rd, implies mξ = 0, for any
ξ ∈ Sd−1. As a result, all speeds of traveling waves in any directions are positive, by (4.80).
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4.3 Uniqueness of traveling waves
In this subsection we will prove the uniqueness (up to shifts) of a profile ψ for a traveling wave
with given speed c ≥ c∗(ξ), c 6= 0. We will use the almost traditional now approach, namely, we
find an a priori asymptotic for ψ(t), t→∞, cf. e.g. [2, 15] and the references therein.

We start with the so-called characteristic function of the equation (2.1). Namely, for a given
ξ ∈ Sd−1 and for any c ∈ [c∗(ξ),∞), we set

hξ,c(z) := κ+(Lǎ+)(z)−m− zc = zGξ(z)− zc, Re z ∈ Iξ. (4.119)

Proposition 4.25. Let ξ ∈ Sd−1 be fixed, a+ ∈ Uξ, λ0 := λ0(ǎ+), c∗(ξ) be the minimal traveling
wave speed in the direction ξ. Let, for any c ≥ c∗(ξ), the function ψ ∈Mθ(R) be a traveling wave
profile corresponding to the speed c. For the case a+ ∈ Wξ with m = tξ(λ0), we will assume,
additionally, that ∫

R
s2ǎ+(s)eλ0s ds <∞. (4.120)

Then the function hξ,c is analytic on {0 < Re z < λ0(ψ)}. Moreover, for any β ∈ (0, λ0(ψ)),
the function hξ,c is continuous and does not equal to 0 on the closed strip {β ≤ Re z ≤ λ0(ψ)},
except the root at z = λ0(ψ), whose multiplicity j may be 1 or 2 only.

Proof. By (4.91) and the arguments around, hξ,c(z) = z(Gξ(z) − c) is analytic on {0 < Re z <
λ0(ψ)} ⊂ Iξ and does not equal to 0 there. Then, by (4.83) and Proposition 4.18, the smallest
positive root of the function hξ,c(λ) on R is exactly λ0(ψ). Prove that if z0 := λ0(ψ) + iβ is a
root of hξ,c, then β = 0. Indeed, hξ,c(z0) = 0 yields

κ+

∫
R
ǎ+(s)eλ0(ψ)s cosβs ds = m+ cλ0(ψ),

that together with (4.83) leads to

κ+

∫
R
ǎ+(s)eλ0(ψ)s(cosβs− 1) ds = 0,

and thus β = 0.
Regarding multiplicity of the root z = λ0(ψ), we note that, by Proposition 4.18 and Corol-

lary 4.21, there exist two possibilities. If a+ ∈ Vξ, then λ0(ψ) ≤ λ∗ < λ0(ǎ+) and, therefore,
Gξ is analytic at z = λ0(ψ). By the second equality in (4.119), the multiplicity j of this root
for hξ,c is the same as for the function Gξ(z) − c. By Proposition 4.18, Gξ is strictly decreas-
ing on (0, λ∗) and, therefore, j = 1 for c > c∗(ξ). By Corollary 4.21, for c = c∗(ξ), we have
G′ξ(λ0(ψ)) = G′ξ(λ∗) = 0 and, since h′′ξ,c(λ0) > 0, one gets j = 2.

Let now a+ ∈ Wξ. Then, we recall, λ∗ = λ0 := λ0(ǎ+) < ∞, Gξ(λ0) < ∞ and (4.77) hold.
For c > c∗(ξ), the arguments are the same as before, and they yield j = 1. Let c = c∗(ξ). Then
hξ,c(λ0) = 0, and, for all z ∈ C, Re z ∈ (0, λ0), one has

hξ,c(λ0 − z) = hξ,c(λ0 − z)− hξ,c(λ0) = κ+

∫
R
ǎ+(τ)(e(λ0−z)τ − eλ0τ )dτ + cz

= z

(
−κ+

∫
R
ǎ+(τ)eλ0τ

∫ τ

0

e−zs dsdτ + c

)
. (4.121)

Let z = α + βi, α ∈ (0, λ0). Then
∣∣eλ0τe−zs

∣∣ = eλ0τ−αs. Next, for τ ≥ 0, s ∈ [0, τ ], we have
eλ0τ−αs ≤ eλ0τ ; whereas, for τ < 0, s ∈ [τ, 0], one has eλ0τ−αs = eλ0(τ−s)e(λ0−α)s ≤ 1. As a
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result,
∣∣eλ0τe−zs

∣∣ ≤ eλ0 max{τ,0}. Then, using that a+ ∈ Wξ implies
∫
R ǎ

+(τ)eλ0 max{τ,0} ds <∞,
one can apply the dominated convergence theorem to the double integral in (4.121); we get then

lim
Re z→0+
Im z→0

hξ,c(λ0 − z)
z

= −κ+

∫
R
ǎ+(τ)eλ0ττdτ + c. (4.122)

According to the statement 3 of Theorem 4.23, for m < tξ(λ0), the r.h.s. of (4.122) is positive,
i.e. j = 1 in such a case. Let now m = tξ(λ0), then the r.h.s. of (4.122) is equal to 0. It is easily
seen that one can rewrite then (4.121) as follows

hξ,c(λ0 − z)
z

= κ+

∫
R
ǎ+(τ)eλ0τ

∫ τ

0

(1− e−zs) dsdτ

= zκ+

∫
R
ǎ+(τ)eλ0τ

∫ τ

0

∫ s

0

e−zt dt ds dτ. (4.123)

Similarly to the above, for Re z ∈ (0, λ0), one has that |eλ0τ−zt| ≤ eλ0 max{τ,0}. Then, by (4.120)
and the dominated convergence theorem, we get from (4.123) that

lim
Re z→0+
Im z→0

hξ,c(λ0 − z)
z2

=
κ+

2

∫
R
ǎ+(τ)eλ0ττ2dτ ∈ (0,∞).

Thus j = 2 in such a case. The statement is fully proved now.

Remark 4.26. Combining results of Theorem 4.23 and Proposition 4.25, we immediately get that,
for the case j = 2, the minimal traveling wave speed c∗(ξ) always satisfies (4.84).
Remark 4.27. If ǎ+ is given by (4.78), then, cf. Example 4.22, the case a+ ∈ Wξ, m = tξ(λ0)
together with (4.120) requires p = 1, µ < µ∗, q > 3.

We consider now the following Ikehara–Delange type Tauberian theorem, cf. [28, 61,89].
For any µ > β > 0, T > 0, we set

Kβ,µ,T :=
{
z ∈ C

∣∣ β ≤ Re z ≤ µ, |Im z| ≤ T
}
.

Let, for any D ⊂ C, A(D) be the class of all analytic functions on D.

Proposition 4.28. Let µ > β > 0 be fixed. Let ϕ ∈ C1(R+ → R+) be a non-increasing function
such that, for some a > 0, the function ϕ(t)e(µ+a)t is non-decreasing, and the integral

∞∫
0

eztϕ′(t)dt, 0 < Re z < µ, (4.124)

converges. Suppose also that there exist a constant j ∈ {1, 2} and complex-valued functions H,F :
{0 < Re z ≤ µ} → C, such that H ∈ A(0 < Re z ≤ µ), F ∈ A(0 < Re z < µ) ∩ C(0 < Re z ≤ µ),
and, for any T > 0,

lim
σ→0+

(log σ)2−j sup
τ∈[−T,T ]

∣∣F (µ− 2σ − iτ)− F (µ− σ − iτ)
∣∣ = 0, (4.125)

and also that the following representation holds
∞∫

0

eztϕ(t)dt =
F (z)

(z − µ)j
+H(z), 0 < Re z < µ. (4.126)

Then ϕ has the following asymptotic

ϕ(t) ∼ F (µ)e−µttj−1, t→ +∞. (4.127)
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The proof of Proposition 4.28 is based on the following Tenenbaum’s result.

Lemma 4.29 (“Effective” Ikehara–Ingham Theorem, cf. [89, Theorem 7.5.11]). Let α(t) be a
non-decreasing function such that, for some fixed a > 0, the following integral converges:

∞∫
0

e−ztdα(t), Re z > a. (4.128)

Let also there exist constants D ≥ 0 and j > 0, such that for the functions

G(z) :=
1

a+ z

∞∫
0

e−(a+z)tdα(t)− D

zj
, Re z > 0, (4.129)

η(σ, T ) := σj−1

T∫
−T

∣∣G(2σ + iτ)−G(σ + iτ)
∣∣dτ, T > 0,

one has that

lim
σ→0+

η(σ, T ) = 0, T > 0. (4.130)

Then

α(t) =

{
D

Γ(j)
+O

(
ρ(t)

)}
eattj−1, t ≥ 1, (4.131)

where

ρ(t) := inf
T≥32(a+1)

{
T−1 + η

(
t−1, T

)
+ (Tt)−j

}
. (4.132)

Proof of Proposition 4.28. We first express
∫∞

0
eλtϕ(t)dt in the form (4.128). By the assumption,

the function α(t) := e(µ+a)tϕ(t) is non-decreasing. For any 0 < Re z < µ, one has

∞∫
0

e−(a+z)tdα(t) = (µ+ a)

∞∫
0

e(µ−z)tϕ(t)dt+

∞∫
0

e(µ−z)tϕ′(t)dt, (4.133)

and the r.h.s. of (4.133) converges, by (4.124) and (L4). Then, by [96, Corollary II.1.1a], the
l.h.s. of (4.133) converges, for Re z > 0, and hence, by [96, Theorem II.2.3a], one gets

∞∫
0

e−(a+z)tdα(t) = −ϕ(0) + (a+ z)

∞∫
0

e(µ−z)tϕ(t)dt. (4.134)

Therefore, by (4.126) and (4.134), we have

1

a+ z

∞∫
0

e−(a+z)tdα(t) =
F (µ− z)

zj
+K(z), 0 < Re z < µ,

where K(z) := H(µ− z)− ϕ(0)

a+ z
, 0 < Re z ≤ µ.
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Let now G be given by (4.129) with α(t) as above and D := F (µ). Check the condition
(4.130); one can assume, clearly, that 0 < σ < 2σ < µ. Since K ∈ A(0 < Re z ≤ µ), one easily
gets that

lim
σ→0+

σj−1

T∫
−T

∣∣G(2σ + iτ)−G(σ + iτ)
∣∣dτ

≤ lim
σ→0+

σj−1

T∫
−T

∣∣∣F (µ− 2σ − iτ)− F (µ)

(2σ + iτ)j
− F (µ− σ − iτ)− F (µ)

(σ + iτ)j

∣∣∣dτ
≤ lim
σ→0+

σj−1

T∫
−T

∣∣∣F (µ− 2σ − iτ)− F (µ− σ − iτ)

(σ + iτ)j

∣∣∣dτ
+ lim
σ→0+

σj−1

T∫
−T

∣∣F (µ− 2σ − iτ)− F (µ)
∣∣∣∣∣ 1

(2σ + iτ)j
− 1

(σ + iτ)j

∣∣∣dτ,
=: lim

σ→0+
Aj(σ) + lim

σ→0+
Bj(σ). (4.135)

One has

Aj(σ) ≤ sup
τ∈[−T,T ]

∣∣F (µ− 2σ − iτ)− F (µ− σ − iτ)
∣∣σj−1

∫ T

−T

1

|σ + iτ |j
dτ,

and since

σj−1

∫ T

−T

1

|σ + iτ |j
dτ = σj−1

∫ T

−T

1

(σ2 + τ2)
j
2

dτ =


2 log

√
T 2 + σ2 + T

σ
, j = 1,

2 arctan
T

σ
, j = 2,

we get, by (4.125), that lim
σ→0+

Aj(σ) = 0.

Next, since F ∈ C(Kβ,µ,T ), there exists C1 > 0 such that |F (z)| ≤ C1, z ∈ Kβ,µ,T . Therefore,

Bj(σ) ≤ σj−1 sup
|τ |≤
√
σ

∣∣F (µ− 2σ − iτ)− F (µ)
∣∣ ∫
|τ |≤
√
σ

∣∣∣ 1

(2σ + iτ)j
− 1

(σ + iτ)j

∣∣∣dτ
+ 2C1σ

j−1

∫
√
σ≤|τ |≤T

∣∣∣ 1

(2σ + iτ)j
− 1

(σ + iτ)j

∣∣∣dτ. (4.136)

Note that, for any a < b,

b∫
a

∣∣∣∣ 1

2σ + iτ
− 1

σ + iτ

∣∣∣∣ dτ =

b∫
a

σ√
(2σ2 − τ2)2 + 9σ2τ2

dτ =

b
σ∫
a
σ

h1(x)dx;

b∫
a

∣∣∣∣ 1

(2σ + iτ)2
− 1

(σ + iτ)2

∣∣∣∣ dτ = σ

b∫
a

√
9σ2 + 4τ2

(2σ2 − τ2)2 + 9σ2τ2
dτ =

1

σ

b
σ∫
a
σ

h2(x)dx,
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where

h1(x) :=
1√

4 + 5x2 + x4
, h2(x) :=

√
9 + 4x2

4 + 5x2 + x4
.

Now, one can estimate terms in (4.136) separately. We have

σj−1

∫
|τ |≤
√
σ

∣∣∣ 1

(2σ + iτ)j
− 1

(σ + iτ)j

∣∣∣dτ =

∫
|x|≤

√
σ
σ

hj(x)dx <

∫
R
hj(x)dx <∞.

Next, since F is uniformly continuous on Kβ,µ,T , we have that, for any ε > 0 there exists δ > 0
such that f(µ, σ, τ) :=

∣∣F (µ− 2σ − iτ)− F (µ)
∣∣ < ε, if only 4σ2 + τ2 < δ. Therefore, if σ > 0 is

such that 4σ2 + σ < δ then sup|τ |≤
√
σ f(µ, σ, τ) < ε hence

sup
|τ |≤
√
σ

∣∣F (µ− 2σ − iτ)− F (µ)
∣∣→ 0, σ → 0 + .

Finally,

σj−1

∫
√
σ≤|τ |≤T

∣∣∣ 1

(2σ + iτ)j
− 1

(σ + iτ)j

∣∣∣ = 2

T
σ∫

√
σ
σ

hj(x)dx→ 0, σ → 0+,

as
∫
R hj(x)dx < ∞. As a result, (4.136) gives Bj(σ) → 0, as σ → 0+. Combining this with

Aj(σ) → 0, one gets (4.130) from (4.135); and we can apply Lemma 4.29. Namely, by (4.131),
there exist C > 0 and t0 ≥ 1, such that

Deattj−1 ≤ ϕ(t)e(µ+a)t ≤ {D + Cρ(t)} eattj−1, t ≥ t0.

as Γ(j) = 1, for j ∈ {1, 2}. By (4.130), (4.132) ρ(t)→ 0 as t→∞. Therefore,

ϕ(t)e(µ+a)t ∼ Deattj−1, t→∞,

that is equivalent to (4.127) and finishes the proof.

To apply Proposition 4.28 to our settings, we will need the following statement, which is an
adaptation of [101, Lemma 3.2, Proposition 3.7].

Proposition 4.30. Let ξ ∈ Sd−1 be fixed, a+ ∈ Uξ, c∗(ξ) be the minimal traveling wave speed in
the direction ξ. Let a traveling wave profile ψ ∈ Mθ(R) correspond to a speed c ≥ c∗(ξ), c 6= 0.
Then there exists ν > 0, such that ψ(t)eνt is a monotonically increasing function.

Proof. We start from the case c > 0. Since ψ(t) > 0, t ∈ R, it is sufficient to prove that

ψ′(t)

ψ(t)
> −ν, t ∈ R. (4.137)

Fix any µ ≥ κ+

c
> 0. Then, clearly,

κ1ψ
2(t) + κ2(ǎ− ∗ ψ)(t) +m ≤ κ−θ +m = κ+ ≤ cµ,

and we will get from (4.87), that

0 ≥ cψ′(s) + κ+(ǎ+ ∗ ψ)(s)− cµψ(s), s ∈ R. (4.138)
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Multiply both parts of (4.138) on e−µs > 0 and set

w(s) := ψ(s)e−µs > 0, s ∈ R.

Then w′(s) = ψ′(s)e−µs − µw(s) and one can rewrite (4.138) as follows

0 ≥ cw′(s) + κ+(ǎ+ ∗ ψ)(s)e−µs

= cw′(s) + κ+

∫
R
ǎ+(τ)w(s− τ)e−µτdτ, s ∈ R. (4.139)

As it was shown in the proof of Proposition 4.18, (A8) implies that there exists % > 0, such
that ∫ ∞

2%

ǎ+(s)e−µsds > 0; (4.140)

indeed, it is enough to set 2% := r + δ′

2 in (4.65).
Integrate (4.139) over s ∈ [t, t+ %]; one gets

0 ≥ c(w(t+ %)− w(t)) + κ+

∫ t+%

t

∫
R
ǎ+(τ)w(s− τ)e−µτdτds. (4.141)

Since w(t) is a monotonically decreasing function, we have∫ t+%

t

∫
R
ǎ+(τ)w(s− τ)e−µτdτds ≥ %

∫
R
ǎ+(τ)w(t+ %− τ)e−µτdτ

≥ %
∫ ∞

2%

ǎ+(τ)w(t+ %− τ)e−µτdτ ≥ %w(t− %)

∫ ∞
2%

ǎ+(τ)e−µτdτ. (4.142)

We set, cf. (4.140),

C(µ, ρ) :=
κ+

c

∫ ∞
2%

ǎ+(s)e−µsds > 0.

Then (4.141) and (4.142) yield

w(t)− %C(µ, ρ)w(t− %) ≥ w(t+ %) > 0, t ∈ R. (4.143)

Now we integrate (4.139) over s ∈ [t− %, t]. Similarly to above, one gets

0 ≥ c(w(t)− w(t− %)) + κ+

∫ t

t−%

∫
R
ǎ+(τ)w(s− τ)e−µτdτds

≥ c(w(t)− w(t− %)) + %κ+

∫
R
ǎ+(τ)w(t− τ)e−µτdτ. (4.144)

By (4.143) and (4.144), we have

1

%C(µ, ρ)
≥ w(t− %)

w(t)
≥ 1 +

%κ+

c

∫
R
ǎ+(τ)

w(t− τ)

w(t)
e−µτdτ. (4.145)

On the other hand, (4.87) implies that

−ψ
′(t)

ψ(t)
≤ κ+

c

(ǎ+ ∗ ψ)(t)

ψ(t)
=

κ+

c

∫
R
ǎ+(τ)

w(t− τ)

w(t)
e−µτdτ, t ∈ R. (4.146)
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Finally, (4.145) and (4.146) yield (4.137) with ν =
1

ρ2C(µ, ρ)
> 0.

Let now c < 0. For any ν ∈ R, one has

ψ′(s) = e−νs(ψ(s)eνs)′ − νψ(s), s ∈ R.

Hence, by (4.32), (A2),

0 =ce−νs(ψ(s)eνs)′ − cνψ(s) + χ+(ǎ+ ∗ ψ)(s)

− κ1ψ
2(s)− κ2ψ(s)(ǎ− ∗ ψ)(s)−mψ(s)

≥ce−νs(ψ(s)eνs)′ − cνψ(s) + χ+(ǎ+ ∗ ψ)(s)

− κ1θψ(s)− κ2θ(ǎ
− ∗ ψ)(s)−mψ(s)

≥ce−νs(ψ(s)eνs)′ − cνψ(s)− κ1θψ(s)−mψ(s), s ∈ R.

As a result, choosing ν >
m+ κ1θ

−c
, one gets

−ce−νs(ψ(s)eνs)′ ≥ (−cν − κ1θ −m)ψ(s) > 0, s ∈ R,

i.e. ψ(s)eνs is an increasing function.

Now, we can apply Proposition 4.28 to find the asymptotic of the profile of a traveling wave.

Proposition 4.31. In conditions and notations of Proposition 4.25, for c 6= 0, there exists
D = Dj > 0, such that

ψ(t) ∼ De−λ0(ψ)ttj−1, t→∞. (4.147)

Proof. We set µ := λ0(ψ) and

f(z) := κ1

(
L(ψ2)

)
(z) + κ2

(
L(ψ(ǎ− ∗ ψ))

)
(z), gj(z) :=

hξ,c(z)

(z − µ)j
,

H(z) := −
0∫

−∞

ψ(t)eztdt, F (z) :=
f(z)

gj(z)
.

(4.148)

By (4.88) and Lemma 4.16, we have that f,H ∈ A(0 < Re z ≤ µ); in particular, for any T > 0,
β > 0,

f̄ := sup
z∈Kβ,µ,T

|f(z)| <∞. (4.149)

By Proposition 4.25, the function gj is continuous and does not equal to 0 on the strip {0 <
Re z ≤ µ}, in particular, for any T > 0, β > 0,

ḡj := inf
z∈Kβ,µ,T

|g(z)| > 0. (4.150)

Therefore, F ∈ A(0 < Re z < µ) ∩ C(0 < Re z ≤ µ). As a result, one can rewrite (4.97) in the
form (4.126), with ϕ = ψ and with F , H as in (4.148).

Taking into account Proposition 4.30, to apply Proposition 4.28 it is enough to prove that
(4.125) holds. Assume that 0 < 2σ < µ.
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Let j = 2. Clearly, F ∈ C(0 < Re z ≤ µ) implies that F is uniformly continuous on Kβ,µ,T .
Then, for any ε > 0 there exists δ > 0 such that, for any τ ∈ [−T, T ], the inequality

|σ| = |(µ− 2σ − iτ)− (µ− σ − iτ)| < δ,

implies
|F (µ− 2σ − iτ)− F (µ− σ − iτ)| < ε,

and hence (4.125) holds (with j = 2).
Let now j = 1. If F ∈ A(Kβ,µ,T ), we have, evidently, that F ′ is bounded on Kβ,µ,T , and one

can apply a mean-value-type theorem for complex-valued functions, see e.g. [37], to get that F
is a Lipschitz function on Kβ,µ,T . Therefore, for some K > 0,

|F (µ− 2σ − iτ)− F (µ− σ − iτ)| < K|σ|,

for all τ ∈ [−T, T ], that yields (4.125) (with j = 1). By Proposition 4.18 and Corollary 4.21, the
inclusion F ∈ A(Kβ,µ,T ) always holds for c > c∗; whereas, for c = c∗ it does hold iff a+ ∈ Vξ.
Moreover, the case a+ ∈ Wξ with m = tξ(λ0) and c = c∗ implies, by Proposition 4.25, j = 2 and
hence it was considered above.

Therefore, it remains to prove (4.125) for the case a+ ∈ Wξ with m < tξ(λ0), c = c∗ (then
j = 1). Denote, for simplicity,

z1 := µ− σ − iτ, z2 := µ− 2σ − iτ. (4.151)

Then, by (4.148), (4.149), (4.150), one has

∣∣F (z2)− F (z1)
∣∣ ≤ ∣∣∣ f(z2)

g1(z2)
− f(z1)

g1(z2)

∣∣∣+
∣∣∣ f(z1)

g1(z2)
− f(z1)

g1(z1)

∣∣∣
≤ 1

ḡ1

∣∣f(z2)− f(z1)
∣∣+

f̄

ḡ2
1

|g1(z1)− g1(z2)|. (4.152)

Note that, if 0 < φ ∈ L∞(R) ∩ L1(R) be such that λ0(φ) > µ then∣∣(Lφ)(z2)− (Lφ)(z1)
∣∣ ≤ ∫

R
φ(s)eµs|e−2σs − e−σs|ds

≤ σ
∫ ∞

0

φ(s)e(µ−σ)ssds+ σ

∫ 0

−∞
φ(s)e(µ−2σ)s|s| ds = O(σ), (4.153)

as σ → 0+, where we used that sups<0 e
(µ−2σ)s|s| < ∞, 0 < 2σ < µ, and that (L2) holds.

Applying (4.153) to φ = ψ(ǎ− ∗ ψ) ≤ θ2ǎ− ∈ L1(R) ∩ L∞(R), one gets

sup
τ∈[−T,T ]

∣∣f(z2)− f(z1)
∣∣ = O(σ), σ → 0 + .

Therefore, by (4.152), it remains to show that

lim
σ→0+

log σ sup
τ∈[−T,T ]

|g1(z1)− g1(z2)| = 0. (4.154)
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Recall that, in the considered case c = c∗, one has hξ,c(µ) = 0. Therefore, by (4.119), (4.148),
(4.151), we have

|g1(z1)− g1(z2)| =
∣∣∣∣hξ,c(z1)− hξ,c(µ)

z1 − µ
− hξ,c(z2)− hξ,c(µ)

z2 − µ

∣∣∣∣
=

∣∣∣∣κ+(Lǎ+)(z1)− κ+(Lǎ+)(µ)

z1 − µ
− κ+(Lǎ+)(z2)− κ+(Lǎ+)(µ)

z2 − µ

∣∣∣∣
≤ κ+

∫
R
ǎ+(s)eµs

∣∣∣∣1− e(−σ−iτ)s

σ + iτ
− 1− e(−2σ−iτ)s

2σ + iτ

∣∣∣∣ ds
= κ+

∫
R
ǎ+(s)eµs

∣∣∣∣∫ s

0

(
e(−σ−iτ)t − e(−2σ−iτ)t

)
dt

∣∣∣∣ ds
≤ κ+

∫ ∞
0

ǎ+(s)eµs
∫ s

0

∣∣e−σt − e−2σt
∣∣ dt ds

+ κ+

∫ 0

−∞
ǎ+(s)eµs

∫ 0

s

∣∣e−σt − e−2σt
∣∣ dt ds (4.155)

and since, for t ≥ 0,
∣∣e−σt − e−2σt

∣∣ ≤ σt; and, for s ≤ t ≤ 0,∣∣e−σt − e−2σt
∣∣ = e−2σt

∣∣eσt − 1
∣∣ ≤ e−2σsσ|t|,

one can continue (4.155)

≤ 1

2
σκ+

∫ ∞
0

ǎ+(s)eµss2 ds+
1

2
σκ+

∫ 0

−∞
ǎ+(s)e(µ−2σ)ss2 ds.

Since µ > 2σ, one has sup
s≤0

e(µ−2σ)ss2 <∞, therefore, by (4.120), one gets

sup
τ∈[−T,T ]

|g1(z1)− g1(z2)| ≤ const · σ,

that proves (4.154). The statement is fully proved now.

Remark 4.32. By (4.127) and (4.148), one has that the constant D = Dj in (4.147) is given by

D = D(ψ) =
(
κ1

(
L(ψ2)

)
(µ) + κ2

(
L(ψ(ǎ− ∗ ψ))

)
(µ)
)

lim
z→µ

(z − µ)j

hξ,c(z)
,

where µ = λ0(ψ). Note that, by Proposition 4.25, the limit above is finite and does not depend
on ψ. Next, by Remark 4.7, for any q ∈ R, ψq(s) := ψ(s+ q), s ∈ R is a traveling wave with the
same speed, and hence, by Theorem 4.23, λ0(ψq) = λ0(ψ). Moreover,

(
L(ψq(ǎ

− ∗ ψq))
)
(µ) =

∫
R
ψ(s+ q)

∫
R
ǎ−(t)ψ(s− t+ q) dt eµs ds

= e−µq
(
L(ψ(ǎ− ∗ ψ))

)
(µ),(

L(ψ2
q )
)
(µ) =

∫
R
ψ2(s+ q)eµsds = e−µq

(
L(ψ2)

)
(µ).

Thus, for a traveling wave profile ψ one can always choose a q ∈ R such that, for the shifted
profile ψq, the corresponding D = D(ψq) will be equal to 1.
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Finally, we are ready to prove the uniqueness result.

Theorem 4.33. Let ξ ∈ Sd−1 be fixed and a+ ∈ Uξ. Suppose, additionally, that (A4) holds. Let
c∗(ξ) be the minimal traveling wave speed according to Theorem 4.9. For the case a+ ∈ Wξ with
m = tξ(λ0), we will assume, additionally, that (4.120) holds. Then, for any c ≥ c∗, such that
c 6= 0, there exists a unique, up to a shift, traveling wave profile ψ for (2.1).

Proof. We will follow the sliding technique from [22]. Let ψ1, ψ2 ∈ C1(R)∩Mθ(R) are traveling
wave profiles with a speed c ≥ c∗, c 6= 0, cf. Proposition 4.11. By Proposition 4.31 and Re-
mark 4.32, we may assume, without lost of generality, that (4.147) holds for both ψ1 and ψ2 with
D = 1. By the proof of Proposition 4.25, the corresponding j ∈ {1, 2} depends on a±, κ±,m only,
and does not depend on the choice of ψ1, ψ2. By Theorem 4.23, λ0(ψ1) = λ0(ψ2) =: λc ∈ (0,∞).

Step 1. Prove that, for any τ > 0, there exists T = T (τ) > 0, such that

ψτ1 (s) := ψ1(s− τ) > ψ2(s), s ≥ T. (4.156)

Indeed, take an arbitrary τ > 0. Then (4.147) with D = 1 yields

lim
s→∞

ψτ1 (s)

(s− τ)j−1e−λc(s−τ)
= 1 = lim

s→∞

ψ2(s)

sj−1e−λcs
.

Then, for any ε > 0, there exists T1 = T1(ε) > τ , such that, for any s > T1,

ψτ1 (s)

(s− τ)j−1e−λc(s−τ)
− 1 > −ε, ψ2(s)

sj−1e−λcs
− 1 < ε.

As a result, for s > T1 > τ ,

ψτ1 (s)− ψ2(s) > (1− ε)(s− τ)j−1e−λc(s−τ) − (1 + ε)sj−1e−λcs

= sj−1e−λcs
((

1− τ

s

)j−1

eλcτ − 1− ε
((

1− τ

s

)j−1

eλcτ + 1
))

≥ sj−1e−λcs
((

1− τ

T1

)j−1

eλcτ − 1− ε
(
eλcτ + 1

))
> 0, (4.157)

if only

0 < ε <

(
1− τ

T1

)j−1

eλcτ − 1

eλcτ + 1
=: g(τ, T1). (4.158)

For j = 1, the nominator in the r.h.s. of (5.64) is positive. For j = 2, consider f(t) :=(
1− t

T1

)
eλct−1, t ≥ 0. Then f ′(t) = 1

T1
eλct(λcT1−λct−1) > 0, if only T1 > t+ 1

λc
, that implies

f(t) > f(0) = 0, t ∈
(
0, T1 − 1

λc

)
.

As a result, choose ε = ε(τ) > 0 with ε < g
(
τ, τ + 1

λc

)
, then, without loss of generality,

suppose that T1 = T1(ε) = T1(τ) > τ + 1
λc
> τ . Therefore, 0 < ε < g

(
τ, τ + 1

λc

)
≤ g(τ, T1), that

fulfills (4.158), and hence (4.157) yields (4.156), with any T > T1.
Step 2. Prove that there exists ν > 0, such that, cf. (4.156),

ψν1 (s) ≥ ψ2(s), s ∈ R. (4.159)
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Let τ > 0 be arbitrary and T = T (τ) be as above. Choose any δ ∈
(
0, θ4

)
. By (4.7), (4.1),

and the dominated convergence theorem,

lim
s→−∞

(ǎ− ∗ ψ2)(s) = lim
s→−∞

∫
R
ǎ−(τ)ψ2(s− τ) dτ = θ > δ. (4.160)

Then, one can choose T2 = T2(δ) > T , such that, for all s < −T2,

ψτ1 (s) > θ − δ, (4.161)

κ1ψ2(s) + κ2(ǎ− ∗ ψ2)(s) > δ. (4.162)

Note also that (4.156) holds, for all s ≥ T2 > T , as well. Clearly, for any ν ≥ τ ,

ψν1 (s) = ψ1(s− ν) ≥ ψ1(s− τ) > ψ2(s), s > T2.

Next, lim
ν→∞

ψν1 (T2) = θ > ψ2(−T2) implies that there exists ν1 = ν1(T2) = ν1(δ) > τ , such that,
for all ν > ν1,

ψν1 (s) ≥ ψν1 (T2) > ψ2(−T2) ≥ ψ2(s), s ∈ [−T2, T2].

Let such a ν > ν1 be chosen and fixed. As a result,

ψν1 (s) ≥ ψ2(s), s ≥ −T2, (4.163)

and, by (4.161),

ψν1 (s) + δ > θ > ψ2(s), s < −T2. (4.164)

For the ν > ν1 chosen above, define

ϕν(s) := ψν1 (s)− ψ2(s), s ∈ R. (4.165)

To prove (4.159), it is enough to show that ϕν(s) ≥ 0, s ∈ R.
On the contrary, suppose that ϕν takes negative values. By (4.163), (4.164),

ϕν(s) ≥ −δ, s < −T2; ϕν(s) ≥ 0, s ≥ −T2. (4.166)

Since lim
s→−∞

ϕν(s) = 0 and ϕν ∈ C1(R), our assumption implies that there exists s0 < −T2, such
that

ϕν(s0) = min
s∈R

ϕν(s) ∈ [−δ, 0). (4.167)

We set also

δ∗ := −ϕν(s0) = ψ2(s0)− ψν1 (s0) ∈ (0, δ]. (4.168)

Next, both ψν1 and ψ2 solve (4.32). Let J̌θ be given by (4.33). Then, recall,
∫
R J̌θ(s) ds =

κ+−κ2θ. Denote, cf. (1.4), Ľθϕ := J̌θ ∗ϕ− (κ+−κ2θ)ϕ. Then one can rewrite (4.32), cf. (4.35),

cψ′(s) + (Ľθψ)(s) + (θ − ψ(s))
(
κ1ψ(s) + κ2(ǎ− ∗ ψ)(s)

)
= 0.

Writing the latter equation for ψν1 and ψ2 and subtracting the results, one gets

cϕ′ν(s) + (Ľθϕν)(s) +A(s) = 0,

A(s) := (θ − ψν1 (s))
(
κ1ψ

ν
1 (s) + κ2(ǎ− ∗ ψν1 )(s)

)
−(θ − ψ2(s))

(
κ1ψ2(s) + κ2(ǎ− ∗ ψ2)(s)

)
.

(4.169)
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Consider (4.169) at the point s0. By (4.167),

ϕ′ν(s0) = 0, (Ľθϕν)(s0) ≥ 0. (4.170)

Next, (4.168) yields

A(s0) =(θ − ψν1 (s0))
(
κ1ψ

ν
1 (s0) + κ2(ǎ− ∗ ψν1 )(s0)

)
+ (δ∗ − (θ − ψν1 (s0))

(
κ1ψ2(s0) + κ2(ǎ− ∗ ψ2)(s0)

)
=(θ − ψν1 (s0))

(
κ1ϕν(s0) + κ2(ǎ− ∗ ϕν)(s0)

)
+ δ∗

(
κ1ψ2(s0) + κ2(ǎ− ∗ ψ2)(s0)

)
=(θ − ψν1 (s0))

(
κ1ϕν(s0) + κ2(ǎ− ∗ (ϕν + δ∗))(s0)

)
+ δ∗

(
κ1ψ2(s0) + κ2(ǎ− ∗ ψ2)(s0)− (θ − ψν1 (s0))

)
>0, (4.171)

because of (4.167), (4.161), and (4.162). The strict inequality in (4.171) together with (4.170)
contradict to (4.169). Therefore, (4.159) holds, for any ν > ν1.

Step 3. Prove that, cf. (4.159),

ϑ∗ := inf{ϑ > 0 | ψϑ1 (s) ≥ ψ2(s), s ∈ R} = 0. (4.172)

On the contrary, suppose that ϑ∗ > 0. Let ϕ∗ := ϕϑ∗ be given by (4.165). By the continuity
of the profiles, ϕ∗ ≥ 0.

First, assume that ϕ∗(s0) = 0, for some s0 ∈ R, i.e. ϕ∗ attains its minimum at s0. Then
(4.170) holds with ϑ replaced by ϑ∗, and, moreover, cf. (4.169),

A(s0) = κ2(θ − ψϑ1 (s0))(ǎ− ∗ ϕ∗)(s0) ≥ 0.

Therefore, (4.169) implies

(Ľθϕ∗)(s0) = 0. (4.173)

By the same arguments as in the proof of Proposition 4.18, one can show that (A4) implies that
the function J̌θ also satisfies (A4), for d = 1, with some another constants. Then, arguing in the
same way as in the proof of Proposition 3.9 (with d = 1 and a+ replaced by J̌θ), one gets that
(4.173) implies that ϕ∗ is a constant, and thus ϕ∗ ≡ 0, i.e. ψϑ∗1 ≡ ψ2. The latter contradicts
(4.156).

Therefore, ϕ∗(s) > 0, i.e. ψϑ∗1 (s) > ψ2(s), s ∈ R. By (4.156) and (4.160), there exists

T3 = T3(ϑ∗) > 0, such that ψ
ϑ∗
2

1 (s) > ψ2(s), s > T3, and also, for any s < −T3, (4.162) holds
and (4.164) holds with ϑ replaced by ϑ∗

2 (for some fixed δ ∈
(
0, θ4

)
). For any ε ∈

(
0, ϑ∗2

)
,

ψϑ∗−ε1 ≥ ψ
ϑ∗
2

1 , therefore,
ψϑ∗−ε1 (s) > ψ2(s), s > T3,

and also (4.164) holds with ϑ replaced by ϑ∗ − ε, for s < −T3. We set

α := inf
t∈[−T3,T3]

(ψϑ∗1 (s)− ψ2(s)) > 0.

Since the family
{
ψϑ∗−ε1 | ε ∈

(
0, ϑ∗2

)}
is monotone in ε, and lim

ε→0
ψϑ∗−ε1 (t) = ψϑ∗1 (t), t ∈ R, we

have, by Dini’s theorem, that the latter convergence is uniform on [−T3, T3]. As a result, there
exists ε = ε(α) ∈

(
0, ϑ∗2

)
, such that

ψϑ∗1 (s) ≥ ψϑ∗−ε1 (s) ≥ ψ2(s), s ∈ [−T3, T3].
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Then, the same arguments as in the Step 2 prove that ψϑ∗−ε1 (s) ≥ ψ2(s), for all s ∈ R, that
contradicts the definition (4.172) of ϑ∗.

As a result, ϑ∗ = 0, and by the continuity of profiles, ψ1 ≥ ψ2. By the same arguments,
ψ2 ≥ ψ1, that fulfills the statement.

5 Front propagation with a constant speed
We will study here the behavior of u(tx, t), where u solves (2.1), for big t ≥ 0. The results of
Section 4 together with the comparison principle imply that if an initial condition u0(x) to (2.1)
has a minorant/majorant which has a form ψ(x · ξ), ξ ∈ Sd−1, where ψ ∈ Mθ(R) is a traveling
wave profile in the direction ξ with a speed c ≥ c∗(ξ), then for the corresponding solution u to
(2.1), the function u(tx, t) will have the minorant/majorant ψ(t(x · ξ − c)), correspondingly. In
particular, if the initial condition is “below” of any traveling wave in a given direction, then one
can estimate the corresponding value of u(tx, t) (Theorem 5.4). Considering such a behavior in
different directions, one can obtain a (bounded, cf. Proposition 5.7) set, out of which the solution
exponentially decays to 0 (Theorem 5.9). Inside of this set the solution will uniformly converge
to θ (Theorem 5.10). We will study stationary solutions (Proposition 5.12) and consider the case
of slow decaying kernels a± (Subsection 5.4) as well.

5.1 Long-time behavior along a direction
We will follow the abstract scheme proposed in [93]. Note that all statements there were consid-
ered in the space Cb(Rd), however, it can be checked straightforward that they remain true in
the space Cub(Rd). We will assume that (A1) and (A2) hold. Recall that θ, Uθ, Lθ are given by
(2.17), (3.20), and (3.21), respectively.

Consider the set Nθ of all nonincreasing functions ϕ ∈ C(R), such that ϕ(s) = 0, s ≥ 0, and

ϕ(−∞) := lim
s→−∞

ϕ(s) ∈ (0, θ).

It is easily seen that Nθ ⊂ Uθ.
For arbitrary s ∈ R, c ∈ R, ξ ∈ Sd−1, define the following mapping Vs,c,ξ : L∞(R)→ L∞(Rd)

(Vs,c,ξf)(x) = f(x · ξ + s+ c), x ∈ Rd. (5.1)

Fix an arbitrary ϕ ∈ Nθ. For T > 0, c ∈ R, ξ ∈ Sd−1, consider the mapping RT,c,ξ : L∞(R)→
L∞(R), given by

(RT,c,ξf)(s) = max
{
ϕ(s), (QT (Vs,c,ξf))(0)

}
, s ∈ R, (5.2)

where QT is given by (3.33), cf. Proposition 3.16. Consider now the following sequence of
functions

fn+1(s) = (RT,c,ξfn)(s), f0(s) = ϕ(s), s ∈ R, n ∈ N ∪ {0}. (5.3)

By Proposition 3.16 and [93, Lemma 5.1], ϕ ∈ Uθ implies fn ∈ Uθ and fn+1(s) ≥ fn(s), s ∈ R,
n ∈ N; hence one can define the following limit

fT,c,ξ(s) := lim
n→∞

fn(s), s ∈ R. (5.4)

Also, by [93, Lemma 5.1], for fixed ξ ∈ Sd−1, T > 0, n ∈ N, the functions fn(s) and fT,c,ξ(s) are
nonincreasing in s and in c; moreover, fT,c,ξ(s) is a lower semicontinuous function of s, c, ξ, as a
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result, this function is continuous from the right in s and in c. Note also, that 0 ≤ fT,c,ξ ≤ θ.
Then, for any c, ξ, one can define the limiting value

fT,c,ξ(∞) := lim
s→∞

fT,c,ξ(s).

Next, for any T > 0, ξ ∈ Sd−1, we define

c∗T (ξ) = sup{c | fT,c,ξ(∞) = θ} ∈ R ∪ {−∞,∞},

where, as usual, sup ∅ := −∞. By [93, Propositions 5.1, 5.2], one has

fT,c,ξ(∞) =

{
θ, c < c∗T (ξ),

0, c ≥ c∗T (ξ),
(5.5)

cf. also [93, Lemma 5.5]; moreover, c∗T (ξ) is a lower semicontinuous function of ξ. It is crucial
that, by [93, Lemma 5.4], neither fT,c,ξ(∞) nor c∗T (ξ) depends on the choice of ϕ ∈ Nθ. Note
that the monotonicity of fT,c,ξ(s) in s and (5.5) imply that, for c < c∗T (ξ), fT,c,ξ(s) = θ, s ∈ R.

Proposition 5.1. Let ξ ∈ Sd−1 and suppose that (A1), (A2), and (A5) hold. Let c∗(ξ) be as in
Theorem 4.9. Then

c∗T (ξ) = Tc∗(ξ), T > 0. (5.6)

Proof. Take any c ∈ R with cT ≥ c∗T (ξ). Then, by (5.5), fT,cT,ξ 6≡ θ. By (5.2), (5.3), one has

fn+1(s) ≥ (QT (Vs,cT,ξfn))(0), s ∈ R. (5.7)

Since fn(s) is nonincreasing in s, one gets, by (5.1), that, for a fixed x ∈ Rd, the function
(Vs,cT,ξfn)(x) is also nonincreasing in s. Next, by (5.1), (5.4) and Propositions 3.14,

(QT (Vs,cT,ξfn))(x)→ (QT (Vs,cT,ξfT,cT,ξ))(x), a.a. x ∈ Rd. (5.8)

Note that, by (5.1) and Proposition 4.4,

(QT (Vs,cT,ξfT,cT,ξ))(x) = φ(x · ξ, T ), (5.9)

where φ(τ, t), τ ∈ R, t ∈ R+ solves (4.4) with ψ(τ) = fT,cT,ξ(τ + s + cT ) (note that s is a
parameter now, cf. (4.4)). On the other hand, the evident equality (Vs,cT,ξfT,cT,ξ)(x + τξ) =
fT,cT,ξ(x · ξ + τ + s+ cT ), τ ∈ R shows that the function Vs,cT,ξfT,cT,ξ is a decreasing function
on Rd along the ξ ∈ Sd−1, cf. Definition 3.17, as fT,cT,ξ is a decreasing function on R. Then, by
Proposition 3.18 and (5.9), the function Rd 3 x 7→ φ(x · ξ, T ) ∈ [0, θ] is decreasing along the ξ as
well, i.e. φ(x · ξ + τ, T ) = φ((x+ τξ) · ξ, T ) ≤ φ(x · ξ, T ), τ ≥ 0. As a result, the function φ(s, T )
is monotone (almost everywhere) in s. Since fT,cT,ξ(s) was continuous from the right in s, one
gets from (5.7), (5.8), that

fT,cT,ξ(s) ≥ (Q̃T fT,cT,ξ)(s+ cT ),

where Q̃T is given as in Proposition 4.8. Since fT,cT,ξ 6≡ θ, one has that, by [99, Theorem 5] (cf.
the proof of Theorem 4.9), there exists a traveling wave profile with speed c. By Theorem 4.9,
we have that c ≥ c∗(ξ), and hence c∗T (ξ) ≥ Tc∗(ξ).

Take now any c ≥ c∗(ξ) and consider, by Theorem 4.9, a traveling wave in a direction
ξ ∈ Sd−1, with a profile ψ ∈Mθ(R) and a speed c. Then, by (5.1) and (4.1),

(QT (Vs,cT,ξψ))(x) = ψ((x · ξ − cT ) + s+ cT ) = ψ(x · ξ + s).
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Choose ϕ ∈ Nθ such that ϕ(s) ≤ ψ(s), s ∈ R (recall that all constructions are independent on
the choice of ϕ). Then, one gets from (5.2) and (Q4) of Proposition 3.16, that

(RT,cT,ξϕ)(s) ≤ (RT,cT,ξψ)(s) = ψ(s), s ∈ R.

Then, by (5.3) and (5.4), fT,cT,ξ(s) ≤ ψ(s), s ∈ R, and thus (5.5) implies cT ≥ c∗T (ξ); as a result,
Tc∗(ξ) ≥ c∗T (ξ), that fulfills the statement.

We describe now how the solution to (2.1) behaves, for big times, along a direction ξ ∈ Sd−1.
We start with a result about an exponential decaying along such a direction. It is worth noting
that we do not need to assume either (A1) or (A2) to prove Proposition 5.2 below.

For any ξ ∈ Sd−1 and λ > 0, consider the following set of bounded functions on Rd:

Eλ,ξ(Rd) :=
{
f ∈ L∞(Rd)

∣∣ ‖f‖λ,ξ := esssup
x∈Rd

|f(x)|eλx·ξ <∞
}
. (5.10)

Evidently, for f ∈ L∞(Rd),

esssup
x∈Rd

|f(x)|eλx·ξ <∞ if and only if esssup
x·ξ≥0

|f(x)|eλx·ξ <∞,

therefore,
Eλ,ξ(Rd) ⊂ Eλ′,ξ(Rd), λ > λ′ > 0, ξ ∈ Sd−1.

Proposition 5.2. Let ξ ∈ Sd−1 and λ > 0 be fixed and suppose that (A5) holds with µ = λ. Let
0 ≤ u0 ∈ Eλ,ξ(Rd) and let u = u(x, t) be a solution to (2.1). Then

‖u(·, t)‖λ,ξ ≤ ‖u0‖λ,ξept, t ≥ 0, (5.11)

where

p = p(ξ, λ) = κ+

∫
Rd
a+(x)eλx·ξ dx−m ∈ R. (5.12)

Proof. First, we note that, for any a ∈ L1(Rd),∣∣(a ∗ f)(x)eλx·ξ
∣∣ ≤ ∫

Rd
|a(x− y)|eλ(x−y)·ξ|f(y)|eλy·ξ dy

≤ ‖f‖λ,ξ
∫
Rd
|a(y)|eλy·ξ dy. (5.13)

We will follow the notations from the proof of Theorem 2.2, cf. Remark 2.3. Let p is given by
(5.12) and suppose that, for some τ ∈ [0, T ), ‖uτ‖λ,ξ ≤ ‖u0‖λ,ξ epτ . Take any v ∈ X+

τ,Υ(r) with
Υ, r given by (2.13), (2.15), such that

‖v(·, t)‖λ,ξ ≤ ‖u0‖λ,ξ ept, t ∈ [τ,Υ]. (5.14)

Then, by (2.6), (2.7), one gets, for any t ∈ [τ,Υ],

0 ≤ (Φτv)(x, t)eλx·ξ

≤ e−(t−τ)muτ (x)eλx·ξ +

∫ t

τ

e−m(t−s)κ+(a+ ∗ v)(x, s)eλx·ξ ds

≤ ‖u0‖λ,ξ e−m(t−τ)epτ + ‖u0‖λ,ξ κ+

∫
Rd
a+(y)eλy·ξ dy

∫ t

τ

e−m(t−s)eps ds,

= ‖u0‖λ,ξ e−mte(p+m)τ + ‖u0‖λ,ξ (p+m)e−mt
∫ t

τ

e(p+m)s ds

= ‖u0‖λ,ξ ept,
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where we used (5.13) and (5.14). Therefore, ‖(Φτv)(·, t)‖λ,ξ ≤ ‖u0‖λ,ξ ept, t ∈ [τ,Υ]. As a result,

‖(Φnτ v)(·, t)‖λ,ξ ≤ ‖u0‖λ,ξ ept, n ∈ N, t ∈ [τ,Υ].

Then ‖u(·, t)‖λ,ξ satisfies the same inequality on [τ,Υ]; and, by the proof of Theorem 2.2, we
have the statement.

Remark 5.3. It follows from (L1) of Lemma 4.16 and the considerations thereafter, that the
statement of Proposition 5.2 remains true if (A5) holds for some µ > λ, provided that we
assume, additionally, (A6).

Define now the following set

ΥT,ξ =
{
x ∈ Rd | x · ξ ≤ c∗T (ξ)

}
, ξ ∈ Sd−1, T > 0. (5.15)

Clearly, the set ΥT,ξ is convex and closed. Moreover, by (5.6),

ΥT,ξ = TΥ1,ξ. (5.16)

Here and below, for any measurable A ⊂ Rd, we define tA := {tx | x ∈ A} ⊂ Rd. We are going
to explain now how a solution u(x, t) to (2.1) behaves outside of the set tΥ1,ξ = Υt,ξ, t > 0.

Theorem 5.4. Let ξ ∈ Sd−1 and a+ ∈ Uξ; i.e. all conditions of Definition 4.17 hold. Let
λ∗ = λ∗(ξ) ∈ Iξ be the same as in Proposition 4.18. Suppose that u0 ∈ Eλ∗,ξ(Rd) ∩ Lθ and let
u ∈ X̃∞ be the corresponding solution to (2.1). Let Oξ ⊂ Rd be an open set, such that Υ1,ξ ⊂ Oξ
and δ := dist (Υ1,ξ,Rd \ Oξ) > 0. Then the following estimate holds

esssup
x/∈tOξ

u(x, t) ≤ ‖u0‖λ∗,ξe−λ∗δt, t > 0. (5.17)

Proof. Let p∗ := p(ξ, λ∗) be given by (5.12). By (5.11), (5.10), one has

0 ≤ u(x, t) ≤ ‖u0‖λ∗,ξ exp
{
p∗t− λ∗x · ξ

}
, a.a. x ∈ Rd. (5.18)

Next, by (5.15) and Proposition 5.1, for any t > 0 and for all x ∈ Rd \ tOξ, one has x · ξ ≥
tc∗1(ξ) + tδ = tc∗(ξ) + tδ. Then, by (4.83),

inf
x/∈tOξ

(λ∗x · ξ) ≥ tλ∗c∗(ξ) + tλ∗δ

= t
(
κ+

∫
Rd
a+(x)eλ∗x·ξ dx−m

)
+ tλ∗δ = tp∗ + tλ∗δ.

Therefore, (5.18) implies the statement.

Remark 5.5. The assumption u0 ∈ Eλ∗,ξ(Rd) is close, in some sense, to the weakest possible
assumption on an initial condition u0 ∈ Lθ for the equation (2.1) to have

lim
t→∞

esssup
x/∈tOξ

u(x, t) = 0, (5.19)

for an arbitrary open set Oξ ⊃ Υ1,ξ, where Υ1,ξ is defined by (5.15). Indeed, take any λ1, λ with
0 < λ1 < λ < λ∗ = λ∗(ξ). By Theorem 4.23, there exists a traveling wave solution to (2.1) with a
profile ψ1 ∈Mθ(R) such that λ0(ψ1) = λ1. By Proposition 4.31 (with j = 1 as λ1 < λ∗) we have
that ψ1(t) ∼ De−λ1t, t→∞. It is easily seen that one can choose a function ϕ ∈Mθ(R)∩C(R)

69



such that there exist p > 0, T > 0, such that ϕ(t) ≥ ψ1(t), t ∈ R and ϕ(t) = pe−λt, t > T . Take
now u0(x) = ϕ(x · ξ), x ∈ Rd. We have u0 ∈ Eλ,ξ(Rd) \ Eλ∗,ξ(Rd). Then, by Proposition 4.4,
the corresponding solution has the form u(x, t) = φ(x · ξ, t). By Proposition 3.5 applied to
the equation (4.4), φ(s, t) ≥ ψ1(s − c1t), s ∈ R, t ≥ 0, where c1 = Gξ(λ1) > c∗(ξ), cf. (4.54)
and (4.83). Take c ∈ (c∗(ξ), c1) and consider an open set Oξ := {x ∈ Rd | x · ξ < c}, then
Υ1,ξ ⊂ Oξ ⊂ {x ∈ Rd | x · ξ ≤ c1} =: A1. One has

sup
x/∈tOξ

u(x, t) ≥ sup
x∈tA1\tOξ

φ(x · ξ, t)

≥ sup
ct<s≤c1t

ψ1(s− c1t) = ψ1(ct− c1t) > ψ1(0),

as c < c1 and ψ1 is decreasing. As a result, (5.19) does not hold.
On the other hand, if ψ∗ ∈Mθ(R) is a profile with the minimal speed c∗(ξ) 6= 0 and if j = 2,

cf. Proposition 4.25, then u0(x) := ψ∗(x · ξ) does not belong to the space Eλ∗,ξ(Rd), and the
arguments above do not contradict (5.19) anymore. In the next remark, we consider this case in
more details.

Remark 5.6. In connection with the previous remark, it is worth noting also that one can easily
generalize Theorem 5.4 in the following way. Let u0 ∈ Eλ,ξ(Rd) ∩ Lθ, for some λ ∈ (0, λ∗],
and let u ∈ X̃∞ be the corresponding solution to (2.1). Consider the set Ac,ξ :=

{
x ∈ Rd |

x · ξ ≤ c
}
, where c = λ−1(κ+aξ(λ) − m) cf. (4.83). Then, for any open set Bc,ξ ⊃ Ac,ξ with

δc := dist (Ac,ξ,Rd \Bc,ξ) > 0, one gets

esssup
x/∈tBc,ξ

u(x, t) ≤ ‖u0‖λ,ξe−λδct. (5.20)

Therefore, if u0(x) = ψ∗(x·ξ), where ψ∗ is as in Remark 5.5 above, then, evidently, u0 ∈ Eλ,ξ(Rd),
for any λ ∈ (0, λ∗). Then, for any open Oξ ⊃ Υ1,ξ with δ := dist (Υ1,ξ,Rd \ Oξ) > 0 one can
choose, for any ε ∈ (0, 1), c1 = c∗(ξ) + δε. By Theorem 4.23, there exists a unique λ1 = λ1(ε) ∈
(0, λ∗) such that c1 = λ−1

1 (κ+aξ(λ1) − m). Then u0 ∈ Eλ1,ξ(Rd) and Ac1,ξ ⊂ Oξ, i.e. Oξ
may be considered as a set Bc1,ξ, cf. above. As a result, (5.20) gives (5.17), with the constant
‖u0‖λ1,ξ < ‖u0‖λ∗,ξ, and with λ∗δ replaced by λ1δ(1−ε). Note that, clearly, ‖u0‖λ1,ξ ↗ ‖u0‖λ∗,ξ,
λ1 ↗ λ∗, ε→ 0.

5.2 Global long-time behavior
We are going to consider now the global long-time behavior along all possible directions ξ ∈ Sd−1

simultaneously. Define, cf. (5.15),

ΥT =
{
x ∈ Rd|x · ξ ≤ c∗T (ξ), ξ ∈ Sd−1

}
, T > 0. (5.21)

By (5.15), (5.6), (5.16),

ΥT =
⋂

ξ∈Sd−1

ΥT,ξ =
⋂

ξ∈Sd−1

TΥ1,ξ = TΥ1, T > 0. (5.22)

Clearly, the set ΥT , T > 0 is convex and closed. To have an analog of Theorem 5.4 for the set
ΥT , one needs to have a+ ∈ Uξ, for all ξ ∈ Sd−1, cf. Definition 4.17.

Since
∫
x·ξ≤0

a+(x)eλx·ξ dx ∈ [0, 1], ξ ∈ Sd−1, λ > 0, we have the following observation. If, for
some ξ ∈ Sd−1, there exist µ± > 0, such that, cf. (4.10), a±ξ(µ±) < ∞, i.e. if (A5) holds for
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both ξ and −ξ, then, for µ = min{µ+, µ−},∫
Rd
a+(x)eµ|x·ξ| dx =

∫
x·ξ≥0

a+(x)eµx·ξ dx+

∫
x·ξ<0

a+(x)e−µx·ξ dx

≤
∫
x·ξ≥0

a+(x)eµ
+x·ξ dx+

∫
x·(−ξ)>0

a+(x)eµ
−x·(−ξ) dx <∞. (5.23)

Let now {ei | 1 ≤ i ≤ d} be an orthonormal basis in Rd. Let (A5) holds for 2d directions
{±ei | 1 ≤ i ≤ d} ⊂ Sd−1 and let µi = min{µ(ei), µ(−ei)}, 1 ≤ i ≤ d, cf. (5.23). Set
µ = 1

d min{µi | 1 ≤ i ≤ d}. Then, by the triangle and Jensen’s inequalities and (5.23), one has

∫
Rd
a+(x)eµ|x| dx ≤

∫
Rd
a+(x) exp

( d∑
i=1

1

d
µi|x · ei|

)
dx

≤
d∑
i=1

1

d

∫
Rd
a+(x)eµi|x·ei| dx <∞.

As a result, the assumption that (A5) holds, for all ξ ∈ Sd−1, is equivalent to the following one

there exists µd > 0, such that
∫
Rd
a+(x)eµd|x| dx <∞. (A9)

Clearly, (A9) implies ∫
Rd
|x|a+(x) dx <∞, (5.24)

and thus (A7) holds, for any ξ ∈ Sd−1. Then, one can define the (global) first moment vector of
a+, cf. (4.47),

m :=

∫
Rd
xa+(x) dx ∈ Rd. (5.25)

The most ‘anisotropic’ assumption is (A8). We will assume, for simplicity, that (A3) holds; then
(A8) holds with r(ξ) = 0, for all ξ ∈ Sd−1.

Proposition 5.7. Let (A1), (A2), (A3), (A6), (A9) hold. Then, for any T > 0, Tκ+m ∈ Rd is
an interior point of ΥT , and ΥT is a bounded set.

Proof. By (5.22), it is enough to prove the statement, for T = 1. By (4.47), for any orthonormal

basis {ei | 1 ≤ i ≤ d} ⊂ Sd−1, m =
d∑
i=1

mei . As it was shown above, the assumptions of

the statement imply that Theorem 4.23 holds, for any ξ ∈ Sd−1. Therefore, by (4.80) and
Proposition 5.1,

(κ+m) · ξ = κ+

∫
Rd
x · ξa+(x) dx = κ+mξ < c∗(ξ) = c∗1(ξ), (5.26)

for all ξ ∈ Sd−1; thus κ+m ∈ Υ1. Since the inequality in (5.26) is strict, the point κ+m is an
interior point of Υ1.
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Next, by Proposition 5.1, x ∈ Υ1 implies that, for any fixed ξ ∈ Sd−1, x · ξ ≤ c∗(ξ) and
x · (−ξ) ≤ c∗(−ξ), i.e.

−c∗(−ξ) ≤ x · ξ ≤ c∗(ξ), x ∈ Υ1, ξ ∈ Sd−1. (5.27)

Then (5.27) implies

|x · ξ| ≤ max
{
|c∗(ξ)|, |c∗(−ξ)|

}
, x ∈ Υ1, ξ ∈ Sd−1;

in particular, for an orthonormal basis {ei | 1 ≤ i ≤ d} of Rd, one gets

|x| ≤
d∑
i=1

|x · ei| ≤
d∑
i=1

max
{
|c∗(ei)|, |c∗(−ei)|

}
=: R <∞, x ∈ Υ1,

that fulfills the statement.

Remark 5.8. It is worth noting that, by (4.80), (4.47), the following inequality holds, cf. (5.27),

c∗(ξ) + c∗(−ξ) > κ+(mξ + m−ξ) = 0.

For any T > 0, consider the setM(T ) of all subsets from Rd of the following form:

MT = MT,ε,K,ξ1,...,ξK =
{
x ∈ Rd | x · ξi ≤ c∗T (ξi) + ε, i = 1, . . . ,K

}
, (5.28)

for some ε > 0, K ∈ N, ξ1, . . . , ξK ∈ Sd−1.
We are ready now to prove a result about the long-time behavior at infinity in space.

Theorem 5.9. Let the conditions (A1), (A2), (A3), (A6), (A9) hold. Let u0 ∈ Lθ be such that
for all λ > 0,

|||u0||| := esssup
x∈Rd

u0(x)eλ|x| <∞, (5.29)

and let u ∈ X̃∞ be the corresponding solution to (2.1). Then, for any open set O ⊃ Υ1, there
exists ν = ν(O) > 0, such that

esssup
x/∈tO

u(x, t) ≤ |||u0|||e−νt, t > 0.

Proof. By Proposition 5.7, the set Υ1 is bounded and nonempty. Then, by [93, Lemma 7.2],
there exists ε > 0, K ∈ N, ξ1, . . . , ξK ∈ Sd−1 and a set M ∈ M(1) of the form (5.28), with
T = 1, such that

Υ1 ⊂M ⊂ O. (5.30)

Choose now
Oξi =

{
x ∈ Rd

∣∣∣ x · ξi < c∗1(ξi) +
ε

2

}
⊃ Υ1,ξi , 1 ≤ i ≤ K.

Then, by (5.30),

Υ1 =
⋂

ξ∈Sd−1

Υ1,ξ ⊂
K⋂
i=1

Υ1,ξi ⊂
K⋂
i=1

Oξi ⊂M ⊂ O,

72



and, therefore,

Rd \ O ⊂
K⋃
i=1

(Rd \ Oξi). (5.31)

By (5.10), the assumption (5.29) implies,

‖u0‖λ,ξ ≤ max
{

esssup
x·ξ≥0

|u0(x)|eλx·ξ, esssup
x·ξ<0

|u0(x)|
}

≤ max
{

esssup
x·ξ≥0

|u0(x)|eλ|x|, esssup
x·ξ<0

|u0(x)|
}
≤ esssup

x∈Rd
|u0(x)|eλ|x| ≤ |||u0|||,

for any λ > 0, ξ ∈ Sd−1. Denote

νi := λ∗(ξi)dist (Υ1,ξi ,Rd \ Oξi) = λ∗(ξi)
ε

2
, 1 ≤ i ≤ K.

Then, by Theorem 5.4 and (5.31), one gets, for any t > 0,

esssup
x/∈tO

u(x, t) ≤ max
1≤i≤K

esssup
x/∈tOξi

u(x, t) ≤ ‖u0‖λ∗(ξi),ξie
−νit ≤ |||u0|||e−νt,

with ν := min{νi | 1 ≤ i ≤ K}.

Our second main result about the long-time behavior states that the solution u ∈ X∞ uni-
formly converges to θ inside the set tΥ1 = Υt. The proof of this result is quite technical. For
the convenience of the reader, we present here the statement of Theorem 5.10 only, and explain
the proof in the next subsection.

For a closed set A ⊂ Rd, we denote by int(A) the interior of A.

Theorem 5.10. Let the conditions (A1), (A2), (A4), (A6), (A9) hold. Let u0 ∈ Uθ, u0 6≡ 0,
and u ∈ X∞ be the corresponding solution to (2.1). Then, for any compact set C ⊂ int(Υ1),

lim
t→∞

min
x∈tC

u(x, t) = θ. (5.32)

Corollary 5.11. Let the conditions (A1), (A2), (A4), (A6), (A9) hold. Let u0 ∈ Lθ be such
that there exist x0 ∈ Rd, η > 0, r > 0, with u0 ≥ η, for a.a. x ∈ Br(x0). Let u ∈ X̃∞ be the
corresponding solution to (2.1). Then, for any compact set C ⊂ int(Υ1),

lim
t→∞

essinf
x∈tC

u(x, t) = θ.

Proof. The assumption on u0 implies that there exists a function v0 ∈ Uθ ⊂ Lθ, v0 6≡ 0, such
that u0(x) ≥ v0(x), for a.a. x ∈ Rd. Then, by Remark 3.6, u(x, t) ≥ v(x, t), for a.a. x ∈ Rd,
and for all t ≥ 0, where v ∈ X̃∞ is the corresponding to v0 solution to (2.1). By Proposition 3.5,
v ∈ X∞, and one has (5.32) for v, with the same Υ1, cf. (Q1) of Proposition 3.16. The statement
follows then from the evident inequality

min
x∈tC

v(x, t) = essinf
x∈tC

v(x, t) ≤ essinf
x∈tC

u(x, t) ≤ θ.

As an important application of Theorem 5.10, we will prove that there are not stationary
solutions u ≥ 0 to (2.1) (i.e. solutions with ∂

∂tu = 0), except u ≡ 0 and u ≡ θ, provided that the
origin belongs to int(Υ1).
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Proposition 5.12. Let the conditions (A1), (A2), (A4), (A6), (A9), and (2.22) hold. Let the
origin belongs to int(Υ1). Then there exist only two non-negative stationary solutions to (2.1)
in L∞(Rd), namely, u = 0 and u = θ.

Proof. Since ∂
∂tu = 0, one gets from (2.1) that

u(x) =
±
√
D(x)−

(
m+B(x)

)
κ1

, x ∈ Rd, (5.33)

where

A(x) = κ+(a+ ∗ u)(x), B(x) = κ2(a− ∗ u)(x),

D(x) =
(
m+B(x)

)2
+ 4κ1A(x) ≥ m > 0.

Then, by Lemma 2.1, one easily gets that u ∈ Cub(Rd).
Denote M := ‖u‖ = sup

x∈Rd
u(x). We are going to prove now that M ≤ θ. On the contrary,

suppose that M > θ. One can rewrite (5.33) as follows:

mu(x) + κ1u
2(x) + κ2(a− ∗ u)(x)(u(x)− θ)

= (Jθ ∗ u)(x) ≤M(κ+−κ2θ), (5.34)

where Jθ ≥ 0 is given by (3.19) and hence
∫
Rd Jθ(x) dx = κ+−κ2θ.

Choose a sequence xn ∈ Rd, n ∈ N, such that u(xn) → M , n → ∞. Substitute xn to the
inequality (5.34) and pass n→∞. Since M > θ and u ≥ 0, one gets then that (a− ∗u)(xn)→ 0,
n → ∞. Passing to a subsequence of {xn} and keeping the same notation, for simplicity, one
gets that

(a− ∗ u)(xn) ≤ 1

n
, n ≥ 1.

For all n ≥ r−2d
0 , set rn := n−

1
2d ≤ r0; then the inequality (2.22) holds, for any x ∈ Brn(0),

and hence

1

n
≥ (a− ∗ u)(xn) ≥ α(11Brn (0) ∗ u)(xn) ≥ αVd(rn) min

x∈Brn (xn)
u(x), (5.35)

where Vd(R) is a volume of a sphere with the radius R > 0 in Rd. Since V (rn) = rdnVd(1) =

n−
1
2Vd(1), we have from (5.35), that, for any n ≥ r−2d

0 , there exists yn ∈ Brn(xn), such that

u(yn) ≤ 1

α
√
nVd(1)

.

Thus u(yn)→ 0, n→∞. Recall that u(xn)→M > 0, n→∞, however, |xn− yn| ≤ rn = n−
1
2d ,

that may be arbitrary small. This contradicts the fact that u ∈ Cub(Rd).
As a result, 0 ≤ u(x) ≤ θ = M , x ∈ Rd. Let u 6≡ 0. By Theorem 5.10, for any compact

set C ⊂ int(Υ1), min
x∈tC

u(x) → θ, t → ∞, as u(x, t) = u(x) now. Since 0 ∈ int(Υ1), the latter

convergence is obviously possible for u ≡ θ only.

Remark 5.13. It is worth noting that, by (5.15), (5.16), and (5.6), the assumption 0 ∈ int(Υ1)
implies that c∗(ξ) ≥ 0, for all ξ ∈ Sd−1. It means that all traveling waves in all directions have
nonnegative speeds only.
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5.3 Proof of Theorem 5.10
We will do as follows. At first, in Proposition 5.18, we apply results of [93] for discrete time,
to prove (5.32) for continuous time, provided that u0 is separated from 0 on a big enough set.
Next, in Proposition 5.19, we show that there exists a proper subsolution to (2.1), which will
reach (as we explain thereafter) any needed level after a finite time. Finally, we properly use
in Proposition 5.20 the results of [14], to prove that the solution to (2.1) will dominate the
subsolution after a finite time.

We start with the following Weinberger’s result (rephrased in our settings). Note that (A4)
implies (A3), hence, under conditions of Theorem 5.10, we have by Proposition 5.7, that ΥT 6= ∅,
T > 0.

Lemma 5.14 (cf. [93, Theorem 6.2]). Let (A1), (A2), (A4), (A6), (A9) hold. Let u0 ∈ Uθ and
T > 0 be arbitrary, and QT be given by (3.33). Define

un+1(x) := (QTun)(x), n ≥ 0. (5.36)

Then, for any compact set CT ⊂ int(ΥT ) and for any σ ∈ (0, θ), one can choose a radius
rσ = rσ(QT ,CT ), such that

u0(x) ≥ σ, x ∈ Brσ (0), (5.37)

implies

lim
n→∞

min
x∈nCT

un(x) = θ. (5.38)

Remark 5.15. By the proof of [93, Theorem 6.2], the radius rσ(QT ,CT ) is not defined uniquely.
In the sequel, rσ(QT ,CT ) means just a radius which fulfills the assertion of Lemma 5.14 for the
chosen QT and CT , rather than a function of QT and CT .
Remark 5.16. It is worth noting, that, by (3.33) and the uniqueness of the solution to (2.1), the
iteration (5.36) is just given by

un(x) = u(x, nT ), x ∈ Rd, n ∈ N ∪ {0}. (5.39)

Therefore, (5.38) with T = 1 yields (5.32), for N 3 t→∞, namely,

lim
n→∞

min
x∈nC

u(x, n) = θ, (5.40)

provided that (5.37) holds with rσ = rσ(Q1,C ), C ⊂ int(Υ1).

Lemma 5.17. Let the conditions of Theorem 5.10 hold. Fix a σ ∈ (0, θ) and a compact set
C ⊂ int(Υ1). Let u0 ∈ Uθ be such that u0(x) ≥ σ, x ∈ Brσ(Q1,C )(0). Then, for any k ∈ N,

lim
n→∞

min
x∈nkC

u
(
x,
n

k

)
= θ. (5.41)

Proof. Since C ⊂ int(Υ1), one can choose a compact set C̃ ⊂ int(Υ1) such that

C ⊂ int(C̃ ). (5.42)

By (5.39) and Lemma 5.14 (with T = 1), the assumption u0(x) ≥ σ, x ∈ Brσ(Q1,C )(0) implies
(5.40). Fix k ∈ N, take p = 1

k ; then choose and fix the radius rσ
(
Qp, pC̃

)
. By (5.40), there exists

an N = N(k) ∈ N, such that

u(x,N) ≥ σ, x ∈ NC ,

Brσ(Qp,pC̃ )(0) ⊂ NC .
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Apply now Lemma 5.14, with u0(x) = u(x,N), x ∈ Rd, T = p, and

CT = Cp := pC̃ ⊂ p int(Υ1) = int(Υp),

as, by (5.22), pΥ1 = Υp. We will get then

lim
n→∞

min
x∈npC̃

u(x,N + np) = θ. (5.43)

By (5.42), there exists M ∈ N such that one has(N
n

+ p
)
C ⊂ pC̃ , n ≥M. (5.44)

Therefore, by (5.44), one gets, for n ≥M ,

min
x∈npC̃

u(x,N + np) ≤ min
x∈n(Nn +p)C

u(x,N + np)

= min
x∈(Nk+n) 1

kC
u
(
x, (Nk + n)

1

k

)
≤ θ. (5.45)

By (5.43) and (5.45), one gets the statement.

Now, one can prove Theorem 5.10, under assumption on the initial condition.

Proposition 5.18. Let the conditions of Theorem 5.10 hold. Fix a σ ∈ (0, θ) and a compact
set C ⊂ int(Υ1). Let u0 ∈ Uθ be such that u0(x) ≥ σ, x ∈ Brσ(Q1,C )(0), and u ∈ X∞ be the
corresponding solution to (2.1). Then

lim
t→∞

min
x∈tC

u(x, t) = θ. (5.46)

Proof. Suppose (5.46) were false. Then, there exist ε > 0 and a sequence tN → ∞, such that
min
x∈tNC

u(x, tN ) < θ − ε, n ∈ N. Since tNC is a compact set and u(·, t) ∈ Uθ, t ≥ 0, there exists

xN ∈ tNC , such that

u(xN , tN ) < θ − ε, n ∈ N. (5.47)

Next, by Proposition 2.11, there exists a δ = δ(ε) > 0 such that, for all x′, x′′ ∈ Rd and for all
t′, t′′ > 0, with |x′ − x′′|+ |t′ − t′′| < δ, one has

|u(x′, t′)− u(x′′, t′′)| < ε

2
. (5.48)

Since C is a compact, p(C ) := sup
x∈C
‖x‖ < ∞. Choose k ∈ N, such that 1

k <
δ

1+p(C ) . By (5.41),

there exists M(k) ∈ N, such that, for all n ≥M(k),

u
(
x,
n

k

)
> θ − ε

2
, x ∈ n

k
C . (5.49)

Choose N > N0 big enough to ensure tN > M(k)
k . Then, there exists n ≥ M(k), such that

tN ∈
[
n
k ,

n+1
k

)
. Hence ∣∣∣tN − n

k

∣∣∣ < 1

k
<

δ

1 + p(C )
. (5.50)
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Next, for the chosen N , there exists yN ∈ C , such that xN = tNyN . Set t′ = tN , t′′ = n
k ,

x′ = xN = tNyN , and x′′ = n
k yN . Then, by (5.50),

|t′ − t′′|+ |x′ − x′′| =
∣∣∣tN − n

k

∣∣∣(1 + |yN |
)
< δ.

Therefore, one can apply (5.48). Combining this with (5.47), one gets

u
(n
k
yN ,

n

k

)
= u

(n
k
yN ,

n

k

)
− u(tNyN , tN ) + u(xN , tN ) <

ε

2
+ θ − ε = θ − ε

2
,

that contradicts (5.49), as n
k yN ∈

n
kC . Hence the statement is proved.

Next two statements will allow us to get rid the restriction on u0 in Proposition 5.18.

Proposition 5.19. Let (A1), (A2), and (A4) hold; assume also that (5.24) holds, and m is given
by (5.25). Then there exists α0 > 0, such that, for all α ∈ (0, α0), there exists q0 = q0(α) ∈ (0, θ),
such that there exists T = T (α, q0) > 0, such that, for all q ∈ (0, q0), the function

w(x, t) = q exp

(
−|x− tm|

2

αt

)
, x ∈ Rd, t > T, (5.51)

is a subsolution to (2.1) on t > T ; i.e. Fw(x, t) ≤ 0, x ∈ Rd, t > T , where F is given by (3.1).

Proof. Let Jq, q ∈ (0, θ) be given by (3.19), and consider the function (5.51). Since w(x, t) ≤ q,
we have from (3.1), that

(Fw)(x, t) = w(x, t)

(
|x|2

αt2
− |m|

2

α

)
− κ+(a+ ∗ w)(x, t)

+ κ1w
2(x, t) + κ2w(x, t)(a− ∗ w)(x, t) +mw(x, t)

≤ w(x, t)

(
|x|2

αt2
− |m|

2

α

)
− (Jq ∗ w)(x, t) + (κ1q +m)w(x, t). (5.52)

Since, for any q0 ∈ (0, θ) and for any q ∈ (0, q0), Jq(x) ≥ Jq0(x), x ∈ Rd, one gets from (5.52),
that, to have Fw ≤ 0, it is enough to claim that, for all x ∈ Rd,

κ1q0 +m+
|x|2

αt2
− |m|

2

α
≤ exp

(
|x− tm|2

αt

)∫
Rd
Jq0(y) exp

(
−|x− y − tm|

2

αt

)
dy.

By changing x onto x+ tm and a simplification, one gets an equivalent inequality

κ1q0 +m+
|x|2

αt2
+

2x ·m
αt

≤
∫
Rd
Jq0(y) exp

(
2x · y
αt

)
exp

(
−|y|

2

αt

)
dy =: I(t). (5.53)

One can rewrite I(t) = I0(t) + I+(t) + I−(t), where

I0(t) :=

∫
Rd
Jq0(y)e−

|y|2
αt dy; I+(t) :=

∫
x·y≥0

Jq0(y)e−
|y|2
αt

(
e

2x·y
αt − 1

)
dy;

I−(t) :=

∫
x·y<0

Jq0(y)e−
|y|2
αt

(
e

2x·y
αt − 1

)
dy.

Using that es − 1 ≥ s, for all s ∈ R, and es − 1 ≥ s + s2

2 , for all s ≥ 0, one gets the following
estimates

I+(t) ≥ 2

αt

∫
x·y≥0

Jq0(y)e−
|y|2
αt (x · y)dy +

2

α2t2

∫
x·y≥0

Jq0(y)e−
|y|2
αt (x · y)2dy,
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and
I−(t) ≥ 2

αt

∫
x·y<0

Jq0(y)e−
|y|2
αt (x · y)dy.

Therefore,

I(t) ≥ I0(t) +
2

αt

(
x ·
∫
Rd
Jq0(y)e−

|y|2
αt ydy

)
+

2

α2t2

∫
x·y≥0

Jq0(y)e−
|y|2
αt (x · y)2dy. (5.54)

By the dominated convergence theorem,

I0(t)↗
∫
Rd
Jq0(x) dx = κ+ − q0κ2 > m+ κ1q0, t→∞, (5.55)

for any q0 ∈ (0, θ). Set also

I1(t) :=

∫
Rd
Jq0(y)e−

|y|2
αt y dy.

By (5.24) and (A2), one has
∫
Rd a

−(x)|x| dx <∞ and hence
∫
Rd Jq0(x)|x| dx <∞. Then, by the

dominated convergence theorem,

I1(t)→
∫
Rd
Jq0(y)ydy =: µ(q0) ∈ Rd, t→∞. (5.56)

Since 0 ≤ Jq0(x) ≤ κ+a+(x), x ∈ Rd, we have, by (5.25) and the dominated convergence
theorem, that m(q0)→ m, q0 → 0.

For any ε > 0 with m+ 2ε < κ+, one can choose q0 = q0(ε) ∈ (0, θ), such that

κ+ > κ+ − κ2q0 > κ1q0 +m+ 2ε, |m− µ(q0)| < ε

2
. (5.57)

By (5.55), (5.56), there exists T1 = T1(ε, q0) > 0, such that, for all α > 0 and t > 0 with αt > T1,
one has, cf. (5.57),

κ+ ≥ I0(t) > κ1q0 +m+ ε, |I1(t)− µ(q0)| < ε

2
. (5.58)

Let T > T1

α be chosen later. The function

I2(t) :=

∫
x·y≥0

Jq0(y)e−
|y|2
αt (x · y)2dy

is also increasing in t > 0. Clearly, from (5.57) and (5.58), one has |I1(t) − m| < ε. Therefore,
by (5.54) and (5.58), one gets, for t > T > T1

α ,

I(t) > κ1q0 +m+ ε+
2

αt
x · (I1(t)−m) +

2

αt
x ·m +

2

α2t2
I2(t)

≥ κ1q0 +m+ ε− 2ε

αt
|x|+ 2

αt
x ·m +

2

α2t2
I2(T ). (5.59)

Next, by (A2), (A4), and (3.19), Jq0(y) ≥ ρ, for a.a. y ∈ Bδ(0). For an arbitrary x ∈ Rd,
consider the set

Bx =
{
y ∈ Rd

∣∣∣ |y| ≤ δ, 1

2
≤ x · y
|x||y|

≤ 1
}
.
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Then

I2(T ) ≥ ρ

4
|x|2

∫
Bx

|y|2e−
|y|2
αT dy. (5.60)

The set Bx is a cone inside the ball Bδ(0), with the apex at the origin, the height which lies
along x, and the apex angle 2π/3. Since the function inside the integral in the r.h.s. of (5.60) is
radially symmetric, the integral does not depend on x. Fix an arbitrary x̄ ∈ Rd and denote

A(τ) = A(τ, δ) =

∫
Bx̄

|y|2e−
|y|2
τ dy ↗

∫
Bx̄

|y|2dy =: B̄δ, τ →∞. (5.61)

Then, by (5.59) and (5.60), one has, for t > T ,

I(t) > κ1q0 +m+ ε− 2ε

αt
|x|+ 2

αt
x ·m +

ρA(αT )

2α2t2
|x|2. (5.62)

By (5.62), to prove (5.53), it is enough to show that

ε− 2ε

αt
|x|+ ρA(αT )

2α2t2
|x|2 ≥ |x|

2

αt2
, t > T, x ∈ Rd,

or, equivalently, for 2α < ρA(αT ),(√
ρA(αT )− 2α

2

|x|
αt
− ε

√
2

ρA(αT )− 2α

)2

+ ε− ε2 2

ρA(αT )− 2α
≥ 0. (5.63)

To get (5.63), we proceed as follows. For a given ρ > 0, δ > 0 which provide (A4), we set
α0 := 1

2ρB̄δ, cf. (5.61). Then, for any α ∈ (0, α0), there exists T2 = T2(α) > 0, such that

2α < ρA(αT2) < ρB̄δ.

Choose now ε = ε(α) > 0, such that m+ 2ε < κ+ and

ε <
1

2
(ρA(αT2)− 2α) <

1

2
(ρA(αT )− 2α), T > T2. (5.64)

For the chosen ε, find q0 = q0(α) ∈ (0, θ) which ensures (5.57). Then, find T1 = T1(α, q0) > 0
which gives (5.58); and, finally, take T = T (α, q) > T2 such that αT > T1. As a result, for t > T ,
one has αt > αT > T1, thus (5.58) holds, whereas (5.64) yields (5.63). The latter inequality
gives (5.53), and hence, for all q ∈ (0, q0), Fw ≤ 0, for w given by (5.51). The statement is
proved.

Proposition 5.20. Let (A1), (A2), and (A4) hold. Then, there exists t1 > 0, such that, for
any t > t1 and for any τ > 0, there exists q1 = q1(t, τ) > 0, such that the following holds. If
u0 ∈ Lθ is such that there exist η > 0, r > 0, x0 ∈ Rd with u0(x) ≥ η, x ∈ Br(x0) and u ∈ X̃∞
is the corresponding solution to (2.1), then

u(x, t) ≥ q1e
− |x−x0|

2

τ , x ∈ Rd. (5.65)

Proof. At first, we note that (5.65) may be rewritten as follows:

q1e
− |x|

2

τ ≤ u(x+ x0, t0) = T−x0
Qt0u0(x) = Qt0T−x0

u0(x),

79



cf. (3.33), (3.34), (3.35), and one has

T−x0
u0(x) = u0(x+ x0) ≥ η, |(x+ x0)− x0| = |x| ≤ r.

Therefore, it is enough to prove the statement for x0 = 0.
Consider now arbitrary functions b, v0 ∈ C∞(Rd), such that

supp b = Bδ(0), 0 < b(x) = b(|x|) ≤ ρ, x ∈ int(Bδ(0));

supp v0 = Br(0), 0 < v0(x) ≤ η, x ∈ int(Br(0));

∃ 0 < p < min{r, 1}, 0 < ν < η, such that v0(x) ≥ ν, x ∈ Bp(0),

where ρ and δ are the same as in (A4). Set 〈b〉 :=
∫
Rd b(x) dx > 0. Define two bounded operators

in the space L∞(Rd), cf. (1.4): Bu = b ∗ u, Lbu = Bu− 〈b〉u. One can rewrite (2.1) as follows

∂

∂t
u(x, t) = (Jθ ∗ u)(x, t)−mu(x, t) + (θ − u(x, t))

(
κ1u(x, t) + κ2(a− ∗ u)(x, t)

)
= (b ∗ u)(x, t)−mu(x, t) + f(x, t),

where, for any x ∈ Rd, t ≥ 0,

f(x, t) := ((Jθ − b) ∗ u)(x, t) + (θ − u(x, t))
(
κ1u(x, t) + κ2(a− ∗ u)(x, t)

)
.

By (A4) and the choice of b, Jθ(x) ≥ b(x), x ∈ Rd. In particular, m =
∫
Rd Jθ(x) dx ≥ 〈b〉, and

f(x, t) ≥ 0, x ∈ Rd, t ≥ 0. Next, for any t ≥ 0, ‖f(·, t)‖∞ ≤ θ(m − 〈b〉) + κ−θ2 < ∞. Since
b ≥ 0 and Bu = b ∗ u defines a bounded operator on L∞(Rd), one has that etBf(x, s) ≥ 0,
for all t, s ≥ 0, x ∈ Rd. By the same argument, u0(x) ≥ η11Br(0)(x) ≥ v0(x) ≥ 0 implies
(etBu0)(x) ≥ (etBv0)(x). Therefore,

u(x, t) = e−tm(etBu0)(x) +

∫ t

0

e−(t−s)m(e(t−s)Bf)(x, s)ds

≥ e−tm(etBu0)(x) ≥ e−(m−〈b〉)t(etLbv0)(x), x ∈ Rd. (5.66)

We are going to apply now the results of [14]. To do this, set β := 〈b〉−1. Then

(etLbv0)(x) = (e〈b〉t(βLb)v0)(x) = v(x, 〈b〉t), (5.67)

where v solves the differential equation d
dtv = βLb. Since

∫
Rd βb(x) dx = 1, then, by [16, Theo-

rem 2.1, Lemma 2.2],

v(x, t) = e−tv0(x) + (w ∗ v0)(x, t), (5.68)

where w(x, t) is a smooth function. Moreover, by [14, Proposition 5.1], for any ω ∈ (0, δ) there
exist c1 = c1(ω) > 0 and c2 = c2(ω) ∈ R, such that

w(x, t) ≥ h(x, t), x ∈ Rd, t ≥ 0,

h(x, t) := c1t exp
(
−t− 1

ω
|x| log |x|+ (log t− c2)

[ |x|
ω

])
.

(5.69)

Here [α] means the entire part of an α ∈ R, and 0 log 0 := 1, log 0 := −∞.
Set t1 = ec2 > 0. Since [α] > α− 1, α ∈ R, one has, for t > t1,

h(x, t) ≥ c1ec2 exp
(
−t− 1

ω
|x| log |x|+ (log t− c2)

|x|
ω

)
≥ c3g(x, t),
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where c3 = c1e
c2 > 0 and

g(x, t) := exp
(
−t− 1

ω
|x| log |x|

)
, x ∈ Rd, t > t1.

Since v0 ≥ ν11Bp(0), one gets from (5.68) and (5.69), that

v(x, t) ≥ νe−t11Bp(0)(x) + νc3

∫
Bp(x)

g(y, t) dy (5.70)

Set Vp :=
∫
Bp(0)

dx. For any fixed t > t1, since g(·, t) ∈ C(Bp(x)), there exists y0, y1 ∈ Bp(x),
such that g(y, t) attains its minimal and maximal values on Bp(x) at these points, respectively.
Since Bp(x) is a convex set, one gets that, for any γ ∈ (0, 1), yγ := γy1 + (1 − γ)y0 ∈ Bp(x).
Then

Vpg(y0, t) ≤
∫
Bp(x)

g(yγ , t) dy ≤ Vpg(y1, t).

Therefore, by the intermediate value theorem there exists, ỹt = ỹ(x, t) ∈ Bp(x), t > t1, x ∈ Rd,
such that

∫
Bp(x)

g(y, t) dy = Vpg(ỹt, t). Hence one gets from (5.66), (5.67), (5.70), that

u(x, t) ≥ c4e−(m−〈b〉)tg
(
ỹt, 〈b〉t

)
= c4 exp

(
−mt− 1

ω
|ỹt| log |ỹt|

)
, (5.71)

for ỹt = ỹ(x, t) ∈ Bp(x), t > t1; here c4 = c3νVp > 0.
As a result, to get the statement, it is enough to show that, for any t > t1 and for any τ > 0,

there exists q1 = q1(t, τ) > 0, such that the r.h.s. of (5.71) is estimated from below by q1e
− |x|

2

τ ,
i.e. that

mt+
1

ω
|ỹt| log |ỹt| − log c4 ≤

|x|2

τ
− log q1, x ∈ Rd, (5.72)

Note that ỹt ∈ Bp(x) implies |ỹt| ≤ p+ |x|, x ∈ Rd.
Let p + |x| ≤ 1. Then log |ỹt| ≤ 0, and the l.h.s. of (5.72) is majorized by mt − log c4.

Therefore, to get (5.72), it is enough to have q1 < c4e
−mt, regardless of τ .

Let now |x|+ p > 1. Recall that we chose p < 1. The function s log s is increasing on s > 1.
Hence to get (5.72), we claim

(|x|+ 1) log(|x|+ 1) ≤ ω

τ
|x|2 − ωmt+ ω log c4 − ω log q1. (5.73)

Consider now the function f(s) = as2 − (s + 1) log(s + 1), s ≥ 0, a = ω
τ > 0. Then f(0) = 0,

f ′(s) = 2as− log(s+ 1)− 1, f ′(0) = −1, f ′′(s) = 2a− 1
s+1 . Since f

′′(s)↗ 2a > 0, s→∞, there
exists s0 > 0, such that f ′′(s) > 0, for all s > s0, i.e. f ′(s) increases on s > s0. Since f ′(s)→∞,
s → ∞, there exists s1 > s0, such that f ′(s) > 0, for all s > s1, i.e. f is increasing on s > s1.
Finally, for any t > t1, one can choose q1 = q1(t, τ) > 0 small enough, to get

min
s∈[0,s1]

f(s)− ωmt+ ω log c4 − ω log q1 > 0

and to fulfill (5.73), for all x ∈ Rd. The statement is proved.

Now, we are ready to prove the main Theorem 5.10.
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Proof of Theorem 5.10. For u0 ≡ θ, the statement is trivial. Hence let u0 6≡ θ, u0 6≡ 0. Next,
recall that, (A4) implies (A3) and (A9) implies (5.24). Therefore, one may use the statements
of Propositions 5.7, 5.19, 5.20.

According to Proposition 5.19, choose any α ∈ (0, α0) and take the corresponding q0 =
q0(α) ∈ (0, θ) and T = T (α, q0) > 0. Choose then arbitrary t2 > T . Let m be given by (5.25).
Set x0 = t2m ∈ Rd. By Proposition 3.9, there exist η = η(t2) > 0 and r = r(t2) > 0, such that
u(x, t2) ≥ η, |x − x0| = |x − t2m| ≤ r. Apply now Proposition 5.20, with u0(x) = u(x, t2); let
t1 be the moment of time stated there. Take, for the α chosen above, τ = αt2 > 0. Take any
t3 > max{t1, t2} and the corresponding q1 = q1(t3, τ) > 0. We will get then, by (5.65), that

u(x, t3 + t2) ≥ q1 exp
(
−|x− t2m|

2

αt2

)
, x ∈ Rd. (5.74)

Of course, one can assume that q1 < q0 (otherwise, we just pass to a weaker inequality in (5.74)).
We are going to apply now Theorem 3.1, with c = θ and, for t ≥ 0,

u1(x, t) = q1 exp
(
−|x− (t+ t2)m|2

α(t+ t2)

)
≥ 0,

u2(x, t) = u(x, t+ t3 + t2) ∈ [0, θ].

By (5.74), u1(x, 0) ≤ u2(x, 0), x ∈ Rd. Since u solve (2.1), Fu2 ≡ 0. Next, by Proposition 5.19,
if we set q = q1, we will have Fu1 ≤ 0, as t+ t2 ≥ t2 > T . Therefore, by Theorem 3.1,

u(x, t+ t3 + t2) ≥ q1 exp
(
−|x− (t+ t2)m|2

α(t+ t2)

)
, t ≥ 0, x ∈ Rd,

or, equivalently,

u(x+ (t+ t2)m, t+ t3 + t2) ≥ q1 exp
(
− |x|2

α(t+ t2)

)
, t ≥ 0, x ∈ Rd,

Let now K ⊂ int(Υ1) be a compact set. Choose any σ ∈ (0, q1) and consider a radius
rσ = rσ(Q1,K ) which fulfills Proposition 5.18, cf. Remark 5.15. Then |x| ≤ rσ implies that
there exists t4 = t4(σ,K ) > 0, such that, for all t ≥ t4,

q1 exp
(
− |x|2

α(t+ t2)

)
≥ q1 exp

(
− r2

σ

α(t+ t2)

)
> σ.

Then, one can apply Proposition 5.18 with u0(x) = u(x + (t4 + t2)m, t4 + t3 + t2), x ∈ Rd;
by (5.46), we have

lim
t→∞

min
x∈tK

u(x+ (t2 + t4)m, t+ t2 + t3 + t4) = θ. (5.75)

Let, finally, C ⊂ int(Υ1) be an arbitrary compact set from the statement of Theorem 5.10. It
is well-known, that the distance between disjoint compact and closed sets is positive; in particular,
one can consider the compact C and the closure of Rd \ Υ1. Therefore, there exists a compact
set K ⊂ int(Υ1), such that C ⊂ int(K ). Let δ0 > 0 be the distance between C and the closure
of Rd \K . One has then that (5.75) does hold with t4 = t4(σ,K ) > 0.

By (5.75), for any ε > 0, there exists t5 > 0 such that, for all t > t2 + t3 + t4 + t5 =: t6 > 0
and for all y ∈ K ,

u
(
(t− t2 − t3 − t4)y + (t2 + t4)m, t

)
> θ − ε (5.76)
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Without loss of generality we can assume that t5 is big enough to ensure

(t2 + t3 + t4) max
x∈C
|x|+ (t2 + t4)|m| < δ0t5. (5.77)

Then, for any x ∈ C and for any t > t6, the vector

y(x, t) :=
tx− (t2 + t4)m

t− t2 − t3 − t4
is such that

|y(x, t)− x| =
∣∣(t2 + t3 + t4)x− (t2 + t4)m

∣∣
t− t2 − t3 − t4

< δ0,

where we used (5.77). Therefore, y(x, t) ∈ K , for all x ∈ C and t > t6, and hence (5.76), being
applied for any such y(x, t), yields u(tx, t) > θ − ε, x ∈ C , t > t6, that fulfils the proof.

5.4 Fast propagation for slow decaying dispersal kernels
All result above about traveling waves and long-time behavior of the solutions were obtained
under exponential integrability assumptions, cf. (A5) or (A9). In [52], it was proved, for the
equation (1.6) on R with local nonlinear term, that the case with a+ which does not satisfy
such conditions leads to ‘accelerating’ solutions, i.e. in this case the equality like (5.32) holds for
arbitrary big compact C ⊂ Rd. The aim of this Subsection is to show an analogous result for the
equation (2.1). The detailed analysis of the propagation for the slow decaying a+ will be done
in a forthcoming paper.

We will prove an analog of the first statement in [52, Theorem 1].

Theorem 5.21. Let the conditions (A1), (A2), (A4), (A6), and (5.24) hold. Suppose also there
exists a function 0 ≤ b ∈ L1(R+)∩L∞(R+), such that a+(x) ≥ b(|x|), for a.a. x ∈ Rd, and that,
cf. (A9), for any λ > 0 and for any ξ ∈ Sd−1,∫

Rd
b(|x|)eλx·ξdx =∞. (5.78)

Let u0 ∈ Lθ be such that there exist x0 ∈ Rd, η > 0, r > 0, with u0 ≥ η, for a.a. x ∈ Br(x0).
Let u ∈ X̃∞ be the corresponding solution to (2.1). Then, for any compact set K ⊂ Rd,

lim
t→∞

essinf
x∈tK

u(x, t) = θ. (5.79)

Proof. By the same arguments as in the proof of Corollary 5.11, there exists v0 ∈ Uθ, v0 6≡ 0,
such that u0(x) ≥ v0(x), for a.a. x ∈ Rd, and u(x, t) ≥ v(x, t), for a.a. x ∈ Rd and for all t ≥ 0,
where v ∈ X̃∞ is the corresponding to v0 solution to (2.1), moreover, v ∈ X∞.

Let θ̄ ∈ (0, θ) be chosen and fixed. We are going to apply now Proposition 3.19 to (3.37)–
(3.39) with ∆R := BR(0) ↗ Rd, R → ∞. Consider an increasing sequence {Rn | n ∈ N}, such
that

(i) δ < Rn →∞, n→∞, where δ is the same as in (A4);
(ii) A+

Rn
> m

κ+ , n ∈ N, cf. (3.41);
(iii) θ̄ < θRn ≤ θ, cf. (3.40), (3.44).
Let w0 ∈ Cub(Rd), w0 6≡ 0 be such that 0 ≤ w0(x) ≤ v0(x), x ∈ Rd and ‖w0‖ ≤ θ̄. Let, for

any n ∈ N, w(n) ∈ X∞ be the corresponding solution to the equation (3.38) with R replaced by
Rn. Then, by (3.43), w(n)(x, t) ≤ v(x, t), for all x ∈ Rd, t ≥ 0, n ∈ N. As a result,

w(n)(x, t) ≤ v(x, t) ≤ θ, a.a. x ∈ Rd, t ≥ 0, n ∈ N. (5.80)
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For an arbitrary ξ ∈ Sd−1, consider the corresponding ǎ+
Rn

, cf. (4.6). Clearly, λ0(ǎ+
Rn

) =∞,
i.e. a+

Rn
∈ Vξ, n ∈ N, cf. Definition 4.20. Let a

(n)
ξ (λ), n ∈ N, λ > 0 be defined by (4.10), with

a+ replaced by a+
Rn

. Finally, let c(n)
∗ (ξ) be the corresponding minimal traveling wave’s speed for

the equation (3.38) (with R replaced by Rn). Prove that

lim
n→∞

inf
ξ∈Sd−1

c
(n)
∗ (ξ) =∞. (5.81)

By (4.80), it is enough to show that, cf. (5.24), for any

C > κ+

∫
Rd
a+(x)|x|dx, (5.82)

there exists N = N(C) ∈ N, such that, for all λ > 0,

1

λ

(
κ+a

(n)
ξ (λ)−m

)
≥ C, ξ ∈ Sd−1, n ≥ N. (5.83)

Denote Ξ±ξ := {x ∈ Rd | ±x · ξ ≥ 0}; i.e. Ξ+
ξ ∪ Ξ−ξ = Rd. Then, by (ii) above,

κ+a
(n)
ξ (λ)−m = κ+

∫
Rd
a+
Rn

(x)(eλx·ξ − 1)dx+ κ+A+
Rn
−m

≥ κ+

∫
Ξ−ξ

a+
Rn

(x)(eλx·ξ − 1)dx+ κ+A+
R1
−m,

as
∫

Ξ+
ξ
a+
Rn

(x)(eλx·ξ − 1)dx ≥ 0. By the inequality 1− e−s ≤ s, s ≥ 0, one has that∣∣∣∣∫
Ξ−ξ

a+
Rn

(x)(eλx·ξ − 1)dx

∣∣∣∣ ≤ λ ∫
Ξ−ξ

a+
Rn

(x)|x · ξ|dx ≤ λ
∫
Rd
a+(x)|x|dx.

Hence, cf. (ii), (5.24), and (5.82), if we set

λ1 :=
κ+A+

R1
−m

2C
> 0,

then, for any λ ∈ (0, λ1) and for any ξ ∈ Sd−1,

κ+a
(n)
ξ (λ)−m ≥ κ+A+

R1
−m− λ1κ+

∫
Rd
a+(x)|x|dx ≥

κ+A+
R1
−m

2
> Cλ,

i.e. (5.83) holds.
On the other hand, (A4) and the condition (i) imply that, for any n ∈ N, the assumption

(A8) holds with a+ replaced by a+
Rn

, where r = 0 and ρ, δ are the same as in (A4), and thus are
independent on n. Hence, by (4.66),

1

λ
a

(n)
ξ (λ) ≥ ρ′ 1

λ2
(eλδ

′
− 1)→∞,

for all n ∈ N, and here ρ′, δ′ are independent on n and on ξ. Therefore, there exists λ2 > 0, such
that, for all λ > λ2, ξ ∈ Sd−1, n ∈ N, (5.83) holds.
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Let, finally, λ ∈ [λ1, λ2]. Since a+
Rn

are compactly supported, one has

d

dλ
a

(n)
ξ (λ) =

∫
Ξ+
ξ

a+
Rn

(x)(x · ξ)eλx·ξdx+

∫
Ξ−ξ

a+
Rn

(x)(x · ξ)eλx·ξdx. (5.84)

The inequality se−s ≤ 1
e , s ≥ 0 implies∣∣∣∣∫

Ξ−ξ

a+
Rn

(x)(x · ξ)eλx·ξdx
∣∣∣∣ ≤ 1

e

∫
Ξ−ξ

a+
Rn

(x)dx ≤ 1

e
. (5.85)

Since ∫
x·ξ≤1

b(|x|)eλx·ξdx ≤ eλ <∞, λ > 0,

one has, by (5.78), that ∫
x·ξ≥1

b(|x|)eλx·ξdx =∞, λ > 0. (5.86)

Then, by (5.84), (5.85), (5.86), for all λ ≥ λ1,

d

dλ

∫
Rd
a+
Rn

(x)eλx·ξdx ≥
∫

Ξ+
ξ

a+
Rn

(x)(x · ξ)eλx·ξdx− 1

e

≥
∫
x·ξ≥1

a+
Rn

(x)eλ1 x·ξdx− 1

e

≥
∫
x·ξ≥1

b(|x|)11BRn (0)(x)eλ1 x·ξdx− 1

e
→∞, n→∞,

and the latter integral, evidently, does not depend on ξ ∈ Sd−1. Therefore, there exists N1 =

N1(λ1) ∈ N, such that, for all n ≥ N1 and for all ξ ∈ Sd−1, the function a
(n)
ξ (λ) is increasing on

[λ1, λ2]. As a result, for λ ∈ [λ1, λ2], n ≥ N1, ξ ∈ Sd−1,

1

λ

(
κ+a

(n)
ξ (λ)−m

)
≥ 1

λ2

(
κ+a

(n)
ξ (λ1)−m

)
≥ 1

λ2

(
κ+

∫
Rd
b(|x|)11BRn (0)(x)eλ1 x·ξdx−m

)
→∞, n→∞,

and, again, the latter expression does not depend on ξ ∈ Sd−1, thus the convergence is uniform
in ξ. Therefore, one gets (5.83), for a big enough N > N1 and all λ ∈ [λ1, λ2], ξ ∈ Sd−1.

As a result, we have (5.81). Take an arbitrary compact K ∈ Rd. Choose n ∈ N big enough
to ensure that

max
x∈K ,ξ∈Sd−1

x · ξ < min
ξ∈Sd−1

c
(n)
∗ (ξ).

As a result, K ∈ int(Υ
(n)
1 ), where Υ

(n)
1 is defined according to (5.21), but for the kernels a±Rn .

Then (5.32), with C = K , yields min
x∈tK

w(n)(x, t) = θ, t→∞. Hence the inequality (5.80) fulfills

the statement.

Corollary 5.22. Let conditions of Theorem 5.21 hold. Then there does not exist a traveling
wave solution, in the sense of Definition 4.3, to the equation (2.1).
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Proof. Suppose that, for some ξ ∈ Sd−1, c ∈ R, and ψ ∈ Mθ(R), (4.1) holds. Then u0(x) =
ψ(x · ξ) satisfies the assumptions of Theorem 5.21. Take a compact set K ⊂ Rd, such that
c1 := max

y∈K
y · ξ > c. Then (5.79) implies

θ = lim
t→∞

essinf
x∈tK

ψ(x · ξ − ct) = lim
t→∞

essinf
y∈K

ψ
(
t(y · ξ − c)

)
= lim
t→∞

ψ
(
t(c1 − c)

)
= 0,

where we used that ψ is decreasing. One gets a contradiction which proves the statement.

6 Accelerating front propagation
As it was shown in Theorem 5.21 if a+ decays slowly than it is impossible to estimate from
above a solution to (2.1) by a function which propagates with a constant speed (linearly). In
this section it will be shown that if either a+ or u0 decay slowly than the front propagation of
the solution is faster than linear.

The important point to note here is that estimates from above and form below on the solution
in this section will be close to each other only for radially symmetric initial condition and a+.
Therefore without loss of generality we can assume

there exists R0 > 0, such that, for all R ≥ R0,∫
BR(0)

xa+(x) dx = 0.
(A10)

An evident sufficient condition, to get (A10), is a+(−x) = a+(x), x ∈ Rd. The assumption (A10)
is sufficient to have {0} ∈ Υn

1 , for all Rn ≥ R, where R is sufficiently large and Υ
(n)
1 is defined

according to (5.21), but for the kernels a±Rn . The following proposition follows from Corollary
5.11.

Proposition 6.1. Let assumptions (A1), (A2), (A4), (A6), (A10) hold. Let u0 ∈ Lθ be such
that there exist x0 ∈ Rd, µ0 ∈ (0, θ), δ0 > 0, such that u0(x) ≥ µ0, for a.a. x ∈ Bδ0(x0). Let
u ∈ X̃∞ be the corresponding solution to (2.1). Then, for any µ ∈ (0, θ) and for any r > 0, there
exists tµ(r) > 0, such that, we have that u(x, t) ≥ µ, for a.a. x ∈ Br(0) and for all t ≥ tµ(r).

Remark 6.2. It is easy to see that the result and proof of Proposition 6.1 remains unchanged if
we would treat BR(x0) as the ball with the centre at x0 ∈ Rd and the radius R > 0 with respect
to any other (non Euclidean) norm on Rd.

6.1 Technical tools
6.1.1 Functions with heavy tails on R

Definition 6.3. A function b : R → R+ is said to be (right-side) long-tailed if there exists
ρ = ρb ≥ 0, such that b(s) > 0, for all s ≥ ρ; and, for any τ ≥ 0,

lim
s→∞

b(s+ τ)

b(s)
= 1. (6.1)
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Remark 6.4. By [33, formula (2.18)], the convergence in (6.1) is equivalent to the locally uniform
in τ convergence, namely, (6.1) can be replaced by the assumption that, for all h > 0,

lim
s→∞

sup
|τ |≤h

∣∣∣∣b(s+ τ)

b(s)
− 1

∣∣∣∣ = 0. (6.2)

A long-tailed function has to have a ‘heavier’ tail than any exponential function; namely, the
following statement holds.

Lemma 6.5 ([33, Lemma 2.17]). Let b : R→ R+ be a long-tailed function. Then, for any k > 0,

lim
s→∞

eksb(s) =∞. (6.3)

The constant h in (6.2) may be arbitrary big. It is quite natural to ask what will be if h
increases to ∞ consistently with s.

Lemma 6.6 (cf. [33, Lemma 2.19, Proposition 2.20]). Let b : R→ R+ be a long-tailed function.
Then there exists a function h : (0,∞) → (0,∞), with h(s) <

s

2
and lim

s→∞
h(s) = ∞, such that,

cf. (6.2),

lim
s→∞

sup
|τ |≤h(s)

∣∣∣∣b(s+ τ)

b(s)
− 1

∣∣∣∣ = 0. (6.4)

We will say then that b is h-insensitive. Of course, for a given long-tailed function b the
function h that fulfills (6.4) is not unique, see also [33, Proposition 2.20].

The convergence in (6.1) may be, in general, very ‘non-regular’ in s. Evidently, if b(s) is
decreasing for big values of s, then the l.h.s. of (6.1) converges to 1 from below (for τ ≥ 0). Let
us specify the corresponding class of functions.

Definition 6.7. A function b : R → R+ is said to be (right-side) tail-decreasing if there exists
a number ρ = ρb ≥ 0 such that b = b(s) is strictly decreasing on [ρ,∞) to 0. In particular,
b(s) > 0, s ≥ ρ.

Proposition 6.8. Let b : R → R+ be a tail-decreasing function. Let h : (0,∞) → (0,∞), with
h(s) <

s

2
and lim

s→∞
h(s) =∞. Then (6.4) holds, if and only if

lim
s→∞

b(s± h(s))

b(s)
= 1. (6.5)

Proof. Let ρ = ρb > 0 be as in the Definition 6.7. Then, for the given h and for any s > 2ρ,
one has that s− h(s) >

s

2
> ρ. Hence, for a fixed s > 2ρ, the function b(s+ τ) is decreasing in

τ ∈ [−h(s), h(s)]. Therefore, considering separately positive and negative τ , one gets that, for
all s > 2ρ,

sup
|τ |≤h(s)

∣∣∣∣b(s+ τ)

b(s)
− 1

∣∣∣∣ = max

{
1− b(s+ h(s))

b(s)
,
b(s− h(s))

b(s)
− 1

}
,

that yields the statement.

However, even for a long-tailed tail-decreasing function b, the convergence in (6.1) will not be,
in general, monotone in s. To get this monotonicity, we consider the following class of functions.
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Definition 6.9. A function b : R → R+ is said to be (right-side) tail-log-convex, if there exists
ρ = ρb > 0 such that b(s) > 0, s ≥ ρ, and the function log b is convex on [ρ,∞).

Remark 6.10. It is well-known that any function which is convex on an open interval is continuous
there. Therefore, a tail-log-convex function b = exp(log b) is continuous on (ρb,∞) as well.

Lemma 6.11. Let b : R→ R+ be tail-log-convex, with ρ = ρb. Then, for any τ > 0, the function
b(s+ τ)

b(s)
is non-decreasing in s ∈ [ρ,∞).

Proof. Take any s1 > s2 ≥ ρ. Set B(s) := log b(s) ≤ 0, s ∈ [ρ,∞). Then the desired inequality

b(s1 + τ)

b(s1)
≥ b(s2 + τ)

b(s2)
,

is equivalent to
B(s1 + τ) +B(s2) ≥ B(s2 + τ) +B(s1).

Since B is convex, we have, for λ =
τ

s1 − s2 + τ
∈ (0, 1),

B(s1) = B
(
λs2 + (1− λ)(s1 + τ)

)
≤ λB(s2) + (1− λ)B(s1 + τ),

B(s2 + τ) = B
(
(1− λ)s2 + λ(s1 + τ)

)
≤ (1− λ)B(s2) + λB(s1 + τ),

that implies the needed inequality.

The next statement describes a crucial property of a long-tailed tail-log-convex function which
decays at ∞ fast enough.

Lemma 6.12 (cf. [33, Theorem 4.15]). Let b : R→ R+ be a long-tailed tail-log-convex function
such that b ∈ L1(R+). Suppose that, for a function h : (0,∞) → (0,∞), with h(s) <

s

2
and

lim
s→∞

h(s) =∞, the asymptotic (6.4) holds, and that

lim
s→∞

s b
(
h(s)

)
= 0. (6.6)

Set

b+(s) := 11R+
(s)

(∫
R+

b(τ)dτ

)−1

b(s), s ∈ R, (6.7)

Then

(b+ ∗ b+)(s) =

∫
R
b+(s− τ)b+(τ) dτ

=

∫ s

0

b+(s− τ)b+(τ) dτ ∼ 2b+(s), s→∞. (6.8)

In the literature, see e.g. [33], a long-tailed probability density b+ on R+ that satisfies (6.8)
is called a sub-exponential density on R+. This gives a reason for the following definition.

Definition 6.13. We will say that a function b : R→ R+ is weakly (right-side) sub-exponential
on R if b is long-tailed, b ∈ L1(R+), and the function b+, being given by (6.7), satisfies (6.8).
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Remark 6.14. Let b : R→ R+ be a weakly sub-exponential function on R. Then, by (6.7), (6.8),
we have ∫ s

0

b(s− τ)b(τ) dτ ∼ 2

(∫
R+

b(τ)dτ

)
b(s), s→∞. (6.9)

Suppose, additionally, that b ∈ L1(R). Then, in general, the asymptotic, cf. (6.8),

(b ∗ b)(s) =

∫
R
b(s− τ)b(τ) dτ ∼ 2

(∫
R
b(τ)dτ

)
b(s), s→∞, (6.10)

may not hold; one needs an additional condition on b, see (6.11) below.

Definition 6.15. We will say that a function b : R→ R+ is strongly (right-side) sub-exponential
on R if b is long-tailed, b ∈ L1(R), and the asymptotic (6.10) holds.

Remark 6.16. By [33, Lemma 4.12], a strongly sub-exponential function on R is weakly sub-
exponential there.

Lemma 6.17 (cf. [33, Lemma 4.13]). Let b ∈ L1(R→ R+) be a weakly sub-exponential function
on R. Suppose that there exists ρ = ρb > 0 and K = Kb > 0 such that

b(s+ τ) ≤ Kb(s), s > ρ, τ > 0. (6.11)

Then (6.10) holds, i.e. b is strongly sub-exponential on R.

Remark 6.18. Evidently, a tail-decreasing function defined by Definition 6.7 satisfies (6.11), with
the same ρ and K = 1.

It is naturally to expect that asymptotically small changes in the behaviour at infinity pre-
serves the sub-exponential property of a function. Namely, consider the following definition.

Definition 6.19. Two functions b1, b2 : R→ R+ are said to be weakly tail-equivalent if

0 < lim inf
s→∞

b1(s)

b2(s)
≤ lim sup

s→∞

b1(s)

b2(s)
<∞, (6.12)

or, in other words, if there exist ρ > 0 and C2 ≥ C1 > 0, such that,

C1b1(s) ≤ b2(s) ≤ C2b1(s), s ≥ ρ. (6.13)

Proposition 6.20. Let b1 : R→ R+ be a weakly sub-exponential on R function. Let b2 : R→ R+

be a long-tailed function which is weakly tail-equivalent to b1. Then b2 is weakly sub-exponential
on R as well. If, additionally, (6.11) holds, for b = b1, then b2 is strongly sub-exponential on R.

Proof. Let b1 be weakly sub-exponential on R, cf. Definition 6.13, and the functions b1,+ and b2,+
be defined according to (6.7). Then, evidently, b1,+ and b2,+ will be also weakly tail-equivalent,
and, moreover, b2,+ will be long-tailed. Then, by [33, Theorem 4.8], b2,+ is a also sub-exponential
density on R+, i.e. (6.8) holds, for b+ = b2,+. As a result, by Definition 6.13, b2 is weakly sub-
exponential on R. Next, let (6.11) holds, for b = b1. Then, by (6.13), we have, for all s ≥ ρ,

b2(s+ τ) ≤ C2b1(s+ τ) ≤ C2Kb1(s) ≤ C2

C1
Kb2(s),

i.e. (6.11) holds, for b = b2 as well. As a result, by Lemma 6.17, both b1 and b2 are strongly
sub-exponential on R.
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We consider a useful for the sequel class of functions.

Definition 6.21. We will say a function b : R→ R+ belongs to the class S(R) iff

1. b ∈ L1(R+) and b is bounded on R;

2. there exists ρ = ρb > 1, such that b is log-convex and strictly decreasing to 0 on [ρ,∞) (i.e.
b is simultaneously tail-decreasing and tail-log-convex), and (without loss of generality)
b(ρ) ≤ 1;

3. there exist δ = δb ∈ (0, 1) and an increasing function h = hb : (0,∞) → (0,∞), with
h(s) <

s

2
and lim

s→∞
h(s) =∞, such that the asymptotic (6.5) holds, and, cf. (6.6),

lim
s→∞

b
(
h(s)

)
s1+δ = 0. (6.14)

For any n ∈ N, we denote by Sn(R) the subclass of functions b from S(R) such that∫ ρ

−∞
b(s) ds+

∫ ∞
ρ

b(s)sn−1 ds <∞. (6.15)

Remark 6.22. It is worth noting again that, for a tail-decreasing function, (6.5) implies that b is
long-tailed.
Remark 6.23. By Lemma 6.12 and Remark 6.14, any function b ∈ S(R) is weakly sub-exponential
on R. Moreover, by Lemma 6.17 and Remark 6.18, any function b ∈ S1(R) is strongly sub-
exponential on R.
Remark 6.24. Let b ∈ S(R), and s0 > 0 be such that h(2s0) > ρ. Then the monotonicity of b
and h implies b(s) ≤ b(h(2s)), s > s0; and hence, because of (6.14), for B := 2−1−δ, there exists
s1 ≥ s0, such that

b(s) ≤ B

s1+δ
, s ≥ s1. (6.16)

In particular, this implies that if b ∈ S(R) ∩ L1((−∞, 0)), then b ∈ S1(R).
Below we will show that S(R) and Sn(R), n ∈ N are closed under some simple transformations

of functions. For an arbitrary function b ∈ S(R), we consider the following transformed functions:

1. for fixed p > 0, q > 0, r ∈ R, we set

b̃(s) := pb(qs+ r), s ∈ R; (6.17)

2. for a fixed s0 > 0 and a fixed bounded function c : R→ R+, we set

b̆(s) := 11(−∞,s0)(s)c(s) + 11[s0,∞)(s)b(s), s ∈ R; (6.18)

3. for any α ∈ (0, 1], we denote

bα(s) :=
(
b(s)

)α
, s ∈ R. (6.19)

Theorem 6.25. 1. Let b ∈ S(R). Then the functions b̃ and b̆ defined in (6.17) and (6.18),
correspondingly, also belong to S(R), for all admissible values of their parameters. If,
additionally, there exists α′ ∈ (0, 1) such that bα′ ∈ L1(R+), then there exists α0 ∈ (α′, 1),
such that bα ∈ S(R), for all α ∈ [α0, 1].
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2. Let b ∈ Sn(R), for some n ∈ N. Then b̃ ∈ Sn(R). If, additionally, the function c in
(6.18) is integrable on (−∞, s0), then b̆ ∈ Sn(R). Finally, if there exists α′ ∈ (0, 1) such
that (6.15) holds, for b = bα′ , then there exists α0 ∈ (α′, 1), such that bα ∈ Sn(R), for all
α ∈ [α0, 1]. Moreover, in the latter case, there exist B0 > 0 and ρ0 > 0, such that, for all
α ∈ (α0, 1], ∫

R

(
b(s− τ)

)α(
b(τ)

)α
dτ ≤ B0

(
b(s)

)α
, s ≥ ρ0, (6.20)

Proof. It is very straightforward to check that if b is long-tailed, tail-decreasing and tail-log-
convex, then b̃, b̆, bα also have these properties, for all admissible values of their parameters. Let
h : (0,∞)→ (0,∞) be such that h(s) <

s

2
, lim
s→∞

h(s) =∞, and (6.5) hold. Let also (6.14) hold,
for some δ > 0.

(i) Evidently, both (6.5) and (6.14) hold, with b replaced by b̆. Next, b̆ ∈ L1(R+) and b̆ is
bounded. Hence b̆ ∈ S(R). If b ∈ Sn(R) and c is integrable on (−∞, s0), then (6.15) holds, for b
replaced by b̆.

(ii) Set, for the given q > 0, r ∈ R,

h̃(s) :=
1

q
h(qs+ r)− r

2q
11R+

(r), s ∈ [s1,∞),

where s1 > 0 is such that qs1 + r > 0 and h(qs + r) > r
2q , for all s ≥ s1. Clearly, h̃ is

increasing on [s1,∞), lim
s→∞

h̃(s) =∞, and h̃(s) ≤ 1
2q (qs+ r)− r

2q11R+(r) ≤ s
2 , for all s ∈ [s1,∞).

The interval (0, s1) is not so ‘important’, one can choose any increasing h̃ there, such that
h̃(s) < min

{
s
2 , h̃(s1)

}
, s ∈ (0, s1). By Proposition 6.8, (6.5) is equivalent to (6.4). Then,

by (6.17), we have

sup
|τ |≤h̃(s)

∣∣∣∣ b̃(s+ τ)

b̃(s)
− 1

∣∣∣∣ = sup
q|τ |≤h(qs+r)− r2 11R+

(r)

∣∣∣∣b(qs+ r + qτ)

b(qs+ r)
− 1

∣∣∣∣
≤ sup
q|τ |≤h(qs+r)

∣∣∣∣b(qs+ r + qτ)

b(qs+ r)
− 1

∣∣∣∣→ 0,

as s → ∞. Therefore, again by Proposition 6.8, (6.5) holds, for b replaced by b̃. Next, set
ν(r) := r

2 , r ≥ 0, and ν(r) := r, r < 0, then

b̃
(
h̃(s)

)
s1+δ = pb

(
h(qs+ r) + ν(r)

)
s1+δ

= p
b
(
h(qs+ r) + ν(r)

)
b
(
h(qs+ r)

) b
(
h(qs+ r)

)
(qs+ r)1+δ

( s

qs+ r

)1+δ

→ 0,

as s → ∞, because of (6.1), (6.14). Therefore, b̃ ∈ S(R). Finally, b ∈ Sn(R), for some n ∈ N,
trivially implies b̃ ∈ Sn(R).

(iii) Evidently, the convergence (6.5) implies the same one with b replaced by bα, with the
same h and for any α ∈ (0, 1). Next, let α′ ∈ (0, 1) be such that bα′ ∈ L1(R+). By the well-known
log-convexity of Lp-norms (for p > 0), for any α ∈ (α′, 1) and for β := α−α′

α(1−α′) ∈ (0, 1), we have
1
α = 1−β

α′ + β and

‖b‖Lα(R+) ≤ ‖b‖1−βLα′ (R+)
‖b‖βL1(R+) <∞, (6.21)
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i.e. bα ∈ L1(R+), for all α ∈ (α′, 1). Take and fix now, an arbitrary α0 ∈
(

max
{
α′,

1

1 + δ

}
, 1
)
.

Then, for any α ∈ [α0, 1), we have that δ′ := α(1 + δ)− 1 ∈ (0, δ], and hence, by (6.14),

lim
s→∞

bα
(
h(s)

)
s1+δ′ = lim

s→∞

(
b
(
h(s)

)
s1+δ

)α
= 0.

Therefore, bα ∈ S(R), α ∈ [α0, 1].
Let, additionally, (6.15) hold, for both b and bα′ (i.e., in particular, b ∈ Sn(R)) and for some

n ∈ N. Then one can use again the log-convexity of Lp-norms, now for Lp
(
(ρ,∞), sn ds

)
spaces,

to deduce that bα ∈ Sn(R), α ∈ [α0, 1].
Finally, b, bα0 ∈ Sn(R), n ∈ N, implies b, bα0 ∈ S1(R), and hence, cf. Remark 6.23, b and

bα0
are strongly sub-exponential on R, i.e. (6.10) holds, for both b and bα0

. Therefore, for an
arbitrary ε ∈ (0, 1), there exists ρ0 = ρ0(ε, b, bα0

) > ρ (where ρ is from Definition 6.21) and

B0 = 2(1 + ε) max

{∫
R
b(s) ds,

∫
R
bα0

(s) ds

}
> 0,

such that, for all s ≥ ρ0, ∫
R
b(s− τ)b(τ) dτ ≤ B0b(s),∫

R
bα0

(s− τ)bα0
(τ) dτ ≤ B0bα0

(s).

(6.22)

Then, applying again the norm log-convexity arguments, cf. (6.21), one gets, for any fixed s ≥ ρ0

and for all α ∈ (α0, 1)∫
R

(
b(s− τ)b(τ)

)α
dτ ≤

(∫
R

(
b(s− τ)b(τ)

)α0
dτ

) 1
α0

(1−β)α(∫
R
b(s− τ)b(τ)dτ

)βα
,

where β = α−α0

α(1−α0) ∈ (0, 1). Combining the latter inequality with (6.22), one gets∫
R

(
b(s− τ)b(τ)

)α
dτ ≤

(
B0(b(s))α0

) 1
α0

(1−β)α(
B0b(s)

)βα
= B0

(
b(s)

)α
.

The theorem is fully proved now.

By Definition 6.21, to check whether a function b belongs to S(R), one naturally needs a
precise information about an appropriate function h, such that (6.5) holds, cf. the proof of
Theorem 6.25. However, if b1 ∈ S(R) and b2 is weakly tail-equivalent to b1, then, besides of
Proposition 6.20, one can not find, in general, an appropriate function h2 for b2 such that the
analogue of (6.5) and (6.14) would simultaneously hold, having the corresponding function h1 for
b1 only. Fortunately, we will need results of such type for the functions which are asymptotically
tail-proportional only; the latter means that the limits in (6.12) will coincide (and, as a result,
the constants C1 and C2 in (6.13) will be ‘almost equal’). Consider the corresponding statement.

Proposition 6.26. Let b1 ∈ S(R) and b2 : R → R+ be a bounded tail-decreasing and tail-log-
convex function, such that

lim
s→∞

b2(s)

b1(s)
= C ∈ (0,∞). (6.23)

Then b2 ∈ S(R).
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Proof. First, we note that (6.23), (6.1) yield that b2 is long-tailed as b1 is such. Let δ ∈ (0, 1)

and h : (0,∞)→ (0,∞) be an increasing function, such that h(s) <
s

2
, lim
s→∞

h(s) =∞, and (6.5)

and (6.14) hold, for b = b1. Next, take an arbitrary ε ∈
(
0,min{1, C}

)
. Choose ρ > 1 such that

b2 is decreasing and log-convex on [ρ,∞), and b2(ρ) ≤ 1. By (6.23) and (6.5) (for b = b1), there
exists ρ1 ≥ ρ, such that, for all s ≥ ρ1,

0 < (C − ε)b1(s) ≤ b2(s) ≤ (C + ε)b1(s), (6.24)∣∣∣∣b1(s± h(s))

b1(s)
− 1

∣∣∣∣ < ε. (6.25)

Since b2 is bounded and b1 ∈ L1(R+), we have from (6.24) that b2 ∈ L1(R+). Moreover, by
(6.24), for any s ≥ ρ1,

C − ε
C + ε

(
b1(s± h(s))

b1(s)
− 1

)
+
C − ε
C + ε

=
(C − ε)b1(s± h(s))

(C + ε)b1(s)

≤ b2(s± h(s))

b2(s)

≤ (C + ε)b1(s± h(s))

(C − ε)b1(s)
=
C + ε

C − ε

(
b1(s± h(s))

b1(s)
− 1

)
+
C + ε

C − ε
,

and, therefore, by (6.25),∣∣∣∣b2(s± h(s))

b2(s)
− 1

∣∣∣∣ < max

{
ε
C + ε

C − ε
+
C + ε

C − ε
− 1, ε

C − ε
C + ε

+ 1− C − ε
C + ε

}
.

Since the latter expression may be arbitrary small, by an appropriate choice of ε, one gets that
(6.5) holds, for b = b2. Finally, (6.14), for b = b1, and (6.23) imply that (6.14) holds, for b = b2
and the same δ and h.

Remark 6.27. In the assumptions of the previous theorem, if, additionally, b1 ∈ Sn(R), for some
n ∈ N, and b2 is integrable on (−∞,−ρ2), for some ρ2 > 0, then b2 ∈ Sn(R) (because of (6.24)
and the boundedness of b2).

On the other hand, if one can check that both functions b1 and b2 satisfy (6.5) with the same
function h(s), then the sufficient condition to verify (6.14) for b = b2, provided that it holds
for b = b1, is much weaker than (6.23). To present the corresponding statement, consider the
following definition.

Definition 6.28. Let b1, b2 : R→ R+ and, for some ρ ≥ 0, bi(s) > 0 for all s ∈ [ρ,∞), i = 1, 2.
The functions b1 and b2 are said to be (asymptotically) log-equivalent, if

log b1(s) ∼ log b2(s), s→∞. (6.26)

Proposition 6.29. Let b1 ∈ S(R) and let h be the function corresponding to Definition 6.21
with b = b1. Let b2 : R → R+ be a bounded tail-decreasing and tail-log-convex function, such
that (6.5) holds with b = b2 and the same h. Suppose that b1 and b2 are log-equivalent. Then
b2 ∈ S(R). If, additionally, there exists α′ ∈ (0, 1), such that (6.15) holds with b = (b1)α

′
and b2

is integrable on (−∞, ρ), then b2 ∈ Sn(R).

Proof. Let δ ∈ (0, 1) be such that (6.14) holds for b replaced by b1. Take an arbitrary ε ∈
(
0, δ

1+δ

)
.

By (6.26), there exists ρε > 0, such that bi(s) < 1, s > ρε, i = 1, 2, and

−(1− ε) log b1(s) ≤ − log b2(s) ≤ −(1 + ε) log b1(s), s > ρε,

b1(s)1+ε ≤ b2(s) ≤ b1(s)1−ε, s > ρε. (6.27)
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Since h(s) → ∞, s → ∞, there exists ρ0 > ρε, such that h(s) > ρε for any s > ρ0. Then, by
(6.27), we have, for all s > ρ0,

b2(h(s))s(1+δ)(1−ε) < b1(h(s))1−εs(1+δ)(1−ε) =
(
b1(h(s))s1+δ

)1−ε
,

and therefore, (6.14) holds with b = b2 and δ replaced by

(1 + δ)(1− ε)− 1 = δ − ε(1 + δ) ∈ (0, 1),

that proves the first statement. To prove the second one, assume, additionally, that ε < 1− α′.
Then, by (6.27), we have, for all s > ρε,

b2(s)sn−1 ≤ b1(s)1−εsn−1 < b1(s)α
′
sn−1,

as b1(s) < 1 here.

6.2 Level sets for heavy tailed functions on R
Let b : R→ R+ be a tail-decreasing function, cf. Definition 6.7. Choose and fix the corresponding
ρ > 1, such that b(ρ) ≤ 1. We will consider time dependent level sets of the function b, namely,
we are interested in the sets {s ∈ R : b(s) ≤ e−βt}, for different β > 0 and t > 0.

For arbitrary ε ∈ (0, 1) and β > 0 one can define the following constants

β−ε := (1− ε)β > 0, β+
ε := (1 + ε)β > 0. (6.28)

For any tail-decreasing function b as the above, we can consider the inverse function b−1 =
b−1(s) for s ∈

(
0, b(ρ)

]
, which is decreasing there. For an arbitrary ε ∈ (0, 1), we set

t±ρ,ε = t±ρ,ε(b) := − 1

β±ε
log b(ρ) ≥ 0. (6.29)

Since
(
0, b(ρ)

]
⊂ (0, 1], one can define, for t ≥ t−ρ,ε > t+ρ,ε, all the following functions

η(t) = η(t, b) := b−1
(
e−βt

)
, (6.30)

η+
ε (t) = η+

ε (t, b) := η
(
(1 + ε)t

)
= b−1

(
e−β

+
ε t
)
, (6.31)

η−ε (t) = η−ε (t, b) := η
(
(1− ε)t

)
= b−1

(
e−β

−
ε t
)
. (6.32)

Clearly, all these functions are increasing to ∞, and

η+
ε (t) ≥ η(t) ≥ η−ε (t) ≥ ρ, t ≥ t−ρ,ε. (6.33)

Lemma 6.30. Let b : R → R+ be tail-decreasing and long-tailed. Then, for any ε ∈ (0, 1) and
for any c > 0,

η−ε (t)− ct→∞, t→∞.

Proof. Since b is long-tailed, (6.3) holds, for any k > 0. Therefore, one has

exp
(β−ε
c

(
η−ε (t)− ct

))
= exp

(β−ε
c
η−ε (t)

)
e−β

−
ε t

= exp
(β−ε
c
η−ε (t)

)
b(η−ε (t))→∞, t→∞.
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Since η(t) is an increasing function, one gets that, for any 0 < ε1 < ε2 < 1, one has (cf. 6.29)

η−ε2(t) ≤ η−ε1(t) ≤ η+
ε1(t) ≤ η+

ε2(t), t ≥ t−ρ,ε2 > t−ρ,ε1 . (6.34)

The following simple lemma shows that the latter inequalities hold for different big enough times
as well.

Lemma 6.31. Let b : R → R+ be a tail-decreasing function. For any 0 < ε1 < ε2 < 1 and for
any t1, t2 ≥ t−ρ,ε2 > t−ρ,ε1 , there exists τ = τ(t1, t2, ε1, ε2) ≥ 0, such that, for all t ≥ τ ,

η−ε2(t2 + t) ≤ η−ε1(t1 + t) ≤ η+
ε1(t1 + t) ≤ η+

ε2(t2 + t). (6.35)

Proof. By (6.33), all expressions in (6.35) are not smaller than ρ. Since b is decreasing on [ρ,∞),
we have from (6.31), (6.32), that (6.35) is equivalent to

e−β
−
ε2

(t+t2) ≥ e−β
−
ε1

(t+t1) ≥ e−β
+
ε1

(t+t1) ≥ e−β
+
ε2

(t+t2),

that always holds if only, cf. (6.28),

t ≥ 1

ε2 − ε1
max

{
0, t2(1− ε2)− t1(1− ε1), t1(1 + ε1)− t2(1 + ε2)

}
≥ 0.

The statement is proved.

Moreover, η(t, b) is ‘increasing’ in function b as well. Namely, one has the following result.

Lemma 6.32. Let b1, b2 : R → R+ be two tail-decreasing functions, such that, for some ρ ≥
max{ρb1 , ρb2} (cf. Definition 6.7),

0 < b1(s) ≤ b2(s), s ≥ ρ. (6.36)

Then, for any ε ∈ (0, 1) and t ≥ − 1
β−ε

log b1(ρ),

η±ε (t, b1) ≤ η±ε (t, b2). (6.37)

Proof. First of all, note that, by (6.36) and the tail-decreasing property of b1, b2, we have

− 1

β−ε
log b1(ρ) ≥ max

{
− 1

β−ε
log b2(ρ),− 1

β−ε
log b1(ρ1)

}
≥ max

{
− 1

β−ε
log b2(ρ2),− 1

β−ε
log b1(ρ1)

}
= max

{
t−ε,ρ1

(b1), t−ε,ρ2
(b2)

}
.

Next,

η±ε (t, b2) = b−1
2 (e−β

±
ε t) = b−1

2

(
b1(η±ε (t, b1))

)
≥ b−1

2

(
b2(η±ε (t, b1))

)
= η±ε (t, b1),

where we used that b−1
2 decreases and (6.36) holds, for s = η±ε (t, b1) ≥ ρ.

The following statement shows that for ‘logarithmically equivalent’ functions the correspond-
ing ηε’s are quite close.
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Proposition 6.33. Let b1, b2 : R→ R+ be two tail-decreasing functions which are log-equivalent,
i.e. (6.26) holds. Then, for any 0 < ε1 < ε < ε2 < 1, there exists τ = τ(ε, ε1, ε2) > 0, such that,
for all t ≥ τ ,

η−ε2(t, b2) ≤ η−ε (t, b1) ≤ η−ε1(t, b2) ≤ η+
ε1(t, b2) ≤ η+

ε (t, b1) ≤ η+
ε2(t, b2). (6.38)

Proof. Let ρ0 > 0 be such that b1 and b2 are both positive and decreasing to 0 on [ρ0,∞) and
bi(ρ0) < 1, i = 1, 2. Let 0 < ε1 < ε < ε2 < 1 be fixed.

Consider functions gi(s) := − log bi(s), s ∈ R, i = 1, 2. By (6.26), for a δ = δ(ε, ε1, ε2) ∈ (0, 1),
which will be specify later, there exists ρδ > ρ0 such that

(1− δ)g2(s) ≤ g1(s) ≤ (1 + δ)g2(s), s > ρδ. (6.39)

By (6.34), (6.29), all expressions in (6.38) are bigger than the number min
{
η−ε2(t, b1), η−ε2(t, b2)

}
,

provided that t > 1
β−ε2

max
{
− log b1(ρ0),− log b2(ρ0)

}
. Then, since η±ε (t) are increasing to ∞,

there exists ρ = ρ(ε2) > ρδ > ρ0 and τ = τ(ρ, ρδ) = τ(ε, ε1, ε2) > 0, such that all expressions in
(6.38) are bigger than ρ, if only t > τ .

Since the functions gi, i = 1, 2 are increasing to ∞ on [ρ,∞), we have, by (6.31), (6.39),

exp
{
−(1 + δ)g2

(
η±ε (t, b1)

)}
≤ exp

{
−g1

(
η±ε (t, b1)

)}
= b1

(
η±ε (t, b1)

)
= exp(−β±ε t)

≤ exp
{
−(1− δ)g2

(
η±ε (t, b1)

)}
, (6.40)

for all t > τ . Then, by (6.28), we have

(1− δ)g2

(
η±ε (t, b1)

)
< (1± ε)βt < (1 + δ)g2

(
η±ε (t, b1)

)
, t > τ.

Hence, for t > τ ,

1 + ε

1 + δ
βt < g2

(
η+
ε (t, b1)

)
<

1 + ε

1− δ
βt,

1− ε
1 + δ

βt < g2

(
η−ε (t, b1)

)
<

1− ε
1− δ

βt.

(6.41)

It is straightforward to verify that the inequality ε1 < ε < ε2 implies

1 + ε1 <
1 + ε

1 + δ
<

1 + ε

1− δ
< 1 + ε2,

1− ε2 <
1− ε
1 + δ

<
1− ε
1− δ

< 1− ε1,

if only we choose δ such that

0 < δ < min

{
ε2 − ε
1 + ε2

,
ε− ε1

1 + ε1

}
. (6.42)

Then, we get from (6.41)

g2

(
η+
ε1(t, b2)

)
< g2

(
η+
ε (t, b1)

)
< g2

(
η+
ε2(t, b2)

)
,

g2

(
η−ε2(t, b2)

)
< g2

(
η−ε (t, b1)

)
< g2

(
η−ε1(t, b2)

)
,

for t > τ . Since g2 is increasing, we obtain the statement.
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Remark 6.34. Note that, by (6.42) and because of the choice of τ = τ(ρδ) in the proof above,
we have, in general, that τ →∞ when either ε1 ↗ ε or ε2 ↘ ε.

Corollary 6.35. Let b1, b2 : R → R+ be two tail-decreasing functions which are weakly tail-
equivalent. Then (6.38) holds.

Proof. The proof follows directly from Proposition 6.33, since the inequalities (6.13) imply (6.26).

Remark 6.36. In view of Proposition 6.33 and Remark 6.35, it is natural to consider the case
b1(s) ∼ b2(s), s→∞. It is evident that then (using the notations of the proof of Proposition 6.33)
lim
s→∞

(g1(s)−g2(s)) = 0. Then, for any δ ∈ (0, 1), there exists ρδ > 0, such that |g1(s)−g2(s)| < δ,
for s > ρδ. Fix an arbitrary ε0 ∈ (0, 1). Then, for any δ ∈ (0, 1), there exists τ = τ(δ, ε0), such
that, for all ε ∈ (0, ε0) and for all t > τ , one gets, by (6.34),

η±ε (t, bi) ≥ η−ε0(t, bi) > ρδ, i = 1, 2.

As a result, instead of (6.41), one gets

β±ε t− δ < g2

(
η±ε (t, b1)

)
< β±ε t+ δ, t > τ,

and the latter inequalities yield∣∣g2

(
η±ε (t, b1)

)
− g2

(
η±ε (t, b2)

)∣∣ < δ, t > τ. (6.43)

Stress that τ does not depend on ε, cf. Remark 6.34; in particular, one can put ε = 0. To get from
this that η(t, b1) − η(t, b2) → 0 or, better, that η(t, b1) ∼ η(t, b2), t → ∞, one needs some addi-
tional assumptions on the function g2. The simplest one is considered in the Subsubsection 6.3.1
below.

6.3 Examples
We consider now main examples of functions b ∈ S(R) and describe the corresponding η±ε (t, b).
Because of Propositions 6.29 and 6.33, we will classify these functions ‘up to log-equivalence’,
i.e. by the asymptotic behaviour of

l(s) := − log b(s).

For all functions b of the same class of log-equivalence the corresponding η±ε (t, b) will be same
‘up to ε’.

Next, taking into account the result of Theorem 6.25 concerning the function b̆, it will be
enough to define b on some (s0,∞), s0 > 0 only.

Note also that, by Lemma 6.12, the function b+ defined by (6.7) is a sub-exponential density
on R+. Therefore, one can use the classical examples of such densities, see e.g. [33]. However,
using the result of Theorem 6.25 concerning the function b̃, one can consider that examples
in their ‘simplest’ forms (ignoring any shifts of the argument or scales of the argument or the
function itself). To describe the corresponding η±ε (t, b̃), first of all, note that, by (6.17), log b̃(s) ∼
log b(qs+ r), s →∞, therefore, again, the corresponding η±ε (t) will be the same up to ε. Next,
by (6.30) applied for b1(s) := b(qs+ r), one gets

η±ε (t, b1) =
1

q
η±ε (t, b)− r

q
∼ 1

q
η±ε (t, b), t→∞. (6.44)
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In other words, a scaling of the function b changes η±ε (t, b) ‘up to ε’ only, whereas a scaling of its
argument will be ‘more essential’.

Now we consider different asymptotic of the function l(s) = − log b(s). In all particular
examples below, it is straightforward to check that each particular bounded functions b is such
that b′(s) < 0 and (log b(s))′′ > 0 for all big enough values of s, i.e. b is tail-decreasing and
tail-log-convex.

6.3.1 Class 1: l(s) ∼ D log s, s→∞, D > 0

Polynomial decay For a polynomially decreasing function b one can always describe η(t, b)
explicitly. Namely, let b : R→ R+ be a tail-decreasing function, such that

b(s) ∼ qs−D, s→∞, D > 0, q > 0. (6.45)

Apply arguments of Remark 6.36 to the function b1 = b and

b2(s) = 11(−∞,1)(s) + q11[1,∞)(s)s
−D, s ∈ R.

Then b1(s) ∼ b2(s), s → ∞, and assuming ρδ > 1 in the above, we will get (6.43) with g2(s) =
D log s, s > ρδ. Stress again, that one can put ε = 0. Then, evidently η(t, b1) ∼ η(t, b2), t→∞;
and we can find η(t, b2), by solving the equation b2

(
η(t, b2)

)
= e−βt. As a result,

η(t, b) ∼ q 1
D exp

(βt
D

)
, t→∞. (6.46)

To show when b which satisfies (6.45) belongs to S(R), consider the following example of such
b. Namely, let, for an arbitrary D > 1,

b(s) = 11R+(s)
1

(1 + s)D
, s ∈ R.

For an arbitrary γ ∈ (0, 1), consider h(s) = sγ , s > 0. Then

b(s± h(s))

b(s)
=

(
1 + s

1 + s± sγ

)D
→ 1, s→∞.

Finally,

b
(
h(s)

)
s1+δ =

s1+δ

(1 + sγ)D
→ 0, s→∞,

provided that we will choose h above with γ ∈
(

1
D , 1

)
and take δ ∈ (0, γD − 1) ⊂ (0, 1). As a

result, b ∈ S(R). Clearly, b ∈ Sn(R) for D > n.
Let now b : R → R+ be a bounded tail-decreasing tail-log-convex function, such that (6.45)

holds, with D > 1. Then, clearly, b(s) ∼ q(s + 1)−D, s → ∞, and using the previous result
and Proposition 6.26, one has that b ∈ S(R). Again, D > n for some n ∈ N, together with the
integrability of b on −∞ would lead to b ∈ Sn(R). The function η(t, b) is described by (6.46).

Consider now several classical examples.

Example 6.37. 1. Student’s t-function. Let, for p > 1
2 ,

T (s) =
1

(1 + s2)p
, s > 0.
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The probability density of Student’s t-distribution is given, for p = ν+1
2 , ν > 0, by

Γ( ν+1
2 )√

νπΓ( ν2 )
T
(
s√
ν

)
, and extended symmetrically on the whole R. Then T ∈ Sn(R), n ∈ N,

if only p > n
2 . The case p = 1 is referred to the Cauchy distribution, the corresponding

function belongs to Sn(R) for n = 1 only.

2. The Lévy function. Let, for c > 0,

L (s) = s−
3
2 exp

(
− c
s

)
, s > 0.

The probability density of the Lévy distribution is
√

c
πL (s− µ), µ ∈ R, s > µ.

3. The Burr function. Let, for c > 0, k > 0,

B(s) =
sc−1

(1 + sc)k+1
, s > 0.

The probability density of the so-called Burr IV distribution is just ckB(s). Note that
the case c = 1 is related to the Pareto distribution; the latter has the density kpkB(s −
1)11[p,∞)(s) for any p > 0.

Logarithmic perturbation of the polynomial decay Let D > 1, ν ∈ R, and

b(s) = 11(1,∞)(s)
(log s)ν

sD
, s ∈ R.

We are going to apply Proposition 6.29 now, with b1(s) = s−D and b2(s) = (log s)νs−D. Indeed,
then (6.26) evidently holds. It remains to check that (6.5) holds for both b1 and b2 with the
same h(s) = sγ , γ ∈ (0, 1). One has

log(s± sγ)

log s
=

log s+ log
(
1± sγ−1

)
log s

→ 1, s→∞,

that yields the needed. The corresponding η±ε (t, b) can be estimated by (6.46) using (6.38).

6.3.2 Class 2: l(s) ∼ D(log s)q, s→∞, q > 1, D > 0

Consider the function
N(s) := 11R+

(s) exp
(
−D(log s)q

)
, s ∈ R.

Take h(s) = 11[ρ,∞)(s)s
1
q , where ρ > 1 is chosen such that h(s) < s

2 for s ≥ ρ. Prove that (6.5)
holds. We have

N(s± h(s))

N(s)
= exp

{
D(log s)q

(
1−

(
1 +

log(1± s
1
q−1)

log s

)q)}
.

Since q > 1, we have that t(s) :=
log(1± s

1
q−1)

log s
→ 0, s → ∞. Redefine then ρ to have that

|t(s)| < 1, if only s > ρ. Use the binomial series

(1 + t)α =

∞∑
k=0

(
α

k

)
tk, α > 0, (6.47)
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which converges for |t| < 1. One gets then (for α = q)

N(s± h(s))

N(s)
= exp

(
−D(log s)q

∞∑
k=1

(
q

k

)
t(s)k

)
→ 1, s→∞.

Indeed, using the well-known inequality∣∣∣∣(αk
)∣∣∣∣ ≤ M

k1+α
, k ∈ N, M = M(α), (6.48)

one gets, for any s > ρ,∣∣∣∣−D(log s)q
∞∑
k=1

(
q

k

)
t(s)k

∣∣∣∣ ≤ D(log s)q|t(s)|
∞∑
k=1

M

k1+q
→ 0, s→∞,

since the latter series converges, and, for q > 1,

(log s)q|t(s)| ∼ (log s)q−1s
1
q−1 → 0, s→∞.

Finally, for any δ ∈ R,

N
(
s

1
q
)
s1+δ = exp

(
−Dq−q(log s)q + (1 + δ) log s

)
→ 0, s→∞,

since q > 1.
As a result, N ∈ S(R). Moreover, evidently, N ∈ Sn(R), for any n ∈ N. To find η(t,N), one

has to solve the equation b(s) = e−βt. One has then

η(t,N) = exp

(( β
D
t
) 1
q

)
.

We may also consider Proposition 6.29 for b1 = b and b2 = pb, where b2 is tail-decreasing and
tail-log-convex function, such that log p = o(log b) (that is equivalent to log b1 ∼ log b2) and p

satisfies (6.5) with h(s) = s
1
q . According to Subsubsection 6.3.1, a natural example of such p(s)

might be sD, D ∈ R. As a result, then b2 ∈ Sn(R), n ∈ N. The corresponding η±ε (t, b2) can be
estimated then by η±ε (t,N) using (6.38). Consider now a classical example of such function b2.

Example 6.38. The log-normal function. Let, for γ > 0,

N (s) =
1

s
exp
(
− (log s)2

2γ2

)
, s > 0.

By the above, N ∈ Sn(R), n ∈ N. The log-normal distribution has the density 1
γ
√

2π
N (se−µ)

for an arbitrary µ ∈ R.

6.3.3 Class 3: l(s) ∼ sα, α ∈ (0, 1)

Consider, for any α ∈ (0, 1), the so-called fractional exponent

w(s) = 11R+
(s)e−s

α

, s ∈ R. (6.49)

100



Set h(s) = 11[ρ,∞)(s)(log s)
2
α , where ρ > 0 is chosen such that h(s) < s

2 for s ≥ ρ. Then, in

particular, t(s) :=
h(s)

s
< 1, s ≥ ρ. Prove that (6.5) holds. Using (6.47) for t = ±t(s), one gets

w
(
s± h(s)

)
w(s)

= exp

(
−sα

∞∑
k=1

(
α

k

)
(±t(s))k

)
→ 1, s→∞,

similarly to the arguments in Subsubsection 6.3.2, by using (6.48) and the evident convergence
sαt(s)→ 0, s→∞, α ∈ (0, 1).

Finally, for any δ ∈ R,

w
(
h(s)

)
s1+δ = exp

(
−(log s)2 + (1 + δ) log s

)
→ 0, s→∞. (6.50)

As a result, w ∈ S(R). It is clear also that w ∈ Sn(R) for all n ∈ N. To find η(t, w), one has to
solve the equation e−s

α

= e−βt; therefore,

η(t, w) = (βt)
1
α . (6.51)

Similarly to the above, one can show that pw ∈ S(R), provided that, in particular, log p =

o(logw) and (6.5) holds for b = p and h(s) = (log s)
2
α . Again, one can consider p(s) = sD, D ∈ R,

since it satisfies (6.5) with h(s) = sγ > (log s)
2
α , α, γ ∈ (0, 1), and big enough s. Consider the

corresponding classical example.

Example 6.39. The Weibull function. Let, for α ∈ (0, 1),

W (s) =
exp(−sα)

s1−α , s ≥ ρ > 0.

Note that
∫∞
s

W (τ) dτ = 1
αw(s), where w is given by (6.49). By the above, W ∈ Sn(R), n ∈ N.

The probability density of the Weibull distribution is α
βW

(
s
β

)
, s > 0 for any β > 0. Note that

the density itself is unbounded near 0.

6.3.4 Class 4: l(s) ∼ s

(log s)α
, α > 1

Consider also a function which decays ‘slightly’ slowly than an exponential function. Namely,
let, for an arbitrary fixed α > 1,

g(s) = 11R+(s) exp
(
− s

(log s)α

)
, s ∈ R. (6.52)

Take, for an arbitrary γ ∈ (1, α), h(s) = (log s)γ , s > 0; and denote, for a brevity, p(s) :=
h(s)

s
→ 0, s→∞. Then, log(s+ h(s)) = log s+ log(1 + p(s)). Set also

q(s) =
log(1 + p(s))

log s
→ 0, s→∞.

Then, for any s > eα+1, we have

log
g(s+ h(s))

g(s)
=

s

(log s)α

(
1− 1 + p(s)(

1 + q(s)
)α)

=
1(

1 + q(s)
)α(α(1 + q(s)

)α − 1

αq(s)

log(1 + p(s))

p(s)
(log s)γ−α−1 − (log s)γ−α

)
→ 0, s→∞,
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as γ < α; and similarly log
g(s− h(s))

g(s)
→ 0, s→∞. Therefore, (6.5) holds for b = g. Next,

log
(
g(h(s))s1+δ

)
= −(log s)

( (log s)γ−1

γα(log log s)α
− (1 + δ)

)
→ −∞, s→∞,

that yields (6.14) for b = g. As a result, g ∈ S(R). Again, evidently, g ∈ Sn(R), n ∈ N. To
find η(t, g), one has to solve the equation g(s) = e−βt, i.e. s(log s)−α = βt. Making substitution
s = eτ , one easily gets

− τ
α
e−

τ
α = − 1

α(βt)
1
α

.

Since s > eα implies − τ
α < −1 and assuming t big enough, to ensure that − 1

α(βt)
1
α
> − 1

e , one

has that the solution to the latter equation can be given in terms of the negative real branchW−1

of Lambert W-function, that is the function such that W−1(ν) exp(W−1(ν)) = ν, W−1(ν) < −1,
ν ∈ (−e−1, 0). Namely, one gets − τ

α = W−1

(
−α−1(βt)−

1
α

)
, and, therefore

η(t, g) = exp

(
−αW−1

(
− 1

α(βt)
1
α

))
.

However, exp(−W−1(ν)) = ν−1W−1(ν), therefore,

exp(−αW−1(ν)) = (−ν)−α(−W−1(ν))α,

i.e.

η(t, g) = ααβt

(
−W−1

(
− 1

α(βt)
1
α

))α
, t >

1

β

( e
α

)α
.

To get a feeling about the behaviour of η(t, g) for large t, note that W−1(ν) ∼ log(−ν), ν → 0−.
As a result,

η(t, g) ∼ βt(log t)α, t→∞. (6.53)

Remark 6.40. The analysis of η(t, g) above does not require, of course, that α > 1. Naturally,
α ∈ (0, 1] gives behaviour of g(s) more ‘close’ to the exponential function and then η(t, g) in
(6.53) would be ‘almost linear’, cf. Lemma 6.30. Unfortunately, our approach does not cover
this case: the analysis above shows that h(s), to fulfill even (6.6), must grow faster than log s,
whereas so ‘big’ h(s) would not fulfill (6.5). In general, Lemma 6.12 gives a sufficient condition
only, to get a sub-exponential density on R+. It can be shown, see e.g. [38, Example 1.4.3], that
a probability distribution, whose density b on R+ is such that

∫∞
s
b(τ) dτ ∼ g(s), s → ∞, with

α > 0, is a sub-exponential distribution (for the latter definition, see e.g. [33, Definition 3.1]).
Then we expect that b(s) ∼ −g′(s), s → ∞, and it is easy to see that log(−g′(s)) ∼ log g(s),
s → ∞. Therefore, one can apply Proposition 6.33, to estimate η±ε (t, b) in terms of η±ε (t, g),
whose asymptotic in t may be obtained from (6.53). It should be stressed though that, in
general, sub-exponential property of a distribution does not imply the corresponding property
of its density, cf. [33, Section 4.2]. Therefore, we can not state that the function b above is a
sub-exponential one for α ∈ (0, 1].
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6.4 Technical tools on Rd

Let us fix an orthonormal basis e1, . . . , ed in Rd. For any x = (x1, . . . , xd) ∈ Rd, let |x| denote
the Euclidean norm in Rd, and set

〈x〉 := max
1≤j≤d

xj ∈ R, (6.54)

∆(x) :=
{
y ∈ Rd : yj ≥ xj , 1 ≤ j ≤ d

}
. (6.55)

We introduce the following classes of functions.

Definition 6.41. 1. Let Dd(R) be the set of all bounded functions b : R→ (0,∞), such that
b is (strictly) decreasing to 0 on R+ and∫ ∞

0

b(s)sd−1 ds <∞. (6.56)

2. Let R be the set of all bounded radially symmetric functions c : Rd → (0,∞), such that
c(x) = b(|x|), x ∈ Rd for some b = bc ∈ Dd(R). Note that, because of (6.56), R ⊂ L1(Rd).

3. Let M be the set of all bounded functions c : Rd → (0,∞) which satisfy the following
monotonicity property: for an arbitrary x ∈ Rd and for any 1 ≤ j ≤ d, the function

R 3 s 7→ c(x+ sej) ∈ R+ (6.57)

is strictly decreasing on R, converges to 0 as s → ∞, and there exists c− ∈ (0,∞), such
that, for any x ∈ Rd,

lim
s→−∞

c
(
x+ (s, . . . , s)

)
= c−. (6.58)

4. Let I ⊂M be the set of all functions fromM of the form

c(x) =

∫
∆(x)

p(y)dy, p ∈ R, (6.59)

where ∆(x) is given by (6.55). Then, clearly, c− =
∫
Rd p(y)dy.

Definition 6.42. 1. Let b ∈ Dd(R). A function c ∈ R ∪ I is said to be constructed by b, if
c(x) = b(|x|), x ∈ Rd (if c ∈ R) or c(x) =

∫
∆(x)

b(|y|)dy, x ∈ Rd (if c ∈ I).

2. Let b ∈ Dd(R) and α ∈ (0, 1) be such that bα ∈ Dd(R). Let c ∈ R ∪ I be constructed by
b. Then we denote by cα ∈ R ∪ I the function constructed by bα; in other words, for all
x ∈ Rd,

cα(x) :=


c(x)α = b(|x|)α, if c ∈ R,∫

∆(x)

b(|y|)αdy, if c ∈ I.
(6.60)

In particular, c1 = c.

Remark 6.43. It is easy to see that, if bα0 ∈ Dd(R) for some α0 ∈ (0, 1), then bα ∈ Dd(R) for all
α ∈ [α0, 1].
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Remark 6.44. Clearly, c ∈ R implies cα ∈ R, whereas c ∈ I implies cα ∈ I.
We will always suppose that (A1) hold, and we denote

β := κ+ −m > 0. (6.61)

Definition 6.45. For any c ∈ R ∪M, t ≥ 0, and ε ∈ (0, 1), we define the sets

Λ±ε (t, c) :=
{
x ∈ Rd : c(x)eβ(1±ε)t ≥ 1

}
. (6.62)

Clearly, Λ−ε (t, c) ⊂ Λ+
ε (t, c).

Remark 6.46. Note that, for any c ∈ R ∪M and ε ∈ (0, 1), there exists tc,ε ≥ 0, such that

sup
x∈Rd

c(x) ≥ e−β(1−ε)tc,ε ≥ e−β(1+ε)tc,ε .

Therefore, for any t ≥ tc,ε the sets Λ±ε (t, c) are non-empty.

Remark 6.47. For any c ∈ R constructed by some b ∈ Dd(R) and for any ρ ≥ 0 such that
b(ρ) ≤ 1, we have that, for any t ≥ t−ρ,ε, cf. (6.29),

Λ±ε (t, c) =
{
x ∈ Rd : |x| ≤ η±ε (t, b)

}
. (6.63)

Remark 6.48. Note that x ∈ Rd \ Λ±ε (t, c) is equivalent to c(x) < e−β(1±ε)t. In particular,

lim
t→∞

sup
x∈Rd\Λ±ε (t,c)

c(x) = 0.

On the other hand, for c ∈ R, we have that lim
|x|→∞

c(x) = 0. Moreover, for c ∈ I, we have, by

(6.55) and (6.59),

lim
〈x〉→∞

c(x) = lim
〈x〉→∞

∫
∆(x)

b(|y|)dy = 0. (6.64)

Proposition 6.49. Let c(i) ∈ I be constructed by bi ∈ Dd(R), i = 1, 2. Suppose that there exists
ρ > 0, such that b1(s) ≤ b2(s) for all s ≥ ρ. Then, for any ε > 0 there exists τ = τ(ε, b1, b2) > 0,
such that Λ±ε (t, c(1)) ⊂ Λ±ε (t, c(2)) for all t ≥ τ .

Proof. First, we note that, for any c ∈ M, the inequality c(x) < e−β(1±ε)t for some big enough
t, is equivalent to the existence of some ρt > 0 such that 〈x〉 ≥ ρt. Then the inequlity

|y| ≥ 〈y〉 ≥ 〈x〉, y ∈ ∆(x), x ∈ Rd, (6.65)

shows that x ∈ Rd \ Λ±ε (t, c) implies |y| ≥ ρt, y ∈ ∆(x).
Next, we have to prove that Rd \ Λ±ε (t, c(2)) ⊂ Rd \ Λ±ε (t, c(1)) for big enough t. Let ρ0 ≥ ρ

be such that b1(ρ0) ≤ b2(ρ0) ≤ 1. Choose τ > 0 such that t ≥ τ implies that 〈x〉 ≥ ρ0 for
all x ∈ Rd \ Λ±ε (t, c(2)). By the above, for all y ∈ ∆(x), we will have |y| ≥ ρ0, and hence
b1(y) ≤ b2(y), y ∈ ∆(x). Thus c(1)(x) ≤ c(2)(x) and hence x ∈ Rd \ Λ±ε (t, c(1)).

Remark 6.50. By (6.63), Proposition 6.49 remains evidently true for c(i) ∈ R, i = 1, 2 as well.
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Remark 6.51. Let c(i) ∈ R be constructed by bi ∈ Dd(R), i = 1, 2, such that (6.26) holds. Then,
by (6.63) and Proposition 6.33, one gets

Λ−ε2(t, c(2)) ⊂ Λ−ε (t, c(1)) ⊂ Λ−ε1(t, c(2)) ⊂ Λ+
ε1(t, c(2)) ⊂ Λ+

ε (t, c(1)) ⊂ Λ+
ε2(t, c(2)),

if only 0 < ε1 < ε < ε2 < 1 and t ≥ τ(ε, ε1, ε2) > 0. In the sequel, we will need to extend
(partially) this result for the case when b1 = (b2)α for an α < 1 which is ‘close to 1’. Moreover,
we will need the corresponding results for functions c(i) ∈ I, i = 1, 2 as well.

Theorem 6.52. For any α0 ∈
(

3
4 , 1
)
there exists ε0 = ε0(α0) ∈ (0, 1), such that, for any

ε ∈ (0, ε0), there exists α = α(ε) ∈ (α0, 1) such that the following holds. For any b ∈ Dd(R) such
that bα0 ∈ Dd(R), let c, cα ∈ R∪I be constructed by b and bα, correspondingly. Then there exists
τ = τ(ε, b) > 0, such that, for any t ≥ τ ,

Λ−ε (t, cα) ⊂ Λ−ε
2
(t, c), (6.66)

Λ+
ε
2
(t, cα) ⊂ Λ+

ε (t, c). (6.67)

Remark 6.53. Here and below, we will mean that if f, g ∈ R∪I, then either f, g ∈ R or f, g ∈ I.
Remark 6.54. For any b ∈ Dd(R), there exists ρ > 0, such that b(ρ) ≤ 1. Then, for any s ≥ ρ,
one gets that b(s)α ≥ b(s). Therefore, for big enough t > 0, the inclusions Λ±ε

2
(t, c) ⊂ Λ±ε

2
(t, cα)

follow from Proposition 6.49.

Proof of Theorem 6.52. We will prove (6.67). The proof of (6.66) is fully analogous. Consider
two cases separately.

1) For a c ∈ R. Since α0 ∈
(

3
4 , 1
)
, one can define

ε0 :=
1− α0

α0 − 1
2

∈ (0, 1).

Take an arbitrary ε ∈ (0, ε0), then one easily has that

α :=
1 + ε

2

1 + ε
∈ (α0, 1). (6.68)

Take an arbitrary b ∈ Dd(R) such that bα0 ∈ Dd(R), and let c ∈ R be constructed by b. Prove
that then there is an equality in (6.67). Indeed, by (6.63), the equality in (6.67) is just equivalent
to

η+
ε
2

(t, bα) = η+
ε (t, b), t ≥ τ := t−ρ,ε.

To prove the latter equality, apply log bα = α log b to both its parts:

−
(

1 +
ε

2

)
βt = −α(1 + ε)βt,

that is equivalent to (6.68).
2) For a c ∈ I. Prove the following inequality, which is equivalent to (6.68),

Rd \ Λ+
ε (t, c) ⊂ Rd \ Λ+

ε
2
(t, cα), t ≥ τ. (6.69)

Recall that the inclusion x ∈ Rd \ Λ+
ε (t, c) is equivalent to

c(x) =

∫
∆(x)

b(|y|)dy < e−β(1+ε)t. (6.70)
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We will use Hölder’s inequality to estimate cα(x). It is easy to see that the function

f(α) := α−
√
α(1− α) :

(
1
2 , 1
)
→ (0, 1),

is increasing. We set p := p(α) := 1
f(α) > 1 and q := q(α) := 1

1−f(α) > 1. Then 1
p + 1

q = 1 and,
by (6.70), we have

cα(x) =

∫
∆(x)

b(|y|)f(α)+(α−f(α))dy

≤
(∫

∆(x)

b(|y|)f(α)pdy

) 1
p
(∫

∆(x)

b(|y|)(α−f(α))qdy

) 1
q

< e−β(1+ε)f(α)t

(∫
∆(x)

b(|y|)(α−f(α))qdy

) 1
q

. (6.71)

The inclusion bα0 ∈ Dd(R) means that (6.56) holds with b replaced by bα0 . Therefore, to get the
finiteness of the latter integral in (6.71), it is enough to have there α such that α0 < g(α) < 1,
where

g(α) := (α− f(α))q(α) =

√
α

√
α+
√

1− α
, α ∈

(
1
2 , 1
)
.

It is easy to see that g :
(

1
2 , 1
)
→
(

1
2 , 1
)
is increasing and g(α) < α, α ∈

(
1
2 , 1
)
. Note also that

g
(

9
10

)
= 3

4 . As a result, for the given α0 ∈
(

3
4 , 1
)
, there exists a unique α1 ∈

(
9
10 , 1

)
, such that

α0 = g(α1) < α1. Hence, for any α ∈ (α1, 1) ⊂ (α0, 1), one gets g(α) > g(α1) = α0, and then∫
Rd b(|y|)

g(α)dy <∞; in particular, the latter integral in (6.71) is finite.

Next, the function h(ε) =
1 + ε

2

1 + ε
: (0, 1) →

(
3
4 , 1
)
is decreasing; cf. (6.68). Therefore, there

exists a unique ε0 ∈ (0, 1), such that h(ε0) = α1; then we have h : (0, ε0) → (α1, 1). Take and
fix now an arbitrary ε ∈ (0, ε0). Since,

f : (α1, 1)→
(
f(α1), 1

)
⊂ (α1, 1) = (h(ε0), 1),

is increasing (we used here that f(α) < α), there exists a unique α = α(ε) ∈ (α1, 1), such that

f(α) = h(ε) =
1 + ε

2

1 + ε
. (6.72)

Therefore, after ε0, ε, α are chosen, we take an arbitrary b ∈ Dd(R) such that bα0 ∈ Dd(R),
and let c ∈ I be constructed by b. For this α, by the above,

∫
Rd b(|y|)

g(α)dy < ∞; therefore,
there exists r > 0, such that, for all x ∈ Rd with 〈x〉 > r,∫

∆(x)

b(|y|)g(α)dy ≤ 1.

The latter inequality together with (6.72) and (6.71) implies that

cα(x) ≤ e−β(1+ ε
2 )t, (6.73)

provided that x ∈ Rd \ Λ+
ε (t, c) (i.e. (6.70) holds) and 〈x〉 > r. In (6.70), 〈x〉 → ∞ if and only

if t → ∞; cf. Remark 6.48. Therefore, there exists τ = τ(r) = τ(ε, b) > 0, such that t ≥ τ in
(6.70) implies 〈x〉 ≥ r. As a result, for any t ≥ τ and any x ∈ Rd \Λ+

ε (t, c), one gets (6.73), that
means that x ∈ Rd \ Λ+

ε
2
(t, cα); i.e. (6.69) holds.
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Corollary 6.55. Let b1, b2 ∈ Dd(R) and α0 ∈
(

3
4 , 1
)
be such that bα0

i ∈ Dd(R), i = 1, 2 and
(6.26) holds. Let c(i) ∈ R∪I be constructed by bi, i = 1, 2. Then there exists ε0 = ε0(α0) ∈ (0, 1),
such that, for any ε ∈ (0, ε0), there exists τ = τ(ε) > 0, such that, for any t ≥ τ ,

Λ−ε (t, c(1)) ⊂ Λ−ε
2
(t, c(2)), (6.74)

Λ+
ε
2
(t, c(1)) ⊂ Λ+

ε (t, c(2)). (6.75)

Proof. Let ε0 by given by Theorem 6.52. Take an arbitrary ε ∈ (0, ε0) and consider α =
α(ε) ∈ (α0, 1) also given by Theorem 6.52. Let ρ0 > 0 be such that bi(ρ0) ≤ 1, i = 1, 2. Set
δ := 1− α ∈ (0, 1− α0). By (6.26), there exists ρα ≥ ρ0, such that

1− δ < − log b1(s)

− log b2(s)
< 1 + δ, s > ρα,

in particular,

b1(s) < b2(s)α, s > ρα. (6.76)

By Remark 6.43, bα2 ∈ Dd(R), and hence, by (6.76) and Proposition 6.49, applying to b1 and bα2 ,
one gets

Λ+
ε
2
(t, c(1)) ⊂ Λ+

ε
2
(t, c(2)

α ).

The latter inequality together with (6.67) for c = c(2) imply (6.75).
Next, by (6.76), b3(s) := b1(s)

1
α < b2(s), if only s > ρα. From here we have that b3 ∈ Dd(R)

and, moreover, by Proposition 6.49, applying to b3 and b2,

Λ−ε
2
(t, c(3)) ⊂ Λ−ε

2
(t, c(2)),

where c(3) ∈ R ∪ I in constructed by b3, cf. Remark 6.53. The latter inequality together with
(6.66) for c = c(3) imply (6.74).

Remark 6.56. Using the same arguments as in the proof of Proposition 6.49, one can get that
the statement of Corollary 6.55 remains true if both functions b1, b2 are tail-decreasing only, and∫∞

0
bi(s)s

d−1 ds <∞, i = 1, 2, cf. Definitions 6.7 and 6.41.

We will need the following analogues of long-tailed functions in Rd.

Definition 6.57. 1. Let L ⊂ R be the set of all functions c ∈ R, such that c(x) = b(|x|),
x ∈ Rd, where b ∈ Dd(R) is tail-log-convex and long-tailed.

2. Let N ⊂ I be the set of all functions c ∈ I of the form (6.59) with p ∈ L.

The reasons fot these definitions are explained by the following lemmas.

Lemma 6.58. Let c ∈ L. Then, for any r > 0,

lim
|x|→∞

sup
|y|≤r

∣∣∣∣c(x+ y)

c(x)
− 1

∣∣∣∣ = 0. (6.77)
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Proof. Let c be constructed by a long-tailed b ∈ Dd(R). Take arbitrary r > 0 and |x| ≥ r. Then,
for any |y| ≤ r, the monotonicity of b on R+ implies

b(|x| − r) ≥ b(|x| − |y|) ≥ b(|x+ y|) ≥ b(|x|+ |y|) ≥ b(|x|+ r).

Therefore, for such values of x and y,∣∣∣∣c(x+ y)

c(x)
− 1

∣∣∣∣ =

∣∣∣∣b(|x+ y|)
b(|x|)

− 1

∣∣∣∣ ≤ max

{
1− b(|x|+ r)

b(|x|)
,
b(|x| − r)
b(|x|)

− 1

}
,

and hence (6.1) implies (6.77).

Remark 6.59. Note that we have not used here (as well as in the following Lemma) that b is
tail-log-convex.

Lemma 6.60. Let c ∈ N . Then

lim
〈x〉→∞

c(x+ h)

c(x)
= 1, h ∈ Rd+. (6.78)

Proof. Let c be constructed by a long-tailed b ∈ Dd(R). Take an arbitrary h ∈ Rd+, h 6= 0. Use
Remark 6.4; namely, fix any R > 〈h〉, and note that, for any y ∈ Rd, with yj ∈ [xj , xj + R],
1 ≤ j ≤ d, one has ∣∣|y| − |x|∣∣ ≤ |y − x| ≤ R√d.
Then, by (6.2), for any such y,∣∣∣∣ b(|y|)b(|x|)

− 1

∣∣∣∣ ≤ sup
|τ |≤R

√
d|

∣∣∣∣b(|x|+ τ)

b(|x|)
− 1

∣∣∣∣→ 0, |x| → ∞.

Therefore, for any ε ∈ (0, 1), there exists r = r(ε,R), such that, for all x ∈ Rd with 〈x〉 ≥ r (that
implies |x| ≥ r, by (6.65)), one has

1− ε ≤ b(|y|)
b(|x|)

≤ 1 + ε, yj ∈ [xj , xj +R], 1 ≤ j ≤ d.

As a result,

1− c(x+ h)

c(x)
=

∫ x1+h1

x1

. . .

∫ xd+hd

xd

b(|y|) dy∫ ∞
x1

. . .

∫ ∞
xd

b(|y|) dy
≤

∫ x1+〈h〉

x1

. . .

∫ xd+〈h〉

xd

b(|y|)
b(|x|)

dy∫ x1+R

x1

. . .

∫ xd+R

xd

b(|y|)
b(|x|)

dy

≤ 1 + ε

1− ε
〈h〉d

Rd
< ε,

provided that R = R(〈h〉, ε) > 〈h〉 is chosen big enough. The statement is proved.

Remark 6.61. Note that all previous results remain true if c ∈M is defined by (6.59) with ∆(x)
replaced by ∆(x+ x0) for a fixed x0 ∈ Rd.
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6.5 Domain of uniform convergence to positive constant solution
In this Section, we will present sufficient conditions on the kernel a+ and the initial condition u0

to the equation (2.1) which imply that there exist a set Λt (not necessary bounded) such that
Λt ↗ Rd, t→∞ and essinf

x∈Λt
u(x, t)→ θ, t→∞, where u is the corresponding solution to (2.1).

Let c ∈ R ∪M, ε ∈ (0, 1), and Λ−ε (t, c) be given by (6.62). For any λ > 0, we define the
function

g(x, t) = gc,ε,λ(x, t) = λmin
{

1, c(x)eβ
−
ε t
}

(6.79)

= λ11Λ−ε (t,c)(x) + λc(x)eβ
−
ε t11Rd\Λ−ε (t,c)(x), x ∈ Rd, t ≥ 0. (6.80)

Lemma 6.62. Let c ∈ L be given by a (long-tailed and tail-log-convex) function b ∈ Dd(R), and
ρ > 0 be such that b(ρ) ≤ 1. Define, for any λ > 0, ε ∈ (0, 1),

f (s, t) := λ11s≤η−ε (t) + λeβ
−
ε tb (s) 11s>η−ε (t) ∈ [0, λ], s ∈ R+, t ≥ t−ρ,ε, (6.81)

i.e. g(x, t) = f(|x|, t), where g is given by (6.80). Then, for any τ > 0,

lim
t→∞

sup
s∈R+

∣∣∣∣f(s+ τ, t)

f(s, t)
− 1

∣∣∣∣ = 0. (6.82)

Proof. Take an arbitrary ε ∈ (0, 1). For an arbitrary fixed τ ∈ R+, choose t0 ≥ t−ρ,ε, such that
η−ε (t0) ≥ τ . Then, for any t ≥ t0, the function Fτ,t(s) := f(s+τ,t)

f(s,t) takes the following values. For

0 ≤ s ≤ η−ε (t)−τ , one has Fτ,t(s) = 1. For η−ε (t)−τ < s ≤ η−ε (t), we have Fτ,t(s) = eβ
−
ε tb(s+τ)

and, since b is decreasing on [η−ε (t),∞), one gets

b(η−ε (t) + τ)

b(η−ε (t))
= eβ

−
ε tb(η−ε (t) + τ) ≤ eβ

−
ε tb(s+ τ) ≤ eβ

−
ε tb(η−ε (t)) = 1.

Finally, for s > η−ε (t), we have, Fτ,t(s) = b(s+τ)
b(s) ≤ 1 (since b is decreasing) and, by Lemma 6.11,

b(s+ τ)

b(s)
≥ b(η−ε (t) + τ)

b(η−ε (t))
.

As a result, for all s ∈ R+,

0 ≤ 1− Fτ,t(s) ≤ 11{s>η−ε (t)−τ}(s)

(
1− b(η−ε (t) + τ)

b(η−ε (t))

)
, (6.83)

that implies the statement because of (6.1).

Lemma 6.63. Let c ∈ N and g be given by (6.80). Then, for any h ∈ Rd+,

lim
t→∞

sup
x∈Rd

∣∣∣∣g(x+ h, t)

g(x, t)
− 1

∣∣∣∣ = 0. (6.84)

Proof. Take an arbitrary x ∈ Rd and h ∈ Rd+. By the monotonicity of functions (6.57), we have
c(x+ h) ≤ c(x). Next, it is easy to see that x ∈ Rd \ Λ−ε (t, c) implies x+ h ∈ Rd \ Λ−ε (t, c), and
hence

g(x+ h, t)

g(x, t)
=
c(x+ h)

c(x)
≤ 1.
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Let x ∈ Λ−ε (t, c). If x + h ∈ Λ−ε (t, c), then g(x+h,t)
g(x,t) = 1. Let now h be such that x + h ∈

Rd \ Λ−ε (t, c). Then
g(x+ h, t)

g(x, t)
= eβ

−
ε tc(x+ h) ≤ 1.

Moreover, since x ∈ Λ−ε (t, c) implies c(x)eβ
−
ε t ≥ 1, one has for such x, h the following estimate

0 ≤ 1− g(x+ h, t)

g(x, t)
≤ 1− c(x+ h)

c(x)
. (6.85)

As a result, ∣∣∣∣g(x+ h, t)

g(x, t)
− 1

∣∣∣∣ = 1− g(x+ h, t)

g(x, t)
≤ sup
y:c(y+h)<e−β

−
ε t

(
1− c(y + h)

c(y)

)
.

Because of (6.78), for the chosen h ∈ Rd+ and for an arbitrary δ > 0, there exists ρ = ρ(δ, h) > 0,
such that sup

1≤j≤d
yj > ρ implies

0 ≤ 1− c(y + h)

c(y)
≤ δ.

Choose now t0 = t0(ρ, ε, h) = t0(δ, ε, h), such that c
(
(ρ, . . . , ρ) + h

)
> e−β

−
ε t0 . Prove that then,

for any t ≥ t0, the inequality c(y + h) ≤ e−β
−
ε t implies sup

1≤j≤d
yj > ρ. Indeed, on the contrary,

suppose that, for some t ≥ t0, the inequality c(y+h) ≤ e−β−ε t holds, however, sup
1≤j≤d

yj ≤ ρ. The

latter yields
e−β

−
ε t ≥ c(y + h) ≥ c

(
(ρ, . . . , ρ) + h

)
> e−β

−
ε t0 ,

that contradicts to that t ≥ t0. As a result, for all x ∈ Rd and t > t0,∣∣∣∣g(x+ h, t)

g(x, t)
− 1

∣∣∣∣ ≤ sup
y: sup

1≤j≤d
yj>ρ

(
1− c(y + h)

c(y)

)
< δ,

that implies the statement.

Definition 6.64. A function w : Rd × R+ → R+ is said to be a sub-solution to (2.1) on [τ,∞)
for some τ ≥ 0, if

∂w

∂t
(x, t)− F (w)(x, t) ≤ 0,

for a.a. x ∈ Rd and for all t ∈ [τ,∞), where

F (w)(x, t) := κ+(a+ ∗ w)(x, t)−mw(x, t)− κ−w(x, t)(a− ∗ w)(x, t).

From Theorem 3.1, we immediately get the following result.

Proposition 6.65. Let (A1), (A2) hold. Let 0 ≤ u ≤ θ be a solution to (2.1), and w : Rd×R+ →
R+ be a sub-solution to (2.1) on [τ,∞), for some τ ≥ 0. Suppose that, for some t0, t1 ≥ τ , we
have u(x, t0) ≥ w(x, t1), for a.a. x ∈ Rd. Then, for all t ≥ 0,

u(x, t+ t0) ≥ w(x, t+ t1), for a.a. x ∈ Rd.
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Proposition 6.66. Let (A1), (A2) hold and c ∈ L∪N . Then, for any ε ∈ (0, 1) and λ0 ∈ (0, εθ),
there exists τ0 = τ0(ε, λ0) > 0, such that, for any λ ∈ [0, λ0], the function g = g(x, t), given by
(6.80), is a sub-solution to (2.1) on [τ0,∞).

Proof. Let, under assumptions (A1), (A2), Jλ be defined by (3.19), λ ∈ (0, θ]. We have then

∂

∂t
g (x, t) = λβ−ε e

β−ε tb (|x|) 11|x|>η−ε (t) = β−ε g(x, t)11|x|>η−ε (t); (6.86)

and

F (g) = κ+a+ ∗ g −mg − κ2g
(
a− ∗ g

)
− κ1g

2

=
(
κ+a+ − λκ2a

−) ∗ g − (m+ κ1λ)g +
(
κ2

(
a− ∗ g

)
+ κ1g

)
(λ− g)

≥ Jλ ∗ g − (m+ κ1λ)g. (6.87)

We need to prove that
∂w

∂t
(x, t)− F (w)(x, t) ≤ 0.

1. Let c ∈ L, c(x) = b(|x|), x ∈ Rd. Let ρ ≥ 0 be such that b(ρ) ≤ 1, and t−ρ,ε and η−ε (t) = η−ε (t, b)
be given by (6.29) and (6.32), correspondingly. Since f given by (6.81) is decreasing in its first
coordinate, we have

(Jλ ∗ g)(x, t) =

∫
Rd
Jλ(−y)g(x+ y, t)dy =

∫
Rd
Jλ(−y)f(|x+ y|, t)dy

≥
∫
Rd
Jλ(−y)f(|x|+ |y|, t)dy =

∫
Rd
Jλ(y)f(|x|+ |y|, t)dy

= g(x, t)

∫
Rd
Jλ(y)

f(|x|+ |y|, t)
f(|x|, t)

dy, (6.88)

for a.a. x ∈ Rd. Note that, by (6.83),

0 <
f(|x|+ |y|, t)
f(|x|, t)

≤ 1, x, y ∈ Rd, t ∈ R+.

Then, by (6.82) and the dominated convergence theorem, one gets

lim
t→∞

∫
Rd
Jλ(y) sup

x∈Rd

∣∣∣∣f(|x|+ |y|, t)
f(|x|, t)

− 1

∣∣∣∣dy = 0. (6.89)

Since ∫
Rd
Jλ(y)dy = κ+ − λκ2 > m+ κ1λ > 0,

one can get from (6.89), that, for any (small enough later) ε1 ∈ (0, 1), there exists a τ0 ≥ t−ρ,ε,
such that, for all t ≥ τ0 and for all x ∈ Rd,∫

Rd
Jλ(y)

f(|x|+ |y|, t)
f(|x|, t)

dy > (1− ε1)(κ+ − λκ2). (6.90)

Then, combining (6.86)–(6.90), one gets, for all t ≥ τ0, x ∈ Rd,

− ∂

∂t
g (x, t) + F (g) (x, t) ≥ g(x, t)

(
(1− ε1)(κ+ − λκ2)−m− κ1λ− β−ε 1|x|>η−ε (t)

)
≥ g(x, t)

(
(1− ε1)(κ+ − λκ2)−m− κ1λ− β−ε

)
> 0,
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if only

ε1 ≤ 1− m+ β+
ε + λκ1

κ+ − λκ2
=

κ−(εθ − λ)

κ+ − λκ−
.

Evidently, to ensure the latter inequality, it is sufficient to take, for any fixed λ0 ∈ (0, εθ),

ε1 <
κ−(εθ − λ0)

κ+
, (6.91)

and λ ∈ [0, λ0]. The proof, for c ∈ R, is fulfilled.
2. Let c ∈ N . Denote, for any y ∈ Rd,

y+ :=
(
|y1|, . . . , |yd|

)
∈ Rd+. (6.92)

Since the function c is decreasing along all basis directions (i.e. the functions (6.57) are all
decreasing, j = 1, . . . , d), we easily get that the function g given by (6.80) has the same property
(in x). Therefore, since yj ≤ y+

j , j = 1, . . . , d, one gets

g(x+ y, t) ≥ g(x+ y+, t).

Therefore, we will have, instead of (6.88),

(Jλ ∗ g)(x, t) =

∫
Rd
Jλ(−y)g(x+ y, t) dy ≥

∫
Rd
Jλ(−y)g(x+ y+, t) dy

= g(x, t)

∫
Rd
Jλ(y)

(
g(x+ y+, t)

g(x, t)
− 1

)
dy + g(x, t)

∫
Rd
Jλ(y) dy.

Taking into account (6.84), for h = y+, the rest of the proof is fully analogous to the first
part.

Theorem 6.67. Let the assumptions (A1), (A2) and (A10) hold. Let 0 ≤ u0 ≤ θ be such that
there exist x0 ∈ Rd, µ0 ∈ (0, θ), δ0 > 0, such that u0(x) ≥ µ0, for a.a. x ∈ Bδ0(0). Suppose also
that there exists c ∈ L ∪N , such that

(a+ ∗ u0)(x) ≥ c(x), x ∈ Rd. (6.93)

Let ε ∈ (0, 1) and let Λ−ε (t, c) be given by (6.62). Then

lim
t→∞

essinf
x∈Λ−ε (t,c)

u(x, t) = θ. (6.94)

Proof. We can rewrite (2.1) in the following form:

∂

∂t
u = κ+(a+ ∗ u)− κ+u+ κ2u(θ − a− ∗ u) + κ1u(θ − u).

Since the solution does exist and 0 ≤ u ≤ θ, we have, for all t > 0 and a.a. x ∈ Rd,

u(x, t) = e−κ
+tu0(x) + κ+

∫ t

0

e−κ
+(t−s)(a+ ∗ u)(x, s)ds

+

∫ t

0

e−κ
+(t−s)u(x, s)

(
κ2

(
θ − (a− ∗ u)(x, s)

)
+ κ1

(
θ − u(x, s)

))
ds

≥ e−κ
+tu0(x) + κ+

∫ t

0

e−κ
+(t−s)(a+ ∗ u)(x, s)ds. (6.95)

112



The same inequality for u(x, s) implies

u(x, t) ≥ κ+

∫ t

0

e−κ
+(t−s)(a+ ∗ u)(x, s)ds

≥ κ+

∫ t

0

e−κ
+(t−s)e−κ

+s(a+ ∗ u0)(x)ds

= κ+te−κ
+t(a+ ∗ u0)(x) ≥ κ+te−κ

+tc(x), (6.96)

for all t ≥ 0 and a.a. x ∈ Rd, because of (6.93).
Fix an arbitrary ε ∈ (0, 1). Take any δ ∈ (0, ε) and λ0 ∈ (0, δθ) and consider τ0 = τ0(δ, λ0)

given by Proposition 6.66. Set now

λ := min
{
λ0,κ+τ0e

−(κ++β−δ )τ0
}
. (6.97)

Then, by (6.96) and (6.79), we have, for a.a. x ∈ Rd,

u(x, τ0) ≥ λeβ
−
δ τ0c(x) ≥ λmin

{
eβ
−
δ τ0c(x), 1

}
= gc,δ,λ(x, τ0). (6.98)

Therefore, by Propositions 6.66 and 6.65, one gets, for any τ ≥ 0,

u(x, τ0 + τ) ≥ gc,δ,λ(x, τ0 + τ), for a.a. x ∈ Rd.

As a result,

u(x, τ0 + τ) ≥ λ, for a.a. x ∈ Λ−δ (τ0 + τ, c), τ ≥ 0. (6.99)

From now we will distinguish two cases.
1. Let c ∈ L, c(x) = b(|x|), x ∈ Rd. Fix τ ≥ 0. Since (6.63) holds, we have that the set

Λ̃ : = {y ∈ Rd : B1(y) ⊂ Λ−δ (τ0 + τ, c)}
=
{
y ∈ Rd : B1(y) ⊂ Bη−δ (τ0+τ,b)(0)

}
.

is nothing but Bη−δ (τ0+τ,b)−1(0) and, moreover,

Λ−δ (τ0 + τ, c) =
⋃
y∈Λ̃

B1(y). (6.100)

Take and fix now an arbitrary y ∈ Λ̃, i.e. |y| ≤ η−δ (τ0 + τ)− 1. Then, by (6.99),

u(x, τ0 + τ) ≥ λ11B1(y)(x), for a.a. x ∈ Rd.

Consider now equation (2.1) with the initial condition

v0(x) := u(x+ y, τ0 + τ) ≥ λ11B1(0)(x), for a.a. x ∈ Rd.

Let v(x, t) be the corresponding solution to (2.1). Let, for an arbitrary z ∈ Rd, Tz denote
the translation operator on functions on Rd, i.e. (Tzf)(x) = f(x − z), x ∈ Rd. Then, by
Proposition 3.16, v0(x) = T−yu(x, τ0+τ) implies v(x, t) = T−yu(x, τ0+τ+t) = u(x+y, τ0+τ+t),
x ∈ Rd, for all t ≥ 0.
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Take an arbitrary µ ∈ (0, θ). Apply Proposition 6.1 to the solution v with x0 = 0, δ0 = 1,
µ0 = λ; then there exists tµ ≥ 1, such that

u(x+ y, τ0 + τ + t) = v(x, t) ≥ µ, for a.a. x ∈ B1(0),

for all t ≥ tµ. As a result, for a.a. x ∈ B1(y),

u(x, τ0 + s+ tµ) ≥ µ. (6.101)

Stress that tµ does depends neither on y with |y| ≤ η−δ (τ0 + τ) − 1 nor on τ ≥ 0. As a result,
by (6.100), for any δ ∈ (0, 1), λ0 ∈ (0, δθ), µ ∈ (0, θ), there exist τ0 = τ0(δ, λ0) and tµ ≥ 1, such
that, for all τ ≥ 0 and for a.a. x with |x| ≤ η−δ (τ0 + τ), the inequality (6.101) holds.

Apply now Lemma 6.31, for ε2 := ε > δ =: ε1, t1 = τ0, t2 = τ0 + tµ. One gets that there
exists τ1 ≥ 0, such that, for all τ ≥ τ1,

η−ε (τ + τ0 + tµ) ≤ η−δ (τ + τ0),

i.e. (6.101) holds, for all τ ≥ τ1 and a.a. x with |x| ≤ η−ε (τ + τ0 + tµ). Since µ ∈ (0, θ) was
arbitrary, the latter fact yields (6.94).

2. Let now c ∈ N . Use Remark 6.2. Namely, we consider the norm

|x|∞ := |(x1, . . . , xd)|∞ := max
1≤j≤d

|xj |,

in Rd. Let B̃ 1
2
(x) denote the ball with the centre at an x ∈ Rd and the radius 1

2 w.r.t. the
| · |∞-norm. Then, clearly,

B̃ 1
2
(x) =

d×
j=1

[
xj −

1

2
, xj +

1

2

]
=

d×
j=1

[
yj − 1, yj

]
=: C1(y),

where yj = xj + 1
2 , 1 ≤ j ≤ d. Stress that, by (6.62), if c ∈ N ⊂M, i.e. the functions (6.57) are

decreasing on R, then y ∈ Λ−δ (τ0 + τ, c) implies that

C1(y) ⊂ Λ−δ (τ0 + τ, c).

Therefore, cf. (6.100),

Λ−δ (τ0 + τ, c) =
⋃

y∈Λ−δ (τ0+τ,c)

C1(y). (6.102)

Hence, one can just repeat the previous proof by changing B1(y) on C1(y), y ∈ Λ−δ (τ0 + τ, c) and
using Proposition 6.1 and Remark 6.2.

The following proposition gives a sufficient condition for (6.93); the result is a generalisation
of [33, Theorem 4.2].

Proposition 6.68. Let f ∈ L1(Rd → R+) and c : Rd → R+ be a bounded function, such that
(6.77) holds (e.g. c ∈ L). Then

lim inf
|x|→∞

(c ∗ f)(x)

c(x)
≥
∫
Rd
f(y) dy. (6.103)

In particular, if, additionally, c(x) > 0, x ∈ Rd, then there exists D > 0 such that

(c ∗ f)(x) ≥ Dc(x), x ∈ Rd. (6.104)
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Proof. For any r > 0, we have

(c ∗ f)(x)

c(x)
≥
∫
|y|≤r

c(x− y)

c(x)
f(y) dy

≥
(

1− sup
|y|≤r

∣∣∣c(x− y)

c(x)
− 1
∣∣∣) ∫

|y|≤r
f(y) dy.

Take an arbitrary δ ∈ (0, 1) and choose r = r(δ) > 0 such that
∫
|y|≤r f(y) dy > (1−δ)

∫
Rd f(y) dy.

Next, by (6.77), there exists ρ = ρ(r) = ρ(δ) ≥ r, such that sup
|y|≤r

∣∣ c(x−y)
c(x) − 1

∣∣ < δ, for all |x| ≥ ρ.

As a result, for any δ ∈ (0, 1), there exists ρ = ρ(δ) > 0, such that

(c ∗ f)(x)

c(x)
> (1− δ)2

∫
Rd
f(y) dy, |x| ≥ ρ,

that yields (6.103). Finally, by e.g. Lemma 2.1, c ∗ f is a continuous function on Bρ(0); then, it
is easy to see that c(x) > 0, x ∈ Rd implies that (c ∗ f)(x) > 0, x ∈ Rd. Hence the boundedness
of c yields inf

|x|≤ρ
(c∗f)(x)
c(x) > 0, that fulfilled the statement.

The use of Theorem 6.67 and Proposition 6.68 under different relations between a+ and u0

is presented in Subsection 6.7.

6.6 Domain of uniform convergence to zero solution
Our aim for this Section is to get a counterpart to Theorem 6.67, namely, we are going to find
sufficient conditions on a function c ∈ L ∪N to get

lim
t→∞

esssup
x/∈Λ+

ε (t,c)

u(x, t) = 0, (6.105)

where ε ∈ (0, 1) and Λ+
ε (t, c) is given by (6.62). Note that, by (6.62), if c1, c2 ∈ R∪M are such

that c1(x) ≤ c2(x), x ∈ Rd, then Rd \ Λ+
ε (t, c2) ⊂ Rd \ Λ+

ε (t, c1), therefore, we are interested to
get (6.105), for the ‘smallest possible’ c, the best is to get it for the same c as in Theorem 6.67.

For a bounded function $ : Rd → (0,+∞), we define, for any f : Rd → R,

‖f‖$ := sup
x∈Rd

|f(x)|
$(x)

∈ [0,∞]. (6.106)

If $(x) = b(|x|), x ∈ Rd, for a bounded b : R+ → (0,∞), we will use the notation ‖f‖b := ‖f‖$.

Proposition 6.69 (cf. Propostion 5.2). Let a bounded function $ : Rd → (0,+∞) be such that,
for some γ ∈ (0,∞),

(a+ ∗$)(x)

$(x)
≤ γ, x ∈ Rd. (6.107)

Let 0 ≤ u0 ∈ L∞(Rd) and ‖u0‖$ <∞; let u be the corresponding solution to (2.1). Then

‖u(·, t)‖$ ≤ ‖u0‖$e(κ+γ−m)t, t ≥ 0. (6.108)
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Proof. First we note that, for any a ∈ L1(Rd) and a bounded $, the convolution (a+ ∗$)(x) is
a bounded function on Rd (and even uniformly continuous, see e.g. Lemma 2.1). Next, for any
f : Rd → R, with ‖f‖$ <∞, we have∣∣∣∣ (a ∗ f)(x)

$(x)

∣∣∣∣ ≤ ∫
Rd

|a(y)|$(x− y)

$(x)

|f(x− y)|
$(x− y)

dy ≤ |a| ∗$(x)

$(x)
‖f‖$. (6.109)

We will follow the notations from the proof of Theorem 2.2. Suppose that, for some τ ∈ [0, T ),
‖uτ‖$ ≤ ‖u0‖$ept, for

p := κ+γ −m. (6.110)

Take any v ∈ X+
τ,Υ(r) with Υ, r given by (2.13), (2.15), such that

‖v(·, t)‖$ ≤ ‖u0‖$ept, t ∈ [τ,Υ]. (6.111)

We will check the following inequality

‖(Φτv)(·, t)‖$ ≤ ‖u0‖$ept, t ∈ [τ,Υ]. (6.112)

By (2.6), (2.7), (6.109) and (6.111), one gets, for t ∈ [τ,Υ]

0 ≤ (Φτv)(x, t)

$(x)
≤ e−(t−τ)muτ (x)

$(x)
+ κ+

∫ t

τ

e−m(t−s) (a+ ∗ v)(x, s)

$(x)
ds

≤ ‖u0‖$e−m(t−τ)epτ + κ+‖u0‖$
(a+ ∗$)(x)

$(x)

∫ t

τ

e−m(t−s)epsds

= ‖u0‖$e−mte(p+m)τ +
κ+

p+m
‖u0‖$e−mtγ

(
e(p+m)t − e(p+m)τ

)
= ‖u0‖$ept,

by (6.110). Since u is the limiting function for the sequence Φnτ v, n ∈ N (see the proof of
Theorem 2.2), one gets the statement.

Remark 6.70. In Proposition 5.2, we consider, for an arbitrary λ > 0, ξ ∈ Sd−1, the function
$(x) = e−λx·ξ (which is not bounded though; here and below x · y = (x, y)Rd stands for the

scalar product in Rd). Then, clearly,
(a+ ∗$)(x)

$(x)
≡
∫
Rd a

+(y)eλy·ξ dy =: γ, provided that the

latter integral is finite (that is the crucial assumption to get the constant speed of the front).

Proposition 6.71. Let a bounded function ω : Rd → (0,+∞) be such that, for any λ > 0, the
set

Ωλ := Ωλ(ω) :=
{
x ∈ Rd : ω(x) < λ

}
6= ∅, (6.113)

whereas

Ωλ ↘ ∅, λ↘ 0, (6.114)

(i.e., in particular, Ωλ ⊂ Ωλ′ , for λ < λ′). Suppose further that there exists η > 0, such that

lim
λ→0+

sup
x∈Ωλ

(a+ ∗ ω)(x)

ω(x)
= η. (6.115)

Then, for any δ ∈ (0, 1), there exists λ = λ(δ, ω) ∈ (0, 1), such that (6.107) holds, with

$(x) := ωλ(x) := min
{
λ, ω(x)

}
, x ∈ Rd, (6.116)

and γ := max{1, (1 + δ)η}.
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Proof. By (6.116), for an arbitrary λ > 0, we have ωλ(x) ≤ λ, x ∈ Rd; then, by (2.2), (a+ ∗
ωλ)(x) ≤ λ, x ∈ Rd, as well. In particular, cf. (6.116),

(a+ ∗ ωλ)(x) ≤ ωλ(x), x ∈ Rd \ Ωλ. (6.117)

Next, by (6.115), for any δ > 0 there exists λ = λ(δ) ∈ (0, 1) such that∣∣∣∣ sup
x∈Ωλ

(a+ ∗ ω)(x)

ω(x)
− η
∣∣∣∣ ≤ δη,

in particular,

(a+ ∗ ω)(x) ≤ (1 + δ)ηω(x) = (1 + δ)ηωλ(x), x ∈ Ωλ. (6.118)

Therefore, for all x ∈ Ωλ,

(a+ ∗ ωλ)(x) = (a ∗ ω)(x)−
(
a+ ∗ (ω − ωλ)

)
(x) ≤ (1 + δ)ηωλ(x), (6.119)

where we used the obvious inequality: ω ≥ ωλ. By (6.117) and (6.119), one gets the statement.

Remark 6.72. It is easy to check that any function ω ∈ R ∪M (where ρ = 0 and ρ = −∞,
respectively) satisfies (6.113)–(6.114).

Theorem 6.73. Let the assumption (A1) hold. Suppose that ω ∈ R ∪ M be such that, cf.
(6.115),

lim
λ→0+

sup
x∈Ωλ

(a+ ∗ ω)(x)

ω(x)
≤ 1. (6.120)

Let 0 ≤ u0 ≤ θ be such that ‖u0‖ω < ∞, and let u = u(x, t) be the corresponding solution to
(2.1). Then, for any ε ∈ (0, 1), there exist Aε > 0 and t0 = t0(ε) > 0, such that, cf. (6.62),

esssup
x/∈Λ+

ε (t,ω)

u(x, t) ≤
(
Aε + ‖u0‖ω

)
e−

εβ
2 t, t ≥ t0. (6.121)

Proof. Take an arbitrary ε ∈ (0, 1) and let δ = δ(ε) ∈ (0, 1) be chosen later. By Remark 6.72
and Proposition 6.71, there exists λ = λ(δ, ω) = λ(ε, ω) ∈ (0, 1), such that (6.107) holds, with $
given by (6.116) and γ = 1 + δ. Note that

u0(x)

ωλ(x)
≤ θ

λ
11Rd\Ωλ(x) +

u0(x)

ω(x)
11Ωλ(x) ≤ θ

λ
+ ‖u0‖ω <∞, (6.122)

and one can apply Proposition 6.69. Namely, setting Aε := θ
λ > 0, one gets from (6.122), (6.108)

that, for a.a. x ∈ Ωλ and for all t ≥ 0,

u(x, t) ≤ ‖u0‖ωλe(κ+(1+δ)−m)tωλ(x)

≤
(
Aε + ‖u0‖ω

)
e(κ+(1+δ)−m)tω(x). (6.123)

By (6.62) and (6.113),

Rd \ Λ+
ε (t, ω) = Ω

e−β
+
ε t
, t > 0. (6.124)
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Set t0 = t0(ε) := − 1
β+
ε

log λ > 0. By (6.114), cf. Remark 6.72, for any t ≥ t0, one gets from
(6.124) that

Rd \ Λ+
ε (t, ω) ⊂ Rd \ Λ+

ε (t0, ω) = Ωλ.

Hence, by (6.123), (6.124), for a.a. x ∈ Rd \ Λ+
ε (t, ω), one gets

u(x, t) ≤
(
Aε + ‖u0‖ω

)
e(κ+(1+δ)−m)tω(x)

≤
(
Aε + ‖u0‖ω

)
e(κ+(1+δ)−m)te−β

+
ε t,

and
κ+(1 + δ)−m− β+

ε = β + δκ+ − β(1 + ε) = δκ+ − βε = −εβ
2
,

if only we set from the very beginning δ := εβ
2κ+ . The statement is proved.

Remark 6.74. It is easy to see from the proof above, that the denominator 2 in the right-hand
side of (6.121) can be changed on 1 + ν, for an arbitrary ν ∈ (0, 1); then t0 = t0(ε, ν).

We are going to find now, for a given a+, a proper ω to validate (6.120). We will always
assume that a+ is bounded by a radially symmetric function, namely:

There exists b+ ∈ R, such that

a+(x) ≤ b+(|x|), for a.a. x ∈ Rd.
(A11)

We start with the following sufficient condition.

Proposition 6.75. Let (A11) hold with b+ ∈ Dd(R) which is log-equivalent, cf. Definition 6.28,
to the function b, given by

b(s) := 11R+(s)
M

(1 + s)d+µ
, s ∈ R, (6.125)

for some µ,M > 0. Then there exists α0 ∈ (0, 1), such that, for all α ∈ (α0, 1), the function
ω(x) = b(|x|)α, x ∈ Rd, satisfies (6.120).

Proof. Set α0 :=
d+ µ

2

d+ µ
∈ (0, 1). Take arbitrary α ∈ (α0, 1) and ε ∈ (0, 1 − α). Take also an

arbitrary δ ∈ (0, 1), and define h(s) = sδ, s > 0. By (6.27), applied to b1 = b and b2 = b+, there
exists sδ > 2r such that, for all s > sδ,

h(s) <
s

2
, b+(s) ≤

(
b(s)

)1−ε
. (6.126)

For an arbitrary x ∈ Rd with |x| > sδ, we have a disjoint expansion Rd = D1(x)tD2(x)tD3(x),
where

D1(x) :=
{
|y| ≤ h(|x|)

}
, D2(x) :=

{
h(|x|) < |y| ≤ |x|

2

}
,

D3(x) =
{
|y| ≥ |x|

2

}
.

Then, (a+∗ω)(x)
ω(x) = I1(x) + I2(x) + I3(x), where

Ij(x) :=

∫
Dj(x)

a+(y)
(1 + |x|)(d+µ)α

(1 + |x− y|)(d+µ)α
dy, j = 1, 2, 3.
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Using the inequality |x − y| ≥
∣∣|x| − |y|∣∣, x, y ∈ Rd, one has that |x − y| ≥ |x| − |y| ≥ |x| − |x|δ

for y ∈ D1(x), |x| > sδ. Then

I1(x) ≤
(

1 + |x|
1 + |x| − |x|δ

)(d+µ)α ∫
D1(x)

a+(y)dy → 1, |x| → ∞.

Next, we evidently have, for any |y| < |x|
2 , that 1 + |x− y| ≥ 1 + |x| − |y| ≥ 1

2 (1 + |x|); therefore,

I2(x) ≤ 2(d+µ)α

∫
{|y|>|x|δ}

a+(y)dy → 0, |x| → ∞.

Finally, by (A11) and (6.126), the inclusions y ∈ D3(x) and |x| > sδ imply

a+(y) ≤ b+(|y|) ≤ b(|y|)1−ε ≤ b
( |x|

2

)1−ε
,

and, therefore,

I3(x) ≤M (1 + |x|)(d+µ)α(
1 + |x|

2

)(d+µ)(1−ε)

∫
D3(x)

1

(1 + |x− y|)(d+µ)α0
dy

≤M (1 + |x|)(d+µ)α(
1 + |x|

2

)(d+µ)(1−ε)

∫
Rd

1

(1 + |y|)d+µ
2

dy → 0, |x| → ∞,

as 1− ε > α. Since b is decreasing on R+, we have, by (6.113), that, for any λ > 0, there exists
ρλ > 0, such that Ωλ = {x ∈ Rd : |x| > ρλ}. As a result, one gets (6.120) from the above.

Therefore, under quite weak assumption (A11) on a+ ∈ L1(Rd), with b+ given by (6.125),
one gets (6.121), for ω(x) = b(|x|)α, x ∈ Rd (i.e. ω ∈ R). We are going to enhance this result
in three directions. First, we will get the corresponding result for the case when a+ is decaying
quicker than any inverse polynomial. Next, we will show how to get (6.121) with an ω ∈ I ⊂M
(namely, in the form (6.59)). Finally, we will show how to enhance the results by dropping the
α appeared.

We start with the following two lemmas.

Lemma 6.76. Let b ∈ L1(R) be even, positive, decreasing to 0 on the whole R+, and right-side
long-tailed function. Suppose that there exist B, rb, ρb > 0, such that∫ ∞

rb

b(s− τ)b(τ) dτ ≤ Bb(s), s > ρb. (6.127)

Suppose also that

lim
|x|→∞

a+(x)|x|d−1

b(|x|)
= 0. (6.128)

Then the inequality (6.120) holds, for ω(x) := b(|x|), x ∈ Rd.

Proof. The assumption (6.128) implies that

g(r) := sup
|x|≥r

a+(x)|x|d−1

ω(x)
→ 0, r →∞. (6.129)
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Take an arbitrary δ ∈ (0, 1). By (6.129), one can take then r = r(δ) > rb such that g(r) < δ.
Next, by Lemma 6.58, the inequality (6.77) holds, for c = ω. Therefore, there exists ρ =

ρ(δ, r) = ρ(δ) > max{r, ρb}, such that

sup
|y|≤r

ω(x− y)

ω(x)
< 1 + δ, |x| ≥ ρ. (6.130)

Then, by (6.129) and (6.130), we have

(a+ ∗ ω)(x) = ω(x)

∫
{|y|≤r}

a+(y)
ω(x− y)

ω(x)
dy

+ ω(x)

∫
{|y|≥r}

a+(y)|y|d−1

ω(y)

ω(x− y)ω(y)

ω(x)|y|d−1
dy

≤ ω(x)(1 + δ)

∫
|y|≤r

a+(y)dy

+ g(r)ω(x)

∫
{|y|≥r}

b(|x− y|)b(|y|)
b(|x|)|y|d−1

dy,

and using that b is decreasing on R+ and the inequality |x − y| ≥
∣∣|x| − |y|∣∣, one gets, cf. (2.2)

and recall that g(r) < δ,

≤ ω(x)(1 + δ) + δω(x)

∫
{|y|≥r}

b
(∣∣|x| − |y|∣∣)b(|y|)
b(|x|)|y|d−1

dy,

and using the spherical coordinates, one gets

≤ ω(x)(1 + δ) + δω(x)γd

∫ ∞
r

b
(
|x| − p

)
b(p)

b(|x|)
dp, (6.131)

where γd is the hyper-surface area of an d-dimensional unit sphere (note that we have omitted
an absolute value, as b is even). Finally, using that r > rb and ρ > ρb, we obtain from (6.127)
and (6.131) that, for any δ ∈ (0, 1),

(a+ ∗ ω)(x) ≤ ω(x)
(
1 + δ(1 + γdB)

)
, |x| > ρ(δ),

that implies the statement.

Lemma 6.77. Let b ∈ S1(R) be an even function. Suppose that there exists α′ ∈ (0, 1) such that∫ ∞
0

b(s)α
′
sd−1 ds <∞, (6.132)

and, for any α ∈ (α′, 1),

lim
|x|→∞

a+(x)

b(|x|)α
|x|d−1 = 0. (6.133)

Then there exists α0 ∈ (α′, 1) such that the inequality (6.120) holds for ω(x) = b(|x|)α, x ∈ Rd,
for all α ∈ (α0, 1).

120



Proof. We apply the second part of Theorem 6.25, for n = 1; note that then (6.132) implies
(6.15). As a result, for any α ∈ (α0, 1), the inequality (6.20) holds; in particular, then (6.127)
holds with b replaced by bα. The latter together with (6.133) allows to apply Lemma 6.76 for b
replaced by bα, that fulfils the statement.

Remark 6.78. Note that, by Remark 6.43, (6.132) implies that b ∈ Dd(R) and hence, cf. Defini-
tion 6.21, b ∈ Sd(R).

As a result, one gets a counterpart of Proposition 6.75, for the case when the function b+ in
(A11) decays faster than polynomial and d > 1.

Proposition 6.79. Let (A11) hold for a function b+ ∈ Dd(R) which is loq-equivalent to a
function b ∈ S1(R). For d > 1, we suppose, additionally, that

lim
s→∞

b(s)sν = 0, for all ν ≥ 1. (6.134)

Then there exists α0 ∈ (0, 1), such that, for all α ∈ (α0, 1), the function ω(x) = b(|x|)α, x ∈ Rd
satisfies (6.120).

Proof. We will use Lemma 6.77. For d > 1, one gets from (6.134) that, for any ν > 0, there
exists ρν ≥ 1, such that b(s) ≤ s−ν , s > ρν . In particular, for any α′ ∈ (0, 1), one has (6.132).
For d = 1, σ = 0, we use instead that b ∈ S1(R) implies (6.16), and hence we get (6.132), if only
α′ ∈

(
1

1+δ , 1
)
.

Next, for any d ∈ N, choose an arbitrary α ∈ (α′, 1). Then, by (A11) and (6.27) applied for
b1 = b and b2 = b+, we have that, for any ε ∈ (0, 1 − α), there exists ρε > 0, such that, for all
|x| > ρε,

a+(x)

b(|x|)α
|x|d−1 ≤ b(|x|)1−ε−α|x|d−1 =

(
b(|x|)|x|ν

)1−ε−α
, (6.135)

where ν =
d− 1

1− ε− α
≥ 0, as α < 1− ε. Clearly, (6.135) together with (6.134), in the case d > 1,

imply (6.133), that fulfills the statement.

Remark 6.80. Note that, in Proposition 6.75, for the function b given by (6.125), one can choose
α′ ∈ (0, 1) such that (6.132) holds. The same property we have checked above for the function
b which satisfies assumptions of Proposition 6.79. As a result, by Remark 6.43, the functions
ω(x) = b(|x|)α, x ∈ Rd in these Propositions are integrable for all α ∈ (α0, 1).

Now we are going to find examples of ω ∈ I such that (6.120) holds. We start with the
following definition.

Definition 6.81. Let p ∈ R be constructed by a function b ∈ Dd(R), i.e. p(x) = b(|x|), x ∈ Rd.
For any λ ∈

(
0, b(0)

)
, we set

Θλ(p) :=
{
x ∈ Rd : ∆(x) ⊂ Ωλ(p)

}
, (6.136)

where ∆(x) is given by (6.55).

Remark 6.82. Let ρλ,b > 0 be the unique number such that b
(
ρλ,b

)
= λ. Then, evidently,

Ωλ(p) =
{
x ∈ Rd : |x| > ρλ,b

}
. Therefore, by (6.65), one gets, for any x ∈ Rd with 〈x〉 > ρλ,b

and for any y ∈ ∆(x), that |y| > ρλ,b, and hence y ∈ Ωλ(p). As a result,{
x ∈ Rd : 〈x〉 > ρλ,b

}
⊂ Θλ(p);

in particular, the latter set is not empty.
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Proposition 6.83. Let p ∈ R be constructed by a function b ∈ Dd(R). Suppose that (6.120)
holds with ω = p and Ωλ = Ωλ(p). Let c ∈ I be given by (6.59). Then the following analogue to
(6.120) holds:

lim
λ→0+

sup
x∈Θλ(p)

(a+ ∗ c)(x)

c(x)
≤ 1. (6.137)

Proof. Take an arbitrary δ ∈ (0, 1). By (6.120) with ω = p, there exists λ0 = λ0(δ), such that,
for all λ ∈ (0, λ0), we have, cf. (6.118),

(a+ ∗ p)(x)

p(x)
≤ 1 + δ, x ∈ Ωλ(p). (6.138)

Next, for any x ∈ Rd, one gets

(a+ ∗ c)(x) =

∫
Rd
a+(x− y)

∫
∆(y)

p(z) dz dy

=

∫
Rd
a+(x− y)

∫
∆(x)

p(z − (x− y)) dz dy

=

∫
∆(x)

(a+ ∗ p)(z) dz.

As a result, by (6.138) and (6.136), we have that, for any x ∈ Θλ(p),

(a+ ∗ c)(x)

c(x)
=

∫
∆(x)

(a+ ∗ p)(z)
p(z)

p(z) dz

c(x)
≤ 1 + δ.

Since the latter holds for any λ ∈ (0, λ0), one gets the statement.

To get from (6.137) the inequality (6.120) with ω = c and Ωλ = Ωλ(c), consider the following
lemma.

Lemma 6.84. Let p ∈ R be constructed by a long-tailed function b ∈ Dd(R) (in particular, let
p ∈ L). Let c ∈ I be given by (6.59). Then there exists λ1 > 0, such that, for all λ ∈ (0, λ1),

Ωλ(c) ⊂ Θλ(p). (6.139)

Proof. By Lemma 6.58 and Remark 6.59, we have that (6.77) holds with c replaced by p. As a
result, for any ε > 0 and r > 0, there exists R = R(ε, r) > 0, such that

p(x+ y) ≥ (1− ε)p(x), |y| ≤ r, |x| ≥ R.

Therefore, x ∈ Ωλ(c) with |x| ≥ R implies that

λ ≥
∫ x1+ r√

d

x1

. . .

∫ xd+ r√
d

xd

b
(√

y2
1 + . . .+ y2

d

)
dy1 . . . dyd

≥ rd

d
d
2

p
(
x+

( r√
d
, . . . ,

r√
d

))
≥ rd

d
d
2

(1− ε)p(x).

Choose now ε = 1
2 and r = 2

1
d

√
d > 0, and consider the corresponding R. Since λ ↓ 0 if and

only if 〈x〉 → ∞, there exists λ1 > 0 such that, for all λ ∈ (0, λ1), the inclusion x ∈ Ωλ(c)
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implies 〈x〉 > R and hence |x| > R. Moreover, for any y ∈ ∆(x), we have that y ∈ Ωλ(c), by the
monotonicity of c in each of variables; and, by (6.65), 〈x〉 > R implies |y| > R. As a result, for
any y ∈ ∆(x) (including y = x), we have that p(y) ≤ λ, i.e ∆(x) ⊂ Ωλ(p). Then, by (6.136),
x ∈ Θλ(p), that proves the statement.

Theorem 6.85. Let the assumption (A1) hold. Let b : R → (0,∞) be an even long-tailed
function decreasing on R+ to 0, such that for some α0 ∈

(
3
4 , 1
)
, bα0 ∈ Dd(R); and, for any

α ∈ (α0, 1), the inequality (6.120) holds with ω(x) = b(|x|)α, x ∈ Rd. (In particular, let the
conditions of either Proposition 6.75 or Proposition 6.79 hold.) Let c ∈ R ∪ I be constructed by
the function b in the sense of Definition 6.42. Suppose that 0 ≤ u0 ≤ θ and ‖u0‖c <∞; and let
u = u(x, t) be the corresponding solution to (2.1). Then there exists ε0 ∈ (0, 1), such that, for
any ε ∈ (0, ε0), there exist Aε > 0 and τ = τ(ε) > 0, such that

esssup
x/∈Λ+

ε (t,c)

u(x, t) ≤
(
Aε +B‖u0‖c

)
e−

εβ
4 t, t ≥ τ, (6.140)

where B := max
{

1, b(0)1−α0
}
.

Proof. First, we note that by Remark 6.43, bα0 ∈ Dd(R) implies b ∈ Dd(R). Next, let α0 ∈
(

3
4 , 1
)

be given. For any b decreasing on R+ and for any α ∈ (α0, 1),

b(|x|)α =

(
b(|x|)
b(0)

)α
b(0)α ≥ b(|x|)

b(0)1−α ,

since b(|x|) ≤ b(0), x ∈ Rd. Let cα ∈ R ∪ I be given by (6.60). Then, ‖u0‖c <∞ implies

u0(x)

cα(x)
≤ u0(x)

c(x)
b(0)1−α ≤ ‖u0‖c max

{
1, b(0)1−α0

}
, x ∈ Rd,

i.e. ‖u0‖cα ≤ B‖u0‖c, where B = max
{

1, b(0)1−α0
}
.

Let ε0 = ε0(α0) by given by Theorem 6.52. Take an arbitrary ε ∈ (0, ε0) and consider
α = α(ε) ∈ (α0, 1) also given by Theorem 6.52. By the assumed, (6.120) holds for ω = pα,
where p(x) = b(|x|), x ∈ Rd. Therefore, for c ∈ R, one gets that (6.120) holds for ω = cα ∈ R,
cf. Remark 6.44. Let now c ∈ I. Since b is long-tailed, the function bα is long-tailed as well.
Then, one can use Lemma 6.84 with p replaced by bα; one gets then, for some λ1 > 0,

Ωλ(cα) ⊂ Θλ(pα), λ ∈ (0, λ1).

Therefore, Proposition 6.83 implies that (6.120) holds for ω = cα ∈ I.
As a result, one can use now Theorem 6.73 with ω = cα ∈ R∪I and ε replaced by ε

2 . Namely,
there exist Aε > 0 and t0 = t0(ε) > 0, such that

esssup
x/∈Λ+

ε
2

(t,cα)

u(x, t) ≤
(
Aε +B‖u0‖c

)
e−

εβ
4 t, t ≥ t0. (6.141)

On the other hand, by Theorem 6.52, there exists τ = τ(ε) > 0, such that (6.67) holds, i.e.

Rd \ Λ+
ε (t, c) ⊂ Rd \ Λ+

ε
2
(t, cα), t ≥ τ. (6.142)

Combining (6.141) and (6.142), one gets (6.140).

Remark 6.86. By Corollary 6.55 and Remark 6.56, one can get (6.140) for any c constructed in
the sense of Definition 6.42 by a function b1 : R → R+ which is tail-decreasing only and such
that log b1(s) ∼ log b(s), s→∞.
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Remark 6.87. Using a bit more cumbersome expressions for ε0 and α = α(ε), ε ∈ (0, ε0) in the
proof of Theorem 6.52, one can obtain (6.67) with ε

2 replaced by any ε′ ∈ (0, ε). As a result,
we may apply Theorem 6.73 inside the proof of Theorem 6.85 with ε replaced by ε

1+ν′ for any
ν′ ∈ (0, 1). Combining this observation with Remark 6.74, one can get, as a result, (6.140),
where, in the denominator of the right-hand side, the number 4 will be replaced by 1 + ν′′ for an
arbitrary ν′′ ∈ (0, 1), by a redefining of τ = τ(ε, ν′′).
Remark 6.88. For c ∈ R ∪ I, the condition ‖u0‖c < ∞ separates, in some sense, the cases
of ‘decreasing’ and ‘symmetric’ initial conditions. Namely, if, for example, u0 ∈ M, then the
inequality ‖u0‖c <∞ is impossible for any c ∈ R, cf. (6.106); and hence c must be from I.

6.7 Corollaries and examples
The aim of this Section is to provide useful sufficient conditions on functions a+ and u0 to get
simultaneously (6.94) and (6.140), i.e., in particular, to get that

lim
t→∞

essinf
x∈Λ−ε (t,c)

u(x, t) = θ, lim
t→∞

esssup
x/∈Λ+

ε (t,c)

u(x, t) = 0, (6.143)

if only c ∈ L ∪N and ε is small enough.
Through this section we will always assume that the assumptions (A1), (A2), (A4), (A6),

(A10) hold true. As an reinforcement of (A11), consider the assumptions below.
Let δ, ρ > 0, and R0 > 0 be the same as in the assumptions (A4) and (A10), correspondingly.

Suppose that there exist constants µ,M > 0, r ≥ R0, a point x0 ∈ Rd, and functions b+ ∈ Dd(R),
b+ : R→ R+, v◦ ∈ R ∪M, v◦ : Rd → [0, θ], such that

b+(|x|) ≤ a+(x) ≤ b+(|x|), for a.a. x ∈ Rd; (B.1)

b+(s) ≤ M

(1 + s)d+µ
, for a.a. s ≥ r; (B.2)

b+(s) ≥ δ, for a.a. s ∈ [0, ρ]; (B.3)

θ ≥ v◦(x) ≥ u0(x) ≥ v◦(x), for a.a. x ∈ Rd; (B.4)
v◦(x) ≥ δ, for a.a. x ∈ Bρ(x0). (B.5)

To simplify the formulations below, let us introduce the set S̃(R) ⊂ Sd(R), d ∈ N as follows.
Let S̃1(R) := S1(R), whereas, for d > 1, let S̃d(R) be the set of all functions b ∈ Sd(R), such
that b is either given by (6.125) for some M,µ > 0 or b satisfies (6.134).

We will distinguish several cases. They are described below a bit informally, leaving the exact
formulations to the corresponding Propositions (note that if b+ = b+, v◦ = v◦ in the above, then
those descriptions become exact).

Case 1. lim
|x|→∞

u0(x) = 0.

Subcase 1.1. sup
x∈Rd

u0(x)

a+(x)
<∞.

Proposition 6.89. Let assumptions (A1), (A2), (A4), (A6), (A10) and (B.1)–(B.5) hold. Sup-
pose that b+ ∈ Dd(R) is a long-tailed and tail-log-convex function, and let both b+ and b+ be
log-equivalent, cf. Definition 6.28, to a function b ∈ S̃d(R). Suppose also that

sup
x∈Rd

u0(x)

b(|x|)
<∞. (6.144)
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Then there exist ε0 ∈ (0, 1) and B > 0 such that, for any ε ∈ (0, ε0), there exists A = A(ε) > 0
and t1 = t1(ε) > 0, such that (6.94) and (6.140) both hold for c(x) = b(|x|), x ∈ Rd.

Proof. Let ε0 ∈ (0, 1) be chosen later. Take an arbitrary ε ∈ (0, ε0).
Let c+ ∈ L ⊂ L1(Rd) be constructed by b+ ∈ Dd(R), cf. Definition 6.42. Then (6.144)

implies that u0 ∈ L1(Rd). Therefore, one can apply Proposition 6.68 with c = c+ > 0 and
f = u0; namely, there exists D > 0, such that a+ ∗ u0 ≥ c+ ∗ u0 ≥ Dc+ ∈ L. Then, by
Theorem 6.67, for any ε1 ∈ (0, ε), we have that (6.94) holds, with ε replaced by ε1 and c replaced
by Dc+. By (6.63),

Λ−ε1(t,Dc+) =
{
x ∈ Rd : |x| ≤ η−ε1(t,Db+)

}
.

By the assumed, log(Db+)(s) ∼ log b(s), s → ∞. Therefore, one can apply Proposition 6.33;
namely, by (6.38) with b1 = b, b2 = Db+, we have that Λ−ε (t, b) ⊂ Λ−ε1(t,Dc+), and hence (6.94)
holds, with c(x) = b(|x|), x ∈ Rd. Note that we had not any restrictions on ε0 here.

If d = 1 or if d > 1 and, additionally, (6.134) holds, then one can apply Proposition 6.79.
If d > 1 and (6.134) does not hold, then, by the assumed, b is given by (6.125), and one can
apply Proposition 6.75. In both cases, there exists α1 ∈ (0, 1), such that, for all α ∈ (α1, 1),
the function ω(x) = b(|x|)α, x ∈ Rd, satisfies (6.120). Moreover, we have shown in the proof of
Proposition 6.79, that there exists α′ ∈ (0, 1), such that (6.132) holds. As a result, taking any
α0 ∈

(
max

{
3
4 , α1, α

′}, 1), we will fulfill all conditions of Theorem 6.85, i.e. one can choose above
ε0 ∈ (0, 1), such that (6.140) holds, with c(x) = b(|x|), x ∈ Rd.

Subcase 1.2. lim
|x|→∞

a+(x)

u0(x)
= 0.

Proposition 6.90. Let assumptions (A1), (A2), (A4), (A6), (A10) and (B.1)–(B.5) hold. Let
v◦, v◦ ∈ R be constructed by b◦, b◦ ∈ Dd(R). Suppose that b◦ is long-tailed and tail-log-convex,
b◦ ∈ S̃d(R), and let both b◦ and b◦ be log-equivalent to a function b ∈ S̃d(R). Assume also that

lim
|x|→∞

a+(x)

b◦(|x|)
|x|d−1 = 0. (6.145)

Then there exist ε0 ∈ (0, 1) and B > 0 such that, for any ε ∈ (0, ε0), there exists A = A(ε) > 0
and t1 = t1(ε) > 0, such that (6.94) and (6.140) both hold, for c(x) = b(|x|), x ∈ Rd.

Proof. Let ε0 ∈ (0, 1) be chosen later. Take an arbitrary ε ∈ (0, ε0).
The proof of (6.94) is essentially the same as that for Proposition 6.89, with only the difference

that we will apply now Proposition 6.68 for c = c◦ > 0 and f = a+ ∈ L1(Rd), where c◦(x) :=
b◦(|x|), x ∈ Rd.

To prove (6.140), we are going to apply Theorem 6.73 to ω(x) = b◦(|x|), x ∈ Rd. Clearly,
by (B.4), ‖u0‖ω <∞. It remains to check (6.120). By the proof of Theorem 6.25, the inclusion
b◦ ∈ Sd(R) implies the first inequality in (6.22) with b replaced by b◦. This evidently yields
(6.127), also with b replaced by b◦. Therefore, because of (6.145), one can use Lemma 6.76,
and we get (6.120). As a result, we may apply Theorem 6.73: there exists ε0 ∈ (0, 1) such that
(6.121) holds with ε replaced by ε

2 < ε0. The rest of the proof will be similar to that in the proof
of Proposition 6.89: by using the log-equivalence of b◦ and b, (6.63), Proposition 6.33, and the
evident inequality ‖u0‖b◦ ≤ ‖u0‖b, one gets (6.140).

Remark 6.91. Because of the assumption ‖u0‖c <∞ in Theorem 6.85, one has to have b◦ ∈ S̃d(R)

instead of just b ∈ S̃d(R). A sufficient condition to get the latter inclusion from the former one
is given by Proposition 6.29.
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Case 2. lim
ρ→∞

u0((ρ, . . . , ρ)) = 0, lim
ρ→−∞

u0((ρ, . . . , ρ)) ∈ (0, θ].

Subcase 2.1. sup
x∈Rd

u0(x)∫
∆(x)

a+(y)dy

<∞.

Proposition 6.92. Let assumptions (A1), (A2), (A4), (A6), (A10) and (B.1)–(B.5) hold. Let
all assumptions of Proposition 6.89 but (6.144) hold. Instead of (6.144), we suppose that

1. there exists ξ ∈ (0, θ), such that

v◦(x) ≥ ξ 11Rd−(x), x ∈ Rd, R− := (−∞, 0], (6.146)

2. for the function c ∈ I constructed by b, cf. Definition 6.42, one has that

sup
x∈Rd

u0(x)

c(x)
<∞. (6.147)

Then there exist ε0 ∈ (0, 1) and B > 0 such that, for any ε ∈ (0, ε0), there exists A = A(ε) > 0
and t1 = t1(ε) > 0, such that (6.94) and (6.140) both hold for the function c.

Proof. Let ε0 ∈ (0, 1) be chosen later. Take an arbitrary ε ∈ (0, ε0). As we have mentioned
above, the assumptions about q+ and b+ imply that c+ ∈ L, where c+(x) := b+(|x|), x ∈ Rd.
Then, by (B.1),

(a+ ∗ u0)(x) ≥ ξ
∫
Rd
c+(y)11Rd−(x− y) dy

= ξ

∫
∆(x)

c+(y) dy =: c̃(x), x ∈ Rd;

and hence c̃ ∈ N . Thus, one can apply Theorem 6.67 to get (6.94) with c replaced by c̃ and
ε replaced by ε

2 . Next, by the log-equivalence between b and b+, we have that (6.26) holds for
b1 = b, b2 = ξb+. Therefore, we can apply Corollary 6.55 with c(1)(x) = c(x) :=

∫
Rd b(|y|)dy,

x ∈ Rd, c(2) = c̃, see also Remark 6.56; and then (6.74) leads to (6.94) for this c.
To get (6.140) we will need just to repeat all corresponding arguments from Proposition 6.89

with only the difference that Theorem 6.85 will be applied now for the c ∈ I.

Remark 6.93. Using [?, Proposition 3.15] in the same way as in the proof of Theorem 6.67, one

can replace Rd− in (6.146) by
d

×
j=1

(−∞, yj ], for an arbitrary fixed y ∈ Rd.

Remark 6.94. If, additionally, u0(x) =
∫

∆(x)
p(y)dy, x ∈ Rd for some p ∈ L1(Rd), then, evidently,

sup
x∈Rd

p(x)

a+(x)
<∞ =⇒ sup

x∈Rd

u0(x)∫
∆(x)

a+(y)dy

<∞.

Subcase 2.2. lim
〈x〉→∞

∫
∆(x)

a+(y)|y|d−1dy

u0(x)
= 0.
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Proposition 6.95. Let assumptions (A1), (A2), (A4), (A6), (A10) and (B.1)–(B.5) hold. Let
v◦, v◦ ∈ I be constructed by b◦, b◦ ∈ Dd(R), cf. Definition 6.42. Suppose that all assumptions of
Proposition 6.90 hold; and let c ∈ I be constructed by the function b. Then there exist ε0 ∈ (0, 1)
and B > 0 such that, for any ε ∈ (0, ε0), there exists A = A(ε) > 0 and t1 = t1(ε) > 0, such that
(6.94) and (6.140) both hold.

Proof. First, we apply Proposition 6.68 with f = a+ and c replaced by v◦. Then, similarly to
the proof of Proposition 6.92, we may apply Theorem 6.67 to get (6.94) with c replaced by v◦
and ε replaced by ε

2 , and, by using the log-equivalence between b and b◦, Corollary 6.55, and
Remark 6.56, we will get (6.94) for the needed c.

Next, in the same way as in the proof of Proposition 6.90, we get (6.120) for ω(x) = b◦(|x|),
x ∈ Rd. Then we apply Proposition 6.83 with b replaced by b◦. Hence one gets (6.137) with cα =
v◦, and one can use Lemma 6.84, that implies (6.120) for ω = v◦. Therefore, by Theorem 6.73,
one has (6.140) with ω = v◦ and ε replaced by ε

2 . Again, now by the log-equivalence between b
and b◦, one can use Corollary 6.55 and Remark 6.56, cf. Remark 6.86, and then (6.75) yields the
needed.

Remark 6.96. It is easy to check that the convergence (6.145) indeed implies that

lim
〈x〉→∞

∫
∆(x)

a+(y)|y|d−1dy∫
∆(x)

b◦(y)dy

= 0.

The following Corollary summarizes the statements above in the simplest case when b+ = b+

and v◦ = v◦.

Corollary 6.97. Let b, q : R → R+ be bounded functions such that (B.2) holds for both b+ = b
and b+ = q, and q(s) ≥ δ, s ∈ [0, ρ]. Let (A1), (A2), (A4), (A6), (A10) hold, and a+(x) = b(|x|),
x ∈ Rd. Let one of the following conditions holds

sup
s∈R+

q(s)

b(s)
<∞, (6.148)

lim
s→∞

b(s)

q(s)
sd−1 = 0. (6.149)

1. Let u0(x) = q(|x|), x ∈ Rd and q : R→ [0, θ]. Then

(a) if b ∈ S̃d(R) and (6.148) holds, then (6.143) holds with c = a+;

(b) if q ∈ S̃d(R) and (6.149) holds, then (6.143) holds with c = u0.

2. Let u0(x) =

∫
∆(x)

q(|y|)dy, x ∈ Rd with
∫ ∞

0

q(s)sd−1ds ∈ (0, θ]. Then

(a) if b ∈ S̃d(R) and (6.148) holds, then (6.143) holds with

c(x) :=

∫
∆(x)

a+(y)dy, x ∈ Rd;

(b) if q ∈ S̃d(R) and (6.149) holds, then (6.143) holds with c = u0.
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Proof. Note that q(s) ≥ δ, s ∈ [0, ρ] implies∫
∆(x)

q(|y|)dy ≥ const · 11Rd−(x), x ∈ Rd.

All other requirements of Propositions 6.89, 6.90, 6.92, 6.95 evidently hold true.

Thus, informally speaking, in the Case 1, one gets (6.143) with c = a+ or c = u0, whichever
decays slowly, whereas, in the Case 2, one gets (6.143) with c =

∫
∆
a+ or c = u0 whichever

decays slowly (and provided that, in both cases, c has ‘’heavy tails’).

Consider now several examples. In all of them we will suppose that the conditions (A1), (A2),
(A4), (A6), (A10) hold, and that u0 is separated from 0 in a neighborhood of the origin.

Example 6.98. Let, for some µ > 0, ν ≥ 0, r,M > 1, and δ ≥ 0, one of the following two pairs
of conditions hold, for a.a. |x| ≥ r,

(log |x|)−ν(1 + |x|)−d−µ ≤ a+(x) ≤ (log |x|)ν(1 + |x|)−d−µ,
u0(x) ≤M(1 + |x|)−d−µ,

(6.150)

or if, additionally, δ + ν > 0,

(log |x|)−ν(1 + |x|)−d−µ ≤ u0(x) ≤ (log |x|)ν(1 + |x|)−d−µ,
a+(x) ≤M(1 + |x|)−2d−µ−1−δ,

(6.151)

Then, for (6.150), we just apply Proposition 6.89 with b(s) = (1 + s)−(d+µ).
For (6.151), we will use Proposition 6.90 with b(s) = (1 + s)−(d+µ) and b◦(s) = (log s)νb(s);

then b◦ ∈ Sd(R), see Subsubsection 6.3.1. Note that then

a+(x)

b◦(|x|)
|x|d−1 ≤ M(1 + |x|)d+µ

(log |x|)ν(1 + |x|)2d+µ−1+δ
|x|d−1 =

M

(log |x|)ν |x|δ
→ 0,

as |x| → ∞, if only δ + ν > 0.
In both cases, we will get, see again Subsubsection 6.3.1, that there exists ε0 > 0, such that,

for any ε ∈ (0, ε0),

lim
t→∞

essinf
|x|≤exp

(
β(1−ε)t
d+µ

)u(x, t) = θ, lim
t→∞

esssup
|x|≥exp

(
β(1+ε)t
d+µ

)u(x, t) = 0, (6.152)

Example 6.99. Let now d = 1 and, for some r, µ,M > 0, ξ ∈ (0, θ),

a+(x) = M(1 + |x|)−1−µ, |x| > r,

ξ11R+(x) ≤ u0(x) ≤ ξ
∫ ∞
x

a+(y)dy ≤ θ, x ∈ R, ξ ∈ (0, θ),

and u0 is decreasing on R. Then the front is described via the function∫ ∞
x

a+(y)dy =
M

µ+ 1
x−µ,

if x is big enough. Therefore, by (6.35) and Proposition 6.92,

lim
t→∞

essinf
x≤exp

(
β(1−ε)t

µ

)u(x, t) = θ, lim
t→∞

esssup
x≥exp

(
β(1+ε)t

µ

)u(x, t) = 0, (6.153)

i.e. the motion of the front goes a bit faster than in (6.152) with d = 1.
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Example 6.100. Let, for some ν, µ ≥ 0, r,M > 1, and α ∈ (0, 1), one of the following two pairs
of conditions hold, for a.a. |x| ≥ r,

(1 + |x|)−ν exp(−|x|α) ≤ a+(x) ≤ (1 + |x|)ν exp(−|x|α),

u0(x) ≤M exp(−|x|α),
(6.154)

or if, additionally, ν + µ > d− 1,

(1 + |x|)−ν exp(−|x|α) ≤ u0(x) ≤ (1 + |x|)ν exp(−|x|α),

a+(x) ≤M(1 + |x|)−µ exp(−|x|α),
(6.155)

Then, the same arguments as in Example 6.98 related to the function b(s) = exp(−sα) will
imply that, cf. Subsubsection 6.3.3, there exists ε0 > 0, such that, for any ε ∈ (0, ε0),

lim
t→∞

essinf

|x|≤
(
β(1−ε)t

) 1
α

u(x, t) = θ, lim
t→∞

esssup

|x|≥
(
β(1+ε)t

) 1
α

u(x, t) = 0, (6.156)

Example 6.101. Let now d = 1 and, for some r,M > 0, ξ ∈ (0, θ), α ∈ (0, 1), one of the
following two pairs of conditions hold

a+(x) = M exp(−|x|α), |x| > r,

ξ11R+
(x) ≤ u0(x) ≤ ξ

∫ ∞
x

a+(y)dy ≤ θ, x ∈ R, ξ ∈ (0, θ),
(6.157)

or if, additionally, µ > d− 1,

u0(x) = M exp(−xα), x > r,

a+(x) ≤M |x|µ+α−1 exp(−|x|α), |x| > r,
(6.158)

and, in both cases, u0 is decreasing on R. Then, for (6.157), by Proposition 6.92, the front is
described via the function M

∫∞
x

exp(−yα)dy for big enough x. Moreover, by Remark 6.86, the
same representation will hold, up to the choice of ε, via the function

M

∫ ∞
x

yα−1 exp(−yα)dy =
M

α
exp(−xα), (6.159)

since the integrands are logarithmically equivalent. Therefore,

lim
t→∞

essinf

x≤
(
β(1−ε)t

) 1
α

u(x, t) = θ, lim
t→∞

esssup

x≥
(
β(1+ε)t

) 1
α

u(x, t) = 0, (6.160)

i.e., in contrast to Example 6.99 the motion of the front is the same as in (6.156) with d = 1.
For (6.158), we have from (6.159) that u0(x) =

∫∞
x
b(y)dy, where b is also logarithmically

equivalent to exp(−xα). Therefore, by Proposition 6.95, one gets (6.160) as well.

In the last example, one shows that an ‘intermediate’ front propagation is possible as well.

Example 6.102. Let, for some M,P, r, α > 0 and for all |x| > r

a+(x) = M exp
(
−(α log |x|)2

)
,

u0(x) ≤ P exp
(
−(α log |x|)2

)
.

129



Then, by Proposition 6.89 and Subsubsection 6.3.2, one gets

lim
t→∞

essinf
|x|≤exp

(√
αβ(1−ε)t

)u(x, t) = θ,

lim
t→∞

esssup
|x|≥exp

(√
αβ(1+ε)t

)u(x, t) = 0,
(6.161)

Similarly, using Subsubsection 6.3.4, one can construct a+ and u0, such that the front will
be described approximately by β(1± ε)t(log t)γ for any γ > 1, that demonstrates slower motion
than that in (6.156).
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A Pictures
1. A traveling wave. See Definition 4.3.

2. Anisotropic front propagation. For related definitions see (5.15) and (5.21).

Υ1

κ+m

Υ1,ξ

O

c∗(ξ)ξ

ξ

front propagation
in a direction ξ

front propagation

Figure 1: Relationship between the sets Υ1,ξ and Υ1
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3. Front propagation with a constant speed. See Theorem 5.4, 5.9, 5.10.

ξ

u

θ

tc∗(ξ)ξ−tc∗(−ξ)ξ

εtξ−εtξ
εtξ−εtξ

Figure 2: Space-value diagram

t(c∗(−ξ)− ε)

t(c∗(−ξ) + ε)

t(c∗(ξ)− ε)

t(c∗(ξ) + ε)

Sd−1 3 ξ

R+t

x = tc∗(−ξ)ξ

x = tc∗(ξ)ξ

u(x, t)→ 0

u(x, t)→ 0

u(x, t)→ θ Υ
t

=
tΥ

1

1

Υ
1

Figure 3: Space-time diagram
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4. Accelerating front propagation. See Theorem 6.67, 6.73.

x

u

θ

η(t)−η(t)

Figure 4: Space-value diagram

−η((1+ε)τ)

−η((1−ε)τ)

η((1−ε)τ)

η((1+ε)τ)

x

tτ

x = −η(t)

x = η(t)u(x, t)→ 0

u(x, t)→ 0

u(x, t)→ θ

Figure 5: Space-value diagram

133



Acknowledgements
Financial support of DFG through CRC 701, Research Group “Stochastic Dynamics: Mathemat-
ical Theory and Applications” is gratefully acknowledged.

134



References
[1] F. Achleitner and C. Kuehn. On bounded positive stationary solutions for a nonlocal Fisher–

KPP equation. Nonlinear Analysis: Theory, Methods & Applications, 112: 15–29, 2015.

[2] M. Aguerrea, C. Gomez, and S. Trofimchuk. On uniqueness of semi-wavefronts. Math. Ann.,
354 (1): 73–109, 2012.

[3] M. Alfaro and J. Coville. Rapid traveling waves in the nonlocal Fisher equation connect two
unstable states. Appl. Math. Lett., 25 (12): 2095–2099, 2012.

[4] F. Andreu-Vaillo, J. M. Mazón, J. D. Rossi, and J. J. Toledo-Melero. Nonlocal diffusion
problems, volume 165 of Mathematical Surveys and Monographs. American Mathematical
Society, Providence, RI; Real Sociedad Matemática Española, Madrid, 2010. xvi+256 pp.

[5] N. Apreutesei, N. Bessonov, V. Volpert, and V. Vougalter. Spatial structures and generalized
travelling waves for an integro-differential equation. Discrete Contin. Dyn. Syst. Ser. B, 13
(3): 537–557, 2010.

[6] D. G. Aronson and H. F. Weinberger. Multidimensional nonlinear diffusion arising in pop-
ulation genetics. Adv. in Math., 30 (1): 33–76, 1978.

[7] A.A. Borovkov, K.A. Borovkov, Asymptotic analysis of random walks. Heavy-tailed distribu-
tions. Encyclopedia of Mathematics and its Applications, 118. Cambridge University Press,
Cambridge, 2008. ISBN: 978-0-521-88117-3 xxx+625 pp

[8] H. Berestycki, G. Nadin, B. Perthame, and L. Ryzhik. The non-local Fisher-KPP equation:
travelling waves and steady states. Nonlinearity, 22 (12): 2813–2844, 2009.

[9] N. N. Bogoliubov, Problemy dinamic̆eskoi teorii v statistic̆eskoi fizike (Russian) [Problems
of Dynamical Theory in Statistical Physics], Gosudarstv. Izdat. Tehn.–Teor. Lit., Moscow-
Leningrad, 1946.

[10] B. Bolker and S. W. Pacala. Using moment equations to understand stochastically driven
spatial pattern formation in ecological systems. Theor. Popul. Biol., 52 (3): 179–197, 1997.

[11] B. Bolker and S. W. Pacala. Spatial moment equations for plant competitions: Under-
standing spatial strategies and the advantages of short dispersal. American Naturalist, 153:
575–602, 1999.

[12] O. Bonnefon, J. Coville, J. Garnier, and L. Roques. Inside dynamics of solutions of integro-
differential equations. Discrete and Continuous Dynamical Systems - Series B, 19 (10):
3057–3085, 2014.

[13] M. Bramson. Convergence of solutions of the Kolmogorov equation to travelling waves.Mem.
Amer. Math. Soc., 44 (285): iv+190, 1983.

[14] C. Brändle, E. Chasseigne, and R. Ferreira. Unbounded solutions of the nonlocal heat equa-
tion. Communications on Pure and Applied Analysis, 10 (6): 1663–1686, 2011.

[15] J. Carr and A. Chmaj. Uniqueness of travelling waves for nonlocal monostable equations.
Proc. Amer. Math. Soc., 132 (8): 2433–2439 (electronic), 2004.

[16] E. Chasseigne, M. Chaves, and J. D. Rossi. Asymptotic behavior for nonlocal diffusion
equations. Journal de Mathématiques Pures et Appliquées, 86 (3): 271–291, 2006.

135



[17] V.P. Chistyakov A theorem on sums of independent positive random variables and its ap-
plications to branching random processes. Teor. Verojatnost. i Primenen, 9: 710–718, 1964.

[18] J. Chover, P. Ney, S. Wainger. Functions of probability measures. em J. Analyse Math., 26:
255–302, 1973

[19] J. Coville. On uniqueness and monotonicity of solutions of non-local reaction diffusion equa-
tion. Ann. Mat. Pura Appl., 185 (3): 461–485, 2006.

[20] J. Coville. Maximum principles, sliding techniques and applications to nonlocal equations.
Electron. J. Differential Equations, pages No. 68, 23 pp. (electronic), 2007.

[21] J. Coville, J. Dávila, and S. Martínez. Existence and uniqueness of solutions to a nonlocal
equation with monostable nonlinearity. SIAM J. Math. Anal., 39 (5): 1693–1709, 2008.

[22] J. Coville, J. Dávila, and S. Martínez. Nonlocal anisotropic dispersal with monostable non-
linearity. J. Differential Equations, 244 (12): 3080–3118, 2008.

[23] J. Coville, J. Dávila, and S. Martínez. Pulsating fronts for nonlocal dispersion and KPP
nonlinearity. Ann. Inst. H. Poincaré Anal. Non Linéaire, 30 (2): 179–223, 2013.

[24] J. Coville and L. Dupaigne. Propagation speed of travelling fronts in non local reaction-
diffusion equations. Nonlinear Anal., 60 (5): 797–819, 2005.

[25] J. Coville and L. Dupaigne. On a non-local equation arising in population dynamics. Proc.
Roy. Soc. Edinburgh Sect. A, 137 (4): 727–755, 2007.

[26] J. A. R. da Cunha, A. L. A. Penna, M. H. Vainstein, R. Morgado, and F. A. Oliveira.
Self-organization analysis for a nonlocal convective Fisher equation. Physics Letters A, 373
(6): 661–667, 2009.

[27] J. L. Daletskii and M. G. Krein. Stability of solutions of differential equations in Banach
space. American Mathematical Society, Providence, R.I., 1974. vi+386 pp. Translated from
the Russian by S. Smith, Translations of Mathematical Monographs, Vol. 43.

[28] H. Delange. Généralisation du théorème de Ikehara. Ann. Sci. Ecole Norm. Sup. (3), 71:
213–242, 1954.

[29] K. Deng and Y. Wu. Global stability for a nonlocal reaction–diffusion population model.
Nonlinear Analysis: Real World Applications, 25: 127–136, 2015.

[30] U. Dieckmann and R. Law. Relaxation projections and the method of moments. In The Ge-
ometry of Ecological Interactions, pages 412–455. Cambridge University Press, Cambridge,
UK, 2000.

[31] R. L. Dobrushin, Y. G. Sinai, and Y. M. Sukhov. Dynamical systems of statistical mechanics.
In Y. G. Sinai, editor, Ergodic Theory with Applications to Dynamical Systems and Statistical
Mechanics, volume II of Encyclopaedia Math. Sci. Springer, Berlin, Heidelberg, 1989.

[32] R. Durrett. Crabgrass, measles and gypsy moths: An introduction to modern probability.
Bulletin (New Series) of the American Mathematical Society, 18 (2): 117–143, 1988.

[33] S. Foss, D. Korshunov, and S. Zachary. An introduction to heavy-tailed and subexponential
distributions. Springer Series in Operations Research and Financial Engineering. Springer,
New York, second edition, 2013. ISBN 978-1-4614-7100-4; 978-1-4614-7101-1. xii+157 pp. .

136



[34] W. Ellison and F. Ellison. Prime numbers. A Wiley-Interscience Publication. John Wiley &
Sons, Inc., New York; Hermann, Paris, 1985. xii+417 pp.

[35] M. Essén. Banach algebra methods in renewal theory. J. Analyse Math. 26: 303–336, 1973.

[36] L. C. Evans. Partial differential equations, volume 19 of Graduate Studies in Mathematics.
American Mathematical Society, Providence, RI, second edition, 2010. xxii+749 pp.

[37] J.-C. Evard and F. Jafari. A complex Rolle’s theorem. Amer. Math. Monthly, 99 (9): 858–
861, 1992.

[38] P. Embrechts, C. Klüppelberg, and T. Mikosch. Modelling extremal events, volume 33 of
Applications of Mathematics (New York). Springer-Verlag, Berlin, 1997. ISBN 3-540-60931-
8. xvi+645 pp. For insurance and finance.

[39] J. Fang and X.-Q. Zhao. Monotone wavefronts of the nonlocal Fisher-KPP equation. Non-
linearity, 24 (11): 3043–3054, 2011.

[40] G. Faye and M. Holzer. Modulated traveling fronts for a nonlocal Fisher-KPP equation: A
dynamical systems approach. Journal of Differential Equations, 258 (7): 2257–2289, 2015.

[41] D. Finkelshtein, Y. Kondratiev, Y. Kozitsky, and O. Kutoviy. The statistical dynamics of
a spatial logistic model and the related kinetic equation. Math. Models Methods Appl. Sci.,
25 (2): 343–370, 2015.

[42] D. Finkelshtein, Y. Kondratiev, and O. Kutoviy. Individual based model with competition
in spatial ecology. SIAM J. Math. Anal., 41 (1): 297–317, 2009.

[43] D. Finkelshtein, Y. Kondratiev, and O. Kutoviy. Vlasov scaling for stochastic dynamics of
continuous systems. J. Stat. Phys., 141 (1): 158–178, 2010.

[44] D. Finkelshtein, Y. Kondratiev, and O. Kutoviy. Semigroup approach to birth-and-death
stochastic dynamics in continuum. J. of Funct. Anal., 262 (3): 1274–1308, 2012.

[45] D. Finkelshtein, Y. Kondratiev, and O. Kutoviy. An operator approach to Vlasov scaling
for some models of spatial ecology. Methods Funct. Anal. Topology, 19 (2): 108–126, 2013.

[46] D. Finkelshtein, Y. Kondratiev, and O. Kutoviy. Statistical dynamics of continuous systems:
perturbative and approximative approaches. Arab. J. Math., 2014. doi: 10.1007/s40065-014-
0111-8.

[47] D. Finkelshtein, Y. Kondratiev, and M. J. Oliveira. Markov evolutions and hierarchical
equations in the continuum. I. One-component systems. J. Evol. Equ., 9 (2): 197–233, 2009.

[48] R. Fisher. The advance of advantageous genes. Ann. Eugenics, 7: 335–369, 1937.

[49] N. Fournier and S. Méléard. A Microscopic Probabilistic Description of a Locally Regulated
Population and Macroscopic Approximations. The Annals of Applied Probability, 14 (4):
1880–1919, 2004.

[50] A. Friedman. Partial differential equations of parabolic type. Prentice-Hall, Inc., Englewood
Cliffs, N.J., 1964. xiv+347 pp.

[51] I. Gallagher, L. Saint-Raymond, B. Texier From Newton to Boltzmann: Hard Spheres and
Short-range Potentials European Mathematical Society, 2014.

137



[52] J. Garnier. Accelerating solutions in integro-differential equations. SIAM Journal on Math-
ematical Analysis, 43 (4): 1955–1974, 2011.

[53] J. Garnier, F. Hamel, L .Roques Transition fronts and stretching phenomena for a general
class of reaction-dispersion equations. arXiv:1506.03315

[54] S. Genieys, V. Volpert, and P. Auger. Pattern and waves for a model in population dynamics
with nonlocal consumption of resources. Math. Model. Nat. Phenom., 1 (1): 65–82, 2006.

[55] S. A. Gourley. Travelling front solutions of a nonlocal Fisher equation. J. Math. Biol., 41
(3): 272–284, 2000.

[56] J.-S. Guo and C.-H. Wu. Existence and uniqueness of traveling waves for a monostable 2-D
lattice dynamical system. Osaka J. Math., 45 (2): 327–346, 2008.

[57] F. Hamel and N. Nadirashvili. Travelling fronts and entire solutions of the Fisher-KPP
equation in RN . Arch. Ration. Mech. Anal., 157 (2): 91–163, 2001.

[58] F. Hamel and L. Roques. Fast propagation for KPP equations with slowly decaying initial
conditions. Journal of Differential Equations, 249 (7): 1726–1745, Oct. 2010.

[59] F. Hamel and L. Ryzhik. On the nonlocal Fisher–KPP equation: steady states, spreading
speed and global bounds. Nonlinearity, 27 (11): 2735, 2014.

[60] R. Huang, M. Mei, and Y. Wang. Planar traveling waves for nonlocal dispersion equation
with monostable nonlinearity. Discrete Contin. Dyn. Syst., 32 (10): 3621–3649, 2012.

[61] A. C. Kable. A variation of the Ikehara-Delange Tauberian theorem and an application.
Comment. Math. Univ. St. Pauli, 57 (2): 137–146, 2008.

[62] C.-Y. Kao, Y. Lou, and W. Shen. Evolution of mixed dispersal in periodic environments.
Discrete Contin. Dyn. Syst. Ser. B, 17 (6): 2047–2072, 2012.

[63] A. N. Kolmogorov, I. G. Petrovsky, and N. S. Piskunov. Étude de l’équation de la diffusion
avec croissance de la quantité de matière et son application à un problème biologique. Bull.
Univ. État Moscou Sér. Inter. A, 1: 1–26, 1937.

[64] Y. Kondratiev and T. Kuna. Harmonic analysis on configuration space. I. General theory.
Infin. Dimens. Anal. Quantum Probab. Relat. Top., 5 (2): 201–233, 2002.

[65] Y. Kondratiev, O. Kutoviy, and R. Minlos. On non-equilibrium stochastic dynamics for
interacting particle systems in continuum. J. Funct. Anal., 255 (1): 200–227, 2008.

[66] Y. Kondratiev, O. Kutoviy, and S. Pirogov. Correlation functions and invariant measures
in continuous contact model. Infin. Dimens. Anal. Quantum Probab. Relat. Top., 11 (2):
231–258, 2008.

[67] A. Okubo, S.A. Levin Diffusion and Ecological Problems: Modern Perspectives, volume 14
of Interdisciplinary Applied Mathematics Springer-Verlag, 2001.

[68] R. Law, D. J. Murrell, and U. Dieckmann. Population growth in space and time: spatial
logistic equations. Ecology, 84 (1): 252–262, 2003.

[69] W.-T. Li, Y.-J. Sun, and Z.-C. Wang. Entire solutions in the Fisher-KPP equation with
nonlocal dispersal. Nonlinear Anal. Real World Appl., 11 (4): 2302–2313, 2010.

138



[70] X. Liang and X.-Q. Zhao. Asymptotic speeds of spread and traveling waves for monotone
semiflows with applications. Comm. Pure Appl. Math., 60 (1): 1–40, 2007.

[71] D. Mollison. Possible velocities for a simple epidemic. Advances in Appl. Probability, 4:
233–257, 1972.

[72] D. Mollison. The rate of spatial propagation of simple epidemics. In Proceedings of the
Sixth Berkeley Symposium on Mathematical Statistics and Probability (Univ. California,
Berkeley, Calif., 1970/1971), Vol. III: Probability theory, pages 579–614. Univ. California
Press, Berkeley, Calif., 1972.

[73] G. Nadin, B. Perthame, and M. Tang. Can a traveling wave connect two unstable states?
The case of the nonlocal Fisher equation. C. R. Math. Acad. Sci. Paris, 349 (9-10): 553–557,
2011.

[74] O. Ovaskainen and S. Cornell. Space and stochasticity in population dynamics. Proc. Nat.
Acad. Sci. USA, 103: 12781–12786, 2006.

[75] O. Ovaskainen, D. Finkelshtein, O. Kutoviy, S. Cornell, B. Bolker, and Y. Kondratiev. A
mathematical framework for the analysis of spatial-temporal point processes. Theoretical
Ecology, 7 (1): 101–113, 2014.

[76] S. Pan. Traveling wave solutions in nonlocal dispersal models with nonlocal delays. J. Korean
Math. Soc., 51 (4): 703–719, 2014.

[77] B. Perthame and P. E. Souganidis. Front propagation for a jump process model arising in
spatial ecology. Discrete Contin. Dyn. Syst., 13 (5): 1235–1246, 2005.

[78] M. J. Plank and R. Law. Spatial point processes and moment dynamics in the life sciences:
A parsimonious derivation and some extensions. Bulletin of Mathematical Biology, 2014.

[79] E. Presutti. Scaling limits in statistical mechanics and microstructures in continuum me-
chanics. Theoretical and Mathematical Physics. Springer, Berlin, 2009. xvi+467 pp.

[80] N. Rawal and W. Shen. Criteria for the existence and lower bounds of principal eigenval-
ues of time periodic nonlocal dispersal operators and applications. J. Dynam. Differential
Equations, 24 (4): 927–954, 2012.

[81] K. Schumacher. Travelling-front solutions for integro-differential equations. I. J. Reine
Angew. Math., 316: 54–70, 1980.

[82] H. Spohn Kinetic equations from Hamiltonian dynamics: Markovian limits. Rev. Mod. Phys.
52: 569–615, 1980.

[83] H. Spohn Large scale dynamics of interacting particles. Texts and Monographs in Physics.
Springer 1991

[84] W. Shen and Z. Shen. Transition fronts in nonlocal Fisher–KPP equations in time hetero-
geneous media. ArXiv: 1507.03710v1.

[85] W. Shen and A. Zhang. Stationary solutions and spreading speeds of nonlocal monostable
equations in space periodic habitats. Proc. Amer. Math. Soc., 140 (5): 1681–1696, 2012.

[86] E. Stade. Fourier analysis. Pure and Applied Mathematics (New York). Wiley-Interscience
[John Wiley & Sons], Hoboken, NJ, 2005. xxvi+488 pp.

139



[87] J.-W. Sun. Existence and uniqueness of positive solutions for a nonlocal dispersal population
model. Electronic Journal of Differential Equations, 2014 (143): 1–9, 2014.

[88] Y.-J. Sun, W.-T. Li, and Z.-C. Wang. Traveling waves for a nonlocal anisotropic dispersal
equation with monostable nonlinearity. Nonlinear Anal., 74 (3): 814–826, 2011.

[89] G. Tenenbaum. Introduction to analytic and probabilistic number theory, volume 46 of Cam-
bridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 1995.
xvi+448 pp. Translated from the second French edition (1995) by C. B. Thomas.

[90] J. Terra and N. Wolanski. Asymptotic behavior for a nonlocal diffusion equation with ab-
sorption and nonintegrable initial data. The supercritical case. Proc. Amer. Math. Soc., 139
(4): 1421–1432, 2011.

[91] J. Terra and N. Wolanski. Large time behavior for a nonlocal diffusion equation with ab-
sorption and bounded initial data. Discrete Contin. Dyn. Syst., 31 (2): 581–605, 2011.

[92] H. R. Thieme and X.-Q. Zhao. Asymptotic speeds of spread and traveling waves for integral
equations and delayed reaction-diffusion models. J. Differential Equations, 195 (2): 430–470,
2003.

[93] H. F. Weinberger. Long-time behavior of a class of biological models. SIAM J. Math. Anal.,
13 (3): 353–396, 1982.

[94] P. Weng and X.-Q. Zhao. Spreading speed and traveling waves for a multi-type SIS epidemic
model. J. Differential Equations, 229 (1): 270–296, 2006.

[95] P. Whittle. On the use of the normal approximation in the treatment of stochastic processes.
Journal of the Royal Statistical Society. Series B (Methodological), 19 (2): pp. 268–281, 1957.

[96] D. V. Widder. The Laplace Transform. Princeton Mathematical Series, v. 6. Princeton
University Press, Princeton, N. J., 1941. x+406 pp.

[97] J. Xin. An introduction to fronts in random media, volume 5 of Surveys and Tutorials in
the Applied Mathematical Sciences. Springer, New York, 2009. x+159 pp.

[98] Z. Xu and D. Xiao. Regular traveling waves for a nonlocal diffusion equation. Journal of
Differential Equations, 258 (1): 191–223, 2015.

[99] H. Yagisita. Existence and nonexistence of traveling waves for a nonlocal monostable equa-
tion. Publ. Res. Inst. Math. Sci., 45 (4): 925–953, 2009.

[100] Z. Yu and R. Yuan. Existence, asymptotics and uniqueness of traveling waves for nonlocal
diffusion systems with delayed nonlocal response. Taiwanese Journal of Mathematics, 17
(6): pp. 2163–2190, 2013.

[101] G.-B. Zhang, W.-T. Li, and Z.-C. Wang. Spreading speeds and traveling waves for non-
local dispersal equations with degenerate monostable nonlinearity. Journal of Differential
Equations, 252 (9): 5096–5124, 2012.

[102] G.-B. Zhang and R. Ma. Spreading speeds and traveling waves for a nonlocal dispersal
equation with convolution-type crossing-monostable nonlinearity. Zeitschrift für angewandte
Mathematik und Physik, 65 (5): 819–844, 2014.

140


	Introduction
	Outline of the thesis

	Existence, uniqueness, and boundedness
	Around the comparison principle
	Comparison principle
	Maximum principle
	Further toolkits

	Traveling waves
	Existence and properties of traveling waves
	Speed and profile of a traveling wave
	Uniqueness of traveling waves

	Front propagation with a constant speed
	Long-time behavior along a direction
	Global long-time behavior
	Proof of Theorem 5.10
	Fast propagation for slow decaying dispersal kernels

	Accelerating front propagation
	Technical tools
	Functions with heavy tails on R

	Level sets for heavy tailed functions on R
	Examples
	Class 1: l(s)Dlogs, s, D>0
	Class 2: l(s)D(logs)q, s, q>1, D>0
	Class 3: l(s)s, (0,1)
	Class 4: l(s) repstopdfs(logs), >1

	Technical tools on Rd
	Domain of uniform convergence to positive constant solution
	Domain of uniform convergence to zero solution
	Corollaries and examples

	Pictures

