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Introduction

In this thesis we construct and study Stickelberger elements associated to au-
tomorphic representations of the multiplicative group of quaternion algebras
over arbitrary algebraic number fields. We prove lower bounds on the or-
der of vanishing of these Stickelberger elements and, moreover, interpolation
and leading term formulae. As a special case the vanishing part of Mazur
and Tate’s refined “Birch and Swinnerton-Dyer type”-conjecture for elliptic
curves of rank zero follows. Moreover, we use the Stickelberger elements to
construct p-adic L-functions. The results for the Stickelberger elements can
be transferred to p-adic L-functions to prove exceptional zero conjectures.

Historical Background

Let p be a prime number and A an elliptic curve over Q of conductor N .
In the seminal article [MTT86] Mazur, Tate and Teitelbaum formulate a p-
adic Birch and Swinnerton-Dyer conjecture for the p-adic L-function Lp(A, s)
associated to A. If A has split multiplicative reduction at p, the interpolation
formula relating the p-adic and the complex L-functions ensures that the p-
adic L-functions vanishes at s = 0 even if the complex L-function L(A, s)
does not vanish at s = 1. They conjectured that

ords=0 Lp(A, s) = ords=1 L(A, s) + 1

holds in general and further, if the analytic rank of A(Q) is zero they stated
the formula

L′p(A, 0) = L(A)
L(A, 1)

Ω+
A

. (0.1)

Here L(A) is the (arithmetic) L-invariant of A at p and Ω+
A is the real

period attached to A. We give a definition of these invariants:
Since A has split multiplicative reduction there exists a rigid analytic

uniformization
Gm/q

Z
T

∼=−−→ AQp ,

where qT ∈ Q∗p is called the Tate period of AQp . The L-invariant is given by
the quotient

L(A) =
logp(qT)

ordp(qT)
.

The Néron lattice LA of A is obtained by integrating a Néron differen-
tial ωA against all elements in H1(A(C),Z). There exists a pair of positive
real numbers Ω+

A,Ω
−
A ∈ R>0, the real and imaginary periods attached to A,
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uniquely determined by the following property: If A(R) has two connected
components

LA = Ω+
AZ + iΩ−AZ (the “rectangular case”)

holds and if A(R) has only one connected component, we have

LA ⊆ Ω+
AZ + iΩ−AZ (the “nonrectangular case”)

with index two. To be exact, in the nonrectangular case elements in LA are
of the form aΩ+

A + ibΩ−A with a ≡ b mod 2.
There are several generalizations of this conjectures, e.g. from Hida to

totally real number fields (see [Hid09]) and Deppe (see [Dep16]) and Disegni
(see [Dis16]) to arbitrary number fields. More important, the formula (0.1)
was proven by Greenberg and Stevens (cf. [GS93]). Mok (see [Mok09]) and
Spieß (see [Spi14]) prove Hida’s conjecture for modular elliptic curves over
totally real number fields in the case of analytic rank 0 (under some techni-
cal assumptions). Deppe generalizes Spieß’ methods to prove the vanishing
part of the exceptional zero conjecture for arbitrary number fields. Further,
in [BD99] Bertolini and Darmon prove an analogue of (0.1) for the anticyclo-
tomic p-adic L-function of the base change of A to an imaginary quadratic
field in which p splits.

In [MT87] Mazur and Tate give an integral refinement of the p-adic Birch
and Swinnerton-Dyer conjecture. For this, they define Stickelberger elements,
which can be seen as an analogue of the p-adic L-function of A at a “finite
level”. They are defined in the following way:

Fixing an integer M ≥ 1 we write µM for the group of M -th roots of
unity, L = Q(µM)+ for the maximal totally real subextension of Q(µM) and
put GM = Gal(L/Q). We have an isomorphism

(Z/MZ)∗/{±1}
∼=−→ GM ,

where the image of a ∈ (Z/MZ)∗ is denoted by σa.
By the modularity theorem one can associate a normalized newform f ∈

S2(Γ0(N)) to A such that the corresponding L-functions coincide (cf. [Wil95],
[TW95] and [BCDT01]). Let λA : Q/Z → C be the modular symbol for A
given by

λA(q) = 2πi

∫ q

i∞
f(z)dz
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as defined in [MTT86]. By a beautiful theorem of Manin and Drinfeld
(cf. [Man72] and [Dri73]) there exists a proper subring R ⊂ Q such that
λA(q) = [q]+AΩ+

A + i[q]−AΩ−A with functions [·]±A : Q/Z→ R. For example, if A
is a strong Weil curve, we can take R = Z[ 1

τcA
], where τ is the order of the

finite group A(Q)tors and cA is the Manin constant of A. The Manin constant
cA is an integer, which is conjectured to be 1. This is known in many cases
(cf. [Edi91]). Note that, in special cases, one has even better bounds for the
denominators occurring in the ring R (cf. [Wut14]). The functions [·]±A are
the so called “+” resp. “−” modular symbols. In the following we just treat
the “+” modular symbol, so we write [·]A for [·]+A.

The Stickelberger element of modulus M associated to A is defined as

ΘMT
A,M =

1

2

∑
a∈(Z/MZ)∗

[ a
M

]
A
σa ∈

1

2
R[GM ],

where for an arbitrary (commutative and unital) ring R and an arbitrary
group H the group algebra of H over R is denoted by R[H]. Since [q]A =
[−q]A for all q ∈ Q/Z (cf. [MTT86]) we have

ΘMT
A,M ∈ R[GM ]

as long as M ≥ 3, which we will assume from now on.
Next, we state the vanishing part of Mazur and Tate’s conjecture of

the “Birch and Swinnerton-Dyer type”. For general R and H as above,
let IR(H) ⊆ R[H] be the kernel of the augmentation map R[H]→ R, h 7→ 1.

Definition. The order of vanishing ordR(ξ) of an element ξ ∈ R[H] is defined
as

ordR(ξ) =

{
r if ξ ∈ IR(H)r \ IR(H)r+1,

∞ if ξ ∈ IjR(H)for all j ≥ 1.

Let SM be the set of prime factors p of M such that A has split multiplicative
reduction at p. We define

rM = rankA(Q) + #SM .

Conjecture (Mazur-Tate). Let R ⊂ Q be a subring, which contains [q]A for
all q ∈ Q. Then the inequality

ordR(ΘMT
A,M) ≥ rM

holds, i.e. ΘMT
A,M ∈ IR (GM)rM .
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Outline of the thesis

One of our main objectives is to prove the following

Theorem. For a subring R ⊂ Q which contains [q]A for all q ∈ Q, we have

ordR(ΘMT
A,M) ≥ #SM .

Thus the conjecture of Mazur and Tate is true if rankA(Q) = 0. In fact,
we prove a more general statement for Stickelberger elements associated to
automorphic representations of the multiplicative group of quaternion alge-
bras over algebraic number fields. Let us take a closer look on the structure
of this thesis:

Let us fix an algebraic number field F . Further, let E over F be quadratic
étale algebra, i.e. E is a field or isomorphic to F×F . In Section 1 we general-
ize methods developed by Dasgupta and Spieß in [DS] from the multiplicative
group F ∗ to an arbitrary one-dimensional torus (which F -rational points are
given by E∗/F ∗) to get vanishing results for certain homology classes cχ,
where χ is a character of the adelic points of the torus.

For the second section, let B be a quaternion algebra over F in which
E can be embedded. We assume that at the Archimedean places of F the
algebra B is split if an only if E is split. Moreover, we assume that E is
isomorphic to F×F if and only if B is split (i.e. B is no division algebra). We
define modular symbols κ in terms of the group cohomology of the algebraic
group G = B∗/Gm over F with values in certain adelic function spaces (B∗

denotes the F -algebraic group given by B∗(M) = (B ⊗F M)∗). For every
allowable modulus m (see Definition 2.12) we can pull back the cohomology
class κ via an embedding T −→ G of conductor m to get a distribution valued
cohomology class ∆m(κ).

The third section combines the results of Sections 1 and 2 to define Stick-
elberger elements. For this, let L over F be a finite Galois extension. We
assume that L over F is E-anticyclotomic (see Definition 3.1) if B is non-split
and abelian if B is split. Let G be the Galois group of L over E resp. F .
Following Dasgupta and Spieß the cap product of the Artin reciprocity map
for L over E resp. F with a fundamental class for the group of relative units
of E over F gives a homology class cL. By the assumption on the splitting
behaviour at infinite places we can define the Stickelberger element as the
cap product of cL with ∆m(κ). An analysis of the action of local points of
the torus T on Bruhat-Tits trees (which are already carried out in Sections
2.1 and 2.2) gives functional equations for Stickelberger elements (Proposi-
tion 3.6). Moreover, using the results of Section 1 we bound their order of
vanishing (Lemma 3.5).
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In Section 4 we specialize to Stickelberger elements coming from automor-
phic representations. Let πB be an automorphic representation of G that is
cohomological with respect to the trivial coefficient system. Let Rπ be the
ring of integers of the field of definition of πB. In Section 4.1 we choose a
concrete modular symbol such that the corresponding Stickelberger element
Θm(L/F, πB) lies in Rπ[G]. We apply the results of Section 3 to Θm(L/F, πB).
To be more precise, we get

ordRπ(Θm(L/F, πB)) ≥ #Sm,

where Sm is the set of all primes p of F dividing m such that either πB,p is
Steinberg or p is inert in E and πB,p is the non-trivial unramified twist of the
Steinberg representation. More generally, in Theorem 4.6 we show that the
Stickelberger elements lie in a product of partial augmentation ideals.

In Section 4.2 we prove interpolation formulae. If B is non-split, we use
results of File, Martin and Pitale (cf. [FMP]) on toric period integrals to show
that our Stickelberger elements interpolate (square roots of) special values of
the L-function of the base change of πB with respect to E over F (Theorem
4.9), i.e. for every character χ : G → C∗ of conductor m we have

|χ(Θm(L/F, πB))|2 ·
= L(1/2, πB,E ⊗ χ),

where “
·

=” means equality up to explicit fudge factors.
If B is split, we evaluate the Stickelberger elements at primitive characters

to relate them to special values of L-functions (Theorem 4.10), i.e.

χ(Θm(L/F, πB))
·

= L(1/2, πB ⊗ χ)

This time around we get the result by concrete calculations.
Making use of the interpolation formulae, we prove in Section 4.3, The-

orem 4.17, the following leading term formula: Suppose that all primes p
in Sm are split in E and πB,p is Steinberg for all p ∈ Sm. In this situation
we define “automorphic periods” qp ∈ F ∗p ⊗ Rπ. Crucial in the definition of
the automorphic periods are extension classes of the Steinberg representa-
tion, which were first studied by Breuil in [Bre04]. For non-split quaternion
algebras we prove that∏

p∈Sm

ordp(qp) ·Θm(L/F, πB)
·

=

∏
p∈Sm

(recp(qp)− 1) ·
√
L(1/2, πB,E) mod IRπ(G)#Sm+1
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holds. Here recp denotes the local reciprocity map at a prime of E lying
above p. However, for a split-quaternion algebra we get∏

p∈Sm

ordp(qp) ·Θm(L/F, πB)
·

=∏
p∈Sm

(recp(qp)− 1) · L(1/2, πB) mod IRπ(G)#Sm+1

with recp being the local reciprocity map over Fp.
Finally, in Section 4.4, we construct p-adic L-functions via Stickelberger

elements. In particular, if B is split, they coincide with the multi-variable
p-adic L-function constructed by Deppe (see [Dep16]). If B is non-split, our
construction yields to anticyclotomic p-adic L-functions. Note that, if E is
totally real, one expects that there exists no anticyclotomic Zp-extension but
E-anticyclotomic Stickelberger elements at finite level can still be defined.
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Abgrenzung des eigenen Beitrags gemäß §10(2) der Pro-
motionsordnung

Der Inhalt dieser Dissertation baut auf zwei Arbeiten auf, die der Autor
zusammen mit Lennart Gehrmann in den Arbeiten [BG17] und [BG] veröf-
fentlicht. Die Arbeit [BG17] wurde in der Zeitschrift Proceedings of the Lon-
don Mathematical Society veröffentlicht und die Arbeit [BG] wurde von der
Zeitschrift Transactions of the American Mathematical Society zur Veröffent-
lichung angenommen. In den Arbeiten zeigen L. Gehrmann und der Autor
ähnliche Resultate einerseits für die algebraische Gruppe PGL2 (in [BG17])
und andererseits für einen Quotienten der multiplikativen Gruppe einer nicht-
spaltenden Quaternionenalgebra (in [BG]), jeweils über einem total reellen
Zahlkörper als Grundkörper. In dieser Dissertation hat der Autor beide
Ansätze vereinheitlicht und von einem total reellen Grundkörper auf beliebige
Zahlkörper als Grundkörper verallgemeinert. Die Idee der Verbesserung der
Resultate von Spieß zu Erweiterungen von Steinberg-Darstellungen, siehe
Lemma 4.13, stammt von L. Gehrmann. Dieses Resultat ist wichtig für den
Beweis des ’Leading Term’ Satzes, Theorem 4.17. Die Abschnitte 4.3 und
4.4 in [BG] enthalten einen Vergleich von automorphen und algebraischen L-
Invarianten. Diese sind im wesentlichen von L. Gehrmann erarbeitet worden
und daher nicht Teil der vorgelegten Dissertation.
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Notations

We will use the following notations throughout this thesis. All rings are
commutative and unital. The group of invertible elements of a ring R will
be denoted by R∗. For a group H we will denote the group algebra of H
over R by R[H]. We let IR(H) ⊆ R[H] be the kernel of the augmentation
map R[H] → R, h 7→ 1. Let Θ be an element of R[H]. We write Θ∨ for
the image of Θ under the map induced by inversion on H. Given a group
homomorphism χ : H → R∗ we let R(χ) be the representation of H whose
underlying R-module is R itself and on which H acts via the character χ. If
N is another R[H]-module, we put N(χ) = N ⊗R R(χ).

For a set X and a subset A ⊆ X the characteristic function 1A : X →
{0, 1} is defined by

1A(x) =

{
1 if x ∈ A,
0 else.

Throughout the article we fix an algebraic number field F with ring of
integers OF and r1(F ) real and r2(F ) complex places. For a non-zero ideal
a ⊆ OF we set N(a) = #OF/a. If v is a place of F , we denote by Fv the
completion of F at v.

If p is a finite place, we let OFp denote the valuation ring of Fp and write
ordp for the normalized additive valuation, i.e. ordp($p) = 1 for any local
uniformizer $p ∈ OFp . For an arbitrary place v let | · |v be the normalized
multiplicative norm. This means that |x|p = N(p)− ordp(x) if p is a finite
place, |x|v = |σv(x)|R if σv is the embedding F ↪→ R corresponding to the
real Archimedean place v (where | · |R is the usual absolute value on R) and
|x|v = |σv(x)|C if σv is the embedding F ↪→ C corresponding to the complex
Archimedean place v (where | · |C is the square of the usual absolute value
on C, i.e. |z|C = zz).

For a finite (possibly empty) set S of places of F we define the ”S-
truncated adeles” AS as the restricted product of the completions Fv over all
places v which are not in S. We often write AS,∞ instead of AS∪S∞ . Here S∞
denotes the set of Archimedean places of F . We always drop the superscript
∅ if S = ∅.

If G is an algebraic group over F and v is a place of F , we write Gv =
G(Fv) and put GS =

∏
v∈S Gv for a set of places S of F as above. Further-

more, if K ⊆ G(A) is a subgroup, we define KS as the image of K under the
quotient map G(A)→ G(AS). If m ⊆ OF is a non-zero ideal, we put

Sm = {p ∈ S s.t. p | m} .
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Generalities on functions and distributions

Given topological spaces X, Y we will write C(X, Y ) for the space of contin-
uous functions from X to Y . If R is a topological ring, we define Cc(X,R) ⊆
C(X,R) as the subspace of continuous functions with compact support. If we
consider Y (resp. R) with the discrete topology, we will often write C0(X, Y )
(resp. C0

c (X,R)) instead.
For a ring R and an R-module N , we define the R-module of N -valued

distributions on X as Dist(X,N) = HomZ(C0
c (X,Z), N). If X is discrete, we

have the following pairing

C0
c (X,Z)× C0(X,N) −→ N, (ψ, φ) 7−→

∑
x∈X

(ψ · φ)(x),

which induces an isomorphism of R-modules

C0(X,N) −→ Dist(X,N). (0.2)

We will always identify these two R-modules via the above isomorphism if
X is discrete. In the case that X is a compact space, we denote the space of
N -valued distributions of total volume 0 by Dist0(X,N).

We say that an R-module N is prodiscrete if N is a topological group
such that there exist open R-submodules

. . . ⊆ N2 ⊆ N1 ⊆ N

with
⋂
iNi = {0} and N = lim←−iN/Ni. Let X be a totally disconnected

compact space and N a prodiscrete R-module. We restrict the canonical
pairing

lim←−
i

C0(X,N/Ni)⊗Dist(X,R) −→ lim←−
i

N/Ni = N

to C(X,N) via the embedding

C(X,N) ↪−→ lim←−
i

C0(X,N/Ni).

This yields an integration pairing

C(X,N)⊗Dist(X,R) −→ N. (0.3)
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1 Characters and homology classes

In Section 3 of [DS] Dasgupta and Spieß develop a machinery to bound the
order of vanishing of Stickelberger elements coming from distributions on the
split one-dimensional torus. In this section we indicate how to generalize their
methods to non-split tori. At primes at which the torus splits essentially the
same arguments as in [DS] apply. At a non-split prime p the situation turns
out to be even simpler: the local torus is compact and thus, the rank does not
change if one passes from arithmetic subgroups to p-arithmetic subgroups of
the torus.

Let us fix a quadratic étale algebra E of F , i.e. E is either isomorphic to
F × F or a quadratic field extension of F . If E is a field, we write O for the
ring of integers of E. If E is isomorphic to F × F , we fix once and for all an
isomorphism of E with F × F and let O be OF ×OF . In both cases, write
τ for the generator of AutF (E).

We consider the algebraic torus T = ResE/F Gm/Gm over F . Let us
write d for the rank of O∗/O∗F . If E is a field, d is equal to the number of
Archimedean places of F that are split in E. In the other case the choice
of the first F -coordinate of E yields an isomorphism Gm

∼= T and so we get
d = r1(F ) + r2(F )− 1 by Dirichlet’s unit theorem. For the rest of the paper
we will identify Gm and T via the above isomorphism.

For a finite place p of F all OFp-orders in Ep are of the form OFp + pmOp

for some m ≥ 0. Here Op denotes the maximal OFp-order in Ep. Let us write

U
(m)
Tp

for the image of (OFp + pmOp)
∗ in Tp. If v is an Archimedean place of

F , we define UTv as the connected component of 1 in Tv. Further, we put

UT∞ =
∏
v∈S∞

UTv ⊂ T∞.

Given a non-zero ideal m ⊆ OF we define

UT (m) =
∏
p/∈S∞

U
(ordp(m))
Tp

× UT∞ ⊆ T (A).

To ease the notation we write UT instead of UT (OF ).
In case E is a field we fix once and for all for every prime p of F a

prime P of E lying above p and a local uniformizer $P at P. If p is split
in E, the choice of P determines an isomorphism Tp ∼= F ∗p . We will always
identify these two groups via the above isomorphism. Likewise, for every
split Archimedean place v of F we fix a place w of E above v and identify
Tv with F ∗v .

To unify the notation, we call every place of F split in E if E is isomorphic
to F × F . We have Op = OFp × OFp for every finite place p of F in this
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situation. The fixed isomorphism of T with Gm provides an isomorphism
of U

(m)
Tp

with the m-th unit group U
(m)
p = {x ∈ O∗p | x ≡ 1 mod pm} of Fp.

Further, we write P for the prime ideal in O over p which is p in the first
F -coordinate of E and OF in the second. We fix a local uniformizer $p of F
and call $P = ($p, 1) local uniformizer at P.

1.1 Fundamental classes

Suppose that there exists a real Archimedean place v of F which splits in
E. The group UTv

∼= R∗>0 is torsion-free. Therefore, for every subgroup
A ⊆ T (F ) the group

A+ = ker (A −→ T∞/UT∞)

is torsion-free. If there is no real Archimedean place that splits in E, we
choose an auxiliary finite place q of F and a maximal open torsion-free sub-
group U+

Tq
⊆ UTq . If A ⊆ T (F ) is a subgroup such that the image of A under

the embedding T (F ) ↪→ Tq is contained in UTq , we define

A+ = ker
(
A −→ UTq/U

+
Tq

)
.

Similarly, if Ũ ⊆ UT is any subgroup, we define Ũ+ ⊆ Ũ to be the subgroup
of elements which q-component lies in U+

Tq
. To avoid distinguishing the two

cases we simply put Ũ+ = Ũ if there is a real Archimedean place that splits
in E.

Remark 1.1. Assume that there is no real Archimedean place that splits
in E. For the rest of the article we use the following convention for this
situation: Whenever we choose a set of finite primes S (resp. a non-zero
ideal m) of F we will assume that the fixed prime q is not contained in S
(resp. co-prime to m).

Given a finite (possibly empty) set S of places of F , an open subgroup

Ũ ⊆ US
T and a ring R we define

C?(Ũ , R)S = C0
? (T (AS)/Ũ+, R)

for ? ∈ {∅, c}. For a non-zero ideal m ⊆ OF we set

C?(m, R)S = C?(UT (m)S, R)S. (1.1)

If S is the empty set, we drop it from the notation.
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Further, if S is a finite set of finite places of F , we define

US = ker
(
T (F ) −→ T (AS)/US

T

)
.

By Dirichlet’s unit theorem U+
S is a free group of rank d + r, where r is

the number of places in S which are split in E. Thus, the homology group
Hd+r(U+

S ,Z) is free of rank one. We fix a generator ηS of this group. Further,
we fix a fundamental domain FS for the action of T (F )/U+

S on T (AS)/US,+
T .

By Shapiro’s lemma the identification

Cc(O,Z)S = c-ind
T (F )

U+
S

C(FS,Z)

induces an isomorphism

Hd+r(U+
S , C(FS,Z))

∼=−−→ Hd+r(T (F ), Cc(O,Z)S).

Here c-ind
T (F )

U+
S

C(FS,Z) is the compact induction of C(FS,Z) from U+
S to

T (F ), i.e. it is the space of locally constant functions f : T (F ) → C(FS,Z)
with compact support modulo U+

S such that f(hg) = hf(g) for all h ∈ U+
S .

The fundamental class ϑS is defined as the image of the cap product of ηS

with the characteristic function 1FS under the above isomorphism. Similarly
as before, we drop the superscript S if it is the empty set.

Remark 1.2. Let S+ ⊆ S∞ be the set of all split Archimedean places of F .
A generator η of Hd(U+,Z) can be identified with the fundamental class of
the compact torus UTS+/U+.

If E is a field and p ∈ S is either inert or ramified in E, the group
H0(Tp, C(Tp/UTp ,Z)) is free of rank one. Let cp be the normalized generator,
i.e. the function that is constantly one.

If p ∈ S is split in E, we have a sequence of Tp-modules

0 −→ Cc(Tp,Z) −→ Cc(Fp,Z)
g 7→g(0)−−−−→ Z −→ 0, (1.2)

where the first map is given by extension by zero making use of the identifi-
cation Tp ∼= F ∗p . Note that this isomorphism also provides the Tp-action on
Cc(Fp,Z). Taking UTp-invariants yields the exact sequence

0 −→ Cc(Tp/UTp ,Z) −→ Cc(Fp,Z)UTp
g 7→g(0)−−−−→ Z −→ 0. (1.3)

We define cp as the image of 1 ∈ Z under the connecting homomorphism
Z→ H1(Tp, Cc(Tp/UTp ,Z)).
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Remark 1.3. If p is split, the group Tp/UTp is a free abelian group of rank
1. The exact sequence (1.3) is a projective resolution of the trivial Tp/UTp-
module. Therefore, if ηp is a generator of the free abelian group H1(Tp/UTp ,Z)
of rank 1, we get

cp ∩ ηp = ±1 ∈ H0(Tp/UTp , Cc(Tp/UTp ,Z)) ∼= Z.

The canonical pairing

Cc(O,Z)S × Cc(Tp/UTp ,Z) −→ Cc(O,Z)S−{p}

induces a cap product pairing on (co)homology groups. The following lemma
essentially follows from Remark 1.3.

Lemma 1.4. For every p ∈ S the equality ϑS−{p} = ±cp ∩ ϑS holds. The
sign only depends on the choice of the generators ηS and ηS−{p}.

1.2 Derivatives of local characters

In this section we fix a finite place p of F . Let A be a group and lp : Tp → A a
locally constant homomorphism. We can view lp as an element of C0(Tp, A).
Since lp is a group homomorphism the map y 7→ y.lp − lp is constant. Thus,
the image of lp in C0(Tp, A)/A is fixed by the Tp-action.

If E is a field and p is inert or ramified in E, we define

clp ∈ H0(Tp, C
0(Tp, A)/A)

to be the image of lp.
On the other hand, if p is split in E, we define

clp ∈ H1(Tp, C
0
c (Fp, A))

to be the class given by the cocycle

zlp(x)(y) = 1xOF,p(y) · lp(x) + ((1OF,p − 1xOF,p) · lp)(y) (1.4)

for x ∈ Tp and y ∈ Fp.

Remark 1.5. For a prime p, which is split in E, we consider the unique
Tp-equivariant homomorphism

αp : Cc(Tp/UTp ,Z) −→ Cc(Fp,Z) (1.5)

that sends 1Up to 1OFp . The class cordp associated to the homomorphism

ordp : Tp ∼= F ∗p −→ Z
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is equal to the image of the class cp under the homomorphism

H1(Tp, Cc(Tp/UTp ,Z))
(αp)∗−−−→ H1(Tp, Cc(Fp,Z)).

More generally, the class clp can be constructed as the image of lp under a
boundary map

δ : H0(Tp, C
0(Tp, A)/A) −→ H1(Tp, C

0
c (Fp, A)).

See Section 3.2 of [DS] for more details.

We are mostly interested in the following situation: We fix a ring R and
an ideal a ⊆ R. We set R = R/a and similarly, write N = N ⊗R R for every
R-module N . Let χp : Tp → R∗ be a character. Suppose we have given an
ideal ap ⊆ a such that χp ≡ 1 mod ap. Then

dχp : Tp −→ ap, x 7−→ χp(x)− 1 mod aap.

defines a group homomorphism, which yields a cohomology class cdχp .

1.3 Derivatives of global characters

As above we fix a ring R and an ideal a ⊆ R. Let χ : T (A)/T (F ) → R∗ be
a locally constant character and write χ : T (A)/T (F ) → R for its reduction
modulo a. For a place v of F we denote by χv the local component of χ at
v, i.e. the composition

χv : Tv ↪−→ T (A)
χ−−→ R∗.

Since the kernel of χ is open there exists a non-zero ideal m ⊆ O such that χ
restricted to UT (m) is trivial. The smallest such ideal is called the conductor
of χ. Similarly, for a finite place p of F we define the conductor of χp to
be the p-component of the conductor of χ. In the following we will fix a
non-zero ideal m such that χ restricted to UT (m) is trivial (not necessarily
the conductor) and view χ as an element of H0(T (F ), C(m, R)).

Suppose we have given a finite set S of finite places of F and ideals
ap ⊆ a such that χp ≡ 1 mod ap holds for all p ∈ S. In this situation, we can
regard the restriction χS of χ to T (AS) as an element of H0(T (F ), C(m, R)S).
Further, we want to take the Archimedean places into account. Let χS,∞ be
the restriction of χ to T (AS,∞). For every real Archimedean place v of F
which is split in E we fix a character εv : Tv/UTv → {±1} and an ideal av ⊆ a
with

χv(−1) ≡ −εv(−1) mod av.
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Thus, ψv := 1 + (χvεv)(−1) is an element of av. If v is a complex or non-
split real Archimedean place, we set ψv = εv = 1, and av = R. Let us
write ε =

∏
v∈S∞ εv : T∞ → {±1}. An easy calculation shows that χ̃S :=∏

v∈S∞ ψv · χ
S,∞ defines an element of H0(T (F ), C(m,

∏
v∈S∞ av)

S,∞(ε)).
The ε-isotypical projection

C(T∞/UT∞ , R) −→ R(ε), f 7−→
∑

x∈T∞/UT∞

ε(x)f(x) (1.6)

yields a T (A)-equivariant map

Cc(m, R) −→ Cc(m, R)∞(ε). (1.7)

As before, let r be the number of primes in S which are split in E. We
define ϑS,∞ to be the image of ϑS under the map

Hd+r(T (F ), Cc(O,Z)S) −→ Hd+r(T (F ), Cc(O,Z)S,∞)

induced by (1.7) with ε = 1. Furthermore, we define

cχ = cχ(m, S, ε) ∈ Hd+r(T (F ), Cc(m,
∏
v∈S∞

av)
S,∞(ε))

as the cap product of χ̃S with ϑS,∞.
Next, we are going to attach a homology class cχ to the character χ

and compare it with the class cχ associated to its reduction. For this, we
need to consider a slight generalization of (1.1). Let S ′ be another (possibly
empty) finite set of finite places of F disjoint from S. For an open subgroup

Ũ ⊆ US∪S′,∞
T we define

Cc(Ũ , S, R)S
′,∞ = Cc(Ũ , R)S∪S

′,∞ ⊗
⊗
p∈S

p split

C0
c (Fp, R)⊗

⊗
p∈S

p non-split

C0
c (Tp, R)/R.

As in (1.1), we put Cc(m, S, R)S
′,∞ = Cc(UT (m)S∪S

′,∞, S, R)S
′,∞ and drop S ′

from the notation if it is the empty set. Extension by zero at the split places
in S together with the canonical projection at non-split places in S induces
a map

Cc(m, R)∞ −→ Cc(m, S, R)∞. (1.8)

Let cχ = cχ(m, S, ε) denote the image of χ under the composition

H0(T (F ), C(m, R))
·∩ϑ−−→ Hd(T (F ), Cc(m, R))

(1.7)−−→ Hd(T (F ), Cc(m, R)∞(ε))

(1.8)−−→ Hd(T (F ), Cc(m, S, R)∞(ε)).

(1.9)
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Now let us assume that a ·
∏

v∈S∪S∞ av = 0. Hence, multiplication in R
induces a multilinear map

µ : ap1 × . . .× aps ×
∏
v∈S∞

av −→
∏

v∈S∪S∞

av ↪−→ R,

where we write S = {p1, . . . , ps}. The next proposition can be proved along
the same lines as Proposition 3.8 of [DS].

Proposition 1.6. The following equality of homology classes holds:

cχ = ± µ∗((cdχp1
∪ . . . ∪ cdχps

) ∩ cχ)

In particular, cχ = 0 if
∏

v∈S∪S∞ av = 0.
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2 Modular Symbols

We are going to introduce modular symbols for a quotient of the multiplica-
tive group of a quaternion algebra over F in terms of group cohomology. The
calculations needed for the constructions arise locally and are carried out in
Sections 2.1 and 2.2.

Let us fix a quaternion algebra B over F such that

- E can be embedded into B, i.e. all places of F at which B is non-split
are non-split in E as well,

- B is the split quaternion algebra (i.e. B is isomorphic to Mat2×2) if and
only if E is isomorphic to F × F and

- B is non-split at all Archimedean places of F which are non-split in E.

The set of finite places of F at which B is ramified will be denoted by ram(B).
So in particular, ram(B) = ∅ if B is split.

We choose once and for all an embedding ι : E ↪→ B. By the Skolem-
Noether-Theorem there exists a J ∈ B∗, unique up to multiplication by an
element of E∗, such that

ι(τ(e)) = Jι(e)J−1

holds for all e ∈ E. Let us fix such an element J ∈ B∗.
By abuse of notation we write B∗ for the F -algebraic group given by

B∗(M) = (B ⊗F M)∗ for any F -module M . We consider the reductive F -
algebraic group G = B∗/Gm and view T as an algebraic subgroup of G via
the embedding ι.

In addition, we fix a maximal order R ⊆ B such that ι(O) ⊆ R. For all
primes p of F we write Rp ⊆ Bp for the induced maximal order and Kp for
the image of R∗p in Gp.

Now let us assume that B is non-split and that p ∈ ram(B) is a prime
which is inert in E. From the explicit description of the non-split quaternion
algebra over a p-adic local field one gets that the element J is a E∗p -multiple
of a uniformizer of a ramified quadratic extension of Fp. Therefore, we have
J /∈ Kp in this case.

2.1 Local norm relations

This section contains all local computations that we need to prove norm
relations between Stickelberger elements of different moduli and functional
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equations for Stickelberger elements. Most local norm relations were already
proven by Cornut and Vatsal in Section 6 of [CV07].

We fix a finite place p of F at which B is split. In particular, the group
Gp is isomorphic to PGL2(Fp). Let Tp = (Vp, ~Ep) be the Bruhat-Tits tree of
Gp, i.e.

- Vp is the set of maximal orders in Bp and

- there exists an oriented edge e = (v, v′) ∈ ~Ep between two vertices
v, v′ ∈ Vp if and only if the intersection of the corresponding orders is
an Eichler order of level p.

Note that (v, v′) ∈ ~Ep if and only if (v′, v) ∈ ~Ep. In this situation we say
that v and v′ are neighbours and write v ∼ v′. Each vertex has N(p) + 1
neighbours.

For an integer n ≥ 0 we define ~Ep,n as the set of non-backtracking paths
in Tp of length n, i.e.

~Ep,n =
{

(v0, . . . , vn) ∈ Vn+1
p | (vi, vi+1) ∈ ~Ep and vi 6= vi+2 for all i

}
.

In particular, we have ~Ep,0 = Vp and ~Ep,1 = ~Ep. The group Gp acts on ~Ep,n via
conjugation in each component.

Let R be a ring and N an R-module. In the following we consider ~Ep,n as a

discrete topological space. The Atkin-Lehner involution Wpn on C0(~Ep,n, N)
is given by interchanging the orientation, i.e.

Wpn(φ)(v0, . . . , vn) = φ(vn, . . . , v0).

The Hecke operator

Tp : C0(~Ep,n, N) −→ C0(~Ep,n, N) (2.1)

is defined by

φ 7−→

(v0, . . . , vn) 7−→
∑

vn−1 6=v∼vn

φ(v1, . . . , vn, v)

 .

Note that, if n = 0, the condition vn−1 6= v is empty. For (v0, . . . , vn) ∈ ~Ep,n
we define

∂(v0,...,vn) : C0(~Ep,n, N) −→ Dist(Tp/ StabTp(v0, . . . , vn), N) (2.2)
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to be the Tp-equivariant map given by

φ 7−→ (t 7→ φ(t(v0, . . . , vn))) .

Here we used the identification (0.2) of distribution and function spaces on
the discrete space Tp/ StabTp(v0, . . . , vn). For v ∈ Vp let lp(v) be the uniquely
determined integer given by

U
(lp(v))
Tp

= StabTp(v).

Remark 2.1. Let Rp(p
n) ⊆ Bp be an Eichler order of level pn contained in

the fixed maximal order Rp. We write Kp(p
n) for the image of Rp(p

n)∗ in Gp.
There exists a unique vertex in Vp fixed by Kp and thus, we get a canonical
isomorphism

C0(Gp/Kp, N)
∼=−−→ C0(Vp, N).

In the case n ≥ 1 there is an up to orientation unique element in ~Ep,n fixed
by Kp(p

n). Therefore, there are two natural isomorphisms

C0(Gp/Kp(p
n), N)

∼=−−→ C0(~Ep,n, N),

which are interchanged by the Atkin-Lehner involution.

The following lemma is essentially Lemma 6.5 of [CV07].

Lemma 2.2. Let v ∈ Vp be a vertex of Tp.

(i) Let lp(v) = 0.

- If p is split in E, there are exactly two neighbours v′ of v such that
lp(v

′) = 0. They are given by $Pv and $τ
Pv.

- If p is ramified in E, there is exactly one neighbour v′ of v such
that lp(v

′) = 0. It is given by $Pv.

- If p is inert in E, there is no such neighbour.

(ii) Let lp(v) ≥ 1. Then there exists a unique neighbour v′ of v with

lp(v
′) = lp(v)− 1.

(iii) In both cases, (i) and (ii), the remaining neighbours v′ of v satisfy

lp(v
′) = lp(v) + 1.

They are permuted faithfully and transitively by U
(lp(v))
Tp

/U
(lp(v)+1)
Tp

.
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We will construct a sequence of vertices of Tp which are compatible in

the sense of the above Lemma as follows: Let ~Ep,∞ = lim←−n
~Ep,n be the set

of infinite, non-backtracking sequences of adjacent vertices. Let w0 be the
vertex corresponding to Rp or, equivalently, the unique vertex fixed by the
action of Kp. By our assumptions we have lp(w0) = 0. Using Lemma 2.2 (iii)
we consecutively choose vertices wi such that wi ∼ wi−1 and lp(wi) = i for all

i ≥ 1. We set w∞ = (w0, w1, w2, . . . ) ∈ ~Ep,∞. Further, we define w−1 = $Pw0

if p is ramified in E. If p splits in E, we set w−j = $−jP w0 for every integer
j > 0.

It will be convenient to introduce the following notation:

ηp =


0 if p is inert in E,

−1 if p is ramified in E,

−∞ if p is split in E.

By definition we have

StabTp(wm−n, . . . , wm) = U
(m)
Tp

(2.3)

for all integers m,n ≥ 0 such that m− n ≥ ηp.
Definition (2.2) yields

∂m := ∂(wm−n,...,wm) : C0(~Ep,n, N)→ Dist(Tp/U
(m)
Tp

, N)

for all integers m,n as above.
For m ≥ 0, the projection πm : Tp/U

(m+1)
Tp

→ Tp/U
(m)
Tp

yields maps

(πm)∗ : Dist(Tp/U
(m)
Tp

, N) −→ Dist(Tp/U
(m+1)
Tp

, N))

f 7−→ f ◦ πm
and

(πm)∗ : Dist(Tp/U
(m+1)
Tp

, N) −→ Dist(Tp/U
(m)
Tp

, N)

f 7−→
∑

t∈U(m)
Tp

/U
(m+1)
Tp

t.f.

Lemma 2.3. Let n ≥ 0 be an integer. The following formulas hold for all
φ ∈ C0(~Ep,n, N):

(i) For m ≥ max {1, n+ ηp + 1} the equality

(∂m ◦ Tp)(φ) = ((πm)∗ ◦ ∂m+1)(φ) + 1p(p
n)((πm−1)∗ ◦ ∂m−1)(φ)

holds with

1p(p
n) =

{
1 if n = 0,

0 else.
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(ii) If n+ ηp ≤ 0, the following equality holds:

(∂0 ◦ Tp)(φ) = ((π0)∗ ◦ ∂1)(φ) + (∗),

where

(∗) =


0 if p is inert in E,

1p(p
n)$P∂0(φ) if p is ramified in E,

1p(p
n)$P∂0(φ) + ($P)−1∂0(φ) if p is split in E.

(iii) If p is inert in E and n = 1, then

(∂1 ◦ Tp ◦Wp)(φ) + ∂1(φ) = ((π0)∗ ◦ ∂1)(φ)

holds.

Proof. We will give a proof of part (iii). The other parts are proven similarly.
See e.g. [CV07], Section 6, where most of the cases are already dealt with.

Let φ ∈ C0(~Ep,n, N) and t ∈ Tp/UTp . Then we have

((π0)∗ ◦ ∂1)(φ)(t) = (π0)∗(φ(t(w0, w1)))

=
∑

t̃∈UTp/U
(1)
Tp

t̃φ(t(w0, w1))

=
∑
v∼w0

φ(t(w0, v)),

where the last equality follows from Lemma 2.2, (iii). On the other hand, we
have

(∂1 ◦ Tp ◦Wp)(φ)(t) = (Tp ◦Wp)(φ)(t(w0, w1))

= Tp(φ(t(w1, w0)))

=
∑
v∼w0
v 6=w1

φ(t(w0, v)).

Together with
∂1(φ)(t) = φ(t(w0, w1))

the equality follows.

Remark 2.4. Let m ≥ 1 and n ≥ 0 be integers such that m− n ≥ ηp. The
only cases where we do not have a formula involving (πm−1)∗ ◦ ∂m are the
following: n ≥ 2 and either p is inert in E and m = n or p is ramified and
m = n− 1.
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Let us denote by

inv : Dist(Tp/UT (m)
p
, N) −→ Dist(Tp/UT (m)

p
, N)

the map induced by inversion. The following lemma is the main ingredient
for proving a functional equation for Stickelberger elements.

Lemma 2.5. Let n ≥ 0 be an integer.

(i) Assume n ≤ −ηp. Then for all φ ∈ C0(~Ep,n, N) the equality

(∂0 ◦Wpn)(φ) = (inv ◦∂0)(Jφ)

holds up to multiplication by an element of Tp.

(ii) Assume m ≥ n. Then for all φ ∈ C0(~Ep,n, N) the equality

∂m(φ) = (inv ◦∂m)(Jφ)

holds up to multiplication by an element of Tp.

Proof. To prove (i), note that for t ∈ Tp/UTp we have

inv(∂0(Jφ))(t) = (Jφ)(t−1(w−n, . . . , w1, w0))

= φ(J−1t−1(w−n, . . . , w1, w0))

= φ(tJ−1(w−n, . . . , w1, w0))

= φ(t($n
PJ
−1w0, . . . , $PJ

−1w0, J
−1w0)).

Since t′J−1w0 = J−1t′−1w0 = J−1w0 holds for all t′ ∈ UTp it follows from
Lemma 2.2 that J−1w0 = $k

Pw0 for some k ∈ Z. This leads to

inv(∂0(Jφ))(t) = φ(t($n
PJ
−1w0, . . . , $PJ

−1w0, J
−1w0))

= φ(t($k+n
P w0, . . . , $

k−1
P w0, $

k
Pw0))

and we get

$−k−nP inv(∂0(Jφ))(t) = φ(t(w0, . . . , $
−n+1
P w0, $

−n
P w0))

= (W n
p φ)(t(w−n, . . . , w1, w0)).

Claim (ii) follows by a similar calculation as in the first part using that,
by Lemma 2.2, there exists an element x ∈ Tp such that

x(J−1wm−n, . . . , J
−1wm) = (wm−n, . . . , wm)

holds.
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Remark 2.6. If B is the split quaternion algebra, we can give explicit ver-
sions of the above definitions and calculations in terms of matrices by using
the isomorphisms of Remark 2.1. This has been carried out in [BG17]. We
only give an overview:

Let us identify B with Mat2×2 and choose ι to be the canonical embedding

ι : E −→ B, (x, y) 7−→
(
x 0
0 y

)
.

In this way we can see T as the torus of diagonal matrices in G = PGL2.
Further, the fixed isomorphism of Gm with T is given by

x 7−→
(
x 0
0 1

)
.

We choose J as the element

(
0 1
1 0

)
and R = Mat2×2(OF ).

The elements wm ∈ Vp for m ≥ 0 defined after Lemma 2.2 are given as
follows: We take w0 corresponding to Rp = Mat2×2(OFp) and for m ≥ 1

we define wm = hm.w0 with hm =

(
$m

p 1
0 1

)
, where $p ∈ OFp is a local

uniformizer at p. Obviously, we have StabGp(w0) = Kp (which induces the

isomorphism Gp/Kp

∼=−→ Vp of Remark 2.1) and thereby StabTp(w0) = Up. For
m ≥ 1 it follows that StabGp(wm) = hmKph

−1
m . An easy calculation shows

StabTp(wm) = U
(m)
p , as desired.

In particular, we get a refined version of Lemma 2.5 with equalities not
only up to multiplication by an element in Tp (see Lemma 1.5 of [BG17]),
i.e. we have

(∂0 ◦Wpn)(φ) = $n
p (inv ◦∂0)(Jφ) (2.4)

and

∂m(φ) = (inv ◦∂m)(Jφ). (2.5)

2.2 Ends and the Steinberg representation

We will give a quick review of the theory of ends of the Bruhat-Tits tree.
As before, let p be a finite place of F which is split in B. By realizing
the Steinberg representation as a space of functions on the set of ends, we
construct a map δ∗p from the dual of the Steinberg representation to the space
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of distributions on the local torus, which is compatible with the maps ∂m for
m ≥ 1.

We say that two elements (vi)i≥0 and (v′i)i≥0 in ~Ep,∞ are equivalent if there
exist integers N,N ′ ≥ 0 such that vN+i = v′N ′+i for all i ≥ 0. An end in Tp
is defined as an equivalence class of elements in ~Ep,∞. The set of ends is

denoted by Endsp. To an edge e ∈ ~Ep we assign the set V (e) of ends that
have a representative containing e. The sets V (e) form a basis of a topology
on Endsp, which turns Endsp into a compact space. The natural action of

Gp on ~Ep,n extends to an action on Endsp.
Let F ⊆ Endsp be the set of fix points under the action of Tp. As a

consequence of Lemma 2.2 we see that Tp acts simply transitively on the
complement of F. Hence, choosing a base point [v∞] in the complement yields
a homeomorphism κ[v∞] : Tp → Endsp−F via t 7→ t[v∞]. In the following we
will choose the class of w∞ as our base point and write κ = κ[w∞].

Remark 2.7. The set F is non-zero only if p is split in E. In this case F
consists of two elements given as follows: Clearly, the equivalence classes of
the elements

oP = (w0, $Pw0, $
2
Pw0, . . . ) and oPτ = (w0, $

τ
Pw0, ($

τ
P)2w0, . . . )

are fixed by Tp. Using Lemma 2.2 one can show that F = {[oP], [oPτ ]} holds.
In particular, the choice of the prime P lying above p if E is a field resp. the
choice of one F -coordinate of E if B is split (and hence, in both cases, the
choice of the vertices wi for i ≤ −1) is equivalent to the choice of the element
[oP] of F. In particular, there exists a unique Gp-equivariant homeomorphism
of Endsp with P1(Fp) which maps oP to 0, oPτ to ∞ and w∞ to 1 (where we
write ∞, 0, 1 for the points [1 : 0], [0 : 1], [1 : 1] of P1(Fp)).

We define the Steinberg representation Stp to be the space of locally
constant Z-valued functions on Endsp modulo constant functions, i.e. Stp =
C0
c (Endsp,Z)/Z. The Gp-action on Endsp extends to an action on Stp via

(γ.ϕ)([v∞]) = ϕ(γ−1 [v∞]) for γ ∈ Gp, ϕ ∈ Stp and [v∞] ∈ Endsp. The open
embedding κ : Tp ↪→ Endsp induces a Tp-equivariant map

δp : C0
c (Tp,Z) −→ Stp

via extension by zero and thus, by dualizing we get a map

δ∗p : Hom(Stp, N) −→ Dist(Tp, N).

If p is split in E, we can extend κ to a map from Fp to Endsp by mapping 0
to oP. Thus, we can extend δp to a map

δp : C0
c (Fp,Z) −→ Stp, (2.6)
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which in turn induces a Tp-equivariant map

δ∗p : Hom(Stp, N) −→ Dist(Fp, N).

If p is non-split, the image of κ is equal to Endsp. Therefore, δp descends to
a map

δp : C0
c (Fp,Z)/Z −→ Stp (2.7)

and thus, we have

δ∗p : Hom(Stp, N) −→ Dist0(Tp, N) ⊆ Dist(Tp, N).

Dualizing the canonical map ~Ep → Stp given by e 7→ 1V (e) yields the
Gp-equivariant evaluation map

evp : Hom(Stp, N) −→ C0(~Ep, N). (2.8)

Further, there is the natural map

jm : Dist(Tp, N) −→ Dist(Tp/U
(m)
Tp

, N)

induced by the projection Tp → Tp/U
(m)
Tp

. By definition we have

V (wm−1, wm) = κ(U
(m)
Tp

) (2.9)

for all m ≥ 1 and, if p is split in E, we also have

V (w−1, w0) = κ(OFp).

From this, one easily gets

Lemma 2.8.(i) Let m ≥ 1 be an integer. The following diagram is commu-
tative:

Hom(Stp, N) C0(~Ep, N)

Dist(Tp, N) Dist(Tp/U
(m)
Tp

, N)

evp

δ∗p ∂m

jm
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(ii) Suppose that p is split in E. Let

α∗p : Dist(Fp, N) −→ Dist(Tp/UTp , N)

be the dual of the map (1.5). Then the following diagram is commuta-
tive:

Hom(Stp, N) C0(~Ep, N)

Dist(Fp, N) Dist(Tp/UTp , N)

evp

δ∗p ∂0

α∗p

Proof. Let us give a proof of part (i). For this, let ξ ∈ Hom(Stp, N) and

t ∈ Tp/U
(m)
Tp

. Note that the set of functions 1
tU

(m)
Tp

, where t ranges over

representatives of Tp modulo U
(m)
Tp

, is a Z-basis for C0(~Ep, N). Using (2.9) we
get

∂m(evp(ξ))(1tU(m)
Tp

) = evp(ξ)(t(wm−1, wm))

= ξ(1V (t.V (wm−1,wm))

= ξ(1
κ(tU

(m)
Tp

)
)

= j(δ∗p(ξ))(1
tU

(m)
Tp

),

where the last equality holds by definition.

There is also a twisted version of the above constructions if p is inert in
E. Let nr : B∗p → F ∗p denote the reduced norm. The character

χ−1 : B∗p −→ {±1} , g 7−→ (−1)ordp(nr(g))

is trivial on the center and thus, descents to a character on Gp. The twisted
Steinberg representation is defined by

Sttw
p = Stp(χ−1).

Since p is inert in E we have ordp(nr(t)) ≡ 0 mod 2 for all t ∈ Tp. Therefore,
the map

δtw
p : C0(Tp,Z)/Z −→ Sttw

p , f 7−→ δp(f)⊗ 1 (2.10)
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is Tp-equivariant.
There is also a (Gp-equivariant) twisted evaluation map

evtw
p : Hom(Sttw

p , N) −→ C0(~Ep, N). (2.11)

It is given by dualizing the map

~Ep −→ Sttw
p , e 7−→ χ−1(ge) · 1V (e) ⊗ 1,

where ge ∈ Gp is any element such that ge.(w0, w1) = e. Again, using (2.9)
and following the same lines as in the proof of Lemma 2.8 we get

Lemma 2.9. Let m ≥ 1 be an integer and let p be a prime, which is inert
in E. The following diagram is commutative:

Hom(Sttw
p , N) C0(~Ep, N)

Dist0(Tp, N) Dist(Tp/U
(m)
Tp

, N)

evtw
p

(δtw
p )∗ (−1)m+1∂m

2.3 Global cohomology classes and pullback to the to-
rus

In this section we globalize the constructions of the previous sections. Unfor-
tunately, we have to take different approaches depending on B being split or
non-split since the dualizing module of arithmetic subgroups of G is trivial
(resp. non-trivial) if B is non-split (resp. split).

Let Div(P1(F )) be the free abelian group over P1(F ) and let Div0(P1(F ))
be the kernel of the map

Div(P1(F ))→ Z,
∑
P

mPP 7→
∑
P

mP .

Note that we have a G(F )-action on Div0(P1(F )) induced by the G(F )-action
on P1(F ). We write

DG =

{
Z if B is non-split and

Div0(P1(F )) if B is split.

We fix pairwise disjoint finite sets SSt, Stw and S ′ of finite places of F
disjoint from ram(B) and put S = SSt ∪ Stw. From now on we assume
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that every p in Stw is inert in E. For an R-module N and a compact open
subgroup K ⊆ G(AS,∞) we consider

A(K,SSt, Stw;N)S
′
= C

(
G(AS∪S′,∞)/K, (2.12)

Hom
(⊗
p∈SSt

Stp ⊗
⊗
p∈Stw

Sttw
p ,Hom(DG, N)

))
with its natural G(F )-action, i.e. for every p ∈ SSt (resp. p ∈ Stw) we view
Stp (resp. Sttw

p ) as a G(F )-module via the embedding G(F ) ↪→ Gp and put

(g.Φ)(x)(fSt ⊗ ftw) = Φ(g−1x)((g−1fSt)⊗ (g−1ftw))

for g ∈ G(F ), Φ ∈ A(K,SSt, Stw;N)S
′
, x ∈ G(AS∪S′,∞)/K, fSt ∈

⊗
p∈SSt

Stp
and ftw ∈

⊗
p∈Stw

Sttw
p . Further, we fix a locally constant character

ε : T∞ −→ {±1} .

We will often view ε as a character on T (F ) via the embedding T (F ) ↪→ T∞.
There exists a unique extension ε : G∞ → {±1} such that the diagram

T∞ {±1}

G∞

ε

ε
ι

is commutative. Again, we view ε also as a character on G(F ) via the embed-
ding G(F ) ↪→ G∞. We are interested in the cohomology of the G(F )-modules
A(K,SSt, Stw;N)(ε).

Proposition 2.10. Let SSt, Stw be disjoint finite sets of finite places of F
disjoint from ram(B) and K ⊆ G(AS,∞) a compact open subgroup.

(i) Let N be a flat R-module equipped with the trivial G(F )-action. Then
the canonical map

Hq(G(F ),A(K,SSt, Stw;R)(ε))⊗R N → Hq(G(F ),A(K,SSt, Stw;N)(ε))

is an isomorphism for all q ≥ 0.

(ii) If R is Noetherian, then the groups Hq(G(F ),A(K,SSt, Stw;R)(ε)) are
finitely generated R-modules for all q ≥ 0.

Proof. This is almost verbatim Proposition 4.6. of [Spi14].
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Definition 2.11. The space of N -valued, (SSt, Stw)-special modular symbols
on G of level K and sign ε is defined to be

M(K,SSt, Stw;N)ε = Hd(G(F ),A(K,SSt, Stw;N)(ε)).

Let n ⊆ OF be a non-zero ideal coprime to ram(B). We fix an Eichler
order R(n) ⊆ R of level n contained in the fixed maximal order R. As in
the local case, we write Kp (resp. Kp(n)) for the image of R∗p (resp. R(n)∗p)
in Gp and set

K =
∏
p/∈S∞

Kp

resp. K(n) =
∏
p/∈S∞

Kp(n)

 .

Following Remark 2.6 we can identify R(n) with{(
a b
c d

)
∈ Mat2×2(OF ) s.t. c ≡ 0 mod n

}
in case B is split.

We put
M(n, SSt, Stw;N) =M(K(n)S, SSt, Stw;N)

and
M(n;N) =M(n, ∅, ∅;N).

Without loss of generality we will always assume that every p ∈ S divides n
exactly once.

For an open subgroup Ũ ⊆ US∪S′,∞
T we define

D(Ũ , S;N)S
′,∞ = HomR(Cc(Ũ , S, R)S

′,∞, N).

In case Ũ = UT (m) with m ⊆ OF a non-zero ideal we write D(m, S;N)S
′,∞

for the corresponding distribution space.
Since we assume that every prime p in Stw is inert in E the local maps

(2.6) and (2.7) (resp. (2.10)) induce the semi-local maps

δSSt
= ⊗p∈SSt

δp :
⊗
p∈SSt,
p split

Cc(Fp,Z)⊗
⊗
p∈SSt,

p non-split

Cc(Tp,Z)/Z −→
⊗
p∈SSt

Stp

respectively

δtw
Stw

= ⊗p∈Stw δ
tw
p :

⊗
p∈Stw

Cc(Tp,Z)/Z −→
⊗
p∈Stw

Sttw
p .
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For every compact open subgroup K ⊆ G(AS∪S′,∞) and every element
g ∈ G(AS∪S′,∞) we get a T (F )-equivariant homomorphism

∆S′

g,SSt,Stw
: A(K,SSt, Stw;N)S

′ −→ D(ι−1(gKg−1), S;N)S
′

given by

∆S′

g,SSt,Stw
(Φ)(x)(fSSt

⊗ fStw)

=

{
Φ(ι(x)g)(δSSt

(fSSt
)⊗ δtw

Stw
(fStw)) if B is non-split and

Φ(ι(x)g)(δSSt
(fSSt

)⊗ δtw
Stw

(fStw))(0−∞) if B is split

(2.13)

for Φ ∈ A(K,SSt, Stw;N)S
′
, x ∈ T (AS∪S′,∞)/ι−1(gKg−1) and fSSt

, as well as
fStw , in the appropriate semi-local function spaces.

Composing ∆g,SSt,Stw with the restriction map

M(K,SSt, Stw;N)ε −→ Hd(T (F ),A(K,SSt, Stw;N)(ε))

on cohomology yields a map

M(K,SSt, Stw;N)ε −→ Hd(T (F ),D(ι−1(gKg−1), S;N)∞(ε)),

which we will also denote by ∆g,SSt,Stw .
Keep in mind that by Remark 2.1 there is an up to orientation unique

G(Aram(B)∪S,∞)-equivariant isomorphism

G(Aram(B)∪S,∞)/K(n)ram(B)∪S ∼=
∏′

p6∈ram(B)∪S∪S∞
~Ep,ordp(n). (2.14)

Definition 2.12. A non-zero ideal m ⊆ OF is called n-allowable if m is
coprime to ram(B) and ordp(m)− ordp(n) > ηp for all p /∈ ram(B).

Let us fix an n-allowable ideal m. For a finite place p of F that is not
in S ∪ ram(B) we define ep = (wordp(m)−ordp(n), . . . , wordp(m)), where the wi are
the vertices chosen in Section 2.1. Let gm = (gp)p ∈ G(AS,∞)/K(n)S be the
element that is equal to one at places in ram(B) and corresponds to (ep)p
under the above isomorphism for all places p /∈ S ∪ ram(B). In this case, the
equality

UT (m) = ι−1(gmK(n)g−1
m )

holds and hence, we have a map

∆m,SSt,Stw = ∆gm,SSt,Stw : M(n, SSt, Stw;N)ε −→ Hd(T (F ),D(m, S;N)∞(ε)).
(2.15)
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As always, we drop SSt and Stw from the notation if they are empty.
For every p /∈ ram(B) the Hecke operator Tp as defined in (2.1) acts on

M(n;N)ε via the isomorphism (2.14). Similarly, for n′ | n the global Atkin-
Lehner involution Wn′ is given by applying the local Atkin-Lehner involutions
W

pordp(n′) at the places p | n′. Also, for every p ∈ ram(B) the local Atkin-
Lehner involution Wp is given by interchanging the two elements in the set
Gp/Kp.

Remark 2.13. Once again, as in Remark 2.6 we can give an explicit descrip-
tion of the elements gm if B is a split quaternion algebra in terms of matrices
by identifying B with Mat2×2. We choose gm as the projection of the matrix
(hp)p ∈ PGL2(A∞) given by

hp =



(
1 0

0 1

)
if ordp(m) = 0,(

$
ordp(m)
p 1

0 1

)
else,

(2.16)

where $p ∈ OFp is a local uniformizer at p.
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3 Stickelberger elements for modular sym-

bols

In this section we study Stickelberger elements coming from the modular
symbols defined in Section 2. They are constructed by taking the cap product
of the pullback of the modular symbols via the map (2.15) with the homology
class defined in Section 1.3 associated to the Artin reciprocity map. As an
immediate consequence of the results of Section 1 we can bound their order
of vanishing from below and, furthermore, prove a functional equation.

Throughout this section we fix a ring R, an R-module N , a non-zero ideal
n ⊆ O, which is coprime to ram(B), and a character ε as before. In addition,
we fix a modular symbol κ ∈M(n;N)ε.

Definition 3.1. Assume that E is a field. Let L be a finite Galois extension
of F . We say L is E-anticyclotomic if it contains E, is abelian over E and if
τστ−1 = σ−1 holds for all σ ∈ Gal(L/E).

Let us fix a finite Galois extension L of F which is E-anticyclotomic
(resp. abelian) if B is non-split (resp. split). Write G for the Galois group of
L over E (resp. F ). The Artin reciprocity map of L over E (resp. F ) induces
a group homomorphism

rL : T (A)/T (F ) −→ G.

In addition, we fix an n-allowable ideal m of OF that bounds the ramification
of L over E (resp. L over F ), i.e. UT (m) is contained in the kernel of rL. Let

cL = crL ∈ Hd(T (F ), C(m,Z[G])∞(ε))

be the image of rL under (1.9) with S = ∅. We adopt similar notations if S
is not the empty set, e.g. we set cL(m, S, ε) = crL(m, S, ε).

The natural pairing

Cc(m,Z[G])∞ ×D(m;N)∞ −→ Z[G]⊗N

induces a cap-product pairing

Hd(T (F ), Cc(m,Z[G])∞(ε))× Hd(T (F ),D(m;N)∞(ε)) −→ Z[G]⊗N.

Definition 3.2. The Stickelberger element of modulus m associated with κ
and L/F is defined as the cap-product

Θm(L/F, κ) = ∆m(κ) ∩ cL ∈ Z[G]⊗N.
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As a direct consequence of functoriality of the Artin reciprocity map we
get the following compatibility property:

Proposition 3.3. Let L′ be an intermediate extension of L over F containing
E if E is a field. We will denote by G ′ the Galois group of L over E (resp. F )
in case B is non-split (resp. split). Then we have

πL/L′(Θm(L/F, κ)) = Θm(L′/F, κ),

where

πL/L′ : Z[G]⊗N −→ Z[G ′]⊗N

is the canonical projection.

Let k be an R-algebra and χ : G → k∗ a character. The character also
induces an R-linear map χ : Z[G]⊗N −→ k⊗RN . Via the Artin reciprocity
map we can view χ as a character of T (A). We write χ∞ : T (F∞) → µ2(k)
for the component at infinity of χ.

Proposition 3.4. Let k be an R-algebra which is a field and let χ : G → k∗

be a character. If χ∞ 6= ε, we have

χ(Θm(L/F, κ)) = 0.

Proof. We have

χ(Θm(L/F, κ)) = χ(cL) ∩∆m(κ)

= cχ(m, ∅, ε) ∩∆m(κ).

Making the construction of cχ(m, ∅, ε) (in particular (1.6)) present, one sees
that orthogonality of characters yields the vanishing of cχ(m, ∅, ε) for χ∞ 6=
ε.

Let SSt and Stw be finite disjoint sets of finite places of F with

- p divides n exactly once for all p ∈ S = SSt ∪ Stw,

- S is disjoint from ram(B) and

- every prime in Stw is inert in E.
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The local evaluation maps (2.8) and (2.11) induce a map

EvSSt,Stw : M(n, SSt, Stw;N)ε −→M(n;N)ε.

For a place v of F we let Gv ⊆ G be the decomposition group at v. Note
that even if E is a field and v is split in E this is well defined since L is E-
anticyclotomic. If p ∈ S, we define Ip ⊆ Z[G] as the kernel of the projection
Z[G] � Z[G/Gp]. If v ∈ S∞ is real and split in E, we let σv be a generator of
Gv and define I±1

v ⊆ Z[G] as the ideal generated by σv ∓ 1. For complex and
non-split real Archimedean places we define I±v = Z[G].

Lemma 3.5. Assume that N is Z-flat and that there exists an (SSt, Stw)-
special modular symbol κ′ ∈M(n, SSt, Stw, ;N)ε lifting κ, i.e. EvSSt,Stw(κS) =
κ holds. Then we have

Θm(L/F, κ) ∈

( ∏
v∈S∞

I−εv(−1)
v ·

∏
p∈Sm

Ip

)
⊗N.

In particular, if N = R is a Z-flat ring and ε is trivial, we have

2−d̃Θm(L/F, κ) ∈ R[G]

and

ordR(2−d̃Θm(L/F, κ)) ≥ #Sm,

where d̃ is the number of real Archimedean places of F which are split in E.

Proof. By Lemma 2.8 (i) and Lemma 2.9 we have

Θm(L/F, κ) = ∆m(κ) ∩ cL(m, ∅, ε)
= ± ∆m,SSt,Stw(κ′) ∩ cL(m, S, ε).

We set I =
∏

v∈S∞ I
−εv(−1)
v ·

∏
p∈Sm

Ip and consider the ring A = Z[G]/I
together with the projection maps π : Z[G]→ A and πN : Z[G]⊗N → A⊗N .
We have

πN(Θm(L/F, κ)) = ± ∆m,SSt,Stw(κ′) ∩ π∗(cL(m, S, ε)) = 0

since the homology class π∗(cL(m, S, ε)) = cπ◦rL(m, S, ε) vanishes by applying
Proposition 1.6 with a = A.
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Lemma 3.6. Suppose that every p ∈ ram(B) is inert in E and that we
can decompose n = n1n2 such that n1 is coprime to m and n2 | m. Write
n1 =

∏r
i=1 p

ni
i , with ni ≥ 1 for 1 ≤ i ≤ r. Let κ be an eigenvector of Wp

ni
i

with eigenvalue εi ∈ {±1} for 1 ≤ i ≤ r and of Wp with eigenvalue εp ∈ {±1}
for every p ∈ ram(B). Further, write εn1 =

∏r
i=1 εi for the eigenvalue of Wn1.

Then

Θm(L/F, κ)∨ = (−1)d+δ · ε(−1) · εn1

∏
p∈ram(B)

εp ·Θm(L/F, κ)

holds up to multiplication with an element in G with

δ =

{
0 if B is non-split and

1 if B is split.

Proof. Let Φ be an element in A(K(n);N)(ε). By Lemma 2.5 we have

∆m(Wn1 ·
∏

p∈ram(B)

Wp · Φ) = (−1)δε(−1)(inv ◦∆m)(JΦ))

up to multiplication with an element in T (F ). For the places p ∈ ram(B) we
use that we have J /∈ Kp (see the beginning of Section 2). The factor ε(−1)
is the contribution of the Archimedean places and the factor (−1)δ is coming
from (2.13), i.e. it follows from

J(0−∞) = −(0−∞)

if B is split.
Hence, by passing to cohomology we get

εn1 ·
∏

p∈ram(B)

εp ·Θm(L/F, κ) = Θm(L/F,Wn1 ·
∏

p∈ram(B)

Wp · κ)

= (−1)δε(−1)cL ∩ inv(∆m(κ))

= (−1)δε(−1) inv(cL) ∩∆m(κ)

= (−1)d+δε(−1)(cL)∨ ∩∆m(κ),

up to multiplication with an element in G. The last equality holds for the fol-
lowing reason: The T (F )-action on C(m,Z[G])∞(ε) is inverted by applying inv
and inverting the U+

S -action induces multiplication by (−1)d on Hd(U+
S ,Z).

Thus we get
inv(cL) = (−1)d(cL)∨

and the claim follows.
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Remark 3.7. As a consequence of the choices made in Remark 2.6 or rather
by the equations (2.4) and (2.5), we have a more precise statement of Lemma
3.6 in case B is split:

Θm(L/F, κ)∨ = (−1)d+1 · ε(−1) · εn1 · σ−1
n1
·Θm(L/F, κ)

Here σn1 =
∏

p|n1
σ

ordp(n1)
p and σp ∈ G is the (arithmetic) Frobenius at p

(note that in particular the p | n1 are unramified by the definition of n1).
See [BG17], Proposition 1.15, for more details.

As a consequence, we can compute the parity of the order of vanish-
ing of Stickelberger elements. With the same hypothesis as in the previous
proposition we get:

Corollary 3.8. Suppose that N = R, r = ordR(Θm(L/F, κ)) < ∞ and that
2 acts invertibly on IR(G)r/IR(G)r+1. Then we have

(−1)r = (−1)d+δ · ε(−1) · εn1 .

Proof. The involution (·)∨ induces multiplication by (−1) on IR(G)/IR(G)2

and thus, it induces multiplication by (−1)r on IR(G)r/IR(G)r+1. Since the
equality in Lemma 3.6 holds up to multiplication with an element in G, we
have

(−1)rΘm(L/F, κ) = Θm(L/F, κ)∨ = (−1)dε(−1) · εn1 ·Θm(L/F, κ)

in IR(G)r/IR(G)r+1. Assume that (−1)r 6= (−1)dε(−1) · εn1 . Then the above
equation would imply

2Θm(L/F, κ) ≡ 0 mod IR(G)r+1

and thus we get
Θm(L/F, κ) ≡ 0 mod IR(G)r+1

since by assumption 2 acts invertibly on IR(G)r/IR(G)r+1. But this contra-
dicts our assumption that the order of vanishing of Θm(L/F, κ) is exactly
r.
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4 Automorphic Stickelberger elements

We will apply the results of the previous sections to cohomology classes
coming from automorphic forms. After constructing Stickelberger elements
associated to automorphic representations and proving norm relations for
them (Section 4.1) we get lower bounds for the order of vanishing. Moreover,
we prove interpolation formulae (Section 4.2) and a leading term formula
(Section 4.3). We close our discussion by giving a positive answer to the
conjecture of Mazur and Tate in the analytic rank zero situation formulated
in the introduction and by giving a construction of p-adic L-functions in
Section 4.4.

4.1 Stickelberger elements associated to automorphic
representations

Let π = ⊗vπv be a cuspidal automorphic representation of PGL2(A) with
the following properties:

- πv is a discrete series representation of weight 2 for all real Archimedean
places v of F ,

- πv is isomorphic to the principal series representation π(µ1, µ2) with

µ1(z) = z
1
2 z−

1
2 and µ2(z) = z−

1
2 z

1
2 for all complex Archimedean places

v of F and

- πp is special, i.e. a twist of the Steinberg representation, for all p ∈
ram(B).

A result of Clozel (cf. [Clo90]) tells us that there exists a smallest subfield
Qπ ⊆ C, which is a finite extension of Q such that π∞ =

∏
p/∈S∞ πp can

be defined over Qπ. Qπ is called the field of definition of π. We write
Γ0(n) ⊆ PGL2(A) for the usual adelic congruence subgroup of level n. By
the automorphic formulation of Atkin-Lehner theory due to Casselman (see
[Cas73]) there exists a unique non-zero ideal f(π) ⊆ OF such that (π∞)Γ0(f(π))

is one-dimensional. Thus, the standard Hecke operator Tp (resp. the Atkin-
Lehner involutions Wp) acts on (π∞)Γ0(f(π)) via multiplication by a scalar
which we denote by λp (resp. ωp). More precisely, the Hecke eigenvalues λp
are elements of the ring of integers Rπ of Qπ.

If B is a non-split quaternion algebra, our assumptions on π provide a
transfer of π to B, proven by Jacquet and Langlands in [JL70], i.e. there
exists an automorphic representation πB of G(A) such that

- πB,v ∼= πv for all places v at which B is split,
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- πB,v is the trivial one-dimensional representation for all v ∈ S∞ at
which B is non-split and

- πB,p is the trivial (resp. non-trivial) smooth one-dimensional represen-
tation ofGp for every p ∈ ram(B) for which πp is the (twisted) Steinberg
representation. In particular, the eigenvalue of Wp acting on πB,p is the
negative of the root number of πp.

As before, we identify G and PGL2 if the fixed quaternion algebra B is
split. In this situation we will write πB = π etc. to unify the notation.

In either case, let f(πB) be the maximal divisor of f(π) which is coprime
to ram(B). We define

M(f(πB);Qπ)ε,π ⊆M(f(πB);Qπ)ε

to be the common eigenspace of the operators Tp for p /∈ ram(B) with eigen-
values λp. The formalism of (g, K)-cohomology together with the strong
multiplicity one theorem implies thatM(f(πB);Qπ)ε,π is one-dimensional for
every sign character ε. It follows by Proposition 2.10 (i) that

M(f(πB);Rπ)⊗Rπ Qπ −→M(f(πB);Qπ)

is an isomorphism. Therefore, the intersection of M(f(πB);Qπ)ε,π with the
image of M(f(πB);Rπ) in M(f(πB);Qπ) is a locally free Rπ-module of rank
one. We choose a maximal element κπB ,ε of this module.

Remark 4.1. (i) If Rπ is a PID, the generator κπB ,ε is unique up to multi-
plication by an element in R∗π. In particular, if the automorphic repre-
sentation π corresponds to a modular elliptic curve over F , then Qπ is
equal to Q and thus, κπB ,ε is unique up to sign.

(ii) We could weaken the assumptions on πp for p ∈ ram(B). It is enough
to assume that πp is either special or supercuspidal. But in the super-
cuspidal case there is no canonical local new vector for πB,p. To ease
the exposition, we stick to the special case.

(iii) In [BG17] we have chosen a different approach for the construction of
a modular symbol. Starting with an automorphic form Φ of parallel
weight 2 we construct an Eichler-Shimura homomorphism to get an
element κεΦ ∈ M(f(πB);C)ε (see Section 2.1 of [BG17]). Using this
approach, one has to choose Φ properly such that κεΦ ∈M(f(πB);Rπ)ε.

As in Section 3, we fix a finite Galois extension L of F which is E-
anticyclotomic (resp. abelian) if B is non-split (resp. split) and write G for
the Galois group of L over E (resp. F ). Further, let m be an f(πB)-allowable
ideal of OF that bounds the ramification of L over E (resp. F ).
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Definition 4.2. The Stickelberger element of modulus m and sign ε associ-
ated to πB and L/F is defined by

Θm(L/F, πB)ε = Θm(L/F, κπB ,ε) ∈ Rπ[G].

Remark 4.3. The element Θm(L/F, πB)ε depends on the choice of an UTp-
stable vertex and an end of the Bruhat-Tits tree for every prime p /∈ ram(B).
If we take different choices, Θm(L/F, πB)ε is multiplied by an element of G.
Therefore, the element

Lm(L/F, πB)ε = Θm(L/F, πB)ε · (Θm(L/F, πB)ε)∨ ∈ Rπ[G]

is independent of these choices.

Next, we study the behaviour of Stickelberger elements under change of
modulus.

Theorem 4.4 (Norm relations).(i) Let p be a finite place of F that does not
divide m. Write σP for the the image of the uniformizer $P under the
Artin reciprocity map rL of L over E (resp. F ). Then the equality

Θmp(L/F, πB)ε = (λp − (∗))Θm(L/F, πB)ε

holds with

(∗) =


0 if p is inert in E,

1p(f(πB))σP if p is ramified in E,

σ−1
P + 1p(f(πB))σP if p is split in E,

where

1p(f(πB)) =

{
1 if ordp(f(πB)) = 0 and

0 else.

(ii) Let p be a finite place of F that does divide m and write m = ordp(m).
Then we have a decomposition

Θmp(L/F, πB)ε = λpΘm(L/F, πB)ε + 1p(f(πB))vm(Θmp−1(L/F, πB)ε),

where the elements vm(Θmp−1(L/F, πB)ε) can be characterized by the
following properties:

- πL/L′(vm(Θmp−1(L/F, πB)ε) = vm(Θmp−1(L′/F, πB)ε) for all inter-
mediate extensions L′ of L over F (which contain E if E is a
field)
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- vm(Θmp−1(L/F, πB)ε) = [U
(m−1)
Tp

: U
(m)
Tp

](Θmp−1(L/F, πB)ε) in case
the Artin reciprocity map for L over E (resp. F ) is trivial on
UT (mp−1)

- Let k be a field which is an Rπ-algebra and χ : G → k∗ a character
such that χp has conductor pm. Then we have

χ(vm(Θmp−1(L/F, πB)ε)) = 0.

(iii) Suppose that p is inert and divides m as well as f(πB) exactly once. Let
k be an Rπ-algebra and χ : G → k∗ a character which is unramified at
p. Then we have

χ(Θm(L/F, πB)ε) = 0.

Proof. This is a direct consequences of the local norm relations of Lemma
2.3. For part (iii), note that the local representation at πp is a (twisted)
Steinberg representation and thus, the eigenvalue of Tp ◦Wp on a local new
vector is −1.

In the following we use the same notation as in the discussion before
Lemma 3.5. Let SSt (resp. Stw) be the set of finite places p of F which are
disjoint from ram(B) (and inert in E) such that the local component πp is
the (twisted) Steinberg representation. As always, we set S = SSt ∪Stw. Fix
subsets SSt ⊆ SSt and Stw ⊆ Stw and put S = SSt ∪Stw.

Let tS ∈ Z be the product of the exponent of the 2-torsion subgroup of
M(f(πB);Rπ)ε and the exponent of the torsion subgroup of⊕

p∈S

M(f(πB)p−1;Rπ)ε.

If d > 0, we define

cS = gcd

{∏
p∈S′

(N(p) + 1) | S′ ⊂ S with #S = #S′ + 1

}
.

In the case d = 0 the above cohomology groups are torsion-free and hence,
tS = 1. Further, we put cS = 1.

Finally, we define nS = cS · tS.

Lemma 4.5. Let S = SSt ∪Stw as above. Then the cokernel of the map

EvSSt,Stw : M(f(πB),SSt,Stw;Rπ)ε →M(f(πB);Rπ)ε

is annihilated by nS.
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Proof. Let κ be a preimage of κπB ,ε in M(f(πB);Rπ). Since π is new at p
for all p ∈ S we know that the image of κ under the trace maps

Trp : M(f(πB);Rπ)ε −→M(f(πB)p−1;Rπ)ε

is torsion for all p ∈ S. Thus, nS · κ lies in the kernel of all trace maps Trp
for p ∈ S and is also an eigenvector under the Atkin-Lehner operator Wp

with eigenvalue −1 (resp. 1) if p ∈ SSt (resp. Stw).
We are going to prove the claim by induction on #S. The well-known

short exact sequences

0 −→ c-ind
G(Fp)

Kp(p) Z −→
(

c-ind
G(Fp)
Kp

Z
)Wp=−1

−→ Stp −→ 0

for p ∈ SSt and

0 −→ c-ind
G(Fp)

Kp(p) Z −→
(

c-ind
G(Fp)
Kp

Z
)Wp=1

−→ Sttw
p −→ 0

for p ∈ Stw (see for example Section 2.4 of [Spi14]) induce an exact sequence

M(f(πB), {p};Rπ)ε
Ev{p}−−−→ (M(f(πB);Rπ)ε)Wp=±1 Trp−−→M(f(πB)p−1;Rπ)ε

in cohomology for all p ∈ S. Hence, we can lift the class nS · κ if S = {p}.
Now, let #S ≥ 2. We pick an element p ∈ S and consider the following

commutative diagram with exact columns (where, by abuse of notation, we
write M(f(πB),S;Rπ)ε for M(f(πB),SSt,Stw;Rπ)ε):

M(f(πB),S;Rπ)ε

(M(f(πB),S− {p};Rπ)ε)Wp=±1

M(f(πB)p−1,S− {p};Rπ)ε

M(f(πB), {p};Rπ)ε

(M(f(πB);Rπ)ε)Wp=±1

M(f(πB)p−1;Rπ)ε

Trp Trp

Ev{p} Ev{p}

EvS−{p}

EvS−{p}

EvS−{p}

By the induction hypothesis we can lift nS−{p} · κ to a class

κ̃ ∈ (M(f(πB),S− {p};Rπ)ε)Wp=±1 .

If d = 0, the map

EvS−{p} : M(f(πB)p−1,S− {p};Rπ)ε −→M(f(πB)p−1;Rπ)ε
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is injective. Therefore, the claim follows from Trp(nS−{p} · κ) = 0.
If d > 0, we consider the canonical map

ι : M(f(πB)p−1,S− {p};Rπ)ε −→M(f(πB),S− {p};Rπ)ε.

Since Trp ◦ι is equal to multiplication by N(p) + 1 we see that the element
(N(p) + 1) · κ̃− ι(Trp(κ̃)) can be lifted to a class in M(f(πB),S;Rπ)ε. The
commutativity of the diagram above together with the fact that Trp(nS−{p}·κ)
vanishes implies that (N(p)+1)·κ̃−ι(Trp(κ̃)) is also a lift of (N(p)+1)nS−{p} ·
κ.

Let Iv ⊆ Z[G] for v ∈ S∪S∞ be the ideals defined in the discussion before
Lemma 3.5. Then we have

Theorem 4.6 (Order of vanishing). For every f(πB)-allowable modulus m
that bounds the ramification of L over E (resp. F ) we have

nSmΘm(L/F, πB)ε ∈

( ∏
v∈S∞

I−εv(−1)
v ·

∏
p∈Sm

Ip

)
⊗Rπ.

Proof. It is easy to see that the map

EvSSt,Stw : M(f(πB), SSt, Stw;Qπ)ε,π −→M(f(πB);Qπ)ε,π

is an isomorphism of one-dimensional Qπ-vector spaces (cf. [Dep16], Propo-
sition 4.10 for a proof in the GL2-case). Therefore, the map

M(f(πB), SSt, Stw;Rπ)ε,π −→M(f(πB);Rπ)ε,π

has finite cokernel. Lemma 4.5 tells us that nSm annihilates this cokernel.
Therefore, the claim is a direct consequence of Lemma 3.5.

As a consequence of Lemma 3.6 and Corollary 3.8 we get the following
results:

Proposition 4.7 (Functional equation). Suppose that every p ∈ ram(B) is
inert in E and that we can decompose f(πB) = n1n2 with n1 coprime to m
and n2 dividing m. Let ε be the root number of π and εn2 the product of the
local root numbers of primes dividing n2. Then the equality

(Θm(L/F, πB)ε)∨ = ε(−1) · ε · εn2 ·Θm(L/F, πB)ε

holds up to multiplication with an element in G.
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Proof. We have to convince ourself that this is a consequence of Lemma 3.6.
Let us decompose ε into the local ε-factors. The part corresponding to

the finite places is given by εn1 · εn2 ·
∏

p∈ram(B) εp. In case that B is non-split,

the passage from π to πB yields εp = −εBp , where εBp is the Atkin-Lehner
eigenvalue corresponding to πB (see the definition of πB).

For a infinite place v of F , the ε-factor εv is equal to −1. If v is real, this is
well known (e.g. see [Gel75], Theorem 6.16). For a complex place we state a

proof: The local representation is given by πv = π(µ1, µ2) with µ1(z) = z
1
2 z−

1
2

and µ2(z) = z−
1
2 z

1
2 . By Definition, εv is given as a product ε(µ1) · ε(µ2)

(see [JL70], p. 118). Using a shifting formula (see [Kud03]), (3.28)) we see
that we can replace µ1 by µ̃1 = z0z−1 and µ2 by µ̃2 = z−1z0 without changing
the ε-factors. In this situation Proposition 3.8 (iv) of [Kud03] states that
ε(µ̃1) = ε(µ̃2) = i, so we get εv = −1.

Altogether, for B a non-split quaternion algebra we get

ε · εn2 = εn1 ·
∏

p∈ram(B)

εBp · (−1)# ram(B) · (−1)#S∞

= εn1 ·
∏

p∈ram(B)

εBp · (−1)#{v∈S∞ s.t. Bv is split}

= εn1 ·
∏

p∈ram(B)

εBp · (−1)d

using the fact that the total number of ramified places in B is even and the
conditions on the splitting behaviour of B. On the other hand, if B is split,
we have #S∞ = d+ 1. The claim follows.

Corollary 4.8 (Parity). Suppose that every p ∈ ram(B) is unramified in E
and that there is a decomposition f(πB) = n1n2 with n1 coprime to m and n2

dividing m. Moreover, we assume that r = ordRπ(Θm(L/F, πB)ε) < ∞ holds
and that 2 acts invertibly on IRπ(G)r/IRπ(G)r+1. Then we have

(−1)r = ε(−1) · ε · εn2 .

4.2 Interpolation formulae

We relate Stickelberger elements to special values of L-functions. For this, we
will use different approaches for non-split and split quaternion algebras. To
be more precise, in case that B is non-split we get a formula for Lm(L/F, πB)ε

(see Theorem 4.9) using a computation of toric period integrals by File,
Martin and Pitale (cf. [FMP]) as a crucial input whereas we get a formula
for Θm(L/F, πB)ε in the split case using concrete calculations which we will
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carry out (see Theorem 4.10). We keep the notations from the previous
section.

Given any automorphic representation π̃ of a reductive algebraic group
over F and a finite set S of places of F we write LS(s, π̃) for the L-function
without the Euler factors at places in S and LS(s, π̃) for the product of the
Euler factors of places in S. In particular, if S = Sm for a non-zero ideal
m ⊆ OF , we write L(m)(s, π̃) for LSm(s, π̃).

Let us start with Stickelberger elements associated to πB with B a non-
split quaternion algebra. Let χE/F : Gal(E/F ) → C∗ be the non-trivial
character. Given a character χ : G → C∗ and a finite place p of F we denote
by ε(1/2, πE,p⊗χp) the local epsilon factor of the base change of π to PGL2(E)
twisted by χ. Here we view characters χ as characters on T (A) via the Artin
reciprocity map. We say that χ fulfills the Saito-Tunnell condition with
respect to B if for all finite places p of F the following equality holds:

ε(1/2, πE,p ⊗ χp) = χE/F,p(−1) inv(Bp)

Here inv(Bp) ∈ {±1} denotes the local invariant of B at p. By our assump-
tions on the splitting behaviour of B there is no condition at the Archimedean
places.

Let S(π) be the set of finite places at which π is ramified. For a character
χ as above we set S(χ) to be the set of finite places at which χ is ramified.
Finally, let Σ(π, χ) be the set of all finite places p such that either the local
conductor of π at p is greater than one or the local conductor of π at p is
exactly one, E over F is ramified at p and χp is unramified. The ramification
index of E over F at a prime p will be denoted by ep(Ep/Fp).

Theorem 4.9. There exists a constant C ∈ C∗ such that for all f(πB)-
allowable moduli m and all characters χ : G → C∗ of exact conductor m with
χ∞ = ε we have

χ(Lm(L/F,πB)ε) = C
[UT : UT (m)]2

N(m)
LS(χ)(1, η)LS(π)∪S(χ)(1, η)

× LS(π)∩S(χ)(1, 1F )
∏

p∈S(π)∩S(χ)c

ep(Ep/Fp) ·
LΣ(π,χ)(1/2, πE ⊗ χ)

LΣ(π,χ)(1, π,Ad)
,

if χ fulfills the Saito-Tunnell condition and

χ(Lm(L/F, πB)ε) = 0

if χ does not fulfill the Saito-Tunnell condition.
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Proof. By the strong approximation theorem there exist finitely many ele-
ments g1, . . . , gn ∈ G(A∞) such that

G(A∞) =
n⋃
i=1

G(F )giK(f(πB)).

Note that A(f(πB);C)(ε) = Coind
G(A∞)
K(f(πB)) C(ε) holds, where Coind

G(A∞)
K C(ε)

is the coinduction of C(ε) from K(f(πB)) to G(A∞), i.e. it is the space of
K(f(πB))-invariant functions from G(A∞) to C(ε).

Let us write Γi = G(F ) ∩ giK(f(πB))g−1
i . Then Shapiro’s Lemma yields

M(f(πB);C)ε ∼=
n⊕
i=1

Hd(Γi,C(ε)).

The group cohomology of a discrete group is naturally isomorphic to the
singular cohomology of its associated classifying space. We choose a torsion-
free normal subgroup Γ′i ⊆ Γi of finite index. Then the classifying space
K(Γ′i, 1) is isomorphic to Γ′i\XG. Here XG is given by G(F∞)/K∞, where K∞
is a maximal compact subgroup of G(F∞). We can choose K∞ =

∏
v∈S∞ KFv

with KFv = SO(2) if v is real and split, KFv = Gv if v is real and non-split
and KFv = SU(2) if v is complex. This gives us

XG
∼=

∏
v∈S∞

v split in G

HFv

with HFv being the (usual) complex upper half-plane if v is real and HFv =
C× R∗+ the upper half-space of dimension 3 if v is complex.

The space XG is a differentiable manifold and so the singular cohomology
of Γ′i\XG with complex coefficients is isomorphic to its de Rham cohomology,
i.e. we have

Hd(Γ′i,C(ε))
∼=−−→ Hd

dR(Γ′i\XG,C(ε)).

Since Γi/Γ
′
i is invertible on C(ε) we also get this isomorphism with Γ′i replaced

by Γi. In total, we have an isomorphism

ES: M(f(πB);C)ε
∼=−−→

n⊕
i=1

Hd
dR(Γi\XG,C(ε))

∼=−−→ Hd
dR(

n⋃
i=1

Γi\XG,C(ε))

∼=−−→ Hd
dR(G(F )\(G(A∞)/K(f(πB))×XG),C(ε)).
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By Matsushima’s formula the latter space is generated by cohomological
automorphic forms. In particular, the image of κπB ,ε under ES is the differen-
tial form associated with a global (cohomological) new vector Φ of πB. The
fact that the above identifications of cohomology groups behave well under
pullback and cup products together with Remark 1.2 implies that

χ(Θm(L/F, πB)ε) = [UT : UT (m)]PB(gm.Φ, χ) (4.1)

holds up to multiplication by a non-zero constant, which is independent of
χ and m. Here gm ∈ G(A∞) is (a lift of) the element chosen at the end of
Section 2.3 and

PB(φ, χ) =

∫
T (F )\T (A)

φ(t)χ(t) dt

denotes the global toric period integral of φ ∈ π. Therefore, we also get the
formula

χ(Lm(L/F, πB)ε) = [UT : UT (m)]2 |PB(gm.Φ, χ)|2

up to multiplication with a non-zero constant.
The second assertion follows from the vanishing criterion of toric periods

integrals by Saito and Tunnell (see [Sai93] and [Tun83]). Since gm.Φ is a test
vector in the sense of [FMP], § 7.1, the first assertion follows from the main
theorem of loc.cit.

Now let us assume that B is split. As before, we will identify G with
PGL2 in this situation. In particular, we use the identifications introduced
in Remark 2.6 and 2.13. In the following the Haar measure dx =

∏
v dxv on

T (A) = A∗ is normalized such that vol(Up, dxp) = 1 for all finite places p of
F . Let us fix a non-zero character ψ : F\A→ C∗.

Theorem 4.10. There exists a constant C ∈ C∗ such that for all moduli m
and all characters χ : A∗ → G → C∗ of conductor m with χ∞ = ε we have

χ(Θm(L/F, πB)ε) = C τ(χ−1)L(m)(1/2, πB ⊗ χ).

Here τ(χ−1) = τ(χ−1, ψ, dx) is the Gauss sum of χ with respect to our choice
of a Haar measure dx on A∗ and the additive character ψ.

Proof. Following the same lines as in the proof of Theorem 4.9 we see that
(4.1) holds in this situation as well, i.e. there exists c ∈ C∗ such that we have

χ(Θm(L/F, πB)ε) = c · [UT : UT (m)]PB(gm.Φ, χ)

= c · [U : U(m)]

∫
F ∗\A∗

Φ

((
x 0
0 1

)
gm

)
χ(x)dx
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for a global (cohomological) new vector Φ of π = πB. For s ∈ C the integral∫
F ∗\A∗

Φ

((
x 0
0 1

)
gm

)
χ(x)|x|sdx

defines a holomorphic function. Let W denote the ψ-Whittaker function of
R(gm)Φ, the vector obtained by right multiplication by gm. SinceR(gm)Φ ∈ π
is a pure tensor we can factor W as a product of local Whittaker functions
Wv. For <(s) large we can unfold the above integral to get∫

F ∗\A∗
Φ

((
x 0
0 1

)
gm

)
χ(x)|x|sdx =

∫
A∗
W

((
x 0
0 1

))
χ(x)dx

=
∏
v

∫
F ∗v

Wv

((
xv 0
0 1

))
χv(xv)dxv.

Therefore, we are reduced to a computation of local integrals, which we will
carry out in the rest of this section.

Let p be a finite place of F and πp an infinite dimensional, irreducible,
smooth representations of G(Fp) of conductor pn, i.e. we have

dimC π
Kp(pn)
p = 1.

The non-zero elements of π
Kp(pn)
p are called local newforms. Let Λ be a ψp-

Whittaker functional of πp. By definition Λ is a non-zero linear functional
on πp such that

Λ

((
1 x
0 1

)
ϕ

)
= ψp(x)Λ(ϕ)

for all ϕ ∈ πp and all x ∈ Fp.

Lemma 4.11. Let ϕ ∈ πp be a local newform. For every character χp : F ∗p →
C∗ of conductor pm the following integral converges for <(s) large and we have
an equality

[Up : U
(m)
p ]

∫
F ∗p

Λ

((
x 0
0 1

)(
$m

p 1
0 1

)
ϕ

)
χp(x)|x|spdx

=c · τ(χ−1
p , ψp)N(p)(t+m)sL(pm)(s+ 1/2, πp ⊗ χp),

where $p is a local uniformizer at p, c ∈ C and t ∈ Z are constants indepen-
dent of χp and m and

L(pm)(s, πp ⊗ χp) =

{
L(s, πp ⊗ χp) if m = 0,

1 if m > 0.
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Proof. Let p−t be the conductor of ψp. A straightforward calculation shows
that

Λ′(ϕ) = Λ

((
$−tp 0

0 1

)
ϕ

)
defines a Whittaker functional with respect to an additive character ψ′p of
conductor Op. It is well known that

Λ′
((

x 0
0 1

)
ϕ

)
= 0

if ordp(x) < 0 and equal to a non-zero complex number c ∈ C∗ for ordp(x) = 0
(see for example [Miy14]). Without loss of generality we may assume that
c = 1. Hence, for <(s) large we have the following equality∫

F ∗p

Λ

((
x 0
0 1

)(
$m

p 1
0 1

)
ϕ

)
χp(x)|x|spdx

=

∫
F ∗p

Λ′
((

x$t
p 0

0 1

)(
$m

p 1
0 1

)
ϕ

)
χp(x)|x|spdx

=

∫
F ∗p

Λ′
((

1 x$t
p

0 1

)(
x$m+t

p 0
0 1

)
ϕ

)
χp(x)|x|spdx

=

∫
F ∗p

Λ′
((

x$m+t
p 0
0 1

)
ϕ

)
ψ′p(x$

t
p)χp(x)|x|spdx

=χp($
−t
p )|$−tp |sp

∞∑
k=0

Λ′
((

$k
p 0

0 1

)
ϕ

)∫
$k−mp Up

ψ′p(x)χp(x)|x|spdx.

By classical formulas for the Whittaker functional of a newform (see for
example [Miy14]) we have

Λ′
((

$k
p 0

0 1

)
ϕ

)
= |$k

p |
1/2
p

∑
r+s=k
r,s≥0

αr1α
s
2,

where αi ∈ C, 1 ≤ i ≤ 2, are the complex numbers such that

L(s, πp) =
2∏
i=1

(1− αi|$p|sp)−1.
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Therefore, if m = 0, we obtain

χp($
−t
p )|$−tp |sp

∞∑
k=0

Λ′
((

$k
p 0

0 1

)
ϕ

)∫
$kpUp

ψ′p(x)χp(x)|x|spdx

=τ(χ−1
p , ψp)N(p)ts

∞∑
k=0

χp($
k
p )|$k

p |
s+1/2
p

 ∑
r+s=k
r,s≥0

αr1α
s
2


=τ(χ−1

p , ψp)N(p)ts
2∏
i=1

(1− αiχp($p)|$p|s+1/2
p )−1

=τ(χ−1
p , ψp)N(p)tsL(s+ 1/2, πp ⊗ χp).

In the case m ≥ 1 we can use Lemma 2.2 of [Spi14] to get

χp($
−t
p )|$−tp |sp

∞∑
k=0

Λ′
((

$k
p 0

0 1

)
ϕ

)∫
$k−mp Up

ψ′p(x)χp(x)|x|spdx

=χp($
−t
p )|$−tp |sp

∫
$−mp Up

ψ′p(x)χp(x)|x|spdx

=[Up : U
(m)
p ]−1τ(χ−1

p , ψp)N(p)(t+m)s

and thus the claim follows.

Remark 4.12. If πp is an unramified principal series, an unramified twist of
the Steinberg representation or a supercuspidal representation and χp : F ∗p →
C∗ is a character of conductor pm with m ≥ 1, then the local Euler factor
L(s, πp ⊗ χp) is equal to 1.

4.3 Leading terms

In Section 3.7 of [Spi14], Spieß constructs extensions of the Steinberg rep-
resentation associated to characters of the multiplicative group of a p-adic
field. Such extensions were already constructed by Breuil in [Bre04] in case
the character under consideration is a branch of the p-adic logarithm. After
introducing a slightly improved version of Spieß’ construction we will use it
to give formulas for the leading term of Stickelberger elements in the analytic
rank zero situation.

Let us fix a finite place p of F which is split in E. Further, let R be
a ring and N a prodiscrete R-module. We define the N -valued Steinberg
representation by

Stp(N) = C(Endsp, N)/N.
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A continuous homomorphism f : N → N ′ between prodiscrete R-modules
induces a homomorphism

f∗ : Stp(N) −→ Stp(N
′).

The canonical map
Stp ⊗N −→ Stp(N)

is an isomorphism if N is discrete. In this case, the map (2.6) induces a
Tp-equivariant isomorphism

δp,N : C0
c (Fp, N) −→ Stp(N).

Let Up be the unipotent radical of StabB∗p (oPτ ), i.e. we have StabB∗p (oPτ ) =
E∗p Up. As before, if E is a field, the choice of the prime P lying above p gives
rise to an identification E∗p

∼= F ∗p × F ∗p . Otherwise the isomorphism comes

naturally. For a continuous homomorphism lp : F ∗p → N we define Ẽ(lp) as
the set of pairs (ϕ, y) ∈ C(B∗p , N)×R with

ϕ (gu(t1, t2)) = ϕ(g) + y · lp(t1)

for all g ∈ B∗p , u ∈ Up and (t1, t2) ∈ F ∗p × F ∗p ∼= E∗p . The group B∗p acts on

Ẽ(lp) via
g.(ϕ(h), y) = (ϕ(g−1h), y).

The subspace Ẽ(lp)0 of tuples of the type (ϕ, 0) with constant ϕ is B∗p -
invariant. Hence, we get an induced action of Gp on the quotient E(lp) =

Ẽ(lp)/Ẽ(lp)0.

Lemma 4.13.(i) Let π : Gp → Endsp be the projection given by g 7→ g[oPτ ].
The following sequence of R[Gp]-modules is exact:

0 −→ Stp(N)
(π∗,0)−−−→ E(lp)

(0,idR)−−−−→ R −→ 0

We define blp to be the associated cohomology class in H1(Gp, Stp(N)).

(ii) For every continuous homomorphism f : N → N ′ between prodiscrete
R-modules the equality

bf◦lp = f∗(blp)

holds.

(iii) Suppose that N is discrete. Then, for the cohomology class clp defined
in (1.4) we have

δ∗p,N(blp) = clp .
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Proof. Parts (i) and (iii) are essentially proven in Lemma 3.11 of [Spi14].
For the proof of (ii) let f∗(E(lp)) be the pushout of the following diagram:

Stp(N) E(lp)

Stp(N
′)

(π∗, 0)

f∗

The homomorphism

Ẽ(lp) −→ Ẽ(f ◦ lp), (ϕ, y) 7−→ (f ◦ ϕ, y)

induces a map from f∗(E(lp)) to E(f ◦ lp). Hence, they yield isomorphic
extensions.

Remark 4.14. Note that we get rid of the factor 2 showing up in Lemma
3.11 of [Spi14], i.e. the extension class constructed above is ”one half” of the
extension class constructed in loc.cit.

Let π be an automorphic representation as in Section 4.1 and let SSt, Stw

be disjoint finite sets of finite places of F disjoint from ram(B) such that
every p in Stw is inert in E. Then for every prodiscrete R-module N and
every p ∈ SSt the integration pairing

Hom(Stp, R)⊗ Stp(N) −→ N,

which was defined in (0.3), induces a cup product pairing

M(f(πB), SSt, Stw;R)ε ⊗ H1(G(F ), Stp(N))
∪−−→ Hd+1(G(F ),A(f(πB), SSt − {p}, Stw;N){p}(ε)).

(4.2)

As a direct consequence of Lemma 4.13 (iii) we get

Corollary 4.15. Let R be a ring, N an R-module and l : Tp −→ N a locally
constant character. For p ∈ SSt the following diagram is commutative:

M(f(πB), SSt, Stw;R)ε Hd+1(G(F ),A(f(πB), SSt − {p}, Stw;N){p}(ε))

Hd(T (F ),D(m, S;R)∞(ε)) Hd+1(T (F ),D(m, S − {p};N){p},∞(ε))

∪blp

∆m,SSt,Stw ∆
{p}
m,SSt−{p},Stw

∪clp
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From now on, let S be the set of finite places p of F which are disjoint
from ram(B), split in E and such that the local component πp is the Steinberg
representation. To ease the notation, we are going to write M(f(πB), S;N)
instead of M(f(πB), S, ∅;N) etc. For simplicity we assume that Rπ is a
principal ideal domain.

Let L be a finite Galois extension of F which is E-anticyclotomic (resp.
abelian) if B is a non-split (resp. split) quaternion algebra. Write G for the
Galois group of L over E (resp. F ). We denote by IG the augmentation ideal
of Rπ[G], i.e. the kernel of the projection Rπ[G] � Rπ. For p ∈ S we denote
the local reciprocity map by recp, i.e.

recp : Tp ↪−→ T (A)
rL−−→ G.

We also consider the homomorphism

univp : Tp → F ∗p ⊗Rπ (4.3)

given by composing the isomorphism Tp ∼= F ∗p with the inclusion of F ∗p into
F ∗p ⊗Rπ. Given an Rπ-module N and a subset S ⊆ S we let

M(f(πB),S;N)ε,π ⊆M(f(πB),S;N)ε

be the the submodule on which Tp acts via λp for all p /∈ S∪ram(B). Exactly
as in Lemma 6.2 of [Spi14], one can prove that for every p ∈ S the map

∪bordp : M(f(πB),S;Rπ)ε,π −→ Hd+1(G(F ),A(f(πB),S− {p};Rπ){p}(ε))π

has finite cokernel and that both modules are free of rank one modulo torsion.
By a theorem of Borel and Serre (cf. [BS76]) Sp-arithmetic groups are of

type (VFL). It follows that H∗(Γ, N) is finitely generated if N is a finitely
generated Rπ-module and that the functor N → H∗(Γ, N) commutes with
direct limits. It follows that the canonical map

ωS,p : Hd+1(G(F ),A(f(πB),S− {p};Rπ){p}(ε))π ⊗Rπ (F ∗p ⊗Rπ)

−→ Hd+1(G(F ),A(f(πB),S− {p};F ∗p ⊗Rπ){p}(ε))π

has finite kernel and cokernel. Let κS be a generator of the maximal torsion-
free quotient ofM(f(πB),S;Rπ)ε,π. For p ∈ S we define nS,p to be the lowest
common multiple of the exponents of

- the cokernel of ωS,p and

- the torsion submodule of Hd+1(G(F ),A(f(πB),S− {p};Rπ){p}(ε))π.
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Let γS,p be the order of the cokernel of the homomorphism

nS,pM(f(πB),S;Rπ)ε,π
∪bordp−−−→ nS,pH

d+1(G(F ),A(f(πB),S− {p};Rπ){p}(ε))π.

Definition 4.16. An element qS,p ∈ F ∗p ⊗Rπ fulfilling

nS,p((κS ∪ bordp)⊗ qS,p) = nS,p(γS,p · κS ∪ bunivp) (4.4)

is called automorphic period of π at p (with respect to S). If S = {p}, we
simply write qp = q{p},p.

From the discussion above it follows that automorphic periods exist and
are at least unique up to torsion. It is easy to see that the Qπ-vector subspace
generated by qS,p in F ∗p ⊗Qπ is independent of S.

Theorem 4.17 (Leading term). For every extension L of F as above and
every f(πB)-allowable modulus m that bounds the ramification of L over E
(resp. F ) the following equality holds in I#Sm

G /I#Sm+1
G (up to sign):

nSm

(∏
p∈Sm

nSm,p ordp(qSm,p)

)
Θm(L/F, πB)ε

=nSm

(∏
p∈Sm

nSm,p (recp(qSm,p)− 1)

)
ΘmS(♦/F, πB)ε

Here

♦ =

{
E if B is non-split and

F if B is split,

mS denotes the maximal divisor of m, which is coprime to S and nSm is the
non-zero integer defined in the discussion before Theorem 4.6.

Proof. As in the proof of Lemma 3.5 there exists κ′ ∈ M(f(πB), Sm;Rπ)ε

with
nSmΘm(L/F, πB)ε = ∆m,Sm(κ′) ∩ cL(m, Sm, ε).

If we apply Proposition 1.6 with ap = a = IG, we get

nSmΘm(L/F, πB)ε = ∆m,Sm(κ′) ∩ ((cdrecp1
∪ · · · ∪ cdrecps ) ∩ cL(m, Sm, ε)),

where Sm = {p1, . . . , ps}. By Corollary 4.15 we obtain

nSmΘm(L/F, πB)ε = ∆
{pi}
m,Sm−{pi}(κ

′ ∪ bdrecpi
)

∩ ((cdrecp1
∪ · · · ∪ ĉdrecpi

∪ · · · ∪ cdrecps ) ∩ cL(m, Sm, ε))

for every i ∈ {1, . . . , s}.
By Lemma 4.13 (ii) the following diagram is commutative for every p ∈

Sm:
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M(f(πB), Sm;Rπ)ε Hd+1(G(F ),A(f(πB), Sm − {p};F ∗p ⊗Rπ){p}(ε))

Hd+1(G(F ),A(f(πB), Sm − {p}; Ip/I2
p ){p}(ε))

Hd+1(G(F ),A(f(πB), Sm − {p};Rπ){p}(ε))

∪bunivp

∪bdrecp

∪bordp

(drecp)∗

(ordp)∗

Applying drecp to (4.4) and using the commutativity of the lower triangle of
the diagram we get

nSm,p(recp(qSm,p)− 1)κ′ ∪ bordp = nSm,pγSm,pκ
′ ∪ bdrecp .

By the commutativity of the upper triangle of the diagram we see that

γSm,p = ordp(qSm,p).

Hence, it is enough to show the following lemma.

Lemma 4.18. The equality

(∆m,Sm(κ′) ∪ cordp1
∪ · · · ∪ cordps

) ∩ c♦(m, Sm, ε) = ±nSm ΘmS(♦/F, πB)ε

holds in Rπ.

Proof. By Remark 1.5 we have cordpi
= (αpi)∗(cpi) for all 1 ≤ i ≤ s. Thus,

we get

(cordp1
∪ · · · ∪ cordps

) ∩ c♦(m, Sm, ε)

=(αp1 ⊗ . . .⊗ αps)∗((cp1 ∪ · · · ∪ cps) ∩ c♦(m, Sm, ε))

=± (αp1 ⊗ . . .⊗ αps)∗(c♦(mS, ∅, ε)).

The second equality holds by Lemma 1.4. By Lemma 2.8 (ii) we have

∆m,S(κ′) ∩ (αp1 ⊗ . . .⊗ αps)∗ ∩ c♦(mS, ∅, ε)
=(αp1 ⊗ . . .⊗ αps)

∗(∆m,S(κ′)) ∩ c♦(mS, ∅, ε)
=∆mS(nSmκ) ∩ c♦(mS, ∅, ε)
=nSmΘmS(♦/F, πB)ε

and thus, the claim follows.
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Remark 4.19. (i) Suppose d = 0 and that Sm = {p}. Then the module

H1(G(F ),A(f(πB), ∅;Rπ){p}(ε))π

is torsion-free. Thus, nSm,p is just the exponent of the cokernel of ωSm,p.

(ii) Using the norm relations and the interpolation formulae one can deter-
mine ΘmS(E/F, πB)ε (resp. ΘmS(F/F, πB)ε) explicitly in terms of the
special value at 1/2 of the untwisted L-function L(s, πE) (resp. L(s, π)).

(iii) From the proof of Theorem 4.17 we see that ordp(qp) is non-zero for
every automorphic period qp.

(iv) Assume that B is non-split, F is totally real and E is totally imaginary
(so in particular B is totally definite). In this situation, Gehrmann
and the author have given a comparison of the automorphic periods
with Tate periods of the abelian variety associated to πB (see [BG17],
Sections 4.3 and 4.4).

4.4 Final remarks

We start by constructing p-adic L-functions via Stickelberger elements. For
this, we have to take slightly different approaches for the non-split and split
quaternion algebras.

We start with the construction in case that B is split. Let p be a rational
prime and R the valuation ring of a p-adic field. Choose a non-zero ideal
n ⊆ OF such that every place p lying over p divides n exactly once. Further,
let κ ∈M(n, R)ε be an eigenvector of Tp for all places p of F dividing p with
eigenvalue λp ∈ R∗. For every modulus m ⊆ OF of the form m =

∏
p|p p

mp

with mp ≥ 1 for all p over p we define

Θ̃m(·/F, κ) =

∏
p|p

λ
−mp
p

Θm(·/F, κ)

Then by an analogue of Theorem 4.4, (ii), this is a norm-compatible family

and hence defines an element Θ̃(F, κ) in the completed group ring RJGpK,
where Gp is the Galois group of the maximal abelian extension of F unramified
outside p and ∞.

Let Z be a Zp-extension of F . The Galois group Gal(Z/F ) ∼= pβpZp, with
βp = 2 for p = 2 and βp = 1 else, is a quotient of Gp (βp is chosen such
that pβpZp is the space of definition of the p-adic exponential map expp).
Write l : Gp → pβpZp for the induced surjective homomorphism. The Zp-rank
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of Gp is equal to t, where r2(F ) + 1 ≤ t ≤ [F : Q] (with t = r2(F ) + 1
if the Leopoldt conjecture holds). Let L1, . . . , Lt be pairwise linear disjoint
Zp-extensions of F and li : Gp → pβpZp the corresponding homomorphisms.
For s ∈ Zp and γ ∈ Gp we put 〈γ〉si = expp(s li(γ)). The p-adic L-function of
κ is the t-variabled function

Lp(s, κ) =
t∏
i=1

〈·〉sii
(

Θ̃(F, κ)
)

with s = (s1, . . . , st) ∈ Ztp. This coincides with the p-adic L-function con-
structed by Deppe (see [Dep16], Definition 3.5).

Let π be an automorphic representation over F as in the beginning of
Section 4.1. If π is p-ordinary, we can replace the modular symbol κπ as-
sociated to π (with trivial character) by its ordinary p-stabilization κπp , The
construction above yields the p-adic L-function of π:

Lp(s, π) = Lp(s, κ
π
p )

Observing that the element nSp for Sp = {p | p} is independent of the mod-
ulus, we can deduce that the order of vanishing of Lp(s, π) at s = (0, . . . , 0)
is at least the number of primes lying above p at which πp is Steinberg rep-
resentation. This was first proven by Spieß in [Spi14] if F is totally real and
by Deppe in [Dep16] for arbitrary number fields. Moreover, the leading term
theorem (Theorem 4.17) gives a positive answer to the exceptional zero con-
jecture 4.15 of [Dep16] with automorphic L-invariants replacing arithmetic
L-invariants. Note that the main result of [Geh17] gives a comparison of
automorphic and arithmetic L-invariants in some cases.

For non-split quaternion algebras we get similar statements by taking a
slightly different approach: We have to consider the Galois group Ganti

p =
Gal(Z/E) of the maximal E-anticyclotomic extension Z of F which is un-
ramified outside p and ∞ over E. Denoting by t the number of pairwise
linearly disjoint Zp-extensions of E in Z and assuming t > 0 we follow the
same lines as in the above construction to get a p-adic L-function Lanti

p (s, πB).
This time around, the order of vanishing of Lanti

p (s, πB) at s = (0, . . . , 0) is
at least the number of primes p lying above p at which πB,p is Steinberg or
which are inert with πB,p the twisted Steinberg. Theorem 4.17 generalizes
Molina’s work on exceptional zeros of anticyclotomic p-adic L-functions in
the CM-case (see [Mol15]).
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Finally, we want to outline how the theorem of the introduction can
be obtained as a special case of Theorem 4.6. Note that Ota in [Ota] has
announced a proof for special cases (to be exact only for square-free level) of
this result using divisibility of certain derivatives of Kato’s Euler system.

Let M > 2 be a natural number and A an elliptic curve over Q with
corresponding normalized newform f ∈ S2(Γ0(N)) (and corresponding au-
tomorphic representation π). Let +: R∗ → {±1} be the trivial character.
Comparing Theorem 4.4 and Theorem 4.10 with the corresponding norm
relations and interpolation formula for the Stickelberger elements of Mazur
and Tate (see [MT87], Sections (1.3) and (1.4)) shows that there exists a
constant c ∈ C∗ such that

(ΘMT
A,M)∨ = c ·ΘM

(
Q(µM)+/Q, κ+

2πi

Ω+
A

f

)+

.

A direct calculation shows that c = 2. See Remark 4.1, (iii), for the defini-
tion of κ+

2πi

Ω+
A

f
. The modular symbol κ+

2πi

Ω+
A

f
is contained inM(N,R)+ whenever

[q]A ∈ R for all q ∈ Q/Z. For example we can choose R = Z[ 1
τcA

] (see the
introduction for the definition of τ and cA). Thus, our main theorem fol-
lows from Theorem 4.6 together with the fact that A has split multiplicative
reduction at p if and only if πp is Steinberg.
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2003, pp. 109–131.

[Man72] J. I. Manin, Parabolic points and zeta functions of modular
curves, Izv. Akad. Nauk SSSR Ser. Mat. 36 (1972), 19–66.

[Miy14] M. Miyauchi, Whittaker functions associated to newforms for
GL(n) over p-adic fields, J. Math. Soc. Japan 66 (2014), no. 1,
17–24.

[Mok09] C. P. Mok, The exceptional zero conjecture for Hilbert modular
forms, Compos. Math. 145 (2009), no. 1, 1–55. MR 2480494

61



[Mol15] S. Molina Blanco, Anticyclotomic p-adic L-functions and the
exceptional zero phenomenon, ArXiv e-prints (2015).

[MT87] B. Mazur and J. Tate, Refined conjectures of the “Birch and
Swinnerton-Dyer type”, Duke Math. J. 54 (1987), no. 2,
711–750.

[MTT86] B. Mazur, J. Tate, and J. Teitelbaum, On p-adic analogues of
the conjectures of Birch and Swinnerton-Dyer, Inventiones
mathematicae 84 (1986), no. 1, 1–48.

[Ota] K. Ota, Kato’s Euler system and the Mazur-Tate refined
conjecture of BSD type, American Journal of Mathematics, to
appear.

[Sai93] H. Saito, On tunnell’s formula for characters of GL(2),
Compositio Mathematica 85 (1993), no. 1, 99–108.

[Spi14] M. Spieß, On special zeros of p-adic L-functions of Hilbert
modular forms, Inventiones mathematicae 196 (2014), no. 1,
69–138.

[Tun83] J. B. Tunnell, Local ε-factors and characters on GL(2),
American Journal of Mathematics 105 (1983), no. 6, 1277–1307.

[TW95] R. Taylor and A. Wiles, Ring-theoretic properties of certain
Hecke algebras, Ann. of Math. (2) 141 (1995), no. 3, 553–572.

[Wil95] A Wiles, Modular elliptic curves and Fermat’s last theorem,
Ann. of Math. (2) 141 (1995), no. 3, 443–551.

[Wut14] C. Wuthrich, On the integrality of modular symbols and Kato’s
Euler system for elliptic curves, Doc. Math. 19 (2014), 381–402.

62


