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Structure of a Heusler compound

They [antiferromagnets] are extremely interesting from the
theoretical viewpoint, but do not seem to have any applications.

— Louis Néel
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1. Introduction

1
Introduction

Spintronics - this is a compound word made of spin and electronics. Most of us are
quite familiar with the latter: It accompanies our everyday life in many facets.
We connect electronics with electricity, e.g. anything we plug in into a socket,
like a coffee maker or a television. Electronics is about creation and control of
electron currents via their charge, in other words charge currents.

The spin, however, is rather less known in general. Just like the charge, it
is an intrinsic property of the electron, which for a long time no practical use
was made of in electronics. Hence, it is suggestive to investigate the interplay
between electrical currents and the electron’s spin. Directly connected to the
spin is a magnetic moment, which is sensitive to magnetic fields. In addition to
the electric charge of the electron, the spin gives us another option to externally
manipulate charge currents.

Today, the spin is crucial for some of our technologies, such as hard disc drives
[1]. Here, information is stored on magnetic discs. A read-write head floats in
close proximity to the magnetic layer, not touching it. The magnetic layer creates
a small, but detectable magnetic field for the read head. This affects the electrical
currents in the read head, which can be detected by electronics connected to it.
This complex interplay between charge, spin (respectively the resulting magnetic
moment), and corresponding currents we call spintronics [2–4]. We will discuss
fundamentals of spintronics, the underlying effects and the functional principles
of spintronic devices in Chapter 2.
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1. Introduction

Critical Raw Materials

Much effort is put into developing new types of memory which are non-volatile,
fast and efficient. Special focus is set on further miniaturization and lowering
power consumption. Promising candidates can be found among spintronic de-
vices, i.e., magnetic RAM (MRAM) [5–10]. However, these devices usually re-
quire an antiferromagnetic material. In most cases, antiferromagnets formed by
compounds of platinum group metals are used, namely IrMn or PtMn [11–13].
These materials are costly and rare. Especially Iridium is among the least abun-
dant materials in the earth’s crust [14]. Therefore, its price increased by a factor
of up to almost ten in the recent years as shown in Fig. 1.1 [15]. In terms of
sustainability, it is crucial to find materials with comparable properties without
the use of so-called critical raw materials [16]. Essentially, these are either highly
toxic materials or materials exhibiting a supply risk due to their economic impor-
tance and/or low abundance. Hence, future supply may not be able to satisfy
upcoming demands.

Especially, as the combined properties of the IrMn compound are yet unrivaled.
It can be easily fabricated in thin film structures and provides excellent magnetic
properties suitable for almost any kind of application [13, 17]. Furthermore, the
compound has an high corrosion resistance and thermal stability. The combina-
tion of these properties makes it a challenging task to find a suitable replacement,
especially avoiding critical raw materials. For example, Meinert et al. recently
showed [18] that the antiferromagnetic MnN compound is a promising critical-
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Figure 1.1. | Iridium price in $ per ounce from 2003 to 2016 [15]
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1. Introduction

material-free candidate. However, the minimum thickness, below which an ap-
plication in spintronic devices is not possible, is quite high for this compound.
This of course hinders miniaturization. The possible number of combinations to
form binary compounds consisting of only two elements is limited, thus investiga-
tions among these is already quite advanced. Therefore, suitable findings among
binary compounds are unlikely.

The Search for New Antiferromagnets

The major aspect of this work is to search for new antiferromagnetic materials.
The ternary family (compounds consisting of three elements) of Heusler com-
pounds, which is introduced in Sec. 2.3, is interesting for this task. Ternary
compounds, in contrast to binary ones, lead to a huge number of possible ele-
ment combinations. Hence, a suitable, systematic approach is required. From
a theoretical point of view, it is possible to cope with that by means of auto-
matic processing. On the experimental side, it is nearly impossible to check every
combination manually. Therefore, a combination of theoretical work predicting
materials with the desired ground state and experimental work checking this for
selected candidates is the method of choice.

In the first part of this work we deal with the screening for antiferromagnetic
Heusler compounds. We do this using density functional theory, which provides
us the tools to theoretically investigate ground state properties of compounds.
The specific methods we are using are introduced in Chapter 3. The results of
this investigation predict 70 novel antiferromagnetic Heusler compounds which
are presented in Chapter 5.

Experimental Investigation

One of the candidates predicted by the screening is the Ru2MnGe Heusler com-
pound. It was previously predicted to be antiferromagnetic [19], which was
experimentally confirmed. The compound has a rather high Néel temperature
slightly above room temperature, where the absolute measured values in the
literature vary from TN = 295 K to 353 K [20–22]. This makes it interesting
for spintronic applications. We further investigate the compound extending the

3



1. Introduction

work already published, checking for temperature dependencies and applicability
in spintronic devices.

The experimental methods used to prepare and analyze thin film samples
and devices are outlined in Chapter 4. The synthesis and characterization of
Ru2MnGe thin films is dealt with in Chapter 6. Finally, we demonstrate the in-
tegration of this material into spintronic devices. To the best of our knowledge,
this is the first report on a working spin valve device using an antiferromagnetic
Heusler compound.

Alternative Materials

The "pinning" of a ferromagnetic layer in spintronic devices mediated by an an-
tiferromagnet can also be achieved, e.g., by coupling it to another ferro- or ferri-
magnetic material exhibiting a giant coercivity. Due to this, such bilayers provide
similar properties as the commonly used ferromagnet-antiferromagnet systems.
The Heusler-related ferrimagnetic system Mn3Ge is such a system recently inves-
tigated [23–25]. It exhibits a large coercivity of more than 2 T which makes it
interesting for this application. Its low saturation magnetization reduces stray
fields, and in addition, the material has a perpendicular anisotropy. Perpendicu-
larly magnetized systems are especially interesting for applications. Furthermore,
Mn3Ge does not contain any platinum group or rare earth metals. Improving its
properties may make this system an interesting alternative to common spintronic
systems based on antiferromagnets.

We investigate the Mn3Ge compound in Chapter 7. Using density functional
theory, we predict changes in its magnetic structure caused by doping with dif-
ferent elements. We check these predictions by experimentally preparing and
investigating samples with the most promising dopants.

4



2. Fundamentals

2
Fundamentals

Antiferromagnetic (AF) materials are often subtly hidden, as they are almost
magnetically "invisible" due to their zero net magnetization. Yet they build the
fundamental basis for spintronics as a pinning layer used to create a ferromag-
netic (F) reference of fixed magnetization orientation [26, 27]. In the following
we will discuss the underlying effect, the exchange bias. This effect has been
known for many decades, but the microscopic mechanisms are not yet fully un-
derstood. Different kind of theories have been developed coping with several,
but not all aspects at once. Nevertheless, the effect is of immense commercial
relevance.

Already known for a long time [28], magnetic conductors exhibit a resistance
which is dependent on their magnetic configuration. This is externally manipu-
lable by magnetic fields, which allows a magnetoresistive device to be built. The
magnetoresistance (MR) is a fundamental aspect of modern data storage technol-
ogy. Today, there are many different kinds of magnetoresistive effects known,
which will be discussed briefly. Since the discovery of the giant magnetoresis-
tance by Fert and Grünberg in 1980 [29, 30], both rewarded with the Nobel
prize in 2007, the commercial relevance of such elements has rapidly increased.
As modern magnetoresistive applications often exploit the exchange bias effect
mediated by AFs, the demand for those has rapidly increased as well. We will
discuss how the common spintronic devices are constructed as well as recent de-
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2. Fundamentals

velopments, underlining the relevance of AF materials. In the last part of this
chapter we will outline how Heusler compounds are already used in spintronics
and how they are interesting for material research in general, especially for this
work.

2.1. Exchange Bias

The exchange bias effect is found when a F is in contact with an AF. Historically,
this was first reported by Meiklejohn and Bean in 1957 [26]. They studied Co
nano particles (∼ 20 nm), which were exposed to air and therefore oxidized at
the surface. The ferromagnetic Co was coated by a layer of antiferromagnetic
CoO. After cooling the nano particles below the Néel temperature of the CoO in
a magnetic field, they observed a new unidirectional magnetic anisotropy, which
is absent if cooled without a magnetic field. This manifests in a broadening of
the hysteresis curve as well as a shift in negative field direction. This shift is
commonly referred to as the exchange bias field Hex = (H+ +H−)/2, where H+

and H− are the switching fields of the hysteresis.

Phenomenology

A necessary requirement for this effect to occur is that the Curie temperature TC

of the F is larger than the Néel temperature TN of the AF. In an intuitive picture,
as reviewed by Meiklejohn [31], the exchange bias effect can be understood as
follows: When heated to a temperature TN < T < TC, the F material is still
ordered while the AF one is in a paramagnetic state. Applying a field will align
the F and induce a preferred orientation for the AF order when cooled below
TN. After this field-cooling (FC) process, both materials are ordered and coupled
in a unidirectional way. In a magnetic field sweep, the AF is hardly affected
at all. The F, however, will eventually follow the magnetic field. Due to the
coupling to the AF, an additional anisotropy energy is required to switch the
magnetization. In the reverse process, as the anisotropy is unidirectional, the
energy is gained. All in all, this results in a shift of the hysteresis loop. This simple
consideration in terms of energies, however, largely overestimates the resulting
Hex. Furthermore, the broadening of the hysteresis curve cannot be explained
this way. A huge number of experimental investigations since the discovery of

6



2.1. Exchange Bias

Meiklejohn and Bean revealed a much more complex phenomenology besides the
hysteresis shift in various systems containing F - AF interfaces of very different
magnetic, crystallographic and interfacial structures. Especially, the effect size
depends on various parameters. A detailed insight for all of those can be found
in the review by Nogués et al. in Ref. [27].

Different temperature dependencies for both Hex and the coercivity Hc are
found. Additionally, in the general case the exchange bias field Hex vanishes at a
temperature TB < TN. This temperature, the blocking temperature, is related to
thickness, roughness, grain size, and disorder of the AF. For thick films and single
crystals, however, often TB ≈ TN is found [27]. Moreover, the common case is
not the existence of a single, well defined TB but rather a distribution. In many
exchange bias systems a reduction in Hex is found after several consecutive hys-
teresis loops, which is indicative for the involvement of non-reversible processes.
Although there is no general rule for this training effect, it is often experimentally
found that the decrease is ∆Hex ∝ 1/

√
n [32, 33], where n is the number of

field loops. Typically between the initial and second loop, a significant decrease
can be observed in many systems [33]. A recovery from the training effect is re-
ported when leaving the system to relax [34], which is accounted for by thermal
relaxation processes in the AF domain structure.

The effect size is affected by the layer thicknesses tF and tAF of the F and AF.
Where the exchange bias field Hex is found to be generally inversely proportional
to tF, a general conclusion for tAF is not found. All in common, however, is a
critical minimum AF thickness required to observe exchange bias. The effect
size also depends on the preparation parameters, such as starting temperature
of the FC, the time exposing the sample to this temperature, and the magnetic
field applied during FC. In some systems, especially for large magnetic fields
during FC, even an unexpected shift in the opposite direction, referred to as
positive exchange bias, can be found [35]. As a common standard procedure for
measuring exchange bias as proposed by O’Grady et al. [36] is not yet sufficiently
established, a comparison of different experiments is a difficult task.

Early models

Due to this large variety of factors and phenomena, a general theory understand-
ing all microscopic aspects of exchange bias is still lacking. In the first intuitive

7



2. Fundamentals

picture given by Meiklejohn as discussed above, by pure energetic considerations
the inverse thickness dependence of the exchange bias fieldHex to the F thickness
tF is found [31]:

Hex =
JInt

MFtF
. (2.1)

JInt is the interface coupling constant and MF the saturation magnetization of
the F layer. This relation inverse proportional to tF indeed roughly holds for
all investigated exchange bias systems [27]. A further important result is the
condition KAFtAF ≥ JInt for exchange bias to occur. KAF is the anisotropy of
the AF layer and tAF the corresponding thickness. Thus, the anisotropy of the AF
plays an important role as well.

Many exchange bias models dealing with different aspects have emerged. They
are well reviewed in an article by O’Grady et al. in Ref. [36]. Some of the key
points are summarized here. A first extended model was proposed by Néel [37].
In contrast to a rigid spin model, he proposed a more realistic one by including
an uncompensated AF spin structure at the interface, which is subject to defor-
mation and reorientation in hysteresis loops. These are irreversible processes
which the training effect attributes to. Domain wall models provide a more de-
tailed consideration, first proposed by Mauri in 1987 [38]. Here, the formation
of domain walls parallel to the F - AF interface is proposed. In a reorientation pro-
cess of the F this results in lowering the interfacial energy. Thus, the predicted
exchange bias fields Hex are more accurate.

Similar predictions are found by Malozemoff in 1987 [39], who introduced a
random interface roughness, which is more realistically found in real samples.
Due to the roughness, compensated and uncompensated regions at the inter-
face are found. These induce the formation of domain walls perpendicular to
the interface, e.g., accounting for the critical AF thickness required to observe
exchange bias. Another explanation is found by Koon in 1997 [40], who pro-
posed a spin-flop coupling at the interface, where the spins of the F and AF align
perpendicularly, but parallel to the interface. This effect induces domain walls
parallel to the interface as well as a canting of spins in the AF for a few mono-
layers next to the interface. An investigation of Schulthess and Butler from 1998
[41] showed that for perfectly flat interfaces Koon’s model does not lead to a hys-
teresis shift but to an increased coercivity in the F. By the introduction of defects
at the interface reasonable values for Hex are found as well [42].

8



2.1. Exchange Bias

Domain State Model

Another important theory is the domain state model by Nowak et al. published
in the early 2000’s [43–45]. They proposed that exchange bias is based on a F in
contact with a diluted AF. The dilutions included in the AF are in the form of non-
magnetic defects, which support the formation of domain walls as the necessary
energy in their vicinity is reduced. During the FC process, a domain state de-
velops and freezes throughout the cooling. Within this model, they were able to
predict several exchange bias related features such as temperature dependencies
and positive exchange bias. This model is mainly applicable to epitaxial, nearly
single-crystal thin film systems [36].

Granular and Polycrystalline Systems

A quite successful model on granular systems is given by Fulcomer and Charap in
1972 considering different particle shapes and sizes [46, 47]. They were able to
predict correct temperature dependencies of both Hex and Hc over a wide tem-
perature range by assuming a distribution of particle size. This idea is picked up
by O’Grady et al. and incorporated into an extensive theory for polycrystalline
thin films [36]. Changes in the AF are thermally activated, where the required
activation energy is attribute to the grain size distribution. At the beginning of
the FC process, the AF is set into a defined state at an adequate temperature.
Depending on the grain size different temperatures are required to set the AF
grains during this initial process. This allows an understanding of the distribu-
tion of the blocking temperature TB: Depending on their shape and size, grains
require different temperatures to be thermally activated and lose their exchange
bias. They conclude that the exchange bias crucially depends on the proportion
of AF grains which are thermally stable and set. In this paradigm, they are able
to explain many features of exchange bias.

All in all, the exchange bias effect has a huge variety of facets beyond the shift
of the hysteresis loop. They are very sensitive to the structure, geometry and
material of the system. A general theory is yet not available. Theoretical models
suggest that several mechanisms lead to exchange bias, where different ones
dominate depending on the system. For example, in polycrystalline thin films
thermal activation dependent on the grain size distribution dominates, whereas
for single-crystalline films domain wall pinning is of major importance [36].

9



2. Fundamentals
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Figure 2.1. |Magnetoresistance. (a) AMR. Orbitals are affected by the magneti-
zation (green arrows ⇑) due to spin-orbit coupling resulting in different scattering
behavior for electrons (red dots  ). (b) GMR. Majority and minority electrons
(indicated by arrows) are scattered differently depending on the material’s rela-
tive magnetization.

2.2. Magnetoresistance & Spintronics

As already indicated, the exchange bias effect is often utilized to prepare magne-
toresistive devices. Before going into detail, we will discuss some general remarks
on magnetoresistive effects.

One of the longest known magnetoresistive effects is the anisotropic magne-
toresistance (AMR), going back to Thomson (Lord Kelvin) in 1856 [28]. This
effect occurs in F materials, where its electrical resistance depends on the rela-
tive orientation between its magnetization and the current direction. The AMR
can be observed easily in bulk materials, however, the amplitude of the effect is
rather small. Typical changes in the resistance due to the AMR are a few percent
[3]. The effect arises due to spin-orbit-coupling, where the 3d orbitals are dis-
torted dependent on the magnetic orientation resulting in a different scattering
potential for the conduction electrons, schematically depicted in Fig. 2.1a.

Hard disc drive read heads based on the AMR, introduced by IBM in 1991,
were used for many years [3]. Nowadays, however, the giant magnetoresistance
(GMR) or tunneling magnetoresistance (TMR) is utilized. The GMR occurs in al-
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ternating multilayers of F and non-magnetic (NM) metals. The thickness of the
layers need to be of the order of the electron’s spin diffusion length, i.e. the mean
free path of the electron before a spin change occurs. Thus, spin-dependent elec-
tron transport can be observed in these multilayers. Due to the RKKY interaction,
an antiparallel alignment of the F layers can be obtained by adjusting the NM
layer thickness. Another option is the pinning to an AF via exchange bias. In
the antiparallel state, spin-polarized electrons are injected from a ferromagnetic
layer into another one of opposite polarization. In sum, both majority and mi-
nority electrons are scattered equally. When the F layers, however, are aligned
parallel, e.g. by applying an external magnetic field, the conduction (and thus
the resistance) changes as minority electrons are less scattered than majority elec-
trons. The electron scattering for these two cases is illustrated in Fig. 2.1b. For
most materials and devices, in the parallel (p) state a low resistance, and in the
antiparallel (ap) state a high resistance is found, as indicated in the figure. Due
to this difference in the spin-dependent conductance such devices are called spin
valves. A minimal spin valve consists of a trilayer F / NM / F (as shown in Fig.
2.1b). As the GMR yields a much larger resistance change than the AMR (in the
original work, changes of 80% for Fe / Cr multilayers have been found [29, 30],
hence the name "giant"), GMR spin valves replaced the AMR read heads in hard
disc drives in 1997 [3]. The signal amplitudes in these commercial spin valve
trilayers are around 5-20%.

Tunneling Magnetoresistance

The currently most popular MR is the TMR effect due to its huge effect sizes. In
magnetic tunneling junctions (MTJs) - spin valves based on the TMR effect - two
F are separated by a thin insulating, non-magnetic barrier. Here, usually one F
layer is pinned to an AF by exchange bias. With a certain probability, conduction
electrons can cross the junction by tunneling, where the tunneling current is
driven by a small bias voltage across the junction. This current crucially depends
on the relative state of the two ferromagnetic layers F1 and F2. For the two
different states the corresponding resistances are labeled Rp and Rap. We define
the TMR ratio as

TMR =
Rap −Rp

Rp
. (2.2)
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Figure 2.2. | Tunneling magnetoresistance. The DOS for the ferromagnets F1 and
F2 on both sides of the barrier is plotted. Depending on the number of initial and
final states the tunneling rates differ, indicated by the arrow thickness. For ap
alignment the tunneling current is low (left hand side), for p alignment it is high
(right hand side).

The effect was first reported by Jullière in 1975 within a Fe / Ge-O / Co multi-
layer showing a TMR of 14% [48]. However, it did not attract much attention.
Unlike other MR effects like the GMR, which also work in current-in-plane geom-
etry, TMR spin valves require a current-perpendicular-to-plane geometry. This, in
turn, requires a complex lithographic preparation. In the early 2000’s, theoret-
ical investigations on Fe / MgO / Fe multilayers predicted TMR values exceeding
1 000% [49, 50]. Shortly after, Bowen et al. experimentally reported on signifi-
cant TMR values of around 60% in this system [51]. The maximum TMR values
found by experimentalists rapidly increased in the following years, reaching up
to 600% at room temperature [52] and 2 000% at low temperatures [53].

The reason for these large effect sizes can be understood in a simple two-
current model. Here, the conduction channels for majority and minority charge
carriers are considered separately and a mixing is excluded. The tunneling cur-
rents depend on the density of states (DOS) of the two F. Depending on the mag-
netic state, more states around the Fermi level are found either in the majority
or in the minority channel. In the ap state, the DOS in F1 and F2 differ for both
spin species. This results in a reduced tunneling probability, as either few initial
or final states are found at the Fermi level. This is sketched on the left hand side
of Fig. 2.2, where the black arrows indicate the tunneling probability through
the barrier. On the other hand, in the p state shown on the right hand side, for
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the majority charge carriers both in F1 and F2 many states at the Fermi level are
found. This results in a drastically increased tunneling current of these electrons.
Obviously, the TMR effect size crucially depends on the spin polarization

P =
D↑(EF)−D↓(EF)

D↑(EF) +D↓(EF)
(2.3)

of the two F layers, where D↑(E) is the density of states for majority or minority
electrons indicated by the index and EF is the Fermi energy. As already outlined
by Jullière [48], the TMR ratio can be expressed in terms of the spin polarizations
P1, P2 in the MTJ electrode materials by

TMR =
2P1P2

1− P1P2
. (2.4)

Evidently, the TMR becomes infinite if both spin polarizations are 100%. In this
case, the MTJ can be switched between an insulating state (infinite resistance)
and conducting state (low resistance). Therefore, F materials exhibiting a high
spin polarization are of increased interest for the fabrication of MTJ with large
effect sizes.

Spintronics

One of the ultimate goals is a fast, non-volatile magnetic memory with low power
consumption replacing current technology such as flash memory. Therefore, an
electrical switching of such MR elements is required. Instead of using external
magnetic fields it is possible to switch the unpinned F layer using a spin polarized
current. These currents produce a spin-transfer torque (STT) in the unpinned
layer by momentum transfer changing the magnetic orientation [54, 55]. The
critical current density required to switch an unpinned layer is of the order of
106 − 108 A/cm2 [56]. Such densities can easily destroy the tunneling barriers,
hence a wide-ranging mass production is still lacking. Nevertheless, this has been
brought to a commercial level by Everspin [57]. They are already selling small
STT-MRAM modules exceeding standard flash memory capabilities by far.

In the field of spintronics, many different approaches optimizing data stor-
age in magnetic devices can be found. The spin caloritronics [58] utilize ther-
mal gradients for heat assisted switching. Spin-valve like devices with only one
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ferromagnetic electrode have been demonstrated using the tunneling anisotropic
magnetoresistance (TAMR) [59, 60]. This is preferable, as stray fields are reduced,
which supports further miniaturization. One step further leads to the data storage
in AF materials itself, which produce no stray field at all. This is a remarkable step
already indicated by Louis Néel. He was awarded with the Nobel prize in 1970
for his fundamental investigations of antiferromagnetism and stated in his prize
lecture: "They [antiferromagnets] are extremely interesting from the theoretical
viewpoint, but do not seem to have any applications" [61]. This corresponds to
the staggered magnetization in the AF making a switching of the magnetization,
either by external fields or electrical currents, difficult. Different approaches were
able to switch the magnetization, however, only in one direction. In the recently
emerging field of antiferromagnetic spintronics [62], Wadley et al. demonstrated
a completely electrical switching between two magnetic states in the AF CuMnAs
[63]. They exploited the inverse spin galvanic effect [64], which arises due to
the lacking inversion symmetry of CuMnAs. Using this effect, it is possible to
apply a staggered torque on the magnetic moments of the AF using an electric
current which allows to switch the magnetization between different directions.
Wadley and his coworkers prepared a star-shaped microstructure with read- and
write-lanes for two magnetic states, and showed a reliable switching and AMR
like readout of the AF state.

All in all, due to the supply risk for Iridium - which is part of the most com-
monly used AF - research towards novel AF materials is of increasing importance.
Especially for the currently rising field of antiferromagnetic spintronics novel ma-
terials exhibiting interesting properties are fundamental. The search for these is
an appealing task this work is dealing with.

2.3. Heusler Compounds

Heusler compounds are a family of ternary intermetallic compounds firstly pre-
sented as the prototype Cu2MnAl by Friedrich Heusler in 1903 [65]. Their com-
position is X2YZ; a sketch of a cubic unit cell is shown in Fig. 2.3. Interest-
ingly, the investigated prototype Cu2MnAl is ferromagnetic, even though none
of its constituents are. This already gives a hint towards the diverse charac-
ter of the Heusler family. Today, countless Heusler compounds are known [66]
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Figure 2.3. | A 16-atom cubic unit cell of the L21 Heusler structure. Blue posi-
tions are occupied by X= , red positions by Y= and green positions by Z= 

exhibiting a huge variety of properties. Besides the ferromagnetic Cu2MnAl,
Heusler compounds showing all kinds of magnetism (half-metallic ferromag-
netism in Co2MnSi [67], ferrimagnetism in Mn2VAl [68], antiferromagnetism
in Ru2MnGe [20]), as well as many different other interesting properties have
been found (semiconductivity in Fe2TiSi [69], superconductivity in Ni2ZrGa [70],
heavy fermion systems like Cu2CeIn [71], shape memory effects in Ni2MnGa
[72]). Even topological insulators recently have been predicted (V2YBi [73]).

The Heusler compounds have attracted considerable attention due to this va-
riety of properties [66]. In the field of spintronics the Co-based half metallic fer-
romagnetic Heusler compounds have been studied extensively [74]. Their high
spin polarization resulted in giant effect sizes in magnetoresistive devices [53]
as outlined in the previous section. A variation of their composition allows the
magnetic properties to be tuned to tailor ideal materials [75]. Recently, even a
non-vanishing TMR effect for a fully compensated ferrimagnet has been reported
by Borisov et al. [76]. It seems more than feasible to investigate the Heusler
family for novel AF materials useful for spintronic applications.

The Heusler crystal structure is L21 (spacegroup Fm3m), an fcc-lattice with
a four-atom basis. The atomic positions are (0, 0, 0), ( 1

4 ,
1
4 ,

1
4 ), ( 1

2 ,
1
2 ,

1
2 ) and

( 3
4 ,

3
4 ,

3
4 ). The first and third one are occupied by the same atom X. Due to in-

version symmetry, the other two positions are equivalent and therefore occupied
by either Y or Z. The corresponding Wyckoff positions are 8c for the X atoms and
4a and 4b for Y and Z.
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3
Theoretical Methods

Investigating ground state properties of quantum mechanical systems is a chal-
lenging task. Where the hydrogen atom as a two-body problem can be solved
analytically, this is already impossible for helium. Numerically, small quantum
systems can be solved, e.g., via matrix diagonalization. However, as the dimen-
sion of the underlying parameter space scales exponentially with the system size,
computational limits are reached very quickly. Walter Kohn, one of the founders
of the density functional theory (DFT), estimated in his Nobel prize lecture: The
parameter space required for a system of 100 interacting particles would already
severely exceed the number of baryons in the universe. He called this fact the
"exponential wall" [77].

Therefore, complex many-body systems like solids and molecules require dif-
ferent approaches to be evaluated. In the case of solids, one of the most common
techniques used is DFT. An introduction to this method is given in Sec. 3.1 fol-
lowed by a brief overview of the two implementations used in this work in Sec.
3.2. In the last part of this chapter a pathway to calculate transition temperatures
of magnetic materials based on the results obtained by DFT is discussed in Sec.
3.3. Unless otherwise stated, the formulation in the following chapter is done
using atomic units (~ = me = e2 = 1).

17



3. Theoretical Methods

3.1. Density Functional Theory (DFT)

The general purpose of DFT is to determine the quantum mechanical ground
state of a many-body system as a functional of the name-giving electron den-
sity without the challenging necessity of solving the full many-body Schrödinger
equation. The following introduction will mainly follow the textbook of Koch
and Holthausen [78], as well as a review article by Capelle [79]. Modern DFT in
the form used in this work aroused in the 1960’s, founded by Pierre Hohenberg
and Walter Kohn [80]. They investigated an inhomogeneous electron gas in an
arbitrary system of several atoms. The corresponding many-body Hamiltonian1

Ĥ in general therefore consists of contributions from the nuclei (n), the electrons
(e) and the interaction between them:

Ĥ = T̂e + T̂n + V̂ee + V̂nn + V̂en + V̂ . (3.1)

Due to their large masses the nuclei move much slower than the electrons. We
therefore use the Born-Oppenheimer approximation, where the nuclei are as-
sumed to be fixed, so their kinetic energy T̂n is zero. Furthermore, their potential
energy due to Coulomb repulsion is merely a constant contribution in energy
V̂nn = Enn. The remaining terms in the Hamiltonian are the kinetic energies of
the electrons

T̂e = −1

2

N∑
j=1

∇2
j , (3.2)

the repulsive Coulomb interaction between the electrons

V̂ee =
1

2

∑
i 6=j

1

|ri − rj |
, (3.3)

and the external potential

V̂ =

N∑
j=1

v(rj) . (3.4)

N is the number of electrons and ri are their position vectors in all cases. Within
the Born-Oppenheimer approximation the electrons are considered to move in

1Operators are denoted with a circumflex
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the Coulomb potential of the fixed nuclei (V̂en). Thus, it is usually considered
as part of the external potential, so the resulting electron Hamiltonian takes the
form Ĥ = T̂e + V̂ee + V̂ . The total energy E is obtained as the expectation value
of the Hamiltonian:

E =
〈
Ĥ
〉

=
〈

Ψ|Ĥ|Ψ
〉
, (3.5)

where Ψ = Ψ(r1, r2, . . . , rN ) is a solution of the N-electron Schrödinger equa-
tion. The Rayleigh-Ritz variational principle now states that for any probe Ψ′ the
resulting E is an upper bound for the true ground state energy E0. Minimization
of E with respect to Ψ′ gives the true ground state energy

E0 = min
Ψ′

〈
Ψ′|Ĥ|Ψ′

〉
. (3.6)

Although working in theory, this method is not feasible in practice, as obtaining
the full many-body wave function Ψ requires solving the Schrödinger equation,
facing the exponential wall mentioned above.

3.1.1. Hohenberg-Kohn Theorems

Using the probability interpretation of the quantum mechanical wave function Ψ,
we can derive the electron density

n(r) = N

∫
dr2

∫
dr3 . . .

∫
drN |Ψ(r, r2, . . . , rN )|2 . (3.7)

By integration over the whole space the total number of electrons is obtained by∫
n(r)dr = N . (3.8)

The electron density is the central quantity of DFT, for which Hohenberg and
Kohn have proven two fundamental theorems in their original work. The first
theorem proposes a unique correspondence between the external potential and
the ground state electron density n0(r) (cited from Ref. [80]):

The external potential v(r) is (to within a constant) a unique func-
tional of n0(r), since, in turn, v(r) fixes Ĥ we see that the full many
particle ground state is a unique functional of n0(r).
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The message of this theorem ultimately leads to the finding that the Hamiltonian
of a system is uniquely defined by the ground state electron density, and there-
fore all properties and observables. The proof is a straight forward consideration
based on reductio ad absurdum, which can be found in any common DFT liter-
ature. As a consequence, we can write the ground state wave function, and in
general every observable, as a functional of the electron density, e.g. Ψ = Ψ[n0].
We write the total energy as

E[n] = T [n] + U [n] + V [n] + Enn = FHK[n] +

∫
n(r)v(r)dr + Enn , (3.9)

where the interaction between the electrons is given by U [n]. A universal func-
tional FHK[n] := T [n] + U [n] can be defined, which is valid for any number of
particles and any external potential. The second Hohenberg-Kohn theorem ap-
plies the variational principle stating (adopted from Ref. [78]):

The functional that gives the ground state energy of the system at-
tains its minimum if and only if the input density is the true ground
state density.

In other words, a minimization of the total energy functional E[n] with respect
to n(r) leads to the true ground state density n0(r) and therefore all properties of
the system. A proof is simply achieved by making use of the variational principle
established for wave functions. To summarize, the ground state energy (and any
other property of the system) can be expressed as a functional of the electron
density n(r), and the density which minimizes this functional is the true ground
state density n0(r).

3.1.2. Kohn-Sham Ansatz

The density functional theory as formulated by Hohenberg and Kohn lacks two
central points: First, the explicit form of the Hohenberg-Kohn functional FHK[n]

is unknown. Therefore, a simple variational approach to find the ground state
density is not possible. Secondly, although there is a unique correspondence
between the ground state density and properties of the system, in practice we
do not know how to deduce or calculate these from the density. To face this
major challenge in DFT, Kohn and Sham developed an approximative theory in
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1965 reintroducing wave functions in the form of single-particle orbitals [81].
This theory results in an auxiliary, non-interacting system reproducing the same
electron density as the interacting system.

As a first step, the kinetic energy is decomposed into two parts T [n] = Ts[n] +

Tc[n], where the first part is the known single particle kinetic energy, and the
second part consists of contributions due to interaction and correlation, which
are unknown in general. Additionally, the classical Coulomb self-interaction of
the electron density UH[n] can be separated from U [n]. The term

UH[n] =
1

2

∫
n(r)n(r′)

|r− r′| dr dr′ (3.10)

is called the Hartree energy. In accordance to Eq. (3.9) the Kohn-Sham total
energy can therefore be written as

EKS[n] = Ts[n] + UH[n] +

∫
n(r)v(r)dr + Enn + Exc[n] , (3.11)

where all unknown contributions due to interaction and correlation are merged
in the so called exchange-correlation functional

Exc[n] = (T [n]− Ts[n]) + (U [n]− UH[n]) . (3.12)

Simply spoken, Exc[n] contains all errors introduced by the reduction to a non-
interacting system except the classical Coulomb interaction between the elec-
trons. The single-particle Schrödinger-like Kohn-Sham equation for the system is
now [

−1

2
∇2 + VKS(r)

]
φj(r) = εjφj(r) , (3.13)

where φj are one-electron functions (called Kohn-Sham orbitals) of a fictitious
non-interacting system. εj are the corresponding Kohn-Sham eigenvalues. The
electrons move in the effective Kohn-Sham potential

VKS(r) = v(r) + VH(r) + Vxc(r) , (3.14)

which contains the contributions of the external potential v(r), the Hartree po-
tential

VH(r) =
δU [n]

δn(r)
=

∫
n(r′)

|r− r′|dr′ , (3.15)
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and the exchange-correlation contribution

Vxc(r) =
δExc[n]

δn(r)
. (3.16)

For the correct choice of Vxc(r) the auxiliary system will reproduce the correct
ground state electron density of our original system, which is known exactly as

n(r) =

N∑
j=1

|φj(r)|2 . (3.17)

The Kohn-Sham potential Eq. (3.14) explicitly depends on the electron density
obtained from a solution of Eq. (3.13), thus, an iterative solution of Eq. (3.13),
Eq. (3.14) and Eq. (3.17) is required. The usual way is to prepare an initial,
guessed starting electron density, then iteratively solve the equations to self-
consistency. This scheme is shown in Fig. 3.1. It is noteworthy that the Kohn-
Sham orbitals and the energy eigenvalues do not have a strict physical meaning.
They are a mathematical construct used to obtain the ground state electron den-
sity of the original many-body system.

3.1.3. Approximations

Up to this point, the theory to obtain the ground state density is exact. In other
words, the Kohn-Sham scheme yields the exact ground state density. But by
applying it in practice, we have to face obstacles which cannot be avoided. Hence,
it is necessary to introduce approximations. The first one is conceptual: As we
simply are not able to calculate the real many-body wave function, we have to
deal with the Kohn-Sham orbitals, which are the best approximation we could
get so far. The second approximation is of numerical nature. In a calculation, the
Kohn-Sham wave functions have to be translated on an explicit representation
using a certain basis. An exact solution is then only obtained using a complete
basis set. As the analytical form is unknown, this usually requires an infinite
expansion of the wave functions to obtain exact results. As this is not possible,
an appropriate choice of the basis and a suitable expansion cutoff is mandatory.
Last but not least, the collective contributions from exchange and correlation
merged into Vxc (Exc[n] respectively) are still unknown.
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Figure 3.1. | Schematic showing the iterative steps of solving the Kohn-Sham
equations in a self-consistency cycle used in a DFT calculation. Ground state
system parameters, such as a lattice constant, can be found by repeating cycles
for slight adjustments (optional dashed part).

Local density approximation

The major remaining task is to find a suitable approximation for the exchange-
correlation (xc) functional Exc[n]. Historically, the most important approxima-
tion is based on the homogeneous electron gas (HEG), where electrons are con-
sidered to move on a positive background charge distribution created by the
nuclei. The xc functional can now be written in the simple form

ELDA
xc [n] =

∫
n(r)eHEG

xc (n(r))dr . (3.18)

Here, eHEG
xc is the energy density of the HEG. In this case Exc only depends on

the local value of the density, so the approximation is called local density approx-
imation (LDA). As the exchange contribution is known analytically, the energy
density can be split into exchange and correlation parts:

eHEG
xc (n(r)) = eHEG

x (n(r)) + eHEG
c (n(r)) . (3.19)
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The explicit expression for the correlation part is unknown, hence its determina-
tion remains subject to an approximation. First, approximations based on per-
turbation theory have been developed [82, 83]. Modern expressions are param-
eterized using data of quantum Monte Carlo simulations of the HEG [84]. As the
HEG resembles a perfect metal, the LDA is well suited, e.g., for metallic solids.
Moreover, it also works surprisingly well for other systems like molecules, as it
incorporates a systematic error cancellation [79]. Nevertheless, LDA tends to
overestimate binding energies resulting in too short bond lengths. Examples for
LDA xc functionals are implementations of Vosko, Wilk, and Nusair (VWN) [85]
or Perdew and Wang (PW) [86].

Generalized gradient approximation

In real systems the electron density is in general inhomogeneous, so non-vanish-
ing density gradients occur. The LDA can be considered as a zeroth-order approx-
imation of a general expansion in terms of the density and its derivatives. Hence,
an extension to LDA are functionals which not only depend on the local value,
but also on density gradients. So called gradient expansion approximations tried
to include higher-order corrections in terms of |∇n(r)|, |∇2n(r)| etc., but almost
always failed to improve the results. A breakthrough was made by introducing
a more general functional of n(r) and ∇n(r), the generalized gradient approxi-
mation (GGA), instead of a power series like expansion. Such a GGA functional
takes the form

EGGA
xc [n] =

∫
f(n(r),∇n(r))dr , (3.20)

where there are generally no restrictions for the functional f . The GGA function-
als are especially useful for systems with a significant inhomogeneous electron
density. Regarding applicability, they can behave quite differently due to their
choice of f . One of the most used GGA functionals in solid state physics is the
implementation of Perdew, Burke and Ernzerhof (PBE) [87]. The PBE functional
corrects the overestimation of binding energies in the LDA, but systematically
overestimates the bond lengths slightly.

Many functionals such as the PBE functional are non-empirical, i.e., not based
on any experimentally measured values. This is the essence of ab initio cal-
culations, as they are only based on fundamental physics without the use of any
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empirical values. However, empirical functionals supported by experimental data
also exist, which aim to reproduce this data well.

3.1.4. Magnetism in DFT

Up to now the formulation of DFT is charge-only, i.e., the spin of the electrons is
neglected. Hence, in order to deal with magnetic, i.e. spin-polarized systems, an
extension to a more general theory (spin DFT) is required. This is achieved by
introducing additional densities besides the charge density n(r). In the simplest
case of collinear magnetism, where the electron spin has only one degree of
freedom along a certain direction, a single additional density is required. There
are several possible choices of the fundamental density, however, all leading to
an equivalent formulation. A common way is dealing with a charge density for
each spin orientation, up (n↑(r)) and down (n↓(r)). The total charge density
n(r) and the spin density s(r) then are

n(r) := n↑(r) + n↓(r) (3.21)

s(r) := n↑(r)− n↓(r) . (3.22)

This separation is possible due to the non-relativistic formulation neglecting spin-
orbit-coupling effects. Thus, spin and spatial degrees of freedom decouple and
the resulting wave functions can be separated into a tuple for spin-up and spin-
down. The Kohn-Sham equations then apply separately for both spin-up and
-down with a spin dependent Kohn-Sham potential V σKS, indexed by σ:[

−1

2
∇2 + V σKS(r)

]
φσj (r) = εσj φ

σ
j (r) (3.23)

V σKS(r) = vσ(r) +
δU [n↑, n↓]

δnσ
+
δExc[n↑, n↓]

δnσ
(3.24)

n(r) =
∑
σ

Nσ∑
j=1

∣∣φσj (r)
∣∣2 . (3.25)

Here, Nσ is the number of spin-up or -down electrons and N = N↑ + N↓. Espe-
cially, vσ(r) = v(r) − σµ0B(r) (where σ = ±1) contains the additional Zeeman
term. The xc functionals change accordingly, where the LDA used in spin DFT is
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called local spin density approximation (LSDA). LSDA and GGA functionals then
take the form

ELSDA
xc [n↑, n↓] =

∫
n(r)eHEG

xc (n↑(r), n↓(r))dr (3.26)

EGGA
xc [n↑, n↓] =

∫
f(n↑(r), n↓(r),∇n↑(r),∇n↓(r))dr . (3.27)

A further extension to non-collinear magnetism is possible by introducing a full
three dimensional spin density s(r) instead of a scalar one. Therefore, one has to
deal with four sets of functions. As this is computationally demanding, usually
collinear spin DFT is used.

3.1.5. DFT of Solids: Periodic Boundary Conditions

In solid state physics we deal with crystals, i.e. ideal - at least in theory - periodic
systems. Here, the nuclei are perfectly ordered on a periodic lattice, thus the
potential the electrons are moving in is periodic as well. Consequently, the whole
problem becomes periodic and allows us to apply periodic boundary conditions.
Hence, we are able to deduce bulk properties from a primitive unit cell of the
crystal containing only a few atoms. For a periodic potential V (r) = V (r + R),
where R = n1a1 +n2a2 +n3a3 (nj = 0, 1, 2, . . . ) is an arbitrary translation along
the lattice vectors aj , the Bloch theorem states that solutions of the Schrödinger
equation take the general form

ψk(r) = eik·ruk(r) , (3.28)

where uk(r + R) = uk(r) has the same periodicity as the crystal lattice (and thus
V (r)). Therefore, except for a phase factor, the wave functions are periodic as
well:

ψk(r + R) = eik·Rψk(r) . (3.29)

From this it follows that the probability distribution and thus the electron density
is also periodic. The Kohn-Sham equations can be separately solved for each k

of the first Brillouin zone in the reciprocal space, leading to a band structure
of energy eigenvalues. In principle we would need to integrate over the whole
Brillouin zone. However, in practice, this integration can be approximated by a
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weighted summation, as the wave functions vary slowly with k. The electron
density is therefore calculated by

n(r) =
1

Nk

∑
k

nk(r) , (3.30)

where nk(r) is the electron density for a given k and Nk the number of k-points.
The numerical results crucially depend on an adequate choice of Nk. Fortunately,
it is possible to exploit symmetries of the crystal lattice. The summation over the
Brillouin zone can be reduced to an irreducible wedge, and the result extended
to the whole Brillouin zone via symmetry operations. Nevertheless, convergence
regarding the chosen k-point mesh has to be ensured for each system separately
to obtain consistent results.

3.2. DFT Implementations

In the following sections we will briefly discuss the DFT implementations and
codes used in this work. Fundamental investigations are done using the Vienna
Ab Initio Simulation Package (VASP) [88–90]. In order to determine transition
temperatures for magnetic materials exchange parameters are calculated using
the Munich spin-polarized relativistic Korringa-Kohn-Rostoker (SPR-KKR) package
[91, 92].

A very convenient choice to write down the periodic part of the wave function
is an expansion in terms of plane waves, where the expansion is cut off at a
certain wave vector2. Plane waves are solutions of the free electron Schrödinger
equation, so this is a reasonable choice while dealing with metal-type materials,
where the free electron assumption approximately applies. Furthermore, the
implementation of the Hamiltonian as well as the calculation of energies is trivial.
However, due to the deep Coulomb potential in close vicinity to the nuclei, the
orthogonal wave functions are rapidly varying. An adequate expansion would
require an enormous set of plane waves.

There are different approaches facing this problem. The augmented plane
waves (APW) method divides the space into nuclei centered non-overlapping aug-

2In practice, often a cutoff energy Emax is given, related to the cutoff vector Gmax by
Emax = |Gmax|2~2/2me.

27



3. Theoretical Methods

mentation spheres and an interstitial region. Within the augmentation spheres,
the wave functions are augmented by various approaches such as atomic orbitals.
For this method, a matching of the APWs with the plane wave expansion in the
interstitial region at the sphere boundary is necessary.

Another approach uses pseudopotentials. Electrons are usually divided into
core and valence electrons. The first ones are localized close to the nucleus,
e.g. 1s, 2s, 2p states and so on, and their states are assumed not to change in
different environments. Further away from the nuclei only the valence electron
states are non-zero resulting in much smoother wave functions. Pseudopotentials
for isolated atoms then are created by pre-calculating an effective potential of
the nuclei in conjunction with the core electrons. The resulting potential leads
to smoother wave functions significantly reducing the necessary size of the plane
wave basis set. The Kohn-Sham equations are then only solved for the valence
electrons. An all-electron wave function is lost, and corresponding information
about core-related quantities, e.g., hyperfine fields, cannot be obtained.

3.2.1. Vienna Ab Initio Simulation Package (VASP)

Besides the pseudopotential method, VASP supports the projector augmented wave
(PAW) method invented by Peter Blöchl in 1994 [93]. It provides special advan-
tages compared to APW or pseudopotential methods, hence it is used for most of
the calculation presented in this work. A brief introduction to the method follows
based on two introductory papers by Blöchl [94] and Rostgaard [95].

In principle, the PAW method is a merging of the ideas behind APW and pseu-
dopotentials. In fact, APW methods can be obtained as a special case and the
pseudopotential method by a well-defined approximation of the PAW method
[93]. The idea is to define a transformation T̂ by

|Ψ〉 = T̂ |Ψ̃〉 , (3.31)

which transforms an auxiliary smooth wave function |Ψ̃〉 back to the all-electron
wave function |Ψ〉, solution of the single-particle Kohn-Sham equation Eq. (3.13).
In the following, original, untransformed functions are referred to as all-electron
(AE) functions, whereas transformed functions, marked with a tilde, are referred
to as pseudo (PS) functions. For the sake of clarity, we drop any index and deal
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with a single wave function only. As the wave functions are naturally smooth in
the valence region, a transformation is only required within a certain distance
to the nucleus. A radius rac defines an augmentation region Ωa, similar to APW
methods, around the atom a at position Ra, where |r − Ra| ≤ rac . Requiring
T̂ to affect the wave function only within these non-overlapping augmentation
regions, we can write it in a site-wise form

T̂ = 1 +
∑
a

T̂a . (3.32)

The sum runs over all atoms a with the atom-centered transformations T̂a.
Within the Ωa regions we expand the PS wave function |Ψ̃〉 into partial waves
|Φ̃aj 〉

|Ψ̃〉 =
∑
j

|Φ̃aj 〉 caj within Ωa , (3.33)

where caj are the expansion coefficients for atom a and the index j refers to
quantum numbers of the partial waves. Each of the PS partial waves corresponds
an AE partial wave |Φaj 〉, which is the result of the transformation:

|Φaj 〉 = T̂ |Φ̃aj 〉 =
(

1 + T̂a
)
|Φ̃aj 〉 within Ωa . (3.34)

Therefore, as in the region Ωa only T̂a has an effect, this defines the atom-
centered transformations T̂a by

T̂a |Φ̃aj 〉 = |Φaj 〉 − |Φ̃aj 〉 , (3.35)

so the transformation adds the difference between the PS partial waves and the
AE partial waves. As by definition the transformation T̂a has no effect outside the
augmentation region, the PS and AE partial waves are equal beyond the distance
rac to the nucleus:

|Φaj 〉 = |Φ̃aj 〉 for |r−Ra| > rac . (3.36)

We write the AE wave function by applying the transformation

|Ψ〉 = T̂ |Ψ̃〉 =
∑
j

|Φaj 〉 caj within Ωa (3.37)
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and see that the expansion has the same expansion coefficients as the PS wave
function. As the transformation T̂ is linear, the coefficients must be linear func-
tionals of the PS wave function |Ψ̃〉. Therefore, the coefficients are obtained by a
scalar product

caj = 〈p̃aj |Ψ̃〉 (3.38)

with the name-giving smooth projector functions |p̃aj 〉. Without overlap of the
augmentation regions, by inserting Eq. (3.38) into Eq. (3.33), we can deduce the
completeness relation ∑

j

|Φ̃aj 〉 〈p̃aj | = 1 . (3.39)

This also implies the orthogonality 〈p̃ai |Φ̃aj 〉 = δij , where δij is the Kronecker-
Delta3. Multiplying the atom-centered transformation T̂a with the identity Eq.
(3.39) and inserting the result of Eq. (3.35) we obtain the representation

T̂a =
∑
j

T̂a |Φ̃aj 〉 〈p̃aj | =
∑
j

(
|Φaj 〉 − |Φ̃aj 〉

)
〈p̃aj | . (3.40)

Using this, the full transformation takes the form

T̂ = 1 +
∑
a

∑
j

(
|Φaj 〉 − |Φ̃aj 〉

)
〈p̃aj | . (3.41)

Furthermore, with knowledge of the AE and PS partial waves, and the projector
functions, we are able to obtain the exact AE wave function from the PS wave
function by

|Ψ〉 = |Ψ̃〉 −
∑
a

∑
j

|Φ̃aj 〉 〈p̃aj |Ψ̃〉︸ ︷︷ ︸
|Ψ̃a〉

+
∑
a

∑
j

|Φaj 〉 〈p̃aj |Ψ̃〉︸ ︷︷ ︸
|Ψa〉

. (3.42)

This equation shows the nature of the transformation: In the first term, the
smooth, pseudo part in the augmentation region is removed, and in the second
term replaced by the all-electron part. An example is visualized in Fig. 3.2. By
construction |Ψ̃〉 is smooth everywhere, hence much more easy to handle numer-

3δij = 1 if i = j, δij = 0 if i 6= j
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|Ψ̃〉 |Ψ̃〉 −∑a |Ψ̃a〉 |Ψ̃〉 −∑a |Ψ̃a〉
+
∑

a |Ψa〉

Figure 3.2. | Example of a PAW transformation (Eq. (3.42)) for the radial part of
a hydrogen wave function. The green pseudo wave function is smooth even in
the core region. For the blue function the smooth pseudo partial wave expansion
in the central augmentation region has been removed. In red, the all-electron
wave function is shown.

ically than the original Kohn-Sham AE wave function. Inserting the transforma-
tion into the Kohn-Sham equation we get the transformed Kohn-Sham equation

̂̃H |Ψ̃n〉 = εn
̂̃
S |Ψ̃n〉 (3.43)

with the transformed Hamiltonian ̂̃H = T̂ †ĤT̂ and the so called overlap oper-

ator ̂̃S = T̂ †T̂ . The variational quantity for this equation is now the smooth
pseudo wave function |Ψ̃n〉. Finding the self-consistent solution for this trans-
formed problem is much more feasible. No information is lost as the complete all-
electron wave function of the original Kohn-Sham problem can be reconstructed.
However, PAW data sets (partial wave expansions, projector functions, etc.) for
each element need to be constructed in advance. This is done by highly accurate
atomic DFT calculations on isolated atoms. Details about a reasonable choice for
partial wave functions as well as construction of the projector functions can be
found in Ref.s [94, 95]. The VASP code provides PAW data sets for all elements,
which are ready to use; their construction is not part of this work.

The electronic structure of the isolated atoms is often used as a starting con-
figuration in PAW calculations. Usually the frozen-core approximation is used,
where the core states are considered well localized within the augmentation re-
gions, and are not affected by changes of the atomic environment. In the DFT
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calculation, only the valence electrons will be calculated. This is equivalent to
the pseudopotential approach, however, due to the PAW transformation all core-
related information can be restored.

3.2.2. Munich SPR-KKR Package

A different approach to find the electronic ground state is proposed by Kor-
ringa [96], Kohn and Rostoker [97] (KKR) by means of multiple scattering theory
(MST). The problem is formulated as electrons scattered by the nuclear poten-
tial. The total potential is separated into scattering centers located at each nuclei.
First, the scattering properties of these centers are calculated individually. Sec-
ond, the solution of the Schrödinger equation is determined by the requirement
that an incident wave at one center is the sum of the outgoing waves from all
other centers. Due to the formulation in multiple scattering the KKR method is
not restricted to periodic systems like solids, and can be easily applied to finite
systems like molecules.

In this section the fundamental considerations implemented in the Munich
SPR-KKR package [92] as of the publication by Ebert et al. [91], the authors of
the code, are outlined. A very detailed introduction as well as explicit forms of
quantities and functions dealt with can be found in this reference as well as in
the one by Mavropoulos and Papanikolaou [98]. The KKR theory is an approach
of determining the electronic structure equivalent to the usual DFT way. Instead
of using the electron density, the Green’s function G(r, r′, E) is introduced, which
is defined by (

E − Ĥ
)
G(r, r′, E) = δ(r− r′) . (3.44)

The Hamilton operator Ĥ = Ĥ0 + V̂ is decomposed into a "free" part Ĥ0, for
which solutions Ψ0(r, E) are known, and a perturbation part V̂ . This allows us
to write the Schrödinger equation in an integral form, the Lippmann-Schwinger
equation

Ψ(r, E) = Ψ0(r, E) +

∫
G0(r, r′, E)V (r)Ψ(r, E)dr′ , (3.45)

where G0(r, r′, E) is the Green’s function of the unperturbed system. The Green’s
function in its spectral representation is

G+(r, r′, E) = lim
ε→+0

∑
j

ψj(r)ψ∗j (r′)

E − Ej + iε
, (3.46)
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with the eigenfunctions ψj(r) and the eigenvalues Ej . Poles of the Green’s func-
tion indicate the eigenvalues, so the limit avoids divergencies. Using the Dirac
identity lim

ε→0
= (x + iε)−1 = −πδ(x) we can relate the Green’s function to the

density of states ρ(E), the charge density n(r) and the expectation value of an
operator Â by:

ρ(E) = − 1

π
=
∫
G+(r, r′, E)dr (3.47)

n(r) = − 1

π
=
∫ EF

G+(r, r′, E)dE (3.48)〈
Â
〉

= − 1

π
=
∫ ∫ EF

ÂG+(r, r′, E)dEdr , (3.49)

where EF is the Fermi energy. With the expressions above we are able to cal-
culate all ground state properties of the system without the explicit use of the
eigenfunctions. Thus, the Green’s function contains all information about the
system just as the ground state electron density.

The calculation of the Green’s function as follows is split into a (single-site)
potential and a geometrical part. For this purpose, in the full potential mode
the system is split into Wigner-Seitz polyhedra centered at each nucleus, and the
potential is split accordingly into non-overlapping single-site parts V =

∑
n V

n

within these polyhedra. The full potential in the polyhedra is expressed in an
angular momentum expansion using spherical harmonics.

Now the solutions of the single-site problems are calculated, where the scatter-
ing solutions ψn(r, E) could be obtained from the Lippmann-Schwinger equation
Eq. (3.45). However, a major, appealing benefit of the Green’s function formal-
ism is the use of the Dyson equation, which provides an alternative approach. It
allows us to write the Green’s function G for a system Ĥ = Ĥref + Ĥpert in terms
of a Green’s function Gref for a simpler reference system Ĥref with a perturbation
Ĥpert. The Dyson equation here in operator form is

Ĝ = Ĝref + ĜrefĤpertĜ . (3.50)

Interpreting the single-site problem as a free electron scattered at the potential
V n, we can write the Dyson equation for the single-site scattering problem as

Ĝn(E) = Ĝ0(E) + Ĝ0(E)V̂ n(E)Ĝn(E) (3.51)
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with the perturbation V n, where n is the site index. The free electron Green’s
function of the reference system corresponding to Ĝ0(E) is

G0(r, r′, E) = −e−i
√
E|r−r′|

4π |r− r′| . (3.52)

We remember the Lippmann-Schwinger equation in order to solve the Dyson
equation (3.45). In Dirac notation, it reads |Ψ〉 = |Ψ0〉 + Ĝ0V̂ |Ψ〉. We define a
transition matrix T̂ by

V̂ |Ψ〉 = T̂ |Ψ0〉 . (3.53)

This transition matrix relates the eigenfunctions of the perturbed Hamiltonian to
the eigenfunctions of the unperturbed system. It has the general form

T̂ = V̂ + V̂ Ĝ0T̂ (3.54)

= V̂ (1− Ĝ0V̂ )−1 (3.55)

and can be expanded into a Born series by iterative insertion. The Dyson equation
using a single-site t-matrix t̂n, which transforms the incoming wave of an electron
into a scattered wave, is

Ĝ = Ĝ0(E) + Ĝ0(E)t̂n(E)Ĝ0(E) . (3.56)

When dealing with multiple scatterers we find an analogous equation for the
complete problem:

Ĝ(E) = Ĝ0(E) + Ĝ0(E)V̂ (E)Ĝ(E) (3.57)

= Ĝ0(E) + Ĝ0(E)T̂ (E)Ĝ0(E) . (3.58)

All scattering processes can be decomposed into a series of single-site scattering
events characterized by t̂n and free propagation in between. Hence, the multiple
scattering T̂ -matrix operator is

T̂ (E) =
∑
nn′

τ̂nn
′
(E) (3.59)

using the scattering path operator τ̂nn
′
(E), which translates a wave incoming at

site n′ to an outgoing wave at site n. The operator takes all possible scattering
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events in between into consideration. The equation of motion for this operator
in an angular momentum basis is

τnn
′
(E) = tn(E)δnn′ + tn(E)

∑
m 6=n

G0nm(E)τmn
′
(E) , (3.60)

where we note the adoption in an angular momentum basis by the underlines.
Solving this problem for a finite system is done via matrix inversion by

τ(E) =
[
t(E)−1 −G0(E)

]−1
, (3.61)

where double underlines include site and angular momentum indices, so in this
case [τ ]nn′ = τnn

′
, [G0]nn′ = G0nn′ and [t]nn′ = tnδnn′ . Commonly, the matrix[

t−1 −G0
]

= M is called real-space KKR matrix. The dimension of these matrices
is determined by the number of scatterers N and the angular momentum expan-
sion, which is usually cut off at a certain maximum lmax. The resulting dimension
is D = N(lmax + 1)2. Hence, lmax crucially affects the numerical effort. Usually, a
value of lmax = 3 or 4 is sufficient. This finite cutoff introduces systematic errors
in the charge density resulting in a miscalculation of the Fermi energy. Lloyd
proposed an analytical expression (Lloyd’s formula) [99] to solve this problem
by an accurate charge density normalization.

For a periodic system like solids, the solution is found by a Fourier transforma-
tion of Eq. (3.60) into

τnn
′
(E) =

1

ΩBZ

∫
ΩBZ

[
t(E)−1 −G0(k, E)

]−1
eik·(Rn−Rn′ )dk , (3.62)

where ΩBZ is the Brillouin zone volume, Rn the positions of the nuclei and
G0(k, E) the so-called reciprocal space structure constant matrix.

Similar to other DFT codes, the core electrons, which are well localized within
the constructed Wigner-Seitz polyhedra, are not considered within the multiple
scattering calculation. They are treated separately in a relativistic way by the
Dirac equation. The problem then is solved only for the valence electrons, where
the SPR-KKR package supports either a scalar-relativistic way neglecting spin-
orbit coupling or a full relativistic calculation.
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3.3. Calculation of Transition Temperatures

One of the most important properties of magnetic materials is their transition
temperature, above which no spontaneous ordering is found anymore. For fer-
romagnets, this temperature is the Curie temperature TC, whereas for antifer-
romagnets it is the Néel temperature TN. As these kinds of magnetism are of
collective origin, a straight forward calculation from a primitive unit cell is not
directly possible. Total energy differences between F and AF configurations can
provide information of the interaction strength, but the estimation is typically not
very accurate. The SPR-KKR package ships with an implementation of the theory
by Liechtenstein et al. [100] to directly calculate the interaction between spins,
the exchange coupling parameters. As this is the origin of collective magnetic
ordering, we can deduce transition temperatures from the exchange parameters.

3.3.1. Exchange Coupling Parameters

The interaction between spins (or the corresponding magnetic moments, respec-
tively) is described by an exchange integral [101]

J =

∫
ψ∗a(r1)ψ∗b (r2)Ĥψa(r2)ψb(r1)dr1dr2 , (3.63)

which can be derived from quantum mechanical indistinguishability of two par-
ticles a and b, leading back to the Pauli principle. An effective Hamiltonian de-
scribing the exchange interaction is the Heisenberg Hamiltonian

ĤHeis = −
∑
i,j

Ŝi J Ŝj , (3.64)

where Ŝi is the spin operator for site i. J contains the interaction and can be
in general a complex matrix. In a first order approximation, the spins i and j

interact directly only via a single exchange coupling parameter Jij . In a classical
Heisenberg model [102], which has proven to work well [103], the spins are
able to orient arbitrarily in space. The Hamiltonian consists of the unit vectors ei

pointing in the direction of the magnetic moment at site i:

Ĥ = −
∑
i,j

Jijei · ej . (3.65)
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To calculate these exchange parameters from an ab-initio calculation, the energy
difference δE induced by a small deviation from the magnetic configuration in
the ground state is calculated. This is done by rotating a pair of spins i and j by an
angle±θ/2 in real space. This requires localized magnetic moments which do not
change in magnitude dependent on the spin configuration. The resulting energy
difference is δEij = Jij(1 − cos θ). Using the local force theorem of Andersen
[104] this energy difference can be expressed as

δE =

∫ EF

Eδρ(E)dE = −
∫ EF

δN(E)dE , (3.66)

where ρ(E) = dN/dE is the density of states. In this way, the energy difference
can be calculated in the KKR Green’s function formalism. Mapped to the classical
Heisenberg Hamiltonian we find in terms of the scattering operators

Jij =
1

4π

∫ EF

dE = Tr
(
t̂−1
i↑ − t̂−1

i↓

)
τ̂ ij↑

(
t̂−1
j↑ − t̂−1

j↓

)
τ̂ ji↓ . (3.67)

The arrows denote the spin-up and spin-down operators. This is known as the
Liechtenstein formula, proposed by Liechtenstein et al. in 1987 [100]. The ex-
change parameters Jij are only calculated up to a certain cluster radius r, where
sites i and j are separated by less than r.

3.3.2. Mean Field Approximation

The transition temperature can be derived in a simple mean-field approximation
(MFA) [105] using the calculated exchange parameters Jij . Usually, a compound
consists of several sublattices which we label by µ and ν. To determine the tran-
sition temperature, we have to solve the coupled equations [106]

3

2
kBT

MF
N 〈eµ〉 =

∑
ν

J0
µν 〈eν〉 (3.68)

with J0
µν =

∑
r 6=0

Jr
µν , (3.69)

where TMF
N is the estimated Néel temperature (in the case of antiferromagnets),

kB is the Boltzmann constant, 〈eµ〉 is the average z component of the unit vector
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eµ in the sublattice µ and Jr
µν represents the interaction between sites in sublat-

tices µ and ν separated by r. The problem can be represented in matrix form:(
Θ− TMF

N 1
)
E = 0 (3.70)

with
3

2
kBΘµν = J0

µν . (3.71)

1 is a unity matrix and E is the vector of eµ. TMF
N is then obtained by solving the

eigenvalue problem. The largest eigenvalue of Θ corresponds to the transition
temperature [105, 106].

3.3.3. Monte Carlo Simulations

Ferromagnetism and antiferromagnetism are collective phenomena, so many cha-
racteristic properties of such systems are determined by the interaction between
a large number of individual atoms. The transition temperature belongs to this
group of properties. An estimation in the MFA as outlined above is a rather rough
approximation. A better approach would consider a significant number of atoms
or unit cells in order to reduce effects according to the finite size of the system.
Numerically, an exact treatment for such large systems is hard if not impossible.

A more feasible way goes back to an idea first published in 1949 by Metropo-
lis and Ulam [107]. Their Monte Carlo4 (MC) method is a stochastical way of
solving problems approximately. A prominent example is numerical integration.
The space defined by the integration range and the function to be integrated is
sampled by N randomly chosen points. The value of the integral is then approx-
imated by the number of points which hit the space below the function. Thus,
the quality of the result can be easily improved by increasing the sampling. Of
course, this method is applicable to integrals of any dimension. Typically, the
error δ in MC methods scales with the inverse square root of the number of trial
steps δ ∝ 1/

√
N [109]. Furthermore, the numerical effort scales linearly with the

problem size, a significant advantage for the large problems we are dealing with.
The given introduction follows in large parts the article by Walter and Berkama
[110]. More details can be found in the textbook of Landau and Binder [109].

4The name is "not unrelated to the fact" that an uncle of Ulam borrowed money from
relatives to visit a casino in Monte Carlo [108]
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Monte Carlo simulation of physical systems

A physical application of a MC method would sample our system’s parameter
space searching for the state of lowest energy, i.e., the ground state. We note cer-
tain states of a system simply as A and B. During the sampling we create a chain
of system states, where the state after n steps is Xn. We write the probability of
going from state A to state B as a conditional probability

W (A→ B) = P (Xn = B|Xn−1 = A) . (3.72)

Such a sequence of states is a special case of the so called Markov chain. In the
more general case, the probability of finding the system in state B at step n can
depend on all n − 1 previous steps. The probability W (A → B) must fulfill the
conditions

W (A→ B) ≥ 0 ,
∑
B

W (A→ B) = 1 . (3.73)

The first one is natural for a probability and the second one ensures that the
system will be in any state after a transition. The MC process applied for physical
systems consists of two steps: First, a new state B is proposed based on the
current state A of the system (see Eq. (3.72)). Each possible state B is proposed
with a certain trial probability T (A → B). Second, the proposed state B is put
into trial and only accepted with a certain, well-defined probability A(A → B).
We therefore decompose the transition probability into

W (A→ B) = T (A→ B) ·A(A→ B) . (3.74)

To obtain physically correct results, the Markov chain must meet some basic re-
quirements constraining the probabilities introduced above. First of all, a possi-
bility to reach every system state must be ensured. Otherwise, the MC process
would be unable to sample a certain part of the parameter space. Not every state
necessarily must be reachable from every other state. This constraint is called er-
godicity. It corresponds to the Boltzmann distribution of statistical physics, where
every state A is found with the probability PA = exp(−EA/kBT )/Z > 0, with
the Boltzmann constant kB , the energy EA of state A, the temperature T and the
partition function Z.
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Proposition and acceptance probabilities have to be well chosen so the Boltz-
mann distribution is resembled by the MC process, which seems difficult at first
sight, as we do not know Z in general. We make use of the so-called master
equation, which describes the evolution of probabilities in a MC process:

dPA
dt

=
∑
B

[W (B → A)PB −W (A→ B)PA] . (3.75)

Here, the "time" t has not to be taken literally in a physical manner but in terms of
the MC sampling process. In equilibrium, the derivative vanishes, i.e., dPA/dt =

0. This condition is achieved if the sums are equal, or, in a stronger but not
strictly necessary condition, if the summands are pairwise equal:

PA ·W (A→ B) = PB ·W (B → A) . (3.76)

This condition is called detailed balance. By inserting the Boltzmann probabilities
it relates the transition probabilities to a term only dependent on the energy
difference EA − EB . Fortunately, the partition function Z drops out:

PA
PB

=
W (B → A)

W (A→ B)
=
T (B → A) ·A(B → A)

T (A→ B) ·A(A→ B)
= e
−EA−EBkBT . (3.77)

If we ensure that T (A → B) = T (B → A) in our sampling process, we get a
prescription for the acceptance probabilities by

W (B → A)

W (A→ B)
=
A(B → A)

A(A→ B)
= e
−EA−EBkBT . (3.78)

The choice of A(A→ B) is free and a key subject of the used algorithm as long as
Eq. (3.78) is fulfilled. Thus, the combination of ergodicity and detailed balance
ensures that the sampling process resembles the Boltzmann distribution.

Metropolis Algorithm

In this work the Metropolis algorithm, developed and published in 1953 by Metro-
polis et al. [111], is used. Originally, they used this technique to solve multi-
dimensional integrals for the evaluation of partition functions. The first ap-
proach is to uniformly sample the phase space of a system just by generating
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3.3. Calculation of Transition Temperatures

arbitrary configurations and weighting them with their Boltzmann probability
exp(−E/kBT ). However, this method turns out to be inefficient, as the whole
phase space is sampled uniformly. This uniform sampling is generally referred
to as simple sampling. Physically, in equilibrium only a narrow part in the phase
space contributes significantly to measured observables. Thus, many of the con-
figurations in Metropolis’ original sampling process only contribute negligibly to
the final result.

To overcome this problem, the phase space is sampled according to the Boltz-
mann probability and the contributions are weighted evenly. This weighted sam-
pling is referred to as importance sampling, as the relevant (important) region
of the phase space significantly contributing to the calculation’s result is sampled
preferably. This is achieved by defining the acceptance probabilities as

A(A→ B) := min [1, exp (−∆E/kBT )] (3.79)

with ∆E = EB − EA. In other words, a trial state lowering the energy (∆E ≤
0) is immediately accepted, whereas an increase in energy (∆E > 0) is only
accepted according to the Boltzmann distribution. If the generation of new states
fulfills T (A → B) = T (B → A), then the conditions of ergodicity and detailed
balance are fulfilled by this choice of A(A → B). The general scheme of the
Metropolis algorithm is as follows:

(1) Create a (random) initial state

(2) Change the state of the system randomly

(3) Calculate the energy difference ∆E caused by the change

(4) Generate a random number ζ with 0 ≤ ζ ≤ 1

(5) If ζ < A(A→ B), apply the change, otherwise discard it

(6) Iterate (2) to (5)

One iteration of points (2) to (5) is called a Monte Carlo step. The system will sys-
tematically strive to reach a state of lowest energy. However, the algorithm does
not ensure to reach a global minimum after a finite amount of steps, therefore
a reasonable choice of the initial state is of increased importance. As this initial
guess is generally not the ground state, usually a defined amount of MC steps is
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performed as a relaxation prior to calculating observables. Observables are then
calculated by integrating over several MC steps by

〈Q〉 =
1

N

N∑
i=1

Qi , (3.80)

where 〈Q〉 is the integrated mean value, Qi the value for state i and N the num-
ber of MC steps.

Implementation for a Classical Heisenberg Model

In Sec. 3.3.1 we showed how to calculate the exchange parameters Jij between
atoms i and j for a classical Heisenberg model. The simulation box for the MC
process is created by building a large supercell from the unit cell of the Jij calcu-
lation. This box usually contains several thousand atoms. Each set of equivalent
atoms within is referred to as a sublattice. We then apply the Metropolis algo-
rithm to this system. The energy differences are calculated from the Hamiltonian
Eq. (3.65) only containing the orientation of the magnetic moments. As the
size of the magnetic moments for the corresponding atoms is included in the ex-
change parameters Jij , we only deal with unit vectors here. As an initial guess
a perfectly ordered collinear configuration is usually chosen. For each MC step,
the magnetic moment of a randomly chosen atom is put into trial by rotating
it arbitrarily in space. The new state created this way is accepted according to
Eq. (3.79). This approach changes only one magnetic moment per MC step but
does not violate the ergodicity condition, as every collective change of several
moments can be achieved by a consecutive change of single moments. As a side
note, besides this simple approach more complex ones to improve the efficiency
of the algorithm exist as well [112].

Quantities of interest, such as the magnetization, are calculated according to
Eq. (3.80). As the MC process primarily deals with unit vectors ej , the normalized
sublattice magnetization mi can be easily obtained by

mi =
1

Ni

∣∣∣∣∣∣
Ni∑
j=0

ej

∣∣∣∣∣∣ , (3.81)
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where Ni is the number of atoms in sublattice i. The heat capacity c and the
normalized sublattice susceptibility χi can be derived from fluctuations of the
total energy and the magnetization by

c =
1

kBT 2

(〈
E2
〉
− 〈E〉2

)
(3.82)

χi =
1

kBT

(〈
m2
i

〉
− 〈mi〉2

)
. (3.83)

By repeating a MC simulation for a set of different temperatures usually start-
ing at T ∼ 0 and increasing, a temperature dependence of, e.g., the magnetiza-
tion can be studied. This allows us to deduce the transition temperature from
ferro- or antiferromagnetism to paramagnetism.
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4
Sample Preparation and

Analysis

Within this work thin film samples for spintronic applications are investigated.
The experimental methods used for their fabrication, analysis, and characteriza-
tion are introduced in the following sections. The deposition of thin films from an
atomic monolayer to several hundred nanometers by magnetron co-sputtering and
electron beam evaporation is discussed in Sec. 4.1. It is crucial that the composi-
tion of the sample, e.g. X2YZ in the case of Heusler compounds, is met precisely
in the experiment to avoid the nucleation of different, unwanted compounds.
The corresponding composition analysis methods are explained in Sec. 4.2. An
introduction to crystal structure analysis methods e.g. using X-rays is given in
Sec. 4.3. Analysis methods of intrinsic magnetic and electrical properties are dis-
cussed in Sec. 4.4 and Sec. 4.5. Finally, to prepare spintronic devices the samples
are patterned by UV lithography. The process is outlined in Sec. 4.6.

4.1. Thin Film Deposition

The thin film samples characterized in this work are mainly prepared by mag-
netron co-sputtering [113] from elemental targets. These targets, mounted on

45



4. Sample Preparation and Analysis

Figure 4.1. | Schematic of the BESTEC magnetron sputter deposition system
[114].

the magnetron sources, are bombarded by an argon plasma in vacuum with a
typical processing pressure of 2 · 10−3 mbar. The plasma is ignited by applying a
voltage of up to 800V to the target material. The momentum of the electrons in
the plasma is transferred to the target material removing single atoms. These are,
in turn, deposited on a substrate positioned above the source (sputtering). Creat-
ing a suitable magnetic field at the target material forces the electrons to follow
helical paths significantly enhancing the deposition yield (magnetron sputtering).
A suitable base vacuum is required to reduce contaminations from residual gas
in the chamber as much as possible.

Two custom built systems manufactured by BESTEC [114] are used within
this work. Both use a confocal geometry of the magnetron sources with the
sample carrier in the focus, one equipped with eight 3", one with four 2" mag-
netron sources. They allow co-deposition from up to four sources at the same
time. The sources can be operated with a DC or RF (13.56 MHz) voltage, allow-
ing co-sputtering of both metals and insulators. The magnetrons are operated in
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constant-power mode. Deposition rates are controlled by the applied power, so
full control of the composition is possible. High purity (6N) Ar gas is used for
the sputtering process. To keep the deposition homogeneous across the whole
sample, the carrier can be rotated during the process. Furthermore, the carrier is
equipped with a radiative heater allowing deposition at substrate temperatures
of over 900◦C. A cross section of the eight-source apparatus is shown in Fig. 4.1.
This apparatus is also equipped with an electron beam evaporator, which is pri-
marily used to deposit MgO tunneling barriers. For this purpose, the evaporator
is operated at 6 kV and a current of about 10 mA. Deposition rates can be moni-
tored using a quartz crystal microbalance. Both systems have a base pressure of
better than 10−8 mbar.

4.2. Composition Analysis

When depositing thin films, accurate control of the composition is crucial. This
is necessary to obtain a certain crystal structure and prevent the formation of
unwanted, secondary phases. The technique of co-sputtering provides the re-
quired tools for adjustments. Analyzing the resulting composition of a sample is
discussed in the following sections.

4.2.1. X-ray Fluorescence Spectroscopy

A fast and reliable method of composition analysis is X-ray fluorescence spec-
troscopy (XRF). The material of interest is irradiated with hard X-ray radiation,
especially continuous bremsstrahlung, with energy higher than the binding en-
ergy of core level electrons in the material’s K and L shells. The electrons are
excited to continuum and the vacancies eventually filled by electrons of higher
levels. The transition into the K or L shell is responsible for either creation of an
Auger electron, or emission of a photon (X-ray fluorescence), which has a tran-
sition - and therefore element - specific energy. The experimental setup as well
as the process is sketched in Fig. 4.2. The most important transitions are Kα, Kβ
and Lα, Lβ (cf. Fig. 4.2c) as the corresponding transitions can be easily excited
for most elements. Here, K or L denotes the final shell of the transition and α or
β the origin. Due to the reduced absorption cross section for light elements (up
to Z ∼ 12), a reasonable application is limited to the heavier elements.
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Figure 4.2. | Principle of X-ray fluorescence spectroscopy. (a) Experimental setup
with X-ray tube and detector. (b) Electrons of higher levels fill the vacancies of
core levels emitting a photon of material specific wavelength. (c) Term diagram
of the most relevant transitions. Splitting of 3p and 3d states is omitted for the
sake of legibility.

The resulting emission spectrum is detected by a multi-channel detector. The
characteristic peaks are evaluated after removing the background, escape and
sum peaks, and smoothing the spectrum. The adjusted spectrum is then evalu-
ated by a fundamental parameter analysis [115] fitting the spectrum without the
need of standards. The physical environment of the experimental setup, such as
sample and setup geometry, filters, atmosphere, detector, and the X-ray source,
is taken into account. X-ray absorption, emission, and secondary absorption and
emission are modeled based on tabulated atomic parameters. Evaluation of ele-
ment specific peaks allows the underlying composition of the irradiated material
to be determined.

The thin film samples are usually analyzed in a He atmosphere, as otherwise
the characteristic emission of light elements would be absorbed by air distorting
the results. The sample is irradiated by an Ag anode X-ray tube, generating
X-rays with a typical maximum energy of 40 keV. The spectrum is recorded by
an AMPTEK XR-100CR Si-PIN detector. Typically, integrating for one to two
hours gives accuracies . 1% atomic content. To reduce unwanted peaks due
to diffraction on crystalline substrates, samples analyzed with XRF are usually
deposited on amorphous glass substrates.
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4.2.2. Energy Dispersive X-ray Spectroscopy

The shortcomings of the XRF method can be overcome using the energy dispersive
X-ray spectroscopy (EDX). The underlying analysis in this method is equal to XRF,
however, the excitation of core electrons is done by an electron beam in an elec-
tron microscope. The cross section for this excitation does not scale linearly with
the atomic number Z, so lighter elements can be considered in this method as
well. Furthermore, unwanted diffraction peaks do not occur using this method,
so samples deposited on crystalline substrates can be measured with ease. Due
to the highly focusable electron beam, a spatial composition analysis is possible
by rastering the sample, recording a spectrum at each spatial point.

4.2.3. Rutherford Backscattering and ICP-OES

For calibration and comparison, the composition for some samples in this work
was also determined externally by other methods. The first one is the inductively
coupled plasma optical emission spectrometry (ICP-OES), where the sample is dis-
solved in an acidic solution. This solution then is sputtered into an inductively
coupled plasma. The atoms are excited by the plasma emitting element specific
radiation. This spectrum is analyzed similar to the XRF and EDX method.

Additionally, Rutherford backscattering spectrometry (RBS) was used. Here,
high energy (∼MeV) ions of hydrogen or helium are shot onto the sample. The
energy of the backscattered ions is measured and evaluated in a model of elastic,
hard-sphere scattering. The scattering intensity depends on the scattering ele-
ment, so an analysis of the backscattered spectrum provides information about
the composition.

4.3. Structural Analysis

The analysis of structural properties is of major importance for material synthesis.
It gives fundamental information about the crystal structure and properties of
the material, such as lattice parameters, layer thickness, and roughness. In the
following sections the techniques used to characterize the samples in this work
are outlined.
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4.3.1. X-ray Diffraction

X-ray diffraction is the standard method [116] to examine crystalline materials.
The sample is irradiated with X-rays, which are diffracted by the crystal lattice.
Diffraction on different layers causes a path difference, so depending on the in-
cident angle of the radiation, constructive interference occurs. The condition for
this is given by Bragg’s law

nλ = 2d sin θ , n = 1, 2, 3, . . . (4.1)

with the wavelength of the incident radiation λ, the crystal lattice spacing d and
the diffraction angle θ. This is shown in Fig. 4.3a. The lattice spacing between
certain crystal layers in a cubic crystal system (e.g. the Heusler structure) can be
expressed by the corresponding Miller indices [hkl] by

d = dhkl =
a√

h2 + k2 + l2
, (4.2)

where a is the lattice parameter. Irradiating the sample under different angles θ
and recording the diffracted pattern gives information about the crystal lattice.
All X-ray structure analysis measurements in this work are done in a PHILIPS

X’Pert Pro MPD diffractometer, which is equipped with a Bragg-Brentano geom-
etry depicted in Fig. 4.3b. Here, the sample is fixed in the center of a circle on
which the X-ray source and the detector are moved against each other. The X-ray
tube generates Cu Kα radiation of λ = 1.54187 Å. The detector side is equipped
with a graphite monochromator. Scanning the sample by varying ω while 2θ (see
Fig. 4.3b for explanation of the angles) is fixed to a position of a Bragg reflection
provides information about the relative orientation of crystallites in the sample.
These measurements - called rocking curves - can indicate the quality of the sam-
ple growth. A perfect crystal would yield a very sharp peak at ω = θ. Real
samples, however, consist of many crystallites, which may be slightly tilted rela-
tive to each other. This results in small deviations from the ideal Bragg condition
Eq. (4.1) for the peak positions. The orientation distribution of the crystallites is
found then as a broadening of the rocking curve. Hence, narrow rocking curves
are indicative of good and homogeneous crystal growth.
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Figure 4.3. | X-ray diffraction in Bragg-Brentano geometry. (a) Path difference
d sin θ of two incident rays diffracted by a crystal lattice leading to Bragg’s law.
(b) Bragg-Brentano geometry used for structural sample analysis. The sample is
fixed; X-ray tube and detector are both moved by θ against each other.

4.3.2. X-ray Reflectivity

In a flat angle regime the X-ray beam is reflected on the sample surface depending
on the optical properties of the material. This analysis is called X-ray reflectivity
(XRR) and typically goes to 2θ < 5◦. Here, below a critical angle θc, total re-
flection occurs. This angle is proportional to the square root of the material’s
density θc ∝ √ρ [116] allowing the determination of ρ. Beyond the critical an-
gle, the reflected intensity drops as the beam enters the material. Furthermore,
in the case of multiple layers, the beam is reflected at each interface. The partial
beams interfere similar to a Fabry-Pérot interferometer. The resulting intensity
oscillates with 2θ and so called Kiessig fringes are observed. The layer thickness
can be derived by [116]

d =
λ

2

m− n
sin θm − sin θn

(4.3)

for oscillation maxima of orderm and n and the corresponding angular positions.
If the interfaces deviate from perfect flat surfaces, diffuse scattering of the X-ray
beam leads to a decrease in intensity. Thus, information about the interface
roughness can be deduced from the oscillation amplitudes.

An XRR analysis consists of measuring the pattern and fitting it numerically
using the Parratt formalism [117]. Here, the reflection is simulated by modeling
the optical properties of the material. Therefore, information about the material’s
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composition is required. Layer thickness, roughness and mass density are fit
parameters. Thus, especially accurate sputter deposition rates can be obtained
from XRR measurements.

4.3.3. Atomic Force Microscopy

Atomic force microscopy (AFM) is used to accurately scan the surface of a sam-
ple. Here, a very sharp needle (cantilever) is brought into close proximity of
the sample. Between the cantilever and the sample’s surface a force occurs af-
fecting the cantilever. There are different approaches to measure this. So called
contact-mode methods directly measure the displacement of the cantilever either
using a laser or a piezo element. In the tapping mode, the cantilever is given
an externally driven oscillation. The oscillation is affected by the forces from the
interface and the electric feedback signal gives information about the scanning
height.

With this technique, a detailed image of the sample’s surface can be obtained,
where atomic resolution is possible in modern microscopes. Within this work,
mainly the roughness of the surface is investigated using AFM. The correspond-
ing images are recorded in the tapping mode, if not otherwise stated. Informa-
tion about the surface roughness is obtained by calculating RMS roughness of a
scanned sample region by

RRMS =

√√√√ 1

N

N∑
i=1

(zi − z)2
, (4.4)

where zi is the height at each data point, N the number of data points and z the
mean height of the N data points.

4.4. Magnetic Analysis

For the magnetic characterization, which is the major aspect of sample charac-
terization, several different methods are used including direct measurement of
the magnetization and measuring indirect effects mediated by the sample’s mag-
netism. In the following sections, we discuss these techniques in the form used
in this work.
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4.4.1. Vibrating Sample Magnetometer

The vibrating sample magnetometer (VSM) provides direct access to the magnetic
moment of the sample under consideration. The measured signal is an induction
voltage in a coil induced by a vibrating magnetic dipole. The setup is rather
simple; historically the original VSM was operated with a loudspeaker [118]. The
sample is mounted on a carrier which is moved sinusoidally, centered in between
a pair of pick-up coils. The number of pick-up coils and their geometry can
be modified and extended to match the requirements of the experiment [119].
Due to the vibrating magnetic dipole the magnetic flux through the pick-up coils
changes in time resulting in a periodic induction voltage, which is proportional to
the amplitude a and frequency ω of the oscillation UVSM ∝ a · ω. Measuring the
signal using lock-in amplifiers provides a high sensitivity down to about 1µemu.
The VSM was not available during parts of this work, therefore other methods
providing equivalent information are used as well.

4.4.2. Magnetoresistance

Magnetoresistance covers a wide range of different effects which exhibit a change
of resistance dependent on the applied magnetic field in common. Generally, the
MR ratio - similar to the TMR ratio in Eq. (2.2) - is defined as

MR(H) =
R(H)−R0

R0
. (4.5)

The external magnetic field is H and R0 a defined reference resistance, e.g. R0 =

R(0) for zero field. The resistance R(H) is measured while the magnetic field is
swept. In spintronic applications, where the MR value itself is often of primary
interest, MR effects can also be utilized to extract quantities of interest such as
the switching fields of a sample.

The AMR, already discussed in Sec. 2.2, depends on the relative orientation be-
tween the current I and the magnetization M. An angular dependency of R(θ) =

R⊥ + ∆R cos2 θ is found where θ is the angle between I and M. ∆R = R‖ −R⊥
is the difference in resistance between M ‖ I and M ⊥ I. The net magnetiza-
tion of a material is zero at the switching fields. The resulting resistance at these
fields is independent of the field orientation. Therefore, AMR measurements are
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normalized to R0 = R(M = 0) = R(Hc) with the coercivity Hc. As the AMR only
depends on θ, for H = Hc a minimum (maximum) in R(H) is found for θ = 0◦

(θ = 90◦). As shown by Leighton et al. in Ref. [120], this effect can be used to
measure the coercivity and thus the exchange bias in thin films.

4.5. X-ray Absorption Techniques

The X-ray absorption spectroscopy (XAS) is a powerful method to investigate the
behavior of single elements in a compound, as the related transitions are element
specific. The samples are irradiated with soft X-rays (energy 100 eV - 2 000 eV),
which excite core level electrons. The absorption can be quantified in different
ways. Auger electrons created by the core holes eventually induce a cascade of
secondary electrons, where close-to-surface electrons may leave the sample. The
measured drain current when grounding the sample is proportional to the ab-
sorbed intensity. This is referred to as the total electron yield (TEY). As the mean
free path for electrons in the samples is limited to a few nanometers [121], this
technique is especially sensitive to the sample volume near the surface. Another
option is measuring fluorescence photons of the substrate created by X-rays pene-
trating the sample. This can be done by placing a photo diode behind the sample
and measuring the resulting current. This measurement is called luminescence
yield (LM). The MgO type substrate has fluorescence lines in a suitable range for
detection, whereas this method does not work for SrTiO3 or Si substrates. Both
types of measurements are shown in Fig. 4.4a.

For 3d transition metal elements the absorption lines under investigation are
transitions from the 2p into unoccupied 3d and 4s levels. The absorption, how-
ever, is dominated by the transition into the d states by a factor of 20 [122].
For the spin-orbit split 2p states transitions originating from the 2p1/2 states are
denoted as L2, whereas transitions originating from the 2p3/2 states as L3. The X-
ray absorption XA(E), where E is the photon energy, can give information about
the element specific environment. For example, oxidation affects the electronic
structure of the atoms, resulting in a shift of the transition lines easily detectable
in the absorption spectrum. The absorption spectra of materials, however, can be
dichroic. This is utilized to probe the sample’s element specific magnetism.
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Figure 4.4. | X-ray magnetic circular dichroism. (a) Setup measuring the total
electron yield ITEY of secondary electrons and the luminescence yield ILM of
fluorescence photons. (a) Term diagram of the 2p → 3d transitions. Different
helicities of the x-rays result in different transition rates.

4.5.1. X-ray Magnetic Circular Dichroism

By using circular polarized X-rays it is possible to investigate the spin polarization,
i.e., ferromagnetism of the sample material. Light of different helicity is absorbed
by the sample, which is magnetized parallel or antiparallel to the incident beam
direction. Due to the density of states imbalance in the two spin channels of
the partially filled 3d band, the transition rates from 2p states for both helicities
differ, resulting in different absorption spectra. These are denoted by µ+(E) and
µ−(E) for the two helicities, where E is the photon energy. This X-ray magnetic
circular dichroism (XMCD) [122, 123] is sketched in a simple picture in Fig. 4.4b:
The transition rate into the minority spin final states is larger, as there are more
unoccupied, final states. The average XA as well as the XMCD signal is obtained
by the combination of the two absorption spectra as

XA(E) =
1

2

(
µ+(E) + µ−(E)

)
(4.6)

XMCD(E) = µ+(E)− µ−(E) . (4.7)

4.6. Lithography

Samples are patterned into nano pillars using standard UV lithography. The raw
sample is coated by photoresist (positive resist ALLRESIST AR-P 5350). A ho-
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Figure 4.5. |UV-Lithography process. (a) Raw sample (b) Bake out of the pho-
toresist applied on the sample (c) UV exposure with attached mask (d) Devel-
oped photoresist (e) Etching (f) Etched sample (g) Insulator sputtering (h) Liftoff
(i) Contact pad sputtering

mogeneous coating is achieved by spin-coating the sample for 60 s at 4 000 rpm.
The photoresist is baked out at 100◦C for 4 min. Next, an optical mask is put
onto the sample which is then exposed to a UV light dose of 55 mJ/cm2. After-
wards, the unexposed portion of the photoresist is removed treating the sample
for 60 s with a developer (ALLRESIST AR 300-35). In the next step the sample
is etched using Ar+ ion beam etching under an angle of 35◦ while rotating the
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sample. A quadrupole secondary ion mass spectrometer allows precise control
of the etching process. The sample is then covered by an insulating Ta2O5 layer
approximately 100 nm thick using reactive Ta sputter deposition in an oxygen
atmosphere. The remaining photoresist is removed (liftoff) using acetone in an
ultrasonic bath. Gold contact pads are added in a second lithography step using
sputter deposition. The whole process is sketched exemplarily for a TMR nano
pillar in Fig. 4.5.
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5
Screening for Novel

Antiferromagnetic Heusler
Compounds

It is well known that density functional theory has a huge potential in the field
of computational material design. Many reports on material search, prediction
and optimization can be found in the literature [124–126]. Due to increasing
availability of sufficient amounts of computational power, more and more high-
throughput frameworks aiming at large-scale material discoveries emerged in the
last two decades [127–133]. Today, there are several publically available compu-
tational material databases, such as the Materials Project [134, 135], providing
detailed calculations of a large number of material properties. These databases
differ in their focus, for example in investigated material classes and included el-
ements. One of these databases is the AFLOWLib of which data our investigation
is based on.
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5.1. AFLOWLib

The AFLOW project [136, 137] investigates binary and especially ternary com-
pounds in a high-throughput framework. They utilize the VASP DFT code, which
we already introduced in Sec. 3.2.1, to material ground state properties such
as lattice parameters, formation enthalpies, magnetic configurations and band
structures. These results are helpful for experimentalists in the search for novel
materials exhibiting specific properties. Energetic considerations may indicate if
a certain compound is expected to be stable.

The calculations are done combinatorically regarding the included elements,
so an unbiased database of material properties for a large variety of element com-
binations is obtained. Currently, depending on the compound class (elemental,
binary, ternary), some elements are not yet included in the calculations. These
are elements which are usually hard to handle by DFT calculations (strongly
correlated systems) or technologically less relevant (e.g. man-made, radioactive
elements). At the time of writing, generally not included are actinides. For the
binary compounds, noble gases and most other elements found in the gas phase
at ambient conditions are not included. Furthermore, only a few lanthanides are
included. In the ternary family, all lanthanides except La are omitted. For the
gas-type elements only noble gases are excluded.

For the limited number of binary combinations many different crystal struc-
tures are considered in calculations for each combination. In contrast, for ternary
compounds the number of possible combinations is already very large. In favor
of more combinations the calculations are restricted to a few crystal structures
including the Heusler structure. By the time of writing, the AFLOWLib includes
calculated properties for more than 330 000 binary and 1.2 million ternary com-
pounds [137]. The binary part of the database builds an important basis of the
AFLOWLib, where an intensive investigation of binary phase diagrams has been
done. The results are remarkable: The ground state prediction for binary crystal
structures is accurate with a 96.7% probability [136]. Hence, an investigation of
the Heusler family based on the data available in the AFLOWLib is feasible.

Within a high-throughput approach, several requirements for the investigated
materials need to be set up in advance in order to avoid unnecessary computa-
tional time. As we are aiming to find new materials for future use in spintronic
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Figure 5.1. | Elements included in the screening process are shown in green.

thin film applications we define three basic criteria for the database search within
the AFLOWLib:

1. Suitable elements - exclude elements which are not suitable for thin film
deposition and processing

2. Magnetism - at least one atom needs to have a non-vanishing magnetic
moment

3. Stability - the material needs to be stable against decomposition into other
phases

Besides radioactive elements, we excluded elements not suitable for thin film
preparation (alkaline metals, noble gases) or that impose significant constraints
on the type of deposition technology (halogens, chalcogens). The full list of
included elements is visualized in a periodic table of the elements in Fig. 5.1.

To exclude nonmagnetic materials we restricted our search to compounds,
where the sum of the absolute magnetic moments of the constituents is at least
1µB. To further restrain our search to thermodynamically stable compounds, we
considered the formation enthalpy. This is the amount of energy released when
forming a compound from the elemental constituents. In the limit T → 0 present
in DFT calculations, entropic contributions vanish and the formation enthalpy
is equal to the formation energy. For Heusler compounds X2YZ the formation
energy ∆E is

∆E(X2Y Z) = E(X2Y Z)− 2E(X)− E(Y )− E(Z) , (5.1)
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5. Screening for Novel Antiferromagnetic Heusler Compounds

where E(X) is the total energy of the ground state structure of element X. The
formation energy, as well as the magnetic moment is calculated for every com-
pound in the AFLOWLib and available in the online library, which includes a
search engine with corresponding filters [137].

5.2. Phase Stability

The formation energy contains information about the possible decomposition
into the elemental constituents of a compound. However, a decomposition into
other compounds or a mixture of phases can also be energetically favorable. This
is not considered in the formation energy alone. In order to ensure stability
against phase separation into competing binary and ternary phases, we investi-
gate the so called zero temperature phase diagrams. Here, the formation ener-
gies obtained from the DFT calculations are plotted against the atomic compo-
sition. The corresponding formation energy values can be obtained through the
AFLOWLib API [138], so automatic processing and evaluation is easily possible.
For binary systems X-Y this yields a simple two dimensional graph containing a
data point for all elemental phases of X and Y and their binary combinations.
Elementary phases are included by their total energy with an offset, so the phase
of lowest energy has E = 0. This is exemplarily shown for the Ge-Mn system in
Fig. 5.2a. Especially interesting is the ∆E < 0 part of the graph containing the
phases which are stable against elemental decomposition. However, for certain
phases other decompositions into further binary phases are possible. To investi-
gate the possibility of decomposition into other phases, the convex hull (CH) for
the point set with ∆E ≤ 0 is calculated. The CH of a point set is the smallest
convex subset containing the whole original point set. In Fig. 5.2a, this is marked
by the blue line. We calculate the CH using the QHULL tool [139]. As we only
consider ∆E ≤ 0, the CH always contains the trivial part E = 0. As this is of no
experimental relevance, we will neglect this part of the CH in the following only
discussing the negative part.

The grade of stability can now be evaluated in terms of the CH. Each phase,
which is not part of the CH, can separate into two or more phases which are
part of the CH. The energy gain by this decomposition is characterized by the
vertical distance to the CH. We calculate this distance, in the following denoted
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5.2. Phase Stability

(a) (b) (c)

Figure 5.2. | Zero temperature phase diagrams. (a) Two-dimensional phase di-
agram for the Ge-Mn system. The green arrow (l) indicates the distance to the
convex hull ∆EH. (b) Three-dimensional convex hull for the Ge-Mn-Ru system.
(c) Phase diagram showing the convex hull projection to the xy-plane for the
Ge-Mn-Ru system.

by ∆EH, geometrically. The higher ∆EH is for a certain phase, the less stable the
compound is. Exemplarily, ∆EH is sketched in for one phase in Fig. 5.2a. Phases,
which are part of the CH have no possible decomposition channels into other
phases lowering their total energy. Thus, these phases are expected to be stable
in the experiment. Of course, a complete phase diagram including every possible
phase is required to produce a definite prediction. For ternary compounds this is
currently not possible, but nevertheless, as already shown for binary compounds
by the AFLOW consortium, this method works remarkably well.

In order to investigate the Heusler family we need to evaluate the full three
dimensional, zero temperature phase diagrams for all candidates already fulfill-
ing criteria 1 and 2 defined in Sec. 5.1. The composition for a system X-Y-Z is
encoded into an equilateral triangle, where the corners represent the elemental
X, Y, or Z phases. The sides of the triangle represent binary compounds, i.e., the
binary phase diagrams. Ternary phases containing all three elements are found
in the area of the triangle. The formation energies are now plotted on the z-
axis resulting in a three dimensional exemplarily CH shown in Fig. 5.2b, where
a phase is found at every vertex. Due to this, usually a projection to the xy-plane
is printed. For the Ge-Mn-Ru system this is shown in Fig. 5.2c. Here, only phases
which are part of the CH, as well as the projected facets of the CH are shown in
the diagram. The CH as well as the distance ∆EH are calculated the same way as
for binary compounds. With this information, the three basic criteria from Sec.
5.1 are fulfilled.

63



5. Screening for Novel Antiferromagnetic Heusler Compounds

(a) (b)

Figure 5.3. | AF configurations in an fcc lattice. Shaded planes indicate parallel
aligned magnetic moments (arrows). (a) AF1 state with staggered magnetiza-
tion in [001] direction. (b) AF2 state with staggered magnetization in [111]
direction. Sketches are created with VESTA [140].

5.3. Magnetic Ground State

Up to now, our screening task has only used data already available in the AFLOW-
Lib. This yields a set of Heusler compounds only containing the elements we
chose to include, containing at least one magnetic constituent and being stable
against elemental, binary and ternary phase decomposition. The calculations in-
cluded in the AFLOWLib only consider structural unit cells. However for AFs, the
magnetic unit cell can be larger than the structural one. For example, this is the
case for an AF Heusler compound, where Y atoms are coupled antiferromagnet-
ically in neighboring structural, four atom unit cells. As this is not yet covered
by the AFLOW framework, we need to put further effort into determining the
magnetic ground state.

To check for antiferromagnetism in the candidate materials filtered from the
AFLOWLib as described in the previous section, we investigate the two AF config-
urations AF1 and AF2. These are sketched in Fig. 5.3. The grey spheres represent
atoms in an fcc lattice. Their arrows show the orientation of their magnetic mo-
ments. The shaded areas indicate the corresponding alternating planes of parallel
magnetic moments. In the AF1 state (Fig. 5.3a), the magnetic moment orienta-
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5.3. Magnetic Ground State

tion is staggered in the (001) planes; in the AF2 state (Fig. 5.3b) the magnetic
moment orientation is staggered in the (111) planes. Due to the inversion sym-
metry, all {001} or {111} arrangements are equivalent. For our investigations
we use eight-atom unit cells maximizing the symmetries for the corresponding
configurations. Detailed information about the used geometry and unit cells are
given in the appendices, see Chapter A.

Our investigations are done using the VASP DFT code (cf. Sec. 3.2.1) just as
used in the AFLOWLib. We use the generalized gradient approximation with the
Perdew-Burke-Ernzerhof (PBE) [87] exchange-correlation functional. This func-
tional is widely used in solid-state physics and known for its good performance
in reproducing formation energies and structures for solids [141–143]. To keep
calculations as consistent as possible, for all investigated compounds the same
PAW potentials as used in the calculations found in the AFLOWLib are used.

We investigate the energy differences of AF configurations to the structural
unit cell by setting up three distinct calculations for every candidate material. In
the following, we will refer to the state found in the structural unit cell simply as
the FM state1. In addition to this, we calculate the AF1 and AF2 states using su-
percells. Initially, we set the magnetic moments of all atoms to a high-spin config-
uration according to Hund’s rules. For the AF configurations magnetic moments
are aligned parallel within a structural unit cell and antiparallel to neighboring
unit cells. All calculations are done assuming collinear magnetism neglecting
spin-orbit coupling, thus, the orientation of the magnetic moments with respect
to the lattice plays no role. In order to predict AF ground states we calculate the
total energy differences to the FM state by

∆EAF1 = EAF1 − EFM , (5.2)

∆EAF2 = EAF2 − EFM , (5.3)

where EFM, EAF1, and EAF2 are the total energies per four-atom formula unit
(f.u.) obtained from the calculation of the respective states.

The calculations on all three states are done for all candidate materials. They
include an ionic quasi-Newton relaxation [144] by calculating forces and the

1The magnetic state found in this calculation is not ad-hoc clear and usually requires
further investigation, as due to periodic boundary conditions and T → 0 the "true"
magnetic coupling cannot be directly accessed.
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5. Screening for Novel Antiferromagnetic Heusler Compounds

stress tensor relaxing all internal degrees of freedom and the lattice parame-
ters. This is a necessary step as the Coulomb repulsion for differently aligned
magnetic moments can lead to lattice distortions. We performed extensive con-
vergence tests on crucial numerical parameters. These are set to achieve a total
energy convergence down to 1 meV. The convergence checks are discussed in the
appendices, see Chapter B.

In addition to this, to cover shortcomings in the convergence tests and to cope
with the large variety of candidate materials, a fourth calculation in the AF1 con-
figuration using fewer k-points is added. As a simple, automatic convergence
test, the total energy convergence between the AF1 and reduced k-point AF1
calculation is evaluated and, if necessary, calculations are repeated using more
k-points automatically until the desired convergence is achieved. Furthermore,
substantial changes in the lattice parameters and/or magnetic moments are de-
tected automatically and reviewed manually. Finally, the magnetic ground state
is determined by the total energy: If one of the energy differences ∆EAF1 and
∆EAF2 is negative, the ground state is AF, at least within our framework.

5.4. Néel Temperature Estimation

To estimate Néel temperatures for materials we predict to be AF we use the Mu-
nich SPR-KKR package (cf. Sec. 3.2.2). As outlined in Sec. 3.3.1, it provides tools
to calculate the Heisenberg exchange parameters. In order to do so, the ground
state calculation for the corresponding AF configuration needs to be repeated in
the SPR-KKR code. We use the fully relaxed and converged results from the cal-
culations done with VASP as a starting configuration for the SPR-KKR code. The
size and orientation of magnetic moments used in the calculation are obtained
from previous results.

We use the full-potential mode to accurately reproduce the previous results.
The angular momentum cutoff2 is set to lmax = 3. The Brillouin zone integration
is done on 1 000 k-points, which corresponds to a dense 20× 20× 20 mesh. The
integration of the Green’s function is done on an arc with 60 energy points in
the complex plane. These tight numerical parameters ensure convergence for all

2In the current version of the code used in this work, this is the maximum value sup-
ported by the code.
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5.4. Néel Temperature Estimation

investigated materials. In a second step, we calculate the Heisenberg exchange
parameters on a cluster with a radius of r = 4.5a in real-space.

A first estimation of the Néel temperature is obtained in the mean field ap-
proximation (cf. Sec. 3.3.2). As the value TMF

N obtained from Eq. (3.69) typically
overestimates the Néel temperature [145], we performed atomistic spin dynamic
simulations using Monte Carlo (MC) methods for all candidate materials with
a predicted AF ground state. This is a viable method to obtain excellent results
[146]. We use a custom implementation of the Metropolis algorithm as explained
in Sec. 3.3.3.

MC simulations are done on a temperature range up to Tmax = 1.25 · TMF
N

for a simulation box of 8 000 unit cells with periodic boundary conditions. In
the case of two magnetic atoms in the unit cell, within the interaction radius of
r = 4.5a about 1 600 interactions/atom are included. For four atoms, the num-
ber increases to about 3 000 and for six atoms to about 5 000 interactions/atom.
Each system is initially relaxed at T = 0.05 · Tmax. The temperature step size
is set to approximately Tmax/100. For each temperature step 2 000 MC steps
per atom are performed as a relaxation, using the previous configuration as a
starting configuration for the new temperature. The relaxation is followed by an
integration over 20 000 MC steps per atom. All relevant parameters are carefully
checked (see appendix Chapter B) and summarized in Tab. 5.1. At each temper-
ature we calculate the normalized sublattice magnetizations mi (see Eq. (3.81)),
the heat capacity from fluctuations cF (see Eq. (3.82)) and the magnetic sublat-
tice susceptibilities χi (see Eq. (3.83)). Furthermore, we derive the heat capacity
cS as the numerical derivative of the total energy. All of these are shown for the

Table 5.1. |MC parameters as used in the screening process

Parameter Value

Simulation Box 20× 20× 20 (8 000 unit cells)

Interaction radius 4.5a

Initial relaxation steps 20 000 / atom

Relaxation steps 2 000 / atom

MC steps 20 000 / atom
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5. Screening for Novel Antiferromagnetic Heusler Compounds

Figure 5.4 |Determination
of the Néel temperature.
Normalized magnetiza-
tion (top), heat capacity
(middle) and normalized
susceptibility (bottom)
for Mn2PtAu in the AF1
state are shown. The solid
vertical line indicates the
Néel temperature.
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Mn2PtAu system in the AF1 state in Fig. 5.4. Both cF and cS match precisely. The
susceptibility decreases to 2/3 of its maximum for T → 0 as expected for antifer-
romagnets. The heat capacity shows a divergence at the phase transition. Fitting
a cubic spline to the total energy and determining the steepest decay using the
second derivative yields the transition temperature most reliably, thus all Néel
temperatures TMC

N are determined this way.

5.5. Prediction of Antiferromagnetic Heusler
Compounds

We started our screening process with more than 80 000 Heusler compounds
present in the AFLOWLib. By database filtering using the criteria defined in Sec.
5.1 we find ≈ 30 000 Heusler compounds with ∆E < 0. After discarding com-
pounds with a magnetic moment of less than 1µB/f.u., the number reduces to ≈
5 000. At this point, our own computational work starts by calculation of the CHs
for all of these ternary systems. We end up with a number of 74 Heusler com-
pounds which are part of the respective CH. Now we introduce a meta stability
cutoff of ∆EH < 80 meV/atom accounting for numerical inaccuracies. For the
well-known stable Heusler prototype Cu2MnAl we find ∆E = 64 meV/atom con-
sistent with other computational material databases such as the Materials Project,
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online local

AFLOW This work

≈ 80 000 Heusler compounds
in AFLOWLib

≈ 30 000 Heusler with ∆E < 0

≈ 5 000 Heusler with m ≥ 1µB

21 antiferromagnetic Heuslers
with TN > 290K

70 (meta-) stable Heuslers with
antiferromagnetic ground state

291 Heuslers with
∆EH < 80 meV/atom

database filtering

database filtering

convex hull
construction

DFT + Monte Carlo

supercell DFT
calculations

Figure 5.5. | The screening workflow. The left part (purple) shows data already
present in the AFLOWLib. The right part (green) reflects the extended calcula-
tions done in this work.

justifying this cutoff. Furthermore, because AF configurations of compounds are
not included in this consideration, a compound above the CH can become part
of it in the AF state due to the energy gain. Our results support this assumption.
Taking into account this cutoff, we find a sizable number of 291 magnetic Heusler
compounds we expected to be stable in the experiment.

For these 291 compounds we performed magnetic ground state investigations
as described in Sec. 5.3. We obtain a negative ∆EAF1 or ∆EAF2 in 70 cases,
which we refer to in the following as "stable". A stable AF1 state is found in 37
cases and a stable AF2 state in 48 cases. 17 compounds are found to be stable in
both AF configurations. We performed an estimation of the Néel temperature fol-
lowing the method described in Sec. 5.4 for each stable AF compound separately.
The results are wide spread, however, we identify 21 AF Heusler compounds
with Néel temperatures above room temperature TMC

N > 290 K. Our complete
workflow as well as the corresponding numbers are summarized in Fig. 5.5. Due
to the huge amount of data, only partial aspects are discussed. A whole set of
obtained energetic, structural and magnetic data for each of the 70 investigated
Heusler compounds can be found in the appendix Chapter C.
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Unconventional Heusler compounds
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Figure 5.6. |Distribution of elements on the different atomic positions in AF
Heusler compounds for conventional ones (top) and unconventional ones (bot-
tom).

5.5.1. Structure and Composition

The AF compounds are divided into two groups, the conventional Heusler com-
pounds, where the Z position is occupied by a main group element, and uncon-
ventional Heusler compounds, which are mainly pure intermetallic compounds.
Calculations on unconventional Heusler compounds were mainly carried out by
Kevin Diekmann within a Master’s thesis [147]. We find an interesting elemental
distribution among the conventional Heusler compounds: Here, the X position is
occupied by platinum group metals (Ru, Rh, Os), Ir, and Sc only. The Y position
is taken by 3d transition metals Ti, V, Cr, Mn, Fe, Co, Nb, and Ta. This distribution
is visualized in Fig. 5.6. In the upper part, the distribution among conventional
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Figure 5.7. | Energy differences ∆EAF1 (solid bars) and ∆EAF2 (light bars) for
AF Heusler compounds. Green bars indicate stable, red bars unstable AF states.
The top graph shows conventional and the bottom graph unconventional Heusler
compounds.

Heusler compounds is shown. In the lower part, the same is sketched for uncon-
ventional ones. In this case, there is no clear tendency; many different combina-
tions without a preference can be found. As a side remark, with one exception
(Co2TaTi), no compound from the well-known family of ferromagnetic Co-based
compounds is found to be AF in the screening. In Fig. 5.7 we compare the en-
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5. Screening for Novel Antiferromagnetic Heusler Compounds

ergy differences ∆EAF1 (solid bars) and ∆EAF2 (light bars) for all 70 AF Heusler
compounds. Negative energies (stable) are shown in green, positive ones (un-
stable) in red. Again, conventional Heusler compounds are plotted in the upper
part and unconventional ones in the lower. The first result is that no correlation
between the two AF configurations is found: One stable AF configuration does
not imply the other to be stable as well. Besides Fe- and Mn- based compounds
(Fe2YZ, Mn2YZ) there is no clear tendency found between included elements
and the resulting energy differences. The largest (negative) energy difference is
∆EAF1 = −239 meV/f.u. for Mn2PtAu in the AF1 state. For Fe- and Mn- based
compounds the largest energy differences are found. This is most likely due to
the fact that the Fe and Mn atoms, naturally carrying a large magnetic moment,
occupying the X position. In an AF configuration this leads to a distortion in the
crystal lattice which is indeed found in the calculations for these compounds.
Due to symmetry, this distortion is only found in the AF1 state. Here, we find a
contraction in [001] direction of typically 3-5% for the Fe- and Mn-based com-
pounds. The unit cell volume remains approximately the same in these cases. For
all other compounds, such distortions are negligible. Generally, the equilibrium
lattice constants typically differ from the FM state in a sub-permille range.

5.5.2. Magnetism

The magnetic moment for the investigated compounds is almost exclusively lo-
calized on the Y atom. Another exception are the Fe- and Mn- based compounds,
where a significant moment is found on the X atom. For the absolute magnetic
moment mabs =

∑
i |mi| per atom we find a Slater-Pauling like behavior, as can

be seen by plotting mabs as a function of the number of valence electrons nval

per atom in Fig. 5.8a. All three configurations FM (green), AF1 (blue), and AF2
(orange) are shown. Additionally, data for binary compounds (adopted from Ref.
[148]) is included in the graph as black dots. Here we find many compounds
that approximately follow the well-known Slater-Pauling rule (light blue lines)
m = nval − 24 in units of µB for Heusler compounds. Furthermore, some of the
compounds seem to follow the m = nval − 18 rule for the half Heusler structure
[148].

The calculated Néel temperatures cover a wide range from nearly 0 K to 956 K.
Corresponding values for all investigated AF Heusler compounds can be found in
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Figure 5.8. | Correlations between several values. (a) Magnetic moments m of
the investigated Heusler compounds plotted against the number of valence elec-
trons nval. A Slater-Pauling like behavior (light blue lines) is found. The black
dots are data for binary phases adopted from Ref. [148]. (b) Mean field Néel
temperature TMF

N plotted against the energy differences ∆EAF1 and ∆EAF2. (c)
Mean field Néel temperature TMF

N plotted against the second nearest-neighbor
model Néel temperature T 2nn

N where applicable.

the appendix Chapter C. The highest temperature for the AF1 state is obtained
for Fe2IrRh at 956 K and in the AF2 state it is 520 K for Mn2PdAu. Slightly higher
Néel temperatures are found for compounds with larger magnetic moments. Be-
side that, no further notable correlations between energy differences, magnetic
moments and calculated transition temperatures are found.

The comparison between TMF
N and TMC

N obtained in the mean field approx-
imation and by MC reveals the usual trend of TMF

N > TMC
N . In Fig. 5.8b we

compare the resulting TMF
N with the energy gain in the AF configurations ∆EAF1
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5. Screening for Novel Antiferromagnetic Heusler Compounds

and ∆EAF2. A weak correlation between the energy gain and the Néel temper-
ature is evident, although there are many examples that have small energy gain
but still large Néel temperature.

Now we investigate the transition temperatures in a second nearest-neighbor
model. For compounds of the X2YZ, type where only Y has a magnetic moment,
the first and second neighbor exchange interactions J1 and J2 can be written as

∆EAF1 = 8J1,

∆EAF2 = 6J1 + 6J2. (5.4)

In the mean-field approximation one can now write the Néel temperature as
3
2kBT

2nn
N = |12J1 + 6J2| = | 34∆EAF1 + ∆EAF2|. Where applicable (stable in both

AF configurations, magnetic moment only on Y atom), we compare TMF
N with

the values of T 2nn
N . This is the case for 13 compounds and plotted in Fig. 5.8c.

It turns out that the second-nearest neighbor model greatly overestimates the
Néel temperature in most cases and no clear correlation between the two Néel
temperature estimations is observed. These results indicate that interactions at
much longer range play a significant role in determining the transition tempera-
ture. Thus, especially the second nearest-neighbor approach is insufficient here;
a detailed evaluation taking long range interactions into account is mandatory.

Finally, we note an interesting observation during the MC calculations. In
many cases, the sublattice magnetizations of the AF1 or AF2 planes were found
to vanish for all temperatures, although the total energy, the heat capacity and
the susceptibility showed a phase transition at nonzero temperature. This phe-
nomenon occurs when the real magnetic ground state created by the MC simula-
tion differs from the ground state that was expected (AF1 or AF2). The ground
state does not consist of the expected alternating planes, which results in an
incorrect calculation of the sublattice magnetization. In order to quantify this
phenomenon we calculated the quasi spin-spin correlation function

ζ =
1

N2

N∑
i=1

N∑
j=1

|Si · Sj | . (5.5)

Due to the antiparallel orientation of spins in an AF, many values connected to the
alignment of spins are naturally not distinguishable from a paramagnetic phase.
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5.5. Prediction of Antiferromagnetic Heusler Compounds

This is not the case for the absolute value of the scalar product, as it neglects the
difference between parallel and antiparallel orientations. Therefore, ζ can take
values in the interval [0.5, 1], where ζ = 1 corresponds to perfect collinearity
between all spins and ζ = 0.5 to a highly non-collinear state. Accordingly, ζ = 0.5

is found for the paramagnetic phase. We evaluated ζ at T → 0 for all AF Heusler
compounds to get an impression how well the MC simulation reproduces the
expected ground state.

We find that for 16 out of 37 compounds in the AF1 state the MC simulation
reproduces the ground state as expected. For a further four compounds, we find
a collinear ground state, however, different from the expected AF1 configuration.
In the case of the AF2 state, we find twelve out of 48 compounds having a ground
state as expected. A further seven compounds have a collinear ground state. No
clear scheme can be found in cases where both AF states are energetically lower
than the FM state. Neither one of the states is preferably reproduced in the
MC simulation, nor a collinear or non-collinear state. This investigation shows
that the real AF ground state for many compounds is more complex than a pure
antiparallel alignment. We explain this behavior by the fact that the ground state
determination using DFT is done using collinear calculations. The true ground
state might show a more complex arrangement of the moments, e.g., a frustrated
state, a spiral state or a Kagome lattice. It is remarkable that although an AF1
or AF2 ground state is enforced in the DFT calculation, the resulting Heisenberg
exchange parameters create a different ground state in the MC simulation.

5.5.3. Selected Compounds and Literature

On the following pages, two tables summarizing the most relevant data are given.
At first, in Tab. 5.2, the 21 Heusler compounds we predict a Néel temperature
TMC

N above room temperature for are listed. As a measure for stability in the
experiment, the energy difference to the CH ∆EH is given. The Néel temperature
for the most stable AF configuration is given. In cases where TMC

N is higher for
the other configuration, the corresponding value is given in brackets. Notably,
the AF2 state is found more often than the AF1 state. Unfortunately, it turns out
that the majority of the Heusler compounds with high Néel temperature have a
fairly large distance from the CH. It has to be left to experiment to assess the
stability of these phases in both bulk as well as thin film forms. To the best of our
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5. Screening for Novel Antiferromagnetic Heusler Compounds

Table 5.2. |Heusler compounds with a predicted Néel temperature TMC
N above

room temperature. The energy difference to the CH ∆EH and the AF configu-
ration of lowest energy is shown. If the Néel temperature is higher for other AF
configuration, it is given in brackets. Experimental Néel temperatures are given
where available.

Compound TMC
N ∆EH State Texp

N

(K) (meV/atom) (K)

Al2MnOs 308 72 AF2 —

Au2CuMn 316 31 AF2 —

Fe2IrRh 956 54 AF1 —

Fe2NbGe 310 16 AF1 —

Fe2NbSn 355 44 AF1 —

Fe2TaSn 338 68 AF1 —

Hf2ReV 177 (369) 72 AF2 —

Mn2NiPd 819 71 AF1 —

Mn2PdAu 385 (520) 40 AF1 —

Mn2PdPt 442 0 AF1 —

Mn2PdRh 192 (873) 6 AF2 —

Mn2PtAu 462 (495) 35 AF2 —

Mn2PtCu 373 53 AF2 —

Os2MnSi 396 18 AF2 —

Pd2AuCr 225 (747) 65 AF2 —

Pd2CrCu 166 (408) 61 AF2 —

Ru2FeGa 308 2 AF2 (*) [149]

Ru2HfMn 409 77 AF2 —

Ru2MnGe 307 0 AF2 353 [20]

Ru2MnSi 365 0 AF2 313 [22]

Ru2TiMn 348 51 AF2 —
(*) Antiferromagnetism predicted
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Table 5.3. |Most stable AF Heusler compounds (∆EH = 0). The corresponding
Néel temperatures are given for the AF configuration of lowest energy. If the
Néel temperature is higher for the other AF configuration, it is given in brackets.
Experimental Néel temperatures are given where available. Compounds syn-
thesized in experiments, but not yet investigated magnetically, are marked with
stable.

Compound TMC
N State Texp

N

(K) (K)

Fe2VGe 252 AF1 —

Ir2MnAl 192 AF2 500 [150]

Ir2MnGa 190 AF2 65 [151]

Mn2PdPt 442 AF1 —

Mn2PtRh 189 AF2 —

Pd2AuMn 177 AF1 —

Pd2CuMn 244 AF1 —

Rh2MnGa 163 AF2 stable [152]

Rh2MnIn 103 AF2 stable [152]

Ru2CrAl 83 AF1 —

Ru2CrGa 98 AF1 —

Ru2CrGe 37 AF2 13 (AF2) [153]

Ru2CrSi 41 AF2 14 [154]

Ru2MnAl 37 (50) AF2 stable [155]

Ru2MnGe 307 AF2 353 [20]

Ru2MnSi 365 AF2 313 [22]

Ru2VGe 75 AF1 paramagnetic [156]

Ru2VSi 69 AF1 stable [155]
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knowledge, most of these compounds are not yet investigated experimentally.
For only three of them, Ru2FeGa, Ru2MnGe, and Ru2MnSi, published data can
be found in the literature. For Ru2FeGa, antiferromagnetism has been predicted.
Experimentally determined Néel temperatures for the other two are within a 20%
error margin of our investigations.

In contrast to this, in Tab. 5.3 we summarize the most stable AF Heusler com-
pounds with ∆EH = 0. The corresponding Néel temperatures of the most stable
configurations are given as well. Similarly, the value for the other configuration
is given in brackets if higher. Only three compounds, Mn2PdPt, Ru2MnGe, and
Ru2MnSi are predicted to have Néel temperatures above room temperature. Ru-
based compounds make up half of the compounds that are stable according to
our analysis. Here, experimental data is available for most of the compounds.
These experiments confirm our predictions. The experimental Néel temperatures
resemble the predicted ones well, except for the Ir-based compounds. Differ-
ences between the predicted temperatures and the experimentally determined
ones may be attributed to the fact that the true AF ground state may differ from
AF1 or AF2, as already stressed in the previous section.

Additional information for all 70 investigated AF Heusler compounds can be
found in the appendices (see Chapter C). Generally, our predictions of the mag-
netic ground states are confirmed by experiments: For ten of the compounds, AF
phases were experimentally confirmed in agreement with the predictions; neu-
tron diffraction analyses of Ru2CrGe [153] and Ru2MnGe [21] identified an AF2
state in agreement with our prediction. Five additional compounds we predict
to be AF already have been investigated experimentally and found to be sta-
ble, however, no magnetic measurements have been published yet. Additionally,
Ru2FeGa, was already predicted to exist in an AF state [149], but has not been
experimentally confirmed.

There are four compounds that require additional discussion: Experimen-
tally, Fe2CrSi and Fe2TiSb are found to be unstable [157, 158], Ru2CrSn shows
a spin glass behavior [153], and Ru2VGe is found to be paramagnetic [156].
For Fe-Ti-Sb, a disordered, more stable phase (Fe1.5TiSb [158]) not included
in the AFLOWLib exists. For Fe2CrSi the distance to the convex hull ∆EH =

76.1 meV / atom is quite high (but still within our tolerance), which means it is
very likely that this compound is unstable in the experiment. For Ru2VGe we
have to consider that our calculations (as well as the AFLOWLib calculations)
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are based on the Perdew-Burke-Ernzerhof generalized gradient approximation,
which systematically overestimates the lattice constants of most solids [141] due
to too strong exchange energy. For compounds on the verge between ferro- and
paramagnetism, the enlarged lattice constant and enhanced exchange interaction
may give rise to a nonzero ordering temperature contrary to the experiment. As
we consider only two highly symmetric AF states, we are not able to correctly
identify more complex states such as spin spirals or glassy states.

5.6. Limitations and Extensions

Despite the fact that our systematic approach shows excellent selectivity, it is
limited by several aspects. Besides the main limitation due to available compu-
tational power, the accuracy of the convex hull calculations strongly depends on
the number of phases used in the calculation. There may exist more binary and
especially ternary phases not considered in the calculations, rendering a com-
pound stable which actually is not. Furthermore, to allow for some tolerance
in the convex hull calculation to include phases that are known to be stable by
experiment, we introduced a cutoff for the distance to the CH, ∆EH. Compounds
with ∆EH < 80 meV/atom are considered potentially stable, although they might
not be, as in the case for Fe2CrSi. Also, atomic disorder was neglected. Atoms in
the Heusler structure may mix, e.g., between Y and Z sites, leading to a reduction
in order, which can seriously affect the magnetic properties. For example, the B2
ordered compound Ni2MnAl is AF, although the L21 ordered phase is F [159].
The Néel temperature can also be affected by the degree of order in the com-
pound [160]. Within our calculations we only included two collinear AF states,
AF1 and AF2. However, there is in principle an infinite number of possible AF
arrangements. More complex ground states including non-collinear spin spiral or
frustrated states are yet to be investigated. Our investigation of spin-spin corre-
lations underlines this. This task may be subject to a hybrid DFT + MC method,
where the magnetic ground state obtained from the MC simulation is fed back
into a DFT calculation in a self-consistent way. However, despite these possible
shortcomings, we claim to have identified essentially all possible, fully ordered
AF Heusler compounds with either AF1 or AF2 ground state, that are suitable
for applications in spintronic devices. Within a review of the literature, we have
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Table 5.4. |Heusler compounds with magnetic moments on X atoms investigated
for the AF3 type antiferromagnetism. The table shows the energy difference to
the ferromagnetic state ∆EAF3, the calculated Néel temperature TMC

N and the
c/a lattice parameter ratio.

Compound ∆EAF3 (meV/atom) TMC
N (K) c/a

Co2TaTi -16 — (*) 1.00

Mn2NiPd -571 1 253 1.37

Mn2PdPt -535 1 122 1.36

Mn2PdRh -57 510 1.00

Mn2PtAu 59 — 1.00

Mn2PtRh 29 — 1.00

Mn2RuIr -32 265 1.01
(*) Unable to reproduce ground state with SPR-KKR

found only one additional AF Heusler compound not identified by our screen-
ing: Fe2VSi. This is due to the fact that it has a very low magnetic moment of
0.74µB/f.u. [161], which is excluded in one of our first steps.

The framework we established can be easily extended to either related crys-
tal structures such as the inverse Heusler (prototype Hg2CuTi) or half Heusler
(prototype MgAgAs) structure, or completely different ones. The AFLOWLib is
steadily growing including additional structures, on which screening can con-
tinue. Furthermore, our method can be extended to additional AF configura-
tions. Exemplarily, we investigated the AF3 state for some of the already inves-
tigated compounds. Here, the alternating planes are perpendicular to the [011]
direction. This state is equivalent to the AF1 state by symmetry if only the Y
or Z atom carries a magnetic moment. For the relevant compounds, where the
MC ground state did not match our expectations, we investigated this config-
uration. The list of corresponding compounds can be found in Tab. 5.4. This
includes mainly the Mn-based compounds. The table shows the energy differ-
ence ∆EAF3 = EAF3−EFM and the calculated Néel temperature TMC

N , as well as
the c/a ratio, where c is the lattice parameter in [001] direction. For Co2TaTi, we
were unable to reproduce the correct ground state in the SPR-KKR code. A large
energy gain is found for Mn2NiPd and Mn2PdPt, which is attributed to the lattice
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Table 5.5. | Comprehensive list of newly predicted AF Heusler compounds. Those
found stable in experiments, but not investigated magnetically, are marked with
an *.

Al2MnOs Mn2NiPd Pd2HgMn Ru2HfMn

Au2MnAg Mn2PdAu Pt2CrCu Ru2MnAl*

Co2TaTi Mn2PdPt Pt2CuMn Ru2TiMn

Cu2MnPt Mn2PdRh Pt2MnNi Ru2VSi*

Fe2IrRh Mn2PtAu Pt2ScMn Sc2CoGa

Fe2MnGe* Mn2PtCu Rh2CrAl Ta2FeMn

Fe2NbGe Mn2PtRh Rh2CrIn Ti2VOs

Fe2NbSn Mn2RuIr Rh2CuMn Ti2VRe

Fe2TaSi Nb2FeMn Rh2MnGa* Ti2VRu

Fe2TaSn Os2MnSi Rh2MnIn* V2FeOs

Fe2VGe Pd2AuCr Ru2CrAl V2FeRe

Hf2OsV Pd2AuMn Ru2CrGa V2FeRu

Hf2ReV Pd2CrCu Ru2CrSb Zr2CoMn

Hg2ScTi Pd2CuMn Ru2FeGa Zr2OsV

deformation found in the c/a ratio. This deformation may be indicative for shape
memory behavior. The resulting Néel temperatures exceed 1 000 K. Also, only for
these two compounds we find the expected ground state in the MC simulation.
This investigation demonstrates that determining the correct AF ground state is
a complex task and a future investigation of the AF3 state (and even further AF
states) for all candidate materials is reasonable.

In conclusion we identified 70 antiferromagnetic Heusler compounds, out of
the initial 80 000 ones in the AFLOWLib, which are expected to be stable or
metastable in experiments. Comparison with available experimental data shows
that our high-throughput approach has excellent selectivity. We identify 21 com-
pounds to have a Néel temperature above room temperature, making them can-
didates for spintronic applications. A list of all compounds we predict as novel
AF Heusler compounds, for which no magnetic or even no published data at all
is found, is given in Tab. 5.5.
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6. Antiferromagnetic Heusler Compound Ru2MnGe

6
Antiferromagnetic Heusler

Compound Ru2MnGe

The Heusler compound Ru2MnGe (RMG) is an AF material, predicted by our
screening, which has been investigated both theoretically and experimentally. A
theoretical investigation similar to our screening method was already done by
Ishida et al. in 1995 [19] and yielded the same results. A detailed magnetic
investigation in the bulk material using neutron diffraction was first reported by
Gotoh et al. in the same year [21]. They found the predicted AF2 state as well as
a Néel temperature of TN = 295 K.

About ten years later, the first experimental investigations on RMG thin films
started. The results obtained by Kanomata et al. in 2006 confirmed the antifer-
romagnetism [22]. Extrapolating from the paramagnetic regime they reported a
Néel temperature of TN = 316 K. A metal-insulator-metal transition was reported
by doping the compound with Ti [162]. Ferromagnetism appeared when doping
with V, although the two end compositions Ru2MnGe and Ru2VGe are AF [156].
In 2013, Ishida et al. investigated the exchange bias in nominal Fe2CrSi / RMG
bilayers [20, 163]. The Néel temperature determined by temperature dependent
resistance measurements is TN = 353 K for samples deposited on MgO substrates
and TN = 304 K on MgAl2O4 [163]. They prepared the samples by magnetron
sputtering from stoichiometric targets and found a maximum exchange bias of
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about 5 mT at liquid nitrogen temperature (77 K). Furthermore, they investigated
the thickness dependence of the AF RMG and observed a critical thickness of
about 8 nm, below which no exchange bias was found [20].

The RMG compound is a promising candidate for exchange bias systems. As
previously described, the effect was already reported in RMG / F bilayers, how-
ever, only at liquid nitrogen temperatures. Its high Néel temperature above room
temperature makes a further investigation interesting. In the following sections
we will discuss the temperature dependence of the exchange bias as well as the
integration of RMG in spintronic devices.

6.1. Preparation

We prepared RMG thin films using magnetron co-sputtering from elemental tar-
gets (cf. Sec. 4.1). These films were prepared in the 8×3" source apparatus. To
obtain epitaxial growth we deposited RMG on a heated MgO (001) substrate.
With a lattice parameter of aMgO = 4.21 Å, the mismatch to the bulk lattice pa-
rameter of RMG aRMG = 5.985 Å [21] is about 0.5% considering the epitaxial
relation RMG [100] ‖ MgO [110] (aMgO ·

√
2 = 5.957 Å).

The composition of the samples was determined and adjusted in advance us-
ing X-ray fluorescence (cf. 4.2.1). These results are typically accurate within
1% atomic content. We checked the epitaxial growth of RMG on heated MgO
substrates for different substrate temperatures TS. During the deposition, we
used an Ar pressure of 2.3 · 10−3 mbar. After the deposition the samples were
cooled down to ambient temperature, then a protective capping layer to prevent
oxidation was added. For these samples, this is a 2 nm MgO layer deposited by
electron-beam evaporation at a rate of approximately 0.1 Å/s. Deposition rates
for all sputtered layers were obtained using X-ray reflectivity analysis (cf. Sec.
4.3.2) which yields the layer thickness. Combined with the deposition time, the
deposition rates were calculated.

In Fig. 6.1 measurements obtained by X-ray diffraction (cf. Sec. 4.3.1) for the
three different substrate temperatures TS = 300◦C, 400◦C, 500◦C are shown. For
300◦C, no crystallization is observed. For 400◦C and 500◦C we observe the ex-
pected (002) and (004) peaks of the cubic RMG Heusler structure. Especially, for
500◦C both (002) and (004) peaks show pronounced Laue oscillations, which
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Figure 6.1. | XRD patterns of 20 nm thick RMG layers epitaxially grown at differ-
ent substrate temperatures (left). The small graphs (right) show high-resolution
measurements of the (002) peak and its rocking curve for a 500◦C sample.

is indicative of a very homogeneous and coherent crystal growth. This is sup-
ported by the narrow rocking curves with full widths at half maximum (FWHM)
of less than 0.03◦, limited by the divergence of the diffractometer optics. The
calculated lattice parameter deduced from the (002) and (004) peak positions
is cepit = 6.018 Å. It is slightly larger than the bulk value due to the lattice mis-
match at the MgO / RMG interface. Due to these high quality results and previous
experiments, which indicate Mn evaporation for temperatures above 550◦C, we
chose 500◦C as the final deposition temperature. Further investigated deposition
rates for RMG ranging from 1 Å/s to 3 Å/s revealed no changes in crystallographic
properties.

The deposition system is further equipped with a rapid thermal annealing
(RTA) system. This technique allows to rapidly heat a sample’s surface with large
temperature ramps of several 10 K/s, which may reduce the sample preparation
time greatly. Here, the sample is heated by halogen lamps with a maximum
power of 1 000 W. The RTA system is equipped in the load lock of the deposi-
tion system, so RTA treatment can be done without a vacuum break in the whole
fabrication process. We checked the applicability of RTA to the RMG system
by depositing RMG on amorphous thermally oxidized silicon substrates at room
temperature.

Generally, all samples were treated by RTA before adding additional layers,
which is done after the sample was cooled down. However, our first investigation
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Figure 6.2. | XRD patterns of 20 nm thick polycrystalline RMG layers grown on
amorphous Si / SiO2 substrates treated with 1 000 W RTA for different durations
printed in the graph.

is an exception: A 2 nm MgO capping layer deposited using electron-beam evap-
oration is added and the sample cut into pieces (including a vacuum break) prior
to RTA treatment. This allowed the effect of RTA to be investigated by means
of XRD, as shown in Fig. 6.2. Here, the patterns for annealing with 1 000 W
for different durations are plotted. After 20 s annealing, crystallization can be
observed. Here, the sample reaches approximately 400◦C. For 30 s (∼ 550 ◦C)
we obtain optimal results, where for 40 s (∼ 650◦C) secondary phases crystallize
indicated by additional peaks in the XRD pattern. This happens most likely due
to the Mn evaporating from the sample. Therefore, further investigated samples
are annealed for 30 s in general. We observe the (002), (022), (222) and (004)
peaks, which are expected for polycrystalline crystal growth. Rocking curves and
peak intensity analysis confirms the polycrystalline nature of the samples. The
lattice parameter deduced from XRD peak positions is apoly = 5.971 Å, which is
in good agreement with the bulk lattice constant. In conclusion, using two dif-
ferent thermal treatments within the deposition process we are able to produce
epitaxial as well as polycrystalline RMG thin films.

We investigated both types of samples regarding their magnetic properties.
Standard magnetization measurements at room temperature did not show any
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ferromagnetic signals. X-ray magnetic circular dichroism (cf. 4.5.1) in total elec-
tron yield and luminescence of the substrate1 showed no ferromagnetic signal for
Mn down to 10 K in a field of 0.5 T, thus confirming the zero net magnetization.
Hence, the Mn atoms are presumably coupled antiferromagnetically as expected.

6.2. Exchange Bias in Ru2MnGe / Fe bilayers

To investigate the exchange bias effect in RMG based systems we prepared RMG
/ Fe bilayers. For both epitaxial and polycrystalline samples we deposited the Fe
layer after cooling down the sample, either the heated substrate or from RTA.
The samples are capped with a 2 nm MgO layer as before.

We use the AMR (cf. Sec. 2.2) to electrically measure the switching fields of
the Fe layer. As outlined in 4.4.2, this is a viable method to investigate exchange
bias and coercivity in thin films. We cut the samples into pieces of approximately
2 mm × 5 mm. The pieces are glued onto a chip carrier and contacted across
the long side by conductive silver as sketched in Fig. 6.3a. To ensure reliable re-
sults using this contacting method, a contacting via bonding wires and resistance
measurements in 4-point geometry was done in comparison. The results indicate
no significant increase in signal-to-noise ratio, hence we decided to contact the
samples with conductive silver for the sake of reduced preparation effort.

Measurements were done in a closed-cycle He cryostat providing temperatures
in the range of 1.7 - 300 K with magnetic fields up to 4 T in one direction and
0.5 T in perpendicular direction. The resistance was measured using a KEITH-
LEY 2000 multimeter. To verify the measurement of the AMR we measured an
MgO / RMG 10 nm / Fe 2 nm / MgO 2 nm sample at 200 K sweeping the magnetic
field in the sample plane for both parallel and perpendicular orientation to the
current. The resulting R(H) measurements are plotted in Fig. 6.3b. Here, the
absolute resistance as well as the magnetoresistance MR (as defined in Eq. (4.5))
are plotted. The MR is normalized to R0 = R(M = 0), i.e., the resistance at the
switching fields. In blue, a field sweep in parallel orientation is plotted, whereas
in orange in perpendicular orientation. The curves are perfectly symmetric re-
garding the resistance changes. The signal matches the expectation for the AMR.

1XMCD measurements were performed at beamline 4.0.2 of the Advanced Light Source
in Berkeley, CA, U.S.
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Figure 6.3. | AMR measured in RMG / Fe bilayers. (a) Sketch of samples on a
chip carrier as used in the experiment. (b) AMR of an epitaxial RMG / Fe bilayer
measured at 200 K for field sweeps parallel (blue) and perpendicular (orange) to
the current. Arrows indicate the sweep direction.

The differences in shape and point density are attributed to the two different
superconducting magnets, as the 4 T magnet has a significant lower resolution.
The signal amplitude at 200 K is about 0.08% as shown and increases to 0.2% on
average at 3 K.

As demonstrated in these measurements we are able to deduce the magnetic
switching of the Fe layer from AMR measurements. To exclude possible contribu-
tions from the RMG layer we measured the AMR of a single RMG layer without
Fe. No measurable AMR signal was found in this case, which is consistent with
previous investigations by Mizusaki et al. [164]. We obtain the same results for
measurements on polycrystalline samples grown on Si / SiO2 substrates. There-
fore, we use the AMR technique in general to investigate the exchange bias in
RMG / Fe bilayers.

We measured all samples after FC in a magnetic field of 0.5 T perpendicular to
the current direction. If temperature dependent measurements were performed,
these were recorded after FC starting at low temperature and increasing. In all
cases, the Fe thickness is tFe = 2 nm. In a first experiment we investigated the ex-
change bias effect size dependence on the RMG thickness tRMG. This was already
done by Fukatani et al. and revealed a critical thickness of tRMG = 8 nm. This
result is reproduced by our experiments. In order to achieve the maximum ex-
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Figure 6.4. | Exchange bias and coercivity in RMG / Fe bilayers. Results obtained
from epitaxial (polycrystalline) samples are shown in the top (bottom) part. The
left graph shows the temperature dependence of the coercivity Hc (blue) and the
exchange bias field Hex (orange). Solid lines are guide to the eye. Error bars
for epitaxial samples are smaller due to a sharper switching in the AMR signal,
exemplarily shown for both cases in the right graphs.

change bias we prepared samples of tRMG = 10, 20, 30 nm. The largest exchange
bias was found for tRMG = 10 nm. Our measurements for tRMG = 20, 30 nm
show no further increase in exchange bias, therefore all further investigations
are done with tRMG = 10 nm. We find a sizable exchange bias of Hex = 68 mT
for epitaxial films and Hex = 54 mT for polycrystalline films2 after cooling down
the samples to 3 K. These values, however, are the initial values obtained in the
first field loop. To estimate a training effect, i.e. a decrease of Hc and Hex with
the number of field cycles, ten loops were recorded in a row. We observe a small
training effect in both sample types. For epitaxial films, the effect is about 12%
and for polycrystalline films about 20%. After 3-5 loops, no further significant

2This and all further mentioned field values given in mT implicitly include the µ0 factor.
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drop is visible. The temperature dependence of the coercivity and the exchange
bias was investigated by heating up the samples to the desired temperature after
training. Both Hc (blue) and Hex (orange) are plotted in Fig. 6.4 for the epitaxial
and polycrystalline samples as well as an exemplary R(H) measurement for both
types in the right graphs plotted in green. The error bars for epitaxial samples
are smaller due to a sharper switching in the AMR signal. We find a substantially
different temperature dependence of the exchange bias between epitaxial and
polycrystalline samples. It decreases linearly for the epitaxial RMG before going
down to zero at around 130 K. In case of polycrystalline RMG the exchange bias
rapidly decreases with increasing temperature and vanishes at around 30 K. The
coercivity decreases in both cases and stabilizes at around 70 K. The maximum
values we obtained at a temperature of 3 K are summarized in Tab. 6.1. Here, also
the interfacial energies J = tFeMFeHex are given. They are J = 0.210 erg/cm2

(epitaxial) and J = 0.156 erg/cm2 (polycrystalline), respectively, with the satu-
ration magnetization of iron MFe = 1748 emu/cm3 [165]. These values are of
the same order as for common exchange bias systems at room temperature, for
example, 0.18 erg/cm2 for PtMn / CoFe and IrMn / CoFe [13]. The given block-
ing temperature is an upper limit deduced from our measurements. The differ-
ent temperature stability is attributed to the different exchange bias mechanism
dominating in epitaxial and polycrystalline thin films. Whereas in epitaxial films
mainly domain wall pinning in the AF stabilizes the exchange bias, for polycrys-
talline the granular structure and thermal activation energy of the crystal grains
determine the effect size (see Sec. 2.1).

Table 6.1. | Coercivity Hc, exchange bias Hex, interfacial energy J and blocking
temperature TB values for RMG / Fe bilayers measured at 3 K. Given values are
measured after training. The initial, maximum values measured prior to training
in the first field loop are given in brackets.

Parameter Epitaxial Polycrystalline

Hc (mT) 81.0 (93.0) 93.5 (109.0)

Hex (mT) 60.0 (68.0) 44.5 (54.0)

J (erg/cm2) 0.210 (0.238) 0.156 (0.189)

TB (K) 130 30
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6.3. Improving Effect Size

To improve the effect size and temperature stability we followed two approaches.
The interface dusting allows us to control the termination of RMG at the interface,
which affects the exchange bias effect size. By doping RMG we tried to stabilize
the exchange bias by domain wall pinning, as proposed by Nowak et al. [44, 45].

6.3.1. Interface Dusting

Due to the complex magnetic AF2 structure within the fcc-Heusler structure and
the magnetic moment isolated on the Mn atoms, the interface termination of
RMG to Fe plays an important role. The RMG grows in [001] direction, hence
a termination with Ru atoms at the RMG / Fe interface is possible, which is not
beneficial for the coupling between the magnetic Mn atoms and Fe. In order to
control the interface termination of RMG we added a thin intermediate layer of
Mn after depositing and cooling down the initial RMG layer. This interface dust-
ing was already investigated by Carpenter et al. in polycrystalline IrMn / CoFe
bilayers [166]. They found a significant increase of the exchange bias. The
temperature stability, however, was not affected. This is not unexpected, as the
underlying crystal structure of the AF is hardly affected by the dusting.

We prepared samples with an intermediate layer of 1.0, 1.5 and 2.0 mono-
layers (MLs) of Mn. The interlayer thickness was estimated using the Mn atom
radius and the Mn deposition rate. Polycrystalline RMG samples show a signif-
icant increase in exchange bias of up to 40% for 2 ML of Mn as plotted in Fig.
6.5a. For thicker interlayers the effect is expected to reduce again as shown by
Carpenter et al., therefore the maximum interlayer thickness investigated in this
work is 2 ML. For epitaxial samples we did not find an increase in effect size
within the error bars.

To investigate the different observations for polycrystalline and epitaxial sam-
ples we performed X-ray absorption3 studies on selected samples (cf. Sec. 4.5).
As shown in Fig. 6.5b, in contrast to the epitaxial films we find multiplet struc-
tures (marked by arrows) for polycrystalline films in the XA spectrum, which are
indicative of oxidation. The shown spectra were recorded in TEY mode, sensitive

3XAS measurements are performed at beamline 4.0.2 of the Advanced Light Source in
Berkeley, CA, U.S.
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Figure 6.5. | Effect of Mn interface dusting. (a) Exchange bias field Hex depend-
ing on the Mn interlayer thickness dMn for polycrystalline RMG / Fe bilayers. The
solid line is a guide to the eye. (b) Mn XA spectra of the L2 and L3 edges for
epitaxial (blue) and polycrystalline (orange) RMG / Fe bilayers recorded in TEY
mode. The arrows indicate peak shifts most likely due to oxidation, which are
not visible in the LM mode.

only to the Mn atoms close to the sample surface. As the multiplet structures are
not visible in LM mode, sensitive to the bulk, we conclude an oxidation effect at
the RMG / Fe interface. However, a depth analysis using ion etching and Auger
electron spectroscopy [167] did not show any significant oxygen concentration
at the RMG / Fe interface. The polycrystalline RMG layer was treated by RTA be-
fore adding additional layers, so the films were exposed to an increased oxygen
concentration, as the pressure rises due to the RTA heating of the chamber. This
may have led to an oxygen deposition at the interface. The addition of a few
monolayers Mn at the interface possibly compensated the oxygen or may even
have formed antiferromagnetic MnO leading to the significant increase of the
exchange bias field.

Furthermore, the different crystallization processes may result in different
grain sizes and boundaries. The growth process on heated substrates forms very
homogeneous crystallites with low angular mismatches at their boundaries. In
contrast, the polycrystalline structures form at random orientations supporting
large angular mismatches between crystallites. This leads to potentially larger
voids in the films allowing oxygen to migrate deeper into the film, which is an-
other explanation for the measured oxidation effects. These facts influence the
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thermal stability as well as produce a measurable XA signal, but no general sig-
nificant oxygen concentration in the films.

6.3.2. Doping

The domain state model proposes to enhance the exchange bias when the AF
is diluted leading to domain wall pinning. We investigated this by doping the
RMG layer with Ta. Other materials were less favorable due to too large specific
deposition rates, increasing the lower doping concentration limit. We prepared
RMG / Fe bilayers with low Ta doping concentrations in the RMG of approxi-
mately 1%, 2%, and 3% by co-sputtering. Unfortunately, we find no improve-
ment in effect sizes for both epitaxial and polycrystalline samples. Moreover, the
exchange bias drops for about 10-20% in both cases when doping with 3% Ta.

This investigation, however, is to be extended. As demonstrated by Fecioru-
Morariu et al. in an investigation of Cu doped IrMn [168], dilution up to 20%
Cu can improve the exchange bias effect. Smaller concentrations also slightly
improved the temperature stability. Obstacles like the large specific deposition
rates for dopant materials can be overcome, e.g., by using composite targets.
Here, the elemental constituents including the dopant are merged in the correct
composition into a single sputtering target. The overall composition then can be
adjusted by co-sputtering with the elemental targets.

6.4. Integration of Ru2MnGe into Spintronic
Devices

Previous investigations aim to integrate RMG into spintronic devices to use it in
applications. Despite the shortcomings regarding temperature stability, we inves-
tigate this in the following. Therefore, we prepared TMR multilayers using an
MgO tunneling barrier. Before depositing the TMR stack, we left the deposited
RMG layer at 500◦C for one hour (in-situ post annealing). This further increases
the crystalline quality. As previously done, we deposited the TMR stack in the
form of F / MgO / F on top of the RMG layer after cooling down the sample. If not
otherwise stated, the full multilayer sequence is MgO / RMG 12 / F 2 / MgO 2 / F
2 / Ta 3 / Ru 5. All layer thicknesses are given in nm. The RMG layer thickness is
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Figure 6.6. | XRR measurement of a TMR stack (thicknesses in nm). Blue dots
are measured data points and the solid orange line is a fit.

Table 6.2. | Final XRR fit parameters obtained for a RMG / Fe / MgO / Fe TMR
stack. The layer thickness t, the interface roughness R and the density ρ are
given.

Layer t (Å) R (Å) ρ (g/cm3)

Substrate – 2.36 3.58

RMG 115.1 2.77 10.11

Fe 20.5 3.31 7.67

MgO 24.2 2.27 3.58

Fe 21.6 6.03 7.50

slightly increased to ensure a maximal exchange bias. Within our investigation,
we used Fe and Co70Fe30 (in the following simply denoted as CoFe) as the F for
both electrodes. The MgO barrier was deposited using electron-beam evapora-
tion at a deposition rate of approximately 0.1 Å/s. As an electrical top contact, a
Ta / Ru layer is added. The RMG layer is used as an electrical bottom contact in
all cases.

In a first investigation we examined the structural properties of a full TMR
stack. Previous investigations already demonstrated that the crystal growth of
the RMG layer is of high quality. Especially a low roughness is important to
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Figure 6.7. | AFM and HR-TEM measurements of TMR tacks. (a) and (b) AFM
image of an Fe-based TMR stack’s surface and the corresponding height distribu-
tion across the AFM image. (c) and (d) The same analysis for a CoFe-based TMR
stack. (e) HR-TEM image of the MgO substrate / RMG interface. (f) HR-TEM
image of the full TMR stack showing a clean tunneling barrier.

obtain a clean tunneling barrier without pinholes. An XRR measurement of a
RMG / Fe / MgO / Fe multilayer is given in Fig. 6.6. The blue dots are measured
data points and the orange line is a fit using the Parratt algorithm as discussed in
Sec. 4.3.2. The fit matches the measured data precisely, even up to large angles
of 2θ = 5◦. The layer thicknesses t as well as the interface roughness R and the
mass density ρ as obtained by the fit are summarized in Tab. 6.2. The results
indicate a very low roughness of 2-3 Å for the TMR stack. For the upper Fe layer,
a slightly increased thickness and lower density is found, which is attributed to
the increased roughness of 6 Å.

In addition to this, we investigated the surface of our TMR stacks using AFM
(cf. Sec. 4.3.3). Recorded data is shown in Fig. 6.7. In Fig. 6.7a, the surface of a
Fe-based TMR stack is shown, with the corresponding height distribution plotted
in Fig. 6.7b. For the CoFe-based one the corresponding data is shown in Fig. 6.7c
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and Fig. 6.7d, respectively. Both measurements show a smooth surface without
cluster or island nucleation. The white dot in Fig. 6.7a is due to contamination
and not attributed to the sample. This is excluded in all deduced values. The low
roughness obtained from the XRR measurements is confirmed by these results.
We find values of 1.3 Å for the Fe-based stack and 1.4 Å for the CoFe-based one.

In collaboration with the University of York the tunneling barrier was fur-
ther investigated by high-resolution tunneling electron microscopy (HR-TEM)4.
Cross section images are shown in Fig. 6.7e and Fig. 6.7f. In the first image the
MgO / RMG interface is shown confirming the epitaxial growth. In the RMG layer
the ordered Heusler structure is visible by the alternating planes of Ru and Mn-
Ge. The magnified region shows the 1 : 1/

√
2 relation of the unit cell dimensions

as expected for the RMG [110] interface. No defects are observed in the bulk
material. The second image shows all layers with an atomically smooth growth
throughout the whole TMR stack. The barrier is of good crystallinity without any
defects. The visible 11-12 atomic layers of MgO correspond to a barrier thickness
of 23.2 − 25.3 Å (aMgO = 4.21 Å) confirming the results obtained by XRR. The
slight increase in roughness at the interface of the top Fe and the capping layer
is confirmed as well.

For the final investigation of MTJ devices the samples were patterned in a
standard UV lithography process (cf. Sec. 4.6) in combination with secondary
ion mass spectroscopy controlled Ar ion beam etching. Square nano pillars of
7.5 × 7.5µm2 were prepared. The RMG layer is used as a bottom contact for all
MTJ cells as shown in Fig. 6.8a. Here, a patterned MTJ nano pillar is illustrated
with Ta 5 nm / Au 60 nm contact pads added in a second lithography step on top.
The TMR structure at the bottom contact is negligible as its area of O(10 mm2) is
large compared to the MTJ. Samples are mounted on a chip carrier for electrical
measurements and contacted by Au bonding wire using ball and wedge bonding.
Measuring the I-V characteristic curve at room temperature reveals a working
tunneling barrier. Applying a Brinkman fit [169] to the numerical derivative
dI/dV allows determination of the tunneling barrier height ϕ, asymmetry ∆ϕ

and thickness d. Fig. 6.8b shows the actual measurement (thin, blue line) and
the fit (thick, orange line). The effective electron mass meff is a free parameter in

4HR-TEM investigations were done by Teodor Huminiuc, Department of Physics, Univer-
sity of York, York YO10 5DD, England
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Figure 6.8. | Structured MTJ nano pillar. (a) Schematic cross section of an exem-
plary MTJ nano pillar after lithography. The TMR structure of the bottom contact
(right) is negligible due to its large area of O(10 mm2). (b) Numerical derivative
of the MTJ’s I-V characteristic curve (blue) and a Brinkman fit (orange). Final fit
parameters for fixed d are given in the box.

this model. As we know the barrier thickness d exactly from XRR and HR-TEM,
we adjust meff to obtain the correct value for d. The final fit parameters given in
Fig. 6.8b are reasonable considering the MgO band gap of 7.8 eV [170].

Further magnetic characterization was done similarly as for the exchange bias
investigation. The samples are cooled down in the closed-cycle He cryostat in a
magnetic field of 4 T. After cooling down the TMR (see Eq. (2.2)) is measured
with a constant applied voltage of U = 10 mV across the MTJ and sweeping the
magnetic field in the sample plane while recording the resulting tunneling cur-
rent. The corresponding loops are shown in Fig. 6.9. In Fig. 6.9a the major loop
is plotted. A clear asymmetry is found in the loop caused by the exchange bias.
The switching fields in the positive field range are equal within the measured res-
olution, thus, no distinct switching is observed. This measurement demonstrates
that we successfully integrated RMG into an MTJ acting as a pinning layer for the
lower Fe electrode. To confirm the functionality of the MTJ we recorded a minor
loop plotted in Fig. 6.9b. We measure a clean, square switching of the resistance
with an amplitude of about 100% TMR. It is noteworthy that these results are ob-
tained from samples as prepared without the necessity of further treatment such
as post annealing.

However, in typical CMOS fabrication procedures elevated temperatures occur.
Therefore, we systematically investigated the TMR amplitude as a function of dif-
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Figure 6.9. | Characterization of a RMG / Fe / MgO / Fe TMR stack. (a) Major
loop recorded at T = 3 K with a bias voltage of U = 10 mV. The exchange bias
causes an asymmetry in the loop. (c) Minor loop recorded at the same conditions.

ferent post annealing temperatures. We prepared TMR stacks with an increased
layer thickness of 3 nm for the upper, unpinned electrode to induce an intrinsic
asymmetry in the switching fields. This allows to measure a comparable TMR
value at room temperature. Comparison of low temperature measurements re-
veal that the TMR amplitude is not affected by this. We annealed equivalent sam-
ples prior to lithography for one hour at temperatures ranging from Tpa = 250◦C
to 400◦C in steps of 50◦C, which are typical post-processing temperatures. We
measured the TMR in about 20 MTJ cells for each sample. The average values are
plotted in blue in Fig. 6.10. The error bars indicate the standard deviations. We
find a maximum in the TMR amplitude for Tpa = 250◦C, however, in conjunction
with a significantly increased scattering indicated by the error bars. For 300◦C,
the amplitude is comparable to the as-prepared state. For higher annealing tem-
peratures, the TMR amplitude decreases further.

As already indicated in Fig. 6.10 we also exemplarily investigated TMR stacks
using CoFe as the electrode material. The resulting TMR amplitudes are shown in
orange. The as-prepared sample is comparable to the Fe-based one with a slightly
increased scattering. The sample annealed at the optimum temperature Tpa =

250◦C, however, shows the least scattering of all samples. The TMR amplitude
remains approximately the same.

In a next step, we measured the TMR at low temperatures for samples in the
as-prepared state without post annealing as well as annealed samples at the op-
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timum temperature Tpa = 250◦C. The results are plotted in Fig. 6.11. Again,
the results for Fe-based MTJs are plotted in blue (upper) and for CoFe in orange
(lower), respectively. In the first graph, major loops are plotted. Due to the in-
creased thickness of the unpinned F layer, its switching field in the positive field
branch is shifted, so the distinct switching is now also resolved in this part. A
slightly reduced exchange bias for the CoFe MTJ is evident. The TMR amplitude,
as shown in the minor loop in the middle graph, is comparable at around 100%.
Minor loops recorded for the annealed samples shown in the right graphs, how-
ever, reveal a significant difference: The Fe-based MTJ shows an increased TMR
amplitude to 135% but also multidomain switching. This observation agrees with
the previously found large scattering in the measured TMR amplitudes. In con-
trast, the minor loop of the CoFe-based MTJ did not change in shape at all. In
addition, the TMR amplitude is not affected. We therefore conclude that the Fe
crystal structure is crucially affected by the post annealing treatment, which is
not the case for the CoFe based MTJs. As the TMR amplitude is comparable,
CoFe is identified as a preferable material for RMG based TMR devices.

Because of the exchange bias we found in polycrystalline RMG / Fe bilayers
as well, we also prepared MTJs using polycrystalline RMG as a pinning layer.
Unfortunately, for these samples we did not observe any sizeable TMR. This is
most likely due to rough tunneling barriers supporting the inclusion of pinholes
mediated by the growth process and the polycrystalline RMG layer itself. Growth
optimization to reduce the roughness is necessary in this case. Due to the working
epitaxially grown MTJ devices and their ease of fabrication, we focused our work
on those devices.

To summarize, we have demonstrated that the antiferromagnetic Heusler com-
pound Ru2MnGe induces sizeable exchange bias effects both in epitaxial and
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Figure 6.11. | TMR in post-annealed Fe- (blue, top) and CoFe-based (orange,
bottom) multilayers. The left graphs show the major loop of samples without
post-annealing. In the middle graphs the corresponding minor loops are plotted.
The right graphs show the minor loop for samples annealed for one hour at
250◦C.

polycrystalline form when in contact with ferromagnetic layers such as Fe and
CoFe. The only shortcoming is a blocking temperature below room tempera-
ture. Using different microscopy techniques we showed that epitaxial growth of
excellent quality throughout whole TMR stacks is easily achievable without the
necessity of ex-situ treatment. To the best of our knowledge, our work is the
first reported demonstration of a working exchange biased MTJ using an anti-
ferromagnetic Heusler compound as a pinning layer. The TMR reaches values
of around 100% at low temperatures, which is comparable to similar Fe-based
TMR systems [171]. Furthermore, where Fe-based systems exhibit an increased
TMR but with multidomain switching after post-annealing, CoFe-based ones are
merely affected at all.
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7
Perpendicular Ferrimagnet

Mn3Ge

The ferrimagnetic material Mn3Ge, whose structure is quite related to the Heusler
structure, is an interesting compound in several ways. In the recent years, it
caught attention due to some promising properties for spintronic applications.
In the following chapter we will discuss these as well as an approach to tune its
magnetic properties: Using DFT we identify promising dopant elements, which
we check experimentally for two cases.

The face centered tetragonal (fct) D022 (spacegroup I4/mmm, No. 139) ε1-
phase is found within the Mn-Ge phase diagram [172] in a narrow range of
76.5% - 78% atomic Mn content (Mn3.4Ge). Considering the L21 Heusler struc-
ture with Mn occupying X and Y positions, and Ge the Z position, the D022 struc-
ture can be interpreted as a tetragonally distorted L21 structure. The stoichio-
metric Mn3Ge crystal structure is depicted in Fig. 7.1. Here, Ge occupies the
Wyckoff position 2a ( = Ge), whereas Mn occupies the two sublattices at po-
sitions 2b ( = MnI) and 4d ( = MnII). The two Mn sublattices are coupled
antiferromagnetically due to their interatomic distances [24]. This results in an
overall ferrimagnetic configuration with a magnetic easy axis in crystallographic
c-direction.

101



7. Perpendicular Ferrimagnet Mn3Ge

Figure 7.1 |D022 crystal structure of
the ferrimagnetic Mn3Ge compound.
Wyckoff position 2a is occupied by
Ge =  , whereas Mn occupies po-
sitions 2b MnI =  and 4d MnII =
 . Arrows indicate the ferrimagnetic
configuration. Sketch created with
VESTA [140].

The crystal structure was investigated in the 1970s by Kádár and Krén using
neutron diffraction on bulk Mn3.4Ge, where the D022 structure was found [173].
The lattice parameters of the tetragonal cell are a = 3.816 Å and c = 7.261 Å.
Furthermore, they estimated the magnetic moments located on the different Mn
atoms to be µMnI

= (−3.4 ± 0.3)µB and µMnII
= (1.9 ± 0.2)µB resulting in a

low net magnetization of about 0.4µB/f.u. . The structure was found to undergo
a phase transition to the high temperature D019 ε-phase at 850 K. The Curie
temperature is even higher and extrapolated to be 920 K.

In the recent years, several publications on epitaxially grown Mn3+xGe in thin
film form appeared. Kurt et al. reported on stoichiometric Mn3Ge grown on
SrTiO3 (STO) substrates [24]. The lattice mismatch is as low as 2.4% (aSTO =

3.91 Å). They found a large coercivity of 2.3 T in out-of-plane direction and a
small, softmagnetic contribution in in-plane direction. By estimating the anisotro-
py field Hk from in-plane measurements they calculated a large anisotropy con-
stant of Ku = µ0HkMS/2 = 0.91 MJm−3. Using point contact Andreev reflection
they measured the spin polarization to be 46%. Similar results were reported by
Mizukami et al. [25]. They prepared Mn3+xGe on MgO substrates and found the
largest anisotropy for x = 0.55, which is of the same order as found by Kurt et
al.. In a second publication, they reported on Cr buffered Mn3Ge on MgO, where
a high squareness in the hysteresis is found [174]. The high anisotropy is con-
firmed here as well. All reported magnetic measurements agree with the values
obtained by neutron diffraction within the error margins.
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Mizukami et al. furthermore reported on band structure investigations for
stoichiometric Mn3Ge [25]. They predict a fully spin-polarized ∆1 band in c-
direction, which, in conjunction with an MgO tunneling barrier, can lead to large
TMR values due to orbital symmetry filtering [175]. This, of course, is highly rec-
ommended for electrode materials, e.g., in MTJ spin valves. Additionally, the low
saturation magnetization and large out-of-plane anisotropy (both reducing the
required critical switching current for spin transfer torque switching [56]) makes
this rare-earth and noble metal free material a promising candidate for applica-
tions such as STT-MRAM. Furthermore, due to its large coercivity it is interesting
as an alternative material for our main task, the replacement of common AFs me-
diating an exchange bias to create a magnetic reference. It can either act as an
electrode material itself strongly resistant against external magnetic fields up to
several Tesla, or in a "pseudo exchange bias" configuration, where the electrode
material is coupled to the Mn3Ge film and effectively pinned due to its large co-
ercivity. Furthermore, by tuning the magnetic properties, a compensation of the
ferrimagnet at room temperature may be achieved, a state hardly sensitive to
external magnetic fields similar to AFs.

As already indicated, the stoichiometricD022 Mn3Ge is metastable; the natural
bulk composition is Mn3.4Ge. By forced epitaxy on MgO or STO substrates this
phase can be stabilized, however, this supports the formation of secondary impu-
rity phases, which are found in any recent investigation [24, 25, 174]. Along with
this comes a quite high roughness limiting the applicability in TMR spin valves.
This can be reduced by increasing the Mn content or in a three-step self-seeding
deposition process [176, 177]. However, the compound’s magnetic properties
are quite sensitive to the Mn:Ge ratio as well [178]. The epitaxial growth of
Mn3+xGe recently has been investigated in the two theses by M. Glas [178] and
H. Dohmeier [177] confirming the structural and magnetic properties discussed
above. Hence, we adopt the optimal growth parameters and focus on tuning of
the magnetic properties in stoichiometric Mn3Ge.

7.1. Investigation of Doping using DFT

The magnetic properties of Mn3Ge are quite sensitive to the atomic Mn con-
tent and crystallographic order. Thus, it is suggestive to investigate the effect of

103



7. Perpendicular Ferrimagnet Mn3Ge

H He

Dopant element  Z
Li Be Ni B C N O F Ne

0.237 ∆ED for doping on Wyckoff position 2b 1.418 4.055 3.570 1.588

-0.021 ∆ED for doping on Wyckoff position 4d 2.031 4.384 3.694 1.158
Na Mg Al Si P S Cl Ar

energetically unfavorable energetically favorable 0.068 0.229 0.651 1.585

0.510 0.737 1.051 1.696
K Ca Sc Ti V Cr Mn Fe Co Ni Cu Zn Ga Ge As Se Br Kr

0.565 -0.309 -0.240 0.191 0.316 0.312 0.237 0.668 0.624 0.497 1.347 1.984

0.627 0.066 0.227 0.330 0.079 0.073 -0.021 0.717 0.951 0.949 1.746 2.121
Rb Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd In Sn Sb Te I Xe

2.057 0.601 0.411 0.642 0.516 0.164 0.573 1.809 2.075 1.990 2.021 2.366 3.023

2.051 0.859 0.718 0.745 0.001 -0.311 0.117 1.731 2.315 2.392 2.471 2.742 3.250
Cs Ba La Hf Ta W Re Os Ir Pt Au Hg Tl Pb Bi Po At Rn

3.284 0.504 0.372 0.834 0.882 0.878 0.277 0.241 1.444 2.558 2.137 3.532 3.841

3.571 0.815 0.810 1.139 0.667 0.408 -0.130 -0.143 1.244 2.735 2.458 3.899 4.049
Fr Ra Ac Rf Db Sg Bh Hs Mt Ds Rg Cn Nh Fl Mc Lv Ts Og

Figure 7.2. |Defect formation energies ∆ED in eV of doped Mn3Ge. For each
dopant Z ∆ED is given for doping Wyckoff position 2b (upper) and 4d (lower).
The color encodes the energy gain (∆ED < 0 in red, ∆ED > 0 in green).

doping on magnetic properties of the compound. In order to identify suitable
dopants we investigate the Mn3Ge compound by total energy comparisons using
the DFT methods as introduced in Sec. 3.1. Here, we use the VASP code (cf. Sec.
3.2.1) as before. In a first step, we calculate the defect formation energies ∆ED

corresponding to the replacement of one atom with a dopant element. We do this
in a supercell approach to achieve low doping concentrations, where we replace
a single Mn atom in a 32-atom 2×2×2 unit cell, i.e., replacing one of 24 Mn
atoms. For both Mn sublattices MnI and MnII we calculate the effect of doping
separately.

The resulting energy differences when replacing a single atom are on the eV
scale, thus, strong convergence criteria as used in the previous Chapter 5 are not
required for these considerations. We chose a moderate plane wave cutoff energy
of 450 eV and a k-point mesh of 7×7×7, which is sufficiently dense considering
a 2×2×2 supercell. The exchange and correlation contributions are modeled by
the PBE GGA functional [86]. The total energy convergence is set to 0.1 meV.

The resulting composition is Mn2.875Z0.125Ge within our supercell approach,
where Z is the dopant element under investigation. The defect formation en-
ergy ∆ED, the difference in formation energy between the undoped and doped
compound, in this case is calculated as

∆ED = 8E(Mn2.875Z0.125Ge)− 8E(Mn3Ge) + E(Mn)− E(Z) , (7.1)
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H He

Dopant element Z
Li Be Ni B C N O F Ne

1.289 m / f.u. for doping on Wyckoff position 2b 1.367 1.490 1.483 1.848

0.681 m / f.u. for doping on Wyckoff position 4d 0.650 0.754 0.779 0.916
Na Mg Al Si P S Cl Ar

higher m than Mn3Ge lower m than Mn3Ge 1.487 1.391 1.306 1.454

0.626 0.594 0.660 0.847
K Ca Sc Ti V Cr Mn Fe Co Ni Cu Zn Ga Ge As Se Br Kr

1.518 1.378 1.279 1.168 1.453 1.332 1.289 1.618 1.571 1.484 1.465 1.470

0.675 0.852 0.936 1.095 0.948 0.807 0.681 0.647 0.710 0.629 0.693 0.779
Rb Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd In Sn Sb Te I Xe

1.528 1.387 1.281 1.183 1.414 1.335 1.290 1.644 1.607 1.503 1.413 1.324 1.469

0.680 0.849 0.915 1.034 0.934 0.818 0.695 0.616 0.707 0.641 0.609 0.639 0.791
Cs Ba La Hf Ta W Re Os Ir Pt Au Hg Tl Pb Bi Po At Rn

1.531 1.371 1.274 1.189 1.169 1.369 1.321 1.250 1.587 1.580 1.509 1.422 1.472

0.658 0.824 0.913 0.955 1.000 0.936 0.826 0.708 0.601 0.550 0.635 0.631 0.690
Fr Ra Ac Rf Db Sg Bh Hs Mt Ds Rg Cn Nh Fl Mc Lv Ts Og

Figure 7.3. |Magnetic moment m in µB per formula unit of doped Mn3Ge. For
each dopant Z it is given for doping Wyckoff position 2b (upper) and 4d (lower).
The color encodes the difference to the undoped Mn3Ge of 1.034µB/f.u. (smaller
moment in green, larger moment in red).

where E(X) is the total energy of compound/element X. As the ground state to-
tal energies for all dopant elements are required, we performed calculations on
the corresponding structures. The crystal structure and atomic positions are ex-
tracted from the Materials project [134, 135]. Calculations are repeated with
our own set of numerical parameters using a dense k-point mesh to ensure con-
sistency. Within our calculations, the PAW potentials as used for the elemental
calculations in the Materials project are used.

Fig. 7.2 sums up the defect formation energies ∆ED for several dopant ele-
ments throughout the periodic table of the elements. The two Mn sublattices
are investigated separately. The value for doping Wyckoff position 2b is written
in the upper field, whereas for Wyckoff position 4d in the lower one. The color
encodes the energy gain (∆ED < 0 in red, ∆ED > 0 in green). For six elements
we find a negative ∆ED, i.e. stabilizing the crystal structure. These are Ti and
V when doping Wyckoff position 2b, and Ni, Rh, Ir, and Pt when doping position
4d. The energy gain is in the range of about 100-300 meV, except for Ni, where
it is significantly lower at 21 meV.

In a same way, the magnetic moment per formula unit of the doped compound
is presented in Fig. 7.3. As before, the corresponding value when doping Wyckoff
position 2b is given in the upper field, and for doping Wyckoff position 4d in
the lower one. The color encodes the difference to the undoped Mn3Ge with a
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magnetic moment of 1.034µB/f.u.. Smaller moments are given in green, larger
moments in red. An exclusive trend of increased moment is present when doping
position 2b. On the other hand, the moment decreases when doping position 4d.
Elements chemically similar to Mn (Cr, Mo, W, Re) show the least differences to
the undoped case.

In conclusion, we found the six candidate dopants Ti, V, Ni, Rh, Ir, and Pt
stabilizing the Mn3Ge structure. For the first two, an increase in magnetization
of 32% and 22% is predicted, whereas a decrease in the range of 18-35% for the
rest. In the following, we investigate two of these experimentally.

7.2. Doped Mn3−xZxGe

We chose Ti and Ni as dopant elements in experimental investigations. These two
represent either an increased (32%) or decreased (35%) magnetization. Further-
more, among the elements decreasing the magnetization Ni is the one with the
least supply risk. We prepared doped Mn3−xZxGe thin films by magnetron co-
sputtering from elemental targets. As a substrate we use STO due to the low
lattice mismatch already discussed in the introductory part of this chapter. The
deposition was done on heated substrates at 550◦C in the 2" sputtering appa-
ratus with a processing pressure of 2.1 · 10−3 mbar. After cooling down, a 2 nm
protective Si layer is sputter-deposited on all samples.

The composition was adjusted to match the Mn3Ge stoichiometry in advance.
However, inconsistencies within the composition analysis lead to a detailed in-
vestigation including independent analyses by external service providers. Be-
sides our own measurements using XRF and EDX (cf. Sec. 4.2.1, Sec. 4.2.2), we
checked the composition by ICP-OES and Rutherford backscattering (cf. 4.2.3).
This combined analysis revealed that the modeling of the electron excitation at
the common maximum voltage of 20 kV in the electron microscope fails, as the
Ge K lines (9.89 keV and 10.98 keV) are only half of the maximum excitation
voltage. For proper modeling, the maximum voltage should reach 2.5 to 3 times
the energy of the spectral line under investigation. Therefore, further EDX anal-
ysis is done using the Ge Lα line (1.10 keV). Despite the ICP-OES analysis (which
gives a slightly too large Mn content), the results of the three other methods
agree within 1% atomic content.
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Figure 7.4. | XRD patterns of Ni doped Mn3Ge deposited on STO substrates at
550◦C. All samples have a nominal thickness of 47.8 nm.

The doped Mn3−xZxGe samples were then prepared by adding the dopant
while decreasing the Mn sputter power during the deposition aiming at a con-
stant (Mn3−xZx):Ge ratio. We prepared samples with low doping concentrations
resembling the theoretical investigations presented in the previous section. The
final composition analysis was done using EDX to avoid the dominant diffraction
artifacts of STO in XRF measurements. In the case of Z=Ni, measurements were
done directly on the deposited sample. For Ti, as it is contained in STO itself, a
second, amorphous glass substrate was added in the deposition process and the
measurement carried out on this sample.

The film thickness for the samples was determined using XRR (cf. Sec. 4.3.2)
and is 47.8 nm for all samples. XRD patterns (cf. Sec. 4.3.1) for the doped
compounds can be found for Ni in Fig. 7.4 and for Ti in Fig. 7.5, respectively.
For Z=Ni, all expected D022 peaks can be found in the patterns. The out-of-
plane lattice parameter is 7.21 Å in good agreement with the results obtained for
bulk Mn3Ge reported elsewhere [173]. It does not change visibly when doping
with Ni. A reduction in peak intensity can be found if the (Mn3−x,Zx):Ge ratio
exceeds 3:1. We explain this with the fact that in these cases Ge positions will be
statistically occupied by Mn and also Ni destabilizing the crystal structure. A DFT
investigation replacing one Ge atom with Ni supports this: The defect formation
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Figure 7.5. | XRD patterns of Ti doped Mn3Ge deposited on STO substrates at
550◦C. All samples have a nominal thickness of 47.8 nm.

energy in this case is clearly positive at 0.531 eV. In the case of Z=Ti as a dopant
element we observe similar XRD patterns for low doping concentrations as in
the undoped case. However, a shift to a smaller lattice parameter indicated by
the (008) peak for Mn2.92Ti0.09Ge is evident. For a large doping concentration
the peak intensities are greatly reduced. Additionally, several unidentified peaks
corresponding to impurity phases are present in all cases for both dopants as
expected.

Using a vibrating sample magnetometer (VSM, cf. Sec. 4.4.1), we measured
the magnetization and hysteresis loops for all samples. Hysteresis loops up to
fields of 7 T were recorded both with the field swept in the sample plane as well
as perpendicular to it. Together with the native Mn3Ge reference, the correspond-
ing measurements for Z=Ni are shown in Fig. 7.6 and for Z=Ti in Fig. 7.7. In the
left graphs, the out-of-plane measurement is plotted in a blue hue, whereas the
in-plane measurement in grey. All data is normalized to the sample volume by
calculating the magnetic moment per formula unit. One major tick in y-direction
corresponds to 0.5µB =̂ 87.7 kA/m. Interestingly, the resulting magnetization
for Mn3Ge is about half of the value predicted by DFT. This contradiction is also
found by Sugihara et al. [174]. The deviation between theory and experiment is
not yet understood and subject to current research. In all measurements a small,
softmagnetic contribution is found, which is especially present in both in-plane
and out-of-plane measurements. The corresponding saturation value is slightly
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Figure 7.6. |Hysteresis loops for Ni doped Mn3Ge. On the y-axis the magnetic
moment per formula unit in terms of µB is plotted, where one major tick is equi-
valent to 0.5µB =̂ 87.7 kA/m. Raw data is plotted on the left with the field
oriented out-of-plane in blue and in-plane in grey. On the right, data where
the softmagnetic contribution is fitted and removed using a Langevin function is
plotted. Due to the small moment for Mn2.70Ni0.47Ge, the corresponding data
is multiplied by 2. All data is corrected for the diamagnetic contribution of the
substrate.
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Figure 7.7. |Hysteresis loops for Ti doped Mn3Ge. On the y-axis the magnetic
moment per formula unit in terms of µB is plotted, where one major tick is equi-
valent to 0.5µB =̂ 87.7 kA/m. Raw data is plotted on the left with the field
oriented out-of-plane in blue and in-plane in grey. On the right, data where
the softmagnetic contribution is fitted and removed using a Langevin function
is plotted. Due to the small moment for Mn2.63Ti0.30Ge, the corresponding data
is multiplied by 2. All data is corrected for the diamagnetic contribution of the
substrate.

larger in the in-plane measurement in all cases. Due to this contribution, both
figures include a second graph one on the right, where the softmagnetic contribu-
tion has been removed by a fit using a Langevin function f(x) = cothx−1/x. We
account this softmagnetic contribution to secondary phases, which already have
been observed in the XRD analysis. This assumption is supported by anomalous
Hall effect [179] measurements on selected samples yielding the same results
regarding switching of the hardmagnetic Mn3Ge, however, not showing any soft-
magnetic switching. The conclusion is, that the softmagnetic contribution is due
to secondary phases with a large Hall resistance and therefore not visible in these
kind of measurements.
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Figure 7.8. |Magnetization and coercivity depending on the dopant concentra-
tion. Values are extracted after removing the softmagnetic contribution. (a) The
saturation magnetization shows a decreasing linear trend when increasing the
dopant concentration. The shaded grey line is a linear fit to all data points. The
red data point indicates the relative reduction compared to Mn3Ge predicted by
DFT. (b) The coercivity is proportional to the dopant concentration for Z=Ni as
indicated by the blue line fitting these data points.

The magnetic measurements clearly reveal a significant effect of doping on the
magnetic properties. The most striking feature is a large increase in coercivity
compared to the undoped Mn3Ge for all samples except Mn2.92Ti0.09Ge. This
is accompanied by a reduction in saturation magnetization in most cases. After
removing the softmagnetic contribution, the saturation magnetization and coer-
civity values are extracted from the VSM data. The results are plotted in Fig. 7.8
for Z=Ni in blue and for Z=Ti in orange. On the x-axes, the Z:Mn concentration
is plotted, as these are the two magnetic species in the compound. The error bars
are attributed to the typical accuracy in the composition analysis, and noise in the
VSM measurement. The magnetization is decreasing for increasing doping con-
centrations for both dopants, plotted in Fig. 7.8a. The shaded grey line is a fit to
all data points showing the roughly linear trend. Marked in red is the reduction
in magnetization of 32% for Z=Ni compared to native Mn3Ge predicted by DFT.
The predicted relative reduction is at least in a similar order as measured in the
experiment. In Fig. 7.8b, the coercivity is plotted against the dopant concentra-
tion. The coercivity depends linearly on the concentration when doped with Ni as
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indicated by the linear fit plotted in light blue. Remarkably, compared to native
Mn3Ge the coercivity is increased by a factor of 2.8 to 5.41 T for Mn2.70Ni0.47Ge.

The doping with Z=Ti requires some additional discussion. Unfortunately, we
don’t find an increase in magnetization as predicted by the DFT calculation. Fur-
thermore, the effect on the hysteresis loop seemingly depends strongly on the Ti
concentration. For Mn3.02Ti0.05Ge, an increase in coercivity and reduction in sat-
uration magnetization is found similar to the Ni-doped samples. Surprisingly, for
Mn2.92Ti0.09Ge, both values and the whole hysteresis loop are almost equal to the
undoped Mn3Ge. Increasing the Ti concentration further to Mn2.63Ti0.30Ge, we
find an effect similar to the Ni-doped samples again. A possible explanation for
this behavior and the contrarily predicted increase in saturation magnetization
are the defect formation energies for Z=Ti. We find ∆ED = −0.309 eV (position
2b) and ∆ED = 0.066 eV (position 4d). The latter value is small, so a not negli-
gible occupation of the 4d positions by Ti atoms is possible, which may lead to a
considerable effect on magnetic properties. To check this, an investigation of the
doping with V not covered by this work is suggested, where the same increase in
magnetization as for Ti is predicted. The defect formation energy for position 4d

∆ED = 0.227 eV is clearly positive, so a V occupation should be negligible.

We investigated selected samples using X-ray magnetic circular dichroism1

(XMCD, cf. Sec. 4.5.1) techniques to get a better insight of the ferrimagnetic
configuration. The measurements were done in total electron yield mode. As
the samples exhibit two magnetic contributions, the soft- and hardmagnetic one,
we followed two different approaches to separate the corresponding parts. In
the first approach, four XMCD spectra measured perpendicular to the film plane
have been recorded for all selected samples: one for both +300 mT and −300 mT
magnetic field applied both in the forth and back loop of the hysteresis. These
four spectra correspond to the four possible relative orientations of the two mag-
netic parts. This allows us to separate the two contributions by adding and/or
subtracting the spectra in the correct order. We call this the additive approach in
the following.

As the softmagnetic component has no preferred orientation, it is possible to
align the two contributions perpendicularly, so only one is probed by the XMCD

1XMCD measurements were performed at beamline 4.0.2 of the Advanced Light Source
in Berkeley, CA, U.S.
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measurement. Using this second approach, the separative approach, we oriented
the softmagnetic contribution in-plane using the external magnetic field. Under
an angle of 20◦ between the X-rays and the sample plane we measured the soft-
magnetic contribution in in-plane geometry. In contrast, the hardmagnetic one
was measured under an angle of 70◦. This is necessary, as otherwise no signal
is measured due to the electrons being redirected back onto the sample by the
perpendicular applied magnetic field.

In Fig. 7.9, a comparison between the undoped Mn2.94Ge and samples doped
with Ti and Ni is presented. The graphs show the XMCD difference at the Mn
L3 and L2 edges obtained from XA spectra normalized to 1 before the L3 edge (a
normalized Mn XA spectrum is exemplarily shown in the inset of Fig. 7.9a). In
blue, the hardmagnetic contribution is plotted, whereas in orange the softmag-
netic one. The shaded lines represent data obtained in the additive approach,
whereas the solid lines data obtained in the separative approach. Generally, the
plots show that the two approaches yield equivalent results; despite small devi-
ations in the softmagnetic part, neither the spectral form nor the absolute signal
amplitudes are affected by the different approaches.

The XMCD spectrum for Mn2.94Ge plotted in Fig. 7.9a shows a distinct struc-
ture. We observe an overall negative tendency in the signal at the Mn L3 edge.
This is super-imposed by a second, positive contribution. We interpret this result
as a superposition of two Mn XMCD spectra with different amplitude and sign,
shifted on the energy axis. This is attributed to the two magnetic Mn sublattices
in the ferrimagnetic configuration of Mn2.94Ge. This superposition is observed at
the L2 edge as well. The softmagnetic component has a smaller amplitude and
shows no distinct structure. This is indicative of an individual magnetic species
independent of the ferrimagnetic Mn2.94Ge structure. It supports our previous
assumption, that the softmagnetic component originates from secondary phases
observed in the XRD analysis. Small deviations in the measurements between the
additive and separative approach, like at the L2 edge, are not yet understood. As
previously discussed, the in-plane softmagnetic component is slightly larger than
the out-of-plan component, which is possibly linked to the observed deviations.

In Fig. 7.9b and Fig. 7.9c XMCD spectra for Ti- and Ni-doped Mn3Ge are shown
in direct comparison to the ones for Mn2.94Ge. In both cases we observe a general
reduction in the signal amplitude. This corresponds to the reduced magnetization
we already measured with the VSM. The softmagnetic contribution is reduced as
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Figure 7.9. | XMCD analysis of undoped and doped Mn3Ge samples using the
additive (shaded lines) and separative (solid lines) approach. The hardmag-
netic contribution is plotted in blue whereas the softmagnetic one in orange.
Arrows mark peaks in the hardmagnetic spectrum exhibiting a slightly increased
reduction in amplitude compared to the overall spectrum. (a) XMCD spectra
of Mn2.94Ge. The inset shows the averaged XA spectrum. (b) XMCD spectra of
Mn2.63Ti0.30Ge. (c) XMCD spectra of Mn2.71Ni0.32Ge. Additionally plotted in red
is the Ni XMCD signal at the L3 edge. This data is multiplied by ten.

well, making a quantitative analysis difficult. In the hardmagnetic contribution
we make an interesting observation marked by the arrows (⇓) in both graphs.
Compared to the overall spectrum, the partial XMCD signal with positive sign
at the L3 edge is considerably more reduced and suppressed. This can also be
observed for the corresponding part at the L2 edge. Thus, we conclude that one
Mn sublattice is magnetically more affected by the doping than the other. We
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Figure 7.10. |Mn XMCD spectra for different dopant concentrations. (a) Spectra
for Ni-doped samples. (b) Spectra for Ti-doped samples.

attribute the larger net signal (negative sign at the L3 edge) to the 4d sublattice,
which has the larger net magnetic moment in sum.

We also investigated the XMCD of Ni and Ti in order to learn about the rel-
ative coupling between the dopant element and Mn. Unfortunately, due to the
low doping concentrations, a reasonable signal for Ti could not be measured. For
Ni we were able to measure an XMCD spectrum using the separative approach.
It is plotted additionally in red in Fig. 7.9c. Due to the tiny signal amplitude the
data is multiplied by ten. We observe a clearly positive signal at the Ni L3 edge.
Combined with the Mn XMCD analysis we conclude that the Ni moment is an-
tiparallel coupled to the overall Mn moment, and oriented parallel (antiparallel)
to the Mn moments on the 2b (4d) sublattice. This relative orientation agrees
with the prediction from our DFT calculation. However, from this analysis we
cannot deduce which sublattice the Ni atoms occupy.

Mn XMCD spectra for different dopant concentrations are plotted in Fig. 7.10.
All shown spectra are recorded using the additive approach. In Fig. 7.10a, for a
low Ni concentration in Mn2.90Ni0.15Ge we already observe a significant reduc-
tion in the positive peak at the L3 edge compared to the Mn2.94Ge spectrum.
On the other hand, the negative dip is more pronounced. This is consistent
with the magnetization measurements in the VSM, where a slightly increased
saturation magnetization is observed for this sample. For Mn2.71Ni0.32Ge and
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Mn2.63Ni0.30Ge, the negative dip is considerably reduced as well. The spectra for
these two samples are nearly identical. Thus, the slightly different Mn content
does not significantly affect the overall spectrum.

The analysis of the Ti doped samples in Fig. 7.10b supports the observa-
tion obtained from the hysteresis loop measurements: For Mn3.02Ti0.05Ge, the
overall signal amplitude is reduced just as the saturation magnetization is re-
duced. For Mn2.92Ti0.09Ge, the overall signal amplitude is increased again, espe-
cially for the negative dip at the L3 edge. Further increasing the concentration
to Mn2.63Ti0.30Ge again reduces the signal amplitude. Considering the partial
XMCD signal with positive sign at the L3 edge suggests that the asymmetry in the
effect on the two sublattices is less than for Z=Ni. This supports our hypothesis
that Ti does not exclusively occupy (or, at least, affect) one sublattice.

Using the sum rules [180], it is possible to deduce the magnetic moment per
atom from the XAS and XMCD data [181, 182]. Unfortunately, an application
to the data presented in this work yielded no reasonable results. This may have
several reasons. First, the Mn L3 and L2 edges considerably overlap (see the inset
of Fig. 7.9a). This makes an evaluation of the required integrals restricted to one
of the edges difficult. Second, in the XAS spectrum of Mn, small shoulders can
be observed. It is yet unclear if these are attributed to the ferrimagnetic structure
of the compound or slight oxidation effects possibly caused by the samples’ high
roughness. As shown by Meinert et al. [181, 182], DFT allows to calculate the
XMCD spectrum and separate the sublattice contributions. Within future work,
we will calculate these and compare the data to the measured spectra to gain a
better understanding of the different contributions and couplings.

To summarize, this chapter successfully combined theoretical and experimen-
tal methods to tune the magnetic properties of the ferrimagnetic Mn3Ge com-
pound. Using DFT we are able to predict suitable dopant elements. In the case of
Z=Ni, we demonstrated that even a precise qualitative prediction for the internal
ferrimagnetic structure is possible. The doped samples exhibit a giant coercivity
of up to more than 5 T combined with a very low saturation magnetization of
roughly 0.1µB/f.u., which are interesting parameters for the application in spin-
tronic devices. In a next step, subsequent work will investigate the combination
of the material and a thin, ferromagnetic layer deposited on top of it in order to
realize spin valves and TMR devices.
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8
Summary and Outlook

Antiferromagnets are a crucial part of spintronics. Not only used to mediate the
exchange bias effect, recently they are used itself to store data in. Their funda-
mental importance cannot be denied, therefore it is all the more problematic that
the most commonly used antiferromagnet consists of the rare and costly Ir.

In combining powerful theoretical methods with experiments, this work de-
scribes a guideline to discover novel antiferromagnetic materials in order to re-
place the common antiferromagnet IrMn. In the first part of this thesis, Chapter
5, we demonstrate how density functional theory can predict hitherto unknown
antiferromagnetic materials. We utilize the AFLOWLib, a high-throughput com-
putational material database forming compounds combinatorically to investigate
structural and magnetic properties of, e.g., Heusler compounds. This ternary
family is known to exhibit a large variety of properties, hence an investigation
among them is meaningful.

We did this in a high-throughput framework with the AFLOWLib as the basis of
our work. Out of about 80 000 Heusler compounds in the database, we identified
magnetic ones with a negative formation energy, which is a necessary condition
for thermodynamic stability. As compounds with the same constituents in differ-
ent compositions may be energetically favored, we extended this consideration
by calculating the convex hull of the formation energy for all of our candidates.
The distance to this mathematical construct is a more reliable measure for the
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thermodynamic stability than the formation energy, and serves as a guideline for
experimentalists to synthesize novel materials. In supercell calculations forming
the AF1 and AF2 antiferromagnetic states we determined the magnetic ground
state for 291 Heusler compounds and found 70 with an antiferromagnetic ground
state. This small number, compared to the initial basis, demonstrates the diffi-
culty of this problem, which is hard to face by experiments alone.

The Néel temperature plays an important role for applications. Therefore, we
estimated it for the candidate materials by calculating the Heisenberg exchange
parameters using multiple scattering theory. Atomistic spin dynamic calculations
on the temperature dependence of magnetic properties using these parameters
in a Monte Carlo simulation gave us reliable estimations. All in all, we identified
21 antiferromagnetic Heusler compounds with a Néel temperature above room
temperature. For about a third of these, the antiferromagnetic ground state is
confirmed by experiments. A further review on the literature reveals the excel-
lent selectivity of our method: Out of the 70 compounds predicted to be antifer-
romagnetic, we find discrepancies with experimental results in only four cases.
These, however, can be explained by systematic shortcomings of our method.

These shortcomings are mainly conceptual. The thermodynamic stability eval-
uated using the convex hull critically relies on the completeness of the underlying
database. Although it is nearly impossible to include every composition / crys-
tal structure combination, this problem is already continuously minimized by the
AFLOW consortium by adding more and more data sets. This goes similarly for
atomic disorder in the compound. Furthermore, our considerations only included
two highly symmetric antiferromagnetic states. There are many other, more com-
plex antiferromagnetic states including frustrated and spin spiral states. It is also
not possible to include all of these in the workflow. All the more, the accuracy of
predictions at the current level revealed by our comparison with published exper-
imental data is astonishing. Finally, our Monte Carlo simulations indicate that the
magnetic ground state is often different and more complex than we assumed. A
detailed investigation of selected cases is left to be investigated by future work. A
hybrid DFT - Monte Carlo theory feeding the magnetic ground state found by the
spin dynamic calculation back into a DFT cycle could determine the true ground
state self consistently.

Many of these obstacles can be overcome with the steadily increasing available
computational power. In the near future it will be possible to include a much
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more extended database to improve the quality of results. Furthermore, this
method is not restricted to the Heusler structure and can be easily extended for
other systems. Even an investigation of quarternary compounds will be possible
with a decent amount of computational power.

In the second part of this thesis we investigated one of the candidate materials,
the Ru2MnGe compound, in Chapter 6. Using magnetron co-sputtering we pre-
pared epitaxial and polycrystalline Ru2MnGe thin films. Especially the epitaxial
films show very good crystalline growth. Utilizing the anisotropic magnetoresis-
tance, we measured the exchange bias in Ru2MnGe / Fe bilayers. We find sizable
exchange bias fields of Hex = 60.0 mT for epitaxial films and Hex = 44.5 mT for
polycrystalline films at 3 K. By adding a few monolayers thick intermediate Mn
layer we were able to increase the exchange bias by 40% for polycrystalline sam-
ples. Measuring the exchange bias at different temperatures we find an upper
limit for the blocking temperature TB of 130 K for epitaxial samples and 30 K for
polycrystalline ones. We explain this difference with the different types of crys-
talline growth either using heated substrates or rapid thermal annealing. Already
published work on IrMn-based exchange bias systems indicate that the tempera-
ture stability in epitaxial films can be improved by doping. We investigated this
for small doping concentrations of Ta, however, we could not observe an im-
provement. A more extensive investigation using different dopant materials and
concentrations is yet to be done.

In the next part we demonstrate the integration of Ru2MnGe into spintronic
devices as a pinning layer. Detailed analyses of epitaxial Ru2MnGe thin films
and full magnetic tunneling stacks using different microscopy techniques under-
lined the good crystalline quality of our films and the tunneling barrier. By pat-
terning magnetic tunneling junctions using UV lithography and measuring the
magnetoresistance at low temperatures we show a distinct magnetic switching
of the resistance with a tunneling magnetoresistance amplitude of around 100%,
which can be increased by post annealing. To the best of our knowledge, this is
the first demonstration of a magnetoresistive device using an antiferromagnetic
Heusler as a pinning layer. Unfortunately, a working device using polycrystalline
Ru2MnGe could not be realized, yet.

A promising, alternative material is investigated in the last part of this work
presented in Chapter 7. The Mn3Ge compound is known for its combination
of high coercivity and low saturation magnetization. These parameters are in-
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teresting for spintronic applications, as a material of sufficiently large coercivity
might provide a similar magnetically stable reference as exchange biased mate-
rials. Based on already published work we investigate the possibility of tuning
the magnetic properties via doping. In order to do so, using density functional
theory we calculate the defect formation energies arising when substituting one
of 23 Mn atoms in a 2 × 2 × 2 supercell. We identify six suitable dopant ele-
ments with a negative defect formation energy. Depending on whether the 2b or
4d Mn sublattice is occupied by a specific dopant, an increase or decrease in the
magnetization is predicted.

We experimentally investigated two of the six suggested dopant elements: Ni
and Ti. Our calculations predict a decrease in magnetization for Ni and an in-
crease for Ti. We prepared a series of samples for both dopant elements with
different concentrations using magnetron co-sputtering. Indeed, we find a crys-
tallization of the Mn3Ge phase for doped samples. These were further investi-
gated in a vibrating sample magnetometer measuring the saturation magnetiza-
tion. These measurements show two interesting features: Generally, the coerciv-
ity is greatly enlarged, reaching up to more than 5 T for some of the samples.
For doping with Ni we find a decrease in the magnetization just as predicted.
The absolute values of the saturation magnetization, however, deviate from the
calculations. This deviation is known for the Mn3Ge compound and not under-
stood, yet. For doping with Ti we find deviating results strongly depending on
the dopant concentration. We explain this by the positive, but small Ti defect for-
mation energy for the second Mn sublattice, which may lead a to non negligible
occupation of both sublattices by Ti.

The element specific magnetism can be probed by X-ray magnetic circular
dichroism. We performed measurements on selected samples at beamline 4.0.2.
of the Advanced Light Source in Berkeley, CA. This gives us information about the
element specific magnetic configuration. Our results indicate that the net mag-
netic moment of one Mn sublattice is preferably suppressed by doping especially
in the case of Ni. Furthermore, the magnetic coupling of the Mn sublattices in re-
lation to the Ni moments is as predicted by our calculations. A small softmagnetic
contribution is present for all characterized samples, which is often observed for
the Mn based D022 systems. By separating this contribution from the hardmag-
netic part we are able to investigate its origins. The distinct structure attributed
to the ferrimagnetic configuration observed in the Mn spectrum for the hardmag-
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netic part is missing in the softmagnetic part. Therefore, we conclude that this
contribution is due to unknown, secondary phases, which are already observed in
the X-ray diffraction patterns for all samples, and is not accounted to the Mn3Ge
phase itself.

All in all, we successfully reduced the saturation magnetization of the Mn3Ge
compound by doping, which involves a large increase in coercivity. The combina-
tion of these effects makes this compound even further interesting for the integra-
tion into spintronic devices. As a next step, the magnetic properties of samples
with an additional ferromagnetic layer on top are to be investigated. Further-
more, the metastable Mn3Ge is formed by forced epitaxy. A drawback in this
compound is the interface roughness, which is reduced in the native bulk compo-
sition Mn3.4Ge. Thus, an investigation of doping Mn3.4Ge as well is suggestive.
In addition, as outlined in Chapter 7, reports on special deposition procedures
successfully reducing the roughness greatly even for Mn3Ge exist.

To conclude this thesis, we point out the powerful combination of theoretical
and experimental methods. The state-of-the-art density functional theory is a
wide spread method with enormous potential in predicting, tuning and under-
standing the electronic structure of atoms, molecules and solids. Within this work
we demonstrate this by the prediction of new materials and the tuning of specific
material properties. The theoretical support guides our experiments and helps to
understand and interpret our results. For certain tasks, such as a high-throughput
search for novel materials, this is even indispensable, as one side alone cannot
handle all necessities.
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A
Antiferromagnetic Unit Cells

The following Tab. A.1 lists the geometry of the AF unit cells used in the supercell
calculations. The unit cell vectors a1, a2 and a3 are given in terms of the lattice
parameter a. For each of the eight given atomic positions, an arrow indicates the
relative orientation (either "up" or "down") of the initial magnetic moment.

Table A.1. |Unit cell vectors and atomic positions for AF1 and AF2 unit cells. a
is the lattice parameter. Arrows denote the initial orientation of the magnetic
moments.

AF1 State AF2 State

a1 (0.5a, 0.5a, 0.00) (0.00, 0.5a, -0.5a)

a2 (0.00, 0.00, a) (a, 0.5a, 0.5a)

a3 (0.5a, -0.5a, 0.00) (0.5a, 0.00, -0.5a)

X1 (0.00, 0.00, 0.50) ↑ (0.500, 0.500, 0.000) ↑

X2 (0.50, 0.00, 0.00) ↑ (0.000, 0.000, 0.000) ↓

X3 (0.00, 0.50, 0.50) ↓ (0.750, 0.250, 0.500) ↑

X4 (0.50, 0.50, 0.00) ↓ (0.250, 0.750, 0.500) ↓

Y1 (0.00, 0.25, 0.00) ↑ (0.625, 0.875, 0.750) ↑

Y2 (0.50, 0.75, 0.50) ↓ (0.125, 0.375, 0.750) ↓

Z1 (0.50, 0.25, 0.50) ↑ (0.375, 0.125, 0.250) ↑

Z2 (0.00, 0.75, 0.00) ↓ (0.875, 0.625, 0.250) ↓
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B
Convergence Tests

B.1. VASP

In order to achieve accurate predictions, the total energies and especially the en-
ergy differences ∆EAF1 and ∆EAF2 need to be converged to an adequate energy
scale. For the difference between magnetic couplings this scale is of the order of
1 meV, which is set as our convergence target. We investigated the convergence
depending on several numerical parameters. The total energy convergence tar-
get for a self-consistent calculation has been set to 5 × 10−5 eV. An investigation
of different values revealed no significant influence on the total energy conver-
gence. The same results are obtained from a convergence test for the plane wave
cutoff energy. For all calculations we use a cutoff of 500 eV, which is of the same
order as used in the AFLOWLib.

The most significant numerical parameter is the number of k-points used for
Brillouin zone integration. For the integration we use the tetrahedron method
with Blöchl corrections [183]. The results of a corresponding convergence test
using a Γ-centered k-point mesh are plotted in Fig. B.1. Here, the convergence
of EFM, EAF1, EAF2, ∆EAF2, and ∆EAF2 with respect to the number of k-points
Nk is plotted. The values given are energy differences to the calculation using the
most k-pointsNmax

k , e.g., for the FM stateEFM(Nk)−EFM(Nmax
k ). The maximum
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Figure B.1. | Convergence of total energies (upper) and energy differences be-
tween FM and AF states (lower). Given values are with respect to the calculation
using the most k-points. Dashed lines mark the 1 meV convergence target. (a)
Convergence for antiferromagnetic Ru2MnGe. (b) Convergence for ferromag-
netic Co2FeSi.

numbers are: For the FM state Nmax
k = 455, for the AF1 state Nmax

k = 968, and
for the AF2 state Nmax

k = 781. This corresponds to a 25× 25× 25 k-points mesh
for the FM state and a 20× 20× 20 mesh for the AF configurations. Furthermore,
due to the asymmetric elongation in the [001] direction for AF1, the sampling in
this direction is reduced accordingly.

To cover the most possible outcomes, the convergence check was done for
two different systems: The antiferromagnetic Ru2MnGe (Fig. B.1a) and the fer-
romagnetic Co2FeSi (Fig. B.1b). A similar convergence behavior is found for
both systems, however, in the case of Co2FeSi the scattering is larger, most likely
due to the fact that Co2FeSi is not antiferromagnetic. For the FM state, which
only includes four atoms, a convergence to 1 meV is easily achieved. For the AF
states, however, significantly more k-points are required. Generally, at least 200
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k-points are required to achieve the 1 meV accuracy. In the following, to ensure
convergence in every case, for the FM state a 20 × 20 × 20 mesh is used as well
as a 16 × 16 × 16 mesh as a basis for the AF configurations. This corresponds to
256 k-points for the FM state, 567 for the AF1 state and 417 for the AF2 state.

B.2. Monte Carlo

For the MC simulations, extensive convergence tests were also performed. All
presented calculations in this chapter are for the Rh2MnAl system in the AF2
state. We started investigating the effect of a finite simulation box. The results are
plotted in Fig. B.2a. The plot shows the heat capacity calculated from fluctuation
(cF, open circles) and as a derivative of the total energy (cS, thick, shaded line).
Plots which use parameters as used in all final calculations are marked with a red
asterisk (*). Results for a simulation box of 8×8×8, 10×10×10, 15×15×15 and
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Figure B.2. | Influence of MC parameters on calculated values. A red asterisk (*)
marks calculations with parameters used throughout the screening process. (a)
Dependence on the simulation box size, or, equivalently, number of included unit
cells. (b) Dependence on the number of relaxation steps made at each tempera-
ture.
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20×20×20 unit cells are shown. To avoid unwanted finite size effects not visible
in these checks, we chose the largest box of 20×20×20 as our final parameter. The
results are barely affected by the finite size, however, cS fluctuations around the
transition temperature are found for small box sizes. The effect of relaxing the
system before MC integration at each temperature is investigated in Fig. B.2b.
Too few relaxation steps clearly affects the results. We chose 2 000 steps per
atom, as further increasing the number of steps did not affect the results.

We find the parameter, the quality of results is most sensitive to, is the number
of performed MC steps within the MC integration. Results for a variety of differ-
ent numbers are plotted in Fig. B.3a. Heavy fluctuations in the results are found
for small numbers of MC steps making an analysis difficult. The effect ceases
at around 10 000 steps per atom. We further increased the final parameter to
20 000 MC steps per atom to ensure high quality results in every case. Finally,
we investigated the dependence of the obtained transition temperature on the
included interaction radius. Primarily, the mean field Néel temperature TMF

N is
plotted against the included interaction radius r in terms of the lattice constant
in Fig. B.3b. Here we see a convergence of TMF

N beyond r = 3.5a. We support
this by MC simulations using different interaction radii. As the susceptibility vi-
sually yields the easiest plot to determine the transition temperature, it is plotted
for several interaction radii in Fig. B.3c. The transition temperature is crucially
affected by this, however, for a larger interaction radius r > 3.0a, the deviations
are small. We chose to include all interactions we obtained from the exchange
parameter calculation, i.e., up to an interaction radius of r = 4.5a.
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Figure B.3. | Influence of the used interaction radius and number of MC steps
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N . (c) Position of the magnetic phase transition depending on the
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C
Antiferromagnetic Heusler

Compounds: Detailed Results

The two graphs filling the next two pages show all calculated Néel temperatures
in comparison (conventional Heusler in Fig. C.1 and unconventional ones in Fig.
C.2). In the following, then a detailed data set for all 70 AF Heusler compounds
predicted by the DFT screening from Chapter 5 is provided. For each compound
information about the ground state as well as a table containing all relevant data
obtained by the calculations is given. For the sake of legibility, units are omitted
in the tables. The tables contain information about:

• The crystal structure (lattice parameter a in Å, c/a ratio with the lattice
parameter c in [001] direction)

• Magnetic configuration (average absolute magnetic moment per site mX,
mY, mZ, and absolute total moment per f.u. mtot, all in terms of µB)

• Transition temperatures in K (calculated in MFA (TMF
N ), by MC (TMC

N ), and
in a second nearest neighbor model if applicable (T 2nn

N ))

• The spin-spin correlation function ζ (cf. Eq. (5.5)). If the MC ground state
matches the expectation this is marked with an asterisk.
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Figure C.1. | Calculated Néel temperatures for all conventional AF Heusler com-
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Figure C.2. | Calculated Néel temperatures for all unconventional AF Heusler
compounds. The top graph shows compounds in AF1 state, the bottom one in
AF2 state.
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Al2MnOs

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.358 eV/atom

∆EH = 71.678 meV/atom

∆EAF1 = 1.389 meV/f.u.

∆EAF2 = -21.436 meV/f.u.

FM AF1 AF2

a 6.004 — 6.004

c/a 1.00 — 1.00

mX 0.0 — 0.0

mY 2.6 — 2.6

mZ 0.0 — 0.0

mtot 2.7 — 2.6

TMF
N — 191

TMC
N — 308

ζ — 0.95

Au2CuMn

Unconventional Heusler

Ground state: AF2

Literature: AF [184]

∆E = -0.053 eV/atom

∆EH = 30.840 meV/atom

∆EAF1 = 39.811 meV/f.u.

∆EAF2 = -3.248 meV/f.u.

FM AF1 AF2

a 6.317 — 6.319

c/a 1.00 — 1.00

mX 0.0 — 0.0

mY 0.0 — 0.0

mZ 3.9 — 3.9

mtot 4.0 — 4.0

TMF
N — 346

TMC
N — 316

ζ — 1.00 *

134



C. Antiferromagnetic Heusler Compounds: Detailed Results

Au2MnAg

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.022 eV/atom

∆EH = 63.340 meV/atom

∆EAF1 = 44.820 meV/f.u.

∆EAF2 = -9.584 meV/f.u.

FM AF1 AF2

a 6.527 — 6.523

c/a 1.00 — 1.00

mX 0.0 — 0.0

mY 4.0 — 4.0

mZ 0.1 — 0.0

mtot 4.2 — 4.1

TMF
N — 217

TMC
N — 205

ζ — 0.65

Co2TaTi

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.237 eV/atom

∆EH = 79.804 meV/atom

∆EAF1 = 23.036 meV/f.u.

∆EAF2 = -31.422 meV/f.u.

FM AF1 AF2

a 6.058 — 6.055

c/a 1.00 — 1.00

mX 1.1 — 0.9

mY 0.1 — 0.0

mZ 0.2 — 0.0

mtot 2.4 — 1.8

TMF
N — 91

TMC
N — 80

ζ — 0.63
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Cu2MnPt

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.105 eV/atom

∆EH = 54.180 meV/atom

∆EAF1 = 15.463 meV/f.u.

∆EAF2 = -33.991 meV/f.u.

FM AF1 AF2

a 6.004 — 5.998

c/a 1.00 — 1.00

mX 0.1 — 0.0

mY 3.8 — 3.8

mZ 0.0 — 0.0

mtot 4.0 — 3.8

TMF
N — 196

TMC
N — 252

ζ — 0.63

Fe2CrSi

Conventional Heusler

Ground state: AF1

Literature: unstable [185]

∆E = -0.254 eV/atom

∆EH = 76.114 meV/atom

∆EAF1 = -14.719 meV/f.u.

∆EAF2 = 193.607 meV/f.u.

FM AF1 AF2

a 5.586 5.586 —

c/a 1.00 1.00 —

mX 0.3 0.1 —

mY 1.5 1.8 —

mZ 0.0 0.0 —

mtot 2.0 2.0 —

TMF
N 110 —

TMC
N 66 —

ζ 0.53 —
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Fe2IrRh

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.006 eV/atom

∆EH = 53.585 meV/atom

∆EAF1 = -182.818 meV/f.u.

∆EAF2 = 125.459 meV/f.u.

FM AF1 AF2

a 6.026 6.022 —

c/a 1.00 0.98 —

mX 3.2 3.1 —

mY 1.0 0.0 —

mZ 1.1 0.0 —

mtot 8.4 6.2 —

TMF
N 1054 —

TMC
N 956 —

ζ 1.00 * —

Fe2MnGa

Conventional Heusler

Ground state: AF1

Literature: AF < 250 K [186, 187]

∆E = -0.076 eV/atom

∆EH = 53.170 meV/atom

∆EAF1 = -14.740 meV/f.u.

∆EAF2 = -14.603 meV/f.u.

T 2nn
N = 198 K

FM AF1 AF2

a 5.701 5.694 5.695

c/a 1.00 1.00 1.00

mX 0.3 0.0 0.0

mY 2.5 2.4 2.4

mZ 0.0 0.0 0.0

mtot 3.0 2.4 2.5

TMF
N 60 67

TMC
N 34 15

ζ 1.00 0.95
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Fe2MnGe

Conventional Heusler

Ground state: AF2

Literature: stable [188, 189]

∆E = -0.102 eV/atom

∆EH = 14.044 meV/atom

∆EAF1 = 40.921 meV/f.u.

∆EAF2 = -24.954 meV/f.u.

FM AF1 AF2

a 5.698 — 5.705

c/a 1.00 — 1.00

mX 0.2 — 0.6

mY 2.7 — 2.7

mZ 0.0 — 0.0

mtot 3.0 — 3.9

TMF
N — 238

TMC
N — 202

ζ — 1.00 *

Fe2MnSi

Conventional Heusler

Ground state: AF2

Literature: AF < 69 K [190]

∆E = -0.331 eV/atom

∆EH = 6.049 meV/atom

∆EAF1 = 80.038 meV/f.u.

∆EAF2 = -21.520 meV/f.u.

FM AF1 AF2

a 5.583 — 5.585

c/a 1.00 — 1.00

mX 0.2 — 0.5

mY 2.6 — 2.6

mZ 0.0 — 0.0

mtot 3.0 — 3.6

TMF
N — 258

TMC
N — 210

ζ — 1.00 *

138



C. Antiferromagnetic Heusler Compounds: Detailed Results

Fe2NbGe

Conventional Heusler

Ground state: AF1

Literature: –

∆E = -0.196 eV/atom

∆EH = 15.666 meV/atom

∆EAF1 = -81.563 meV/f.u.

∆EAF2 = 73.405 meV/f.u.

FM AF1 AF2

a 5.926 6.032 —

c/a 1.00 0.96 —

mX 0.6 0.8 —

mY 0.2 0.0 —

mZ 0.0 0.0 —

mtot 1.4 1.7 —

TMF
N 371 —

TMC
N 310 —

ζ 1.00 * —

Fe2NbSn

Conventional Heusler

Ground state: AF1

Literature: –

∆E = -0.071 eV/atom

∆EH = 43.642 meV/atom

∆EAF1 = -130.093 meV/f.u.

∆EAF2 = 49.362 meV/f.u.

FM AF1 AF2

a 6.140 6.230 —

c/a 1.00 0.98 —

mX 0.7 1.4 —

mY 0.2 0.0 —

mZ 0.0 0.0 —

mtot 1.6 2.8 —

TMF
N 427 —

TMC
N 355 —

ζ 1.00 * —
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Fe2TaSi

Conventional Heusler

Ground state: AF1

Literature: –

∆E = -0.409 eV/atom

∆EH = 71.371 meV/atom

∆EAF1 = -35.021 meV/f.u.

∆EAF2 = 92.435 meV/f.u.

FM AF1 AF2

a 5.840 5.922 —

c/a 1.00 0.96 —

mX 0.6 0.9 —

mY 0.1 0.0 —

mZ 0.0 0.0 —

mtot 1.4 1.8 —

TMF
N 315 —

TMC
N 252 —

ζ 1.00 * —

Fe2TaSn

Conventional Heusler

Ground state: AF1

Literature: –

∆E = -0.094 eV/atom

∆EH = 67.838 meV/atom

∆EAF1 = -96.254 meV/f.u.

∆EAF2 = 70.950 meV/f.u.

FM AF1 AF2

a 6.136 6.229 —

c/a 1.00 0.97 —

mX 0.4 1.2 —

mY 0.7 0.0 —

mZ 0.2 0.0 —

mtot 1.5 2.5 —

TMF
N 407 —

TMC
N 338 —

ζ 1.00 * —
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Fe2TiSb

Conventional Heusler

Ground state: AF1

Literature: Fe1.5TiSb ground state
[158]

∆E = -0.306 eV/atom

∆EH = 14.166 meV/atom

∆EAF1 = -58.982 meV/f.u.

∆EAF2 = 79.342 meV/f.u.

FM AF1 AF2

a 6.035 6.129 —

c/a 1.00 0.97 —

mX 0.7 1.1 —

mY 0.2 0.0 —

mZ 0.0 0.0 —

mtot 1.7 2.2 —

TMF
N 338 —

TMC
N 277 —

ζ 1.00 * —

Fe2VGe

Conventional Heusler

Ground state: AF1

Literature: –

∆E = -0.236 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = -44.959 meV/f.u.

∆EAF2 = 47.256 meV/f.u.

FM AF1 AF2

a 5.727 5.814 —

c/a 1.00 0.96 —

mX 0.5 0.8 —

mY 0.2 0.0 —

mZ 0.0 0.0 —

mtot 1.3 1.6 —

TMF
N 294 —

TMC
N 252 —

ζ 1.00 * —
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Hf2VOs

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.327 eV/atom

∆EH = 32.298 meV/atom

∆EAF1 = 22.488 meV/f.u.

∆EAF2 = -63.766 meV/f.u.

FM AF1 AF2

a 6.573 — 6.573

c/a 1.00 — 1.00

mX 0.1 — 0.0

mY 0.0 — 0.0

mZ 0.1 — 2.0

mtot 0.4 — 2.1

TMF
N — 288

TMC
N — 221

ζ — 1.00 *

Hf2ReV

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.156 eV/atom

∆EH = 71.729 meV/atom

∆EAF1 = -8.049 meV/f.u.

∆EAF2 = -64.440 meV/f.u.

T 2nn
N = 545 K

FM AF1 AF2

a 6.615 6.615 6.605

c/a 1.00 1.00 1.00

mX 0.2 0.0 0.0

mY 0.0 0.1 0.0

mZ 2.1 2.0 2.1

mtot 2.5 2.1 2.1

TMF
N 19 199

TMC
N 369 177

ζ 0.53 0.70
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Hg2ScTi

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.182 eV/atom

∆EH = 78.002 meV/atom

∆EAF1 = -18.250 meV/f.u.

∆EAF2 = -1.745 meV/f.u.

T 2nn
N = 119 K

FM AF1 AF2

a 6.900 6.900 6.900

c/a 1.00 1.00 1.00

mX 0.0 0.0 0.0

mY 0.2 0.0 0.0

mZ 0.8 1.1 1.1

mtot 1.0 1.1 1.1

TMF
N 117 58

TMC
N 152 54

ζ 0.64 1.00 *

Ir2MnAl

Conventional Heusler

Ground state: AF2

Literature: TN = 500 K [150]

∆E = -0.579 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = 47.172 meV/f.u.

∆EAF2 = -9.504 meV/f.u.

FM AF1 AF2

a 6.061 — 6.061

c/a 1.00 — 1.00

mX 0.3 — 0.1

mY 3.4 — 3.5

mZ 0.0 — 0.0

mtot 3.9 — 3.7

TMF
N — 250

TMC
N — 192

ζ — 1.00 *
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Ir2MnGa

Conventional Heusler

Ground state: AF2

Literature: TN = 65 K [151]

∆E = -0.346 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = 41.016 meV/f.u.

∆EAF2 = -5.281 meV/f.u.

FM AF1 AF2

a 6.090 — 6.090

c/a 1.00 — 1.00

mX 0.3 — 0.0

mY 3.4 — 3.5

mZ 0.0 — 0.1

mtot 3.9 — 3.7

TMF
N — 245

TMC
N — 190

ζ — 1.00 *

Mn2NiPd

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.069 eV/atom

∆EH = 70.981 meV/atom

∆EAF1 = -87.340 meV/f.u.

∆EAF2 = 18.794 meV/f.u.

FM AF1 AF2

a 6.071 6.293 —

c/a 1.00 0.87 —

mX 3.8 3.6 —

mY 0.8 0.0 —

mZ 0.4 0.0 —

mtot 8.7 7.3 —

TMF
N 566 —

TMC
N 819 —

ζ 0.83 —

144



C. Antiferromagnetic Heusler Compounds: Detailed Results

Mn2PdAu

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.103 eV/atom

∆EH = 39.803 meV/atom

∆EAF1 = -146.848 meV/f.u.

∆EAF2 = -52.745 meV/f.u.

T 2nn
N = 1260 K

FM AF1 AF2

a 6.338 6.336 6.335

c/a 1.00 1.00 1.00

mX 3.9 3.9 4.0

mY 0.3 0.0 0.1

mZ 0.1 0.0 0.0

mtot 8.2 7.8 8.0

TMF
N 423 361

TMC
N 385 520

ζ 1.00 * 1.00

Mn2PdPt

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.288 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = -214.584 meV/f.u.

∆EAF2 = -90.451 meV/f.u.

T 2nn
N = 1945 K

FM AF1 AF2

a 6.240 6.438 6.234

c/a 1.00 0.90 1.00

mX 3.9 3.8 3.9

mY 0.3 0.0 0.1

mZ 0.4 0.0 0.0

mtot 8.5 7.6 7.9

TMF
N 537 409

TMC
N 442 368

ζ 0.63 0.70
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Mn2PdRh

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.189 eV/atom

∆EH = 6.010 meV/atom

∆EAF1 = -0.602 meV/f.u.

∆EAF2 = -98.303 meV/f.u.

T 2nn
N = 764 K

FM AF1 AF2

a 6.168 6.169 6.160

c/a 1.00 1.00 1.00

mX 3.8 3.8 3.8

mY 0.4 0.0 0.1

mZ 0.7 0.0 0.0

mtot 8.8 7.7 7.7

TMF
N 288 202

TMC
N 873 193

ζ 0.63 0.55

Mn2PtAu

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.163 eV/atom

∆EH = 34.875 meV/atom

∆EAF1 = -239.439 meV/f.u.

∆EAF2 = -27.804 meV/f.u.

T 2nn
N = 1604 K

FM AF1 AF2

a 6.338 6.357 6.332

c/a 1.00 0.97 1.00

mX 3.9 3.8 3.9

mY 0.3 0.0 0.2

mZ 0.1 0.0 0.0

mtot 8.2 7.7 8.0

TMF
N 530 389

TMC
N 462 495

ζ 1.00 * 1.00
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Mn2PtCu

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.113 eV/atom

∆EH = 53.198 meV/atom

∆EAF1 = -200.012 meV/f.u.

∆EAF2 = 27.639 meV/f.u.

FM AF1 AF2

a 6.131 6.138 —

c/a 1.00 0.98 —

mX 3.8 3.7 —

mY 0.3 0.0 —

mZ 0.1 0.0 —

mtot 8.0 7.4 —

TMF
N 465 —

TMC
N 373 —

ζ 1.00 * —

Mn2PtRh

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.291 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = 66.829 meV/f.u.

∆EAF2 = -28.251 meV/f.u.

FM AF1 AF2

a 6.164 — 6.157

c/a 1.00 — 1.00

mX 3.8 — 3.8

mY 0.5 — 0.1

mZ 0.8 — 0.0

mtot 8.8 — 7.6

TMF
N — 248

TMC
N — 189

ζ — 0.50
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Mn2RuIr

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.084 eV/atom

∆EH = 47.376 meV/atom

∆EAF1 = 255.524 meV/f.u.

∆EAF2 = -53.743 meV/f.u.

FM AF1 AF2

a 6.033 — 6.028

c/a 1.00 — 1.00

mX 3.3 — 3.2

mY 0.1 — 0.2

mZ 0.2 — 0.0

mtot 6.8 — 6.6

TMF
N — 249

TMC
N — 238

ζ — 0.50

Nb2FeMn

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.081 eV/atom

∆EH = 52.788 meV/atom

∆EAF1 = -3.995 meV/f.u.

∆EAF2 = 44.371 meV/f.u.

FM AF1 AF2

a 6.122 6.122 —

c/a 1.00 1.00 —

mX 0.1 0.0 —

mY 1.2 1.2 —

mZ 0.2 0.0 —

mtot 1.7 1.2 —

TMF
N 152 —

TMC
N 129 —

ζ 1.00 * —
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Os2MnSi

Conventional Heusler

Ground state: AF2

Literature: –

∆E = -0.225 eV/atom

∆EH = 18.163 meV/atom

∆EAF1 = 62.443 meV/f.u.

∆EAF2 = -32.491 meV/f.u.

FM AF1 AF2

a 5.947 — 5.948

c/a 1.00 — 1.00

mX 0.0 — 0.1

mY 2.9 — 2.9

mZ 0.0 — 0.0

mtot 2.9 — 3.0

TMF
N — 373

TMC
N — 396

ζ — 0.60

Pd2AuCr

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.010 eV/atom

∆EH = 65.246 meV/atom

∆EAF1 = -46.140 meV/f.u.

∆EAF2 = -75.681 meV/f.u.

T 2nn
N = 853 K

FM AF1 AF2

a 6.355 6.354 6.354

c/a 1.00 1.00 1.00

mX 0.1 0.0 0.0

mY 0.0 0.0 0.0

mZ 3.4 0.0 3.4

mtot 3.5 0.1 3.4

TMF
N 10 196

TMC
N 747 225

ζ 0.60 0.63
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Pd2AuMn

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.197 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = -7.283 meV/f.u.

∆EAF2 = 9.275 meV/f.u.

FM AF1 AF2

a 6.356 6.352 —

c/a 1.00 1.00 —

mX 0.2 0.0 —

mY 0.0 0.0 —

mZ 4.1 0.0 —

mtot 4.4 0.0 —

TMF
N 27 —

TMC
N 177 —

ζ 0.63 —

Pd2CrCu

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.028 eV/atom

∆EH = 61.434 meV/atom

∆EAF1 = -58.403 meV/f.u.

∆EAF2 = -65.991 meV/f.u.

T 2nn
N = 849 K

FM AF1 AF2

a 6.133 6.132 6.135

c/a 1.00 1.00 1.00

mX 0.1 0.0 0.0

mY 3.2 3.2 3.3

mZ 0.0 0.0 0.0

mtot 3.4 3.3 3.3

TMF
N 80 98

TMC
N 408 166

ζ 0.95 0.63
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Pd2CuMn

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.223 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = -0.499 meV/f.u.

∆EAF2 = 3.581 meV/f.u.

FM AF1 AF2

a 6.132 6.125 —

c/a 1.00 1.00 —

mX 0.2 0.0 —

mY 0.0 0.0 —

mZ 3.9 0.0 —

mtot 4.4 0.0 —

TMF
N 7 —

TMC
N 244 —

ζ 0.63 —

Pd2HgMn

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.167 eV/atom

∆EH = 40.199 meV/atom

∆EAF1 = -22.238 meV/f.u.

∆EAF2 = 6.225 meV/f.u.

FM AF1 AF2

a 6.438 6.434 —

c/a 1.00 1.00 —

mX 0.1 0.0 —

mY 0.0 0.1 —

mZ 4.0 0.0 —

mtot 4.3 0.1 —

TMF
N 204 —

TMC
N 194 —

ζ 1.00 * —
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Pt2CrCu

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.144 eV/atom

∆EH = 54.577 meV/atom

∆EAF1 = 2.409 meV/f.u.

∆EAF2 = -8.472 meV/f.u.

FM AF1 AF2

a 6.114 — 6.114

c/a 1.00 — 1.00

mX 0.2 — 0.0

mY 2.8 — 2.9

mZ 0.0 — 0.0

mtot 3.1 — 2.9

TMF
N — 34

TMC
N — 171

ζ — 0.63

Pt2CuMn

Unconventional Heusler

Ground state: AF2

Literature: FM (ab initio) [191]

∆E = -0.282 eV/atom

∆EH = 7.962 meV/atom

∆EAF1 = 2.686 meV/f.u.

∆EAF2 = -20.551 meV/f.u.

FM AF1 AF2

a 6.124 — 6.115

c/a 1.00 — 1.00

mX 0.2 — 0.1

mY 0.0 — 0.0

mZ 3.7 — 3.7

mtot 4.2 — 3.8

TMF
N — 48

TMC
N — 179

ζ — 0.51
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Pt2MnNi

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.206 eV/atom

∆EH = 74.878 meV/atom

∆EAF1 = -35.227 meV/f.u.

∆EAF2 = 24.870 meV/f.u.

FM AF1 AF2

a 6.083 6.089 —

c/a 1.00 1.00 —

mX 0.1 0.0 —

mY 3.6 3.6 —

mZ 0.7 0.0 —

mtot 4.5 3.6 —

TMF
N 278 —

TMC
N 224 —

ζ 1.00 * —

Pt2ScMn

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.805 eV/atom

∆EH = 52.358 meV/atom

∆EAF1 = -8.086 meV/f.u.

∆EAF2 = 27.422 meV/f.u.

FM AF1 AF2

a 6.428 6.428 —

c/a 1.00 1.00 —

mX 0.2 0.0 —

mY 0.0 0.1 —

mZ 4.0 0.0 —

mtot 4.3 0.1 —

TMF
N 112 —

TMC
N 121 —

ζ 0.64 —
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Rh2CrAl

Conventional Heusler

Ground state: AF2

Literature: –

∆E = -0.542 eV/atom

∆EH = 50.899 meV/atom

∆EAF1 = -2.097 meV/f.u.

∆EAF2 = -30.036 meV/f.u.

T 2nn
N = 245 K

FM AF1 AF2

a 6.040 6.044 6.040

c/a 1.00 1.00 1.00

mX 0.2 0.0 0.0

mY 2.6 2.7 2.8

mZ 0.0 0.0 0.0

mtot 3.0 2.7 2.8

TMF
N 4 117

TMC
N 108 87

ζ 0.52 0.51

Rh2CrIn

Conventional Heusler

Ground state: AF2

Literature: –

∆E = -0.189 eV/atom

∆EH = 73.282 meV/atom

∆EAF1 = -5.090 meV/f.u.

∆EAF2 = -39.892 meV/f.u.

T 2nn
N = 338 K

FM AF1 AF2

a 6.282 6.287 6.282

c/a 1.00 1.00 1.00

mX 0.1 0.0 0.0

mY 2.8 2.9 3.0

mZ 0.0 0.0 0.0

mtot 3.0 3.0 3.0

TMF
N 2 117

TMC
N 178 109

ζ 0.98 0.55
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Rh2CuMn

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.053 eV/atom

∆EH = 57.035 meV/atom

∆EAF1 = -44.019 meV/f.u.

∆EAF2 = -90.939 meV/f.u.

T 2nn
N = 959 K

FM AF1 AF2

a 5.980 5.980 5.979

c/a 1.00 1.00 1.00

mX 0.2 0.0 0.0

mY 0.1 0.1 0.0

mZ 3.1 0.0 3.2

mtot 3.6 0.1 3.3

TMF
N 6 144

TMC
N 152 165

ζ 0.51 0.65

Rh2MnAl

Conventional Heusler

Ground state: AF2

Literature: stable [152], FM (ab
initio) [192], AF < 26 K [150]

∆E = -0.693 eV/atom

∆EH = 0.356 meV/atom

∆EAF1 = 35.343 meV/f.u.

∆EAF2 = -13.690 meV/f.u.

FM AF1 AF2

a 6.030 — 6.034

c/a 1.00 — 1.00

mX 0.3 — 0.1

mY 3.4 — 3.6

mZ 0.0 — 0.0

mtot 4.1 — 3.8

TMF
N — 240

TMC
N — 168

ζ — 1.00 *
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Rh2MnGa

Conventional Heusler

Ground state: AF2

Literature: stable [152]

∆E = -0.542 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = 27.515 meV/f.u.

∆EAF2 = -8.975 meV/f.u.

FM AF1 AF2

a 6.060 — 6.067

c/a 1.00 — 1.00

mX 0.3 — 0.1

mY 3.5 — 3.6

mZ 0.0 — 0.0

mtot 4.1 — 3.8

TMF
N — 213

TMC
N — 163

ζ — 1.00 *

Rh2MnIn

Conventional Heusler

Ground state: AF2

Literature: stable [152]

∆E = -0.345 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = 8.437 meV/f.u.

∆EAF2 = -19.437 meV/f.u.

FM AF1 AF2

a 6.290 — 6.290

c/a 1.00 — 1.00

mX 0.3 — 0.1

mY 3.7 — 3.8

mZ 0.0 — 0.0

mtot 4.4 — 3.9

TMF
N — 150

TMC
N — 103

ζ — 1.00 *
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Ru2CrAl

Conventional Heusler

Ground state: AF1

Literature: –

∆E = -0.357 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = -14.102 meV/f.u.

∆EAF2 = 8.435 meV/f.u.

FM AF1 AF2

a 5.974 5.968 —

c/a 1.00 1.00 —

mX 0.1 0.0 —

mY 1.3 1.3 —

mZ 0.0 0.0 —

mtot 1.6 1.3 —

TMF
N 91 —

TMC
N 83 —

ζ 0.95 —

Ru2CrGa

Conventional Heusler

Ground state: AF1

Literature: –

∆E = -0.197 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = -11.052 meV/f.u.

∆EAF2 = 25.613 meV/f.u.

FM AF1 AF2

a 5.995 5.993 —

c/a 1.00 1.00 —

mX 0.2 0.0 —

mY 1.5 1.5 —

mZ 0.0 0.0 —

mtot 1.8 1.5 —

TMF
N 126 —

TMC
N 98 —

ζ 1.00 * —
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Ru2CrGe

Conventional Heusler

Ground state: AF2

Literature: TN = 13 K (AF2) [153]

∆E = -0.215 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = -47.633 meV/f.u.

∆EAF2 = -57.941 meV/f.u.

T 2nn
N = 725 K

FM AF1 AF2

a 6.011 6.011 6.011

c/a 1.00 1.00 1.00

mX 0.2 0.0 0.1

mY 2.2 2.3 2.3

mZ 0.0 0.0 0.0

mtot 2.5 2.3 2.4

TMF
N 7 81

TMC
N 25 37

ζ 0.52 0.53

Ru2CrSb

Conventional Heusler

Ground state: AF2

Literature: –

∆E = -0.078 eV/atom

∆EH = 76.429 meV/atom

∆EAF1 = 18.050 meV/f.u.

∆EAF2 = -8.168 meV/f.u.

FM AF1 AF2

a 6.244 — 6.244

c/a 1.00 — 1.00

mX 0.0 — 0.1

mY 2.8 — 2.9

mZ 0.0 — 0.0

mtot 2.8 — 3.1

TMF
N — 146

TMC
N — 109

ζ — 0.62
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Ru2CrSi

Conventional Heusler

Ground state: AF2

Literature: TN = 14 K [154]

∆E = -0.413 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = -59.577 meV/f.u.

∆EAF2 = -71.118 meV/f.u.

T 2nn
N = 896 K

FM AF1 AF2

a 5.926 5.920 5.920

c/a 1.00 1.00 1.00

mX 0.1 0.0 0.0

mY 2.1 2.2 2.2

mZ 0.0 0.0 0.0

mtot 2.4 2.2 2.3

TMF
N 7 91

TMC
N 34 41

ζ 0.52 0.50

Ru2CrSn

Conventional Heusler

Ground state: AF2

Literature: Spin glass < 7 K [153]

∆E = -0.080 eV/atom

∆EH = 11.644 meV/atom

∆EAF1 = -44.172 meV/f.u.

∆EAF2 = -49.046 meV/f.u.

T 2nn
N = 636 K

FM AF1 AF2

a 6.233 6.233 6.233

c/a 1.00 1.00 1.00

mX 0.2 0.0 0.1

mY 2.4 2.4 2.4

mZ 0.0 0.0 0.0

mtot 2.8 2.4 2.6

TMF
N 12 43

TMC
N 29 24

ζ 0.52 0.50
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Ru2FeGa

Conventional Heusler

Ground state: AF2

Literature: AF predicted [149]

∆E = -0.154 eV/atom

∆EH = 1.550 meV/atom

∆EAF1 = 57.935 meV/f.u.

∆EAF2 = -34.122 meV/f.u.

FM AF1 AF2

a 5.992 — 5.992

c/a 1.00 — 1.00

mX 0.2 — 0.2

mY 2.8 — 2.8

mZ 0.0 — 0.0

mtot 3.1 — 3.2

TMF
N — 344

TMC
N — 308

ζ — 1.00 *

Ru2HfMn

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.338 eV/atom

∆EH = 76.930 meV/atom

∆EAF1 = 85.696 meV/f.u.

∆EAF2 = -27.160 meV/f.u.

FM AF1 AF2

a 6.270 — 6.270

c/a 1.00 — 1.00

mX 0.1 — 0.2

mY 0.0 — 0.0

mZ 3.3 — 3.4

mtot 3.5 — 3.8

TMF
N — 260

TMC
N — 409

ζ — 0.66
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Ru2MnAl

Conventional Heusler

Ground state: AF2

Literature: stable [155]

∆E = -0.406 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = -32.079 meV/f.u.

∆EAF2 = -52.369 meV/f.u.

T 2nn
N = 591 K

FM AF1 AF2

a 5.978 5.973 5.974

c/a 1.00 1.00 1.00

mX 0.2 0.0 0.0

mY 2.5 2.5 2.6

mZ 0.0 0.0 0.0

mtot 3.0 2.5 2.6

TMF
N 9 76

TMC
N 50 37

ζ 0.51 0.53

Ru2MnGe

Conventional Heusler

Ground state: AF2

Literature: AF [20], AF2 [21]

∆E = -0.262 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = 44.578 meV/f.u.

∆EAF2 = -36.333 meV/f.u.

FM AF1 AF2

a 6.005 — 6.008

c/a 1.00 — 1.00

mX 0.0 — 0.1

mY 3.0 — 3.1

mZ 0.0 — 0.0

mtot 3.1 — 3.2

TMF
N — 341

TMC
N — 307

ζ — 0.55
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Ru2MnSi

Conventional Heusler

Ground state: AF2

Literature: AF [22]

∆E = -0.465 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = 48.237 meV/f.u.

∆EAF2 = -41.516 meV/f.u.

FM AF1 AF2

a 5.912 — 5.914

c/a 1.00 — 1.00

mX 0.0 — 0.1

mY 2.9 — 3.0

mZ 0.0 — 0.0

mtot 3.0 — 3.2

TMF
N — 370

TMC
N — 365

ζ — 0.80

Ru2TiMn

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.337 eV/atom

∆EH = 51.389 meV/atom

∆EAF1 = 82.907 meV/f.u.

∆EAF2 = -16.836 meV/f.u.

FM AF1 AF2

a 6.081 — 6.085

c/a 1.00 — 1.00

mX 0.0 — 0.2

mY 0.0 — 0.0

mZ 3.1 — 3.2

mtot 3.2 — 3.5

TMF
N — 222

TMC
N — 348

ζ — 0.85
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Ru2VGe

Conventional Heusler

Ground state: AF1

Literature: stable [155], paramagnetic
[156]

∆E = -0.333 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = -0.320 meV/f.u.

∆EAF2 = 23.824 meV/f.u.

FM AF1 AF2

a 6.027 6.027 —

c/a 1.00 1.00 —

mX 0.1 0.0 —

mY 1.0 1.0 —

mZ 0.0 0.0 —

mtot 1.2 1.0 —

TMF
N 86 —

TMC
N 75 —

ζ 1.00 * —

Ru2VSi

Conventional Heusler

Ground state: AF1

Literature: stable [155]

∆E = -0.563 eV/atom

∆EH = 0.000 meV/atom

∆EAF1 = -10.450 meV/f.u.

∆EAF2 = 3.107 meV/f.u.

FM AF1 AF2

a 5.938 5.936 —

c/a 1.00 1.00 —

mX 0.0 0.0 —

mY 0.9 0.9 —

mZ 0.0 0.0 —

mtot 1.0 0.9 —

TMF
N 63 —

TMC
N 69 —

ζ 0.55 —
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Sc2CoGa

Conventional Heusler

Ground state: AF2

Literature: –

∆E = -0.458 eV/atom

∆EH = 37.258 meV/atom

∆EAF1 = 2.891 meV/f.u.

∆EAF2 = -30.770 meV/f.u.

FM AF1 AF2

a 6.496 — 6.496

c/a 1.00 — 1.00

mX 0.1 — 0.0

mY 0.6 — 1.0

mZ 0.0 — 0.0

mtot 0.7 — 1.1

TMF
N — 101

TMC
N — 82

ζ — 0.65

Ta2FeMn

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.192 eV/atom

∆EH = 37.028 meV/atom

∆EAF1 = -0.572 meV/f.u.

∆EAF2 = 0.226 meV/f.u.

FM AF1 AF2

a 6.123 6.123 —

c/a 1.00 1.00 —

mX 0.1 0.0 —

mY 1.0 1.1 —

mZ 0.2 0.0 —

mtot 1.4 1.1 —

TMF
N 165 —

TMC
N 139 —

ζ 1.00 * —
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Ti2VOs

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.354 eV/atom

∆EH = 37.604 meV/atom

∆EAF1 = 0.596 meV/f.u.

∆EAF2 = -70.619 meV/f.u.

FM AF1 AF2

a 6.220 — 6.222

c/a 1.00 — 1.00

mX 0.1 — 0.0

mY 1.5 — 1.7

mZ 0.0 — 0.0

mtot 1.7 — 1.8

TMF
N — 160

TMC
N — 129

ζ — 0.55

Ti2VRe

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.190 eV/atom

∆EH = 68.220 meV/atom

∆EAF1 = 7.180 meV/f.u.

∆EAF2 = -43.920 meV/f.u.

FM AF1 AF2

a 6.271 — 6.266

c/a 1.00 — 1.00

mX 0.2 — 0.0

mY 1.7 — 1.7

mZ 0.1 — 0.0

mtot 2.2 — 1.8

TMF
N — 187

TMC
N — 156

ζ — 0.94
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Ti2VRu

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.320 eV/atom

∆EH = 78.886 meV/atom

∆EAF1 = 11.486 meV/f.u.

∆EAF2 = -53.221 meV/f.u.

FM AF1 AF2

a 6.222 — 6.222

c/a 1.00 — 1.00

mX 0.1 — 0.0

mY 1.7 — 1.7

mZ 0.1 — 0.0

mtot 2.1 — 1.8

TMF
N — 125

TMC
N — 154

ζ — 0.93

V2FeOs

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.227 eV/atom

∆EH = 49.788 meV/atom

∆EAF1 = 19.914 meV/f.u.

∆EAF2 = -15.011 meV/f.u.

FM AF1 AF2

a 5.934 — 5.934

c/a 1.00 — 1.00

mX 0.1 — 0.1

mY 1.8 — 1.8

mZ 0.0 — 0.0

mtot 1.9 — 2.1

TMF
N — 129

TMC
N — 83

ζ — 0.95
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C. Antiferromagnetic Heusler Compounds: Detailed Results

V2FeRe

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.222 eV/atom

∆EH = 53.779 meV/atom

∆EAF1 = -46.240 meV/f.u.

∆EAF2 = -16.788 meV/f.u.

FM AF1 AF2

a 5.927 5.937 5.934

c/a 1.00 1.00 1.00

mX 0.0 0.0 0.0

mY 0.0 1.2 1.0

mZ 0.0 0.0 0.0

mtot 0.0 1.2 1.1

TMF
N 83 —

TMC
N 87 —

ζ 0.58 —

V2FeRu

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.179 eV/atom

∆EH = 73.540 meV/atom

∆EAF1 = 8.829 meV/f.u.

∆EAF2 = -15.137 meV/f.u.

FM AF1 AF2

a 5.913 — 5.911

c/a 1.00 — 1.00

mX 0.0 — 0.1

mY 1.6 — 1.7

mZ 0.1 — 0.0

mtot 1.8 — 2.0

TMF
N — 103

TMC
N — 79

ζ — 0.90
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C. Antiferromagnetic Heusler Compounds: Detailed Results

Zr2CoMn

Unconventional Heusler

Ground state: AF1

Literature: –

∆E = -0.182 eV/atom

∆EH = 68.576 meV/atom

∆EAF1 = -4.253 meV/f.u.

∆EAF2 = 7.139 meV/f.u.

FM AF1 AF2

a 6.367 6.363 —

c/a 1.00 1.00 —

mX 0.1 0.0 —

mY 0.4 0.6 —

mZ 0.1 0.0 —

mtot 0.6 0.6 —

TMF
N 12 —

TMC
N 9 —

ζ 0.62 —

Zr2OsV

Unconventional Heusler

Ground state: AF2

Literature: –

∆E = -0.223 eV/atom

∆EH = 79.701 meV/atom

∆EAF1 = 32.755 meV/f.u.

∆EAF2 = -52.492 meV/f.u.

FM AF1 AF2

a 6.631 — 6.626

c/a 1.00 — 1.00

mX 0.0 — 0.0

mY 0.0 — 0.0

mZ 2.0 — 2.0

mtot 2.2 — 2.0

TMF
N — 243

TMC
N — 171

ζ — 1.00 *
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