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Abstract: We prove the existence of global solutions to singular SPDEs on R? with
cubic nonlinearities and additive white noise perturbation, both in the elliptic setting in
dimensions d = 4, 5 and in the parabolic setting for d = 2, 3. We prove uniqueness
and coming down from infinity for the parabolic equations. A motivation for considering
these equations is the construction of scalar interacting Euclidean quantum field theories.
The parabolic equations are related to the ¢3 Euclidean quantum field theory via Parisi—
‘Wu stochastic quantization, while the elliptic equations are linked to the @272 Euclidean
quantum field theory via the Parisi—Sourlas dimensional reduction mechanism.
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1. Introduction

This paper is concerned with elliptic and parabolic partial differential equations related
to the ®* Euclidean quantum field theory on the full space. More precisely, we consider
the following semilinear elliptic partial differential equation on R? for d = 4, 5,

(—A+ g+ =&, (1.1)

where £ is a space white noise on R? and 1 > 0. We also consider the Cauchy problem
for the semilinear parabolic partial differential equation on R, x R withd = 2, 3, given
by

B — A+ e +¢° =&, (1.2)

where £ is a space—time white noise on R, x R? and 11 € R.

Both equations fall in the category of the so-called singular SPDEs, a loose term
which means that they are classically ill-posed due to the very irregular nature of the noise
&.Indeed, solutions are expected to take values only in spaces of distributions of negative
regularity and the non-linear terms appearing in the equations cannot be given a canonical
meaning. Recent progresses by Hairer [Hail4] and others [GIP15,Kup16,0W16] have
provided various existence theories for local solutions of the above parabolic equations in
a periodic spatial domain. The key idea is to identify suitable subspaces of distributions
large enough to contain the candidate solutions and structured enough to allow for
the definition of the non-linear terms. These theories define solutions for the above
equations once the non-linear term is renormalized, which formally can be understood
as a subtraction of an (infinite) correction term:

(p3 = (p3 — OQ0p.
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More rigorously, and as we hinted above, this formal expression has to be understood in
the sense that even though both terms separately are not well defined, certain combination
has a well-defined meaning for a restricted class of distributions ¢. The byproduct of the
renormalization is that additional data (in the form of polynomials of the driving noise)
have to be considered in order to identify canonically the result of the renormalization.
It is not the main aim of this paper to discuss the features of the local solution theory for
singular SPDEs as this has been done extensively in the references cited above.

Our aim here is to develop a simple global solution theory for Egs. (1.1) and (1.2).
Global solutions rely on specific properties of the equations, in particular here on the right
sign of the cubic non-linearity. The existence of global in time solutions of the parabolic
Eq. (1.2) is relevant to the problem of stochastic quantization of the @3 Euclidean field
theory, that is the measure v on distributions over the d-dimensional periodic domain
A = T¢ formally given by the Euclidean path integral

1 1
v(dp) = exp [—/A <5|V¢|2+%¢2+Z¢4)]d¢, (1.3)

where T = R/2xZ. Global in space solutions, that is solutions defined over all R¢
correspond to the infinite volume limit of such a measure. Existence and uniqueness
of global space—time solutions for the parabolic model in d = 2 has been proved by
Mourrat and Weber [MW17b]. More recently the same authors have proven existence
and uniqueness of global solutions in time on T3 in [MW 17a]. In this last paper they also
prove the stronger property, namely, that the solutions come down from infinity, meaning
that after a finite time the solution belongs to a compact set of the state space uniformly
in the initial condition, a very strong property which is entirely due to the presence
of the cubic drift. These results show that singular SPDEs can be used to implement
rigorously the stochastic quantization approach first suggested by Parisi and Wu [PW81]
and construct random fields sampled according to the measure (1.3). Another recent
interesting approach which uses the SPDE to construct the measure v is that of Albeverio
and Kusuoka [AK17] which uses the invariance of approximations and uniform energy
estimates on the SPDE to deduce tightness and existence of the limiting CDfi measure (1.3).

In the present work we complete the picture by proving the global space—time exis-
tence and uniqueness for Eq. (1.2) in R? with an associated coming down from infinity
property. This will be essentially a byproduct of the technique we develop to analyze the
elliptic model (1.1) on R4 with d = 4, 5. The choice of dimensions has a two-fold ori-
gin: first it corresponds to the dimensions where the singularities of the elliptic equation
match those of the parabolic one for d = 2, 3. Second (and partially related reason) is
that there exists a very interesting conjecture of dimensional reduction formulated first
by Parisi and Sourlas [PS79] which links the behavior of certain SPDEs in d dimensions
to that of Euclidean field theories in d — 2 dimensions. In particular, it is conjectured
that the trace on a codimension 2 hyperplane of solutions to Eq. (1.1) in R? should have
the law of the (parabolic) @372 model in R? =2, at least for d = 3, 4, 5. This conjecture
has been partially validated by rigorous arguments of Klein et al. [KFP83,KLP84] in
the context of a regularized version of the models. Our study of the singular equation is
another step to the full rigorous verification of the dimensional reduction phenomenon.
The existence theory of the d = 3 elliptic model is relatively straightforward and we
will not consider it here.

Given the importance of these models in the mathematical physics literature and the
open interesting conjectures they are related to, we found essential to devise streamlined
arguments to treat global solutions of these equations. The main technical problem with
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globalization in the solution theory of singular SPDE:s is given by the fact that the noise
grows at infinity requiring the use of weighted spaces. This in turn requires to exploit
fine properties of the equations in order to close the estimates. Witness of the important
technical difficulties involved in the global analysis is the tour de force that Mourrat and
Weber [MW 17a] had to put in place to solve the parabolic model on T3. One of the aim
of the present paper is to provide also a simpler proof of their result, proof which is more
in line with standard arguments of functional analysis/PDE theory. In order to do so we
developed a new localization technique which allows to split distributions belonging to
weighted spaces into an irregular component which behaves nicely at the spatial infinity
and a smooth component which grows in space. The localization technique allows to
split singular SPDEs in two equations:

— one containing the irregular terms but linear (or almost linear) and not requiring any
particular care in the handling of the weighted spaces;

— the other containing all the more regular terms and all the non-linearities which can be
analyzed using standard PDE arguments, in particular pointwise maximum principle
and pointwise coercive estimates whose weighted version are easy to establish. This
avoids the use of weighted L? spaces and related energy estimates which complicate
the analysis of Mourrat and Weber [MW17a] and also of Albeverio and Kusuoka
[AK17].

Other two improvements which we realize in this paper are the following:

(a) we use a direct L2 energy estimate to establish uniqueness for the parabolic model,
simplifying the proof and taking full advantage of our L°° a priori estimates;

(b) we use a time dependent weight to prove the coming down from infinity, going
around the painful induction present in Mourrat and Weber paper and following
quite closely the strategy one would adopt for classical driven reaction diffusion
equations.

A problem which still remains open is that of the global uniqueness in the elliptic setting.
Probably uniqueness does not hold or holds only for large masses. This is suggested by
the behavior of the corresponding @3_2 model which is expected to undergo a phase
transition at small temperature, corresponding here to a small mass.

Organization of the paper. In Sect. 2 we introduce the basic notation and recall various
preliminary results concerning weighted Besov spaces. Then we present interpolation
results and construct the above mentioned localization operators, which are essential
in the main body of the paper. As the next step, we establish Schauder and coercive
estimates in weighted Besov spaces in both elliptic and parabolic setting and finally we
discuss the basic results of the paracontrolled calculus.

In Sect. 3, we recall the results of probabilistic analysis connected to the construction
of the stochastic objects needed in the sequel.

Sections 4, 5 are devoted to the existence for the elliptic ®* model in dimension 4
and 5, respectively. More precisely, in the first step, we decompose the equations into
systems of two equations, one irregular and the other one regular and containing the
cubic nonlinearity. The next step is the cornerstone of our analysis: we derive new a
priori estimates for the unknowns of the decomposed system, which are then employed
in order to establish existence of solutions. Here we first solve the equations on a large
torus using a combination of a variational approach together with the Schaefer’s fixed
point theorem. Then we let the size of the torus converge to infinity and use compactness.
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The a priori estimates from Sects. 4, 5 play the key role in the parabolic setting as
well. Namely, in Sects. 6, 7 we study the parabolic ®* model in dimension 2 and 3,
respectively. We follow a similar decomposition into a system of equations (only with
a slight modification in dimension 3) and derive parabolic a priori estimates in analogy
to the elliptic situation. These bounds are then used in the proof of existence. However,
we proceed differently than in the elliptic setting: we work directly on the full space
and mollify the noise, which leads to existence of smooth approximate solutions. The
uniform estimates together with a compactness argument allow us to pass to the limit.

In Sect. 8 we establish uniqueness of solutions in the parabolic setting. Unlike in the
previous sections, itis not enough to work in the L°°-scale of weighted Besov spaces with
polynomial weights. In particular, to compensate for the loss of weight in our estimates
we employ exponential weights, requiring a different definition of the associated Besov
spaces. This is discussed in Sect. 8.1. The proof of uniqueness then uses solely energy-
type estimates in the L2-scale of Besov spaces which takes the full advantage of the
well-chosen space—time weight.

Section 9 is then concerned with the coming down from infinity property. Here we
work with an additional weight in time which vanishes at zero and therefore allows
to obtain bounds independent of the initial condition. Such a weight requires careful
Schauder and coercive estimates that are established in Sects. 9.2, 9.3. The proof of
the coming down from infinity then relies on our approach to a priori estimates from
Sects. 4, 5 together with a delicate control of the behavior at zero.

Finally, in “Appendix A” we collect certain auxiliary results concerning existence
for elliptic and parabolic variants of our problem in the smooth setting. “Appendix B”
is then devoted to a refined Schauder estimate needed in Sect. 9.

We point out that for didactic reasons and in order not to blur our arguments, we
chose to include in Sect. 2 only the results needed for the existence in Sects. 4, 5, 6, 7.
Further generalizations are needed for uniqueness in Sect. 8 and for the coming down
from infinity in Sect. 9. The corresponding preliminaries are then discussed directly in
the respective sections.

2. Preliminaries

2.1. Weighted Besov spaces. As the first step, we introduce weighted Besov spaces
which will be used in the sequel. Recall that the collection of admissible weight functions
is the collection of all positive C*°(R¥) functions p with the following properties:

1. Forall y € Ng there is a positive constant ¢, with

ID? p(x)| < ¢yp(x), forallx e RY.

2. There are two constants ¢ > 0 and b > 0 such that

0<px) <cp(y)(1+|x—y|2)b/2, forallx,ye]Rd.

The space of Schwartz functions on R is denoted by S(R¢) and its dual, the space
of tempered distributions is S’ (R?). The Fourier transform of u € S'(R9) is given by

Fu(z) =/ u(x)e =¥ dx,
R4

so that the inverse Fourier transform is given by Flu(x) = Q)4 Fu(—x). By
(A;)i>—1 we denote the Littlewood—Paley blocks corresponding to a dyadic partition
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of unity. If p is an admissible weight and « € R, we define the weighted Besov space
BS, 5o (0) =: €% (p) as the collection of all f € S’(R?) with finite norm

I flligecpy = sup 2“NIA; fllzegy = sup 2°“[lpA; f L.
i>—1 i>—1

More details can be found e.g. in [Tri06]. Particularly, due to [Tri06, Theorem 6.5], it
holds true that

I f ey ~ lofllge 2.1)

in the sense of equivalence of norms, where the latter denotes the norm in the classi-
cal (unweighted) Besov space €% = B&’M(Rd). Moreover, it was shown in [Tri06,
Theorem 6.9] that for « € (0, M) with M € N, the weighted space € “(p) admits an
equivalent norm given by

Iz + sup |AI=NAY fllzee)., (2.2)
0<[hI<1

where Az’l is the M""-order finite difference operator defined inductively by

(AL @) = fx+h) — f(x),  (AFYHYfe) =ANALHK),  LeN,

Introduce a partition of unity ZmeZd A, = 1, where Ay (x) ;= A(x — m) for a
compactly supported C*-function A on R? andm € Z?. Then the following localization
principle for weighted Besov spaces follows from (2.1) and [Tri92, Theorem 2.4.7]: let
a € R then

[ fllgeo) ~ sup [Amfllge(p (2.3)

meZd

holds true in the sense of equivalence of norms. For most of our purposes, the following
result in the case o« > 0 will be sufficient. Let } ;| wx = 1 be a smooth partition
of unity in spherical dyadic slices where w_1 is supported in a ball containing zero and
there exists an annulus A = {x € R?:a < |x| < b} for some 0 < a < b such that each
wy for k& > 0 is supported in the annulus 2k A. Set Wy, = Zi>—1 w;, where we write

i~

i ~ k provided supp w; N supp wy # @.
Lemma 2.1. It holds true that

I fllLoeqpy < sup (W fllzoe(p),
Z1

=

and if @ > 0 then also

[ fllgey S sup Wk fllge(p)-
k=1

Proof. Due to the construction of (W )x>—1, for every x € R there exists k > —1 such

that f(y) = wi(y) f(y) for all y € RY with [x — y| < 1. Consequently, the first claim
follows. To show the second one, let M € N be the smallest integer such that « < M.
Then, it can be observed that, in addition to (2.2), also

Iflleoy + sup A IAY fllLoo(p)
0<lhl<
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defines an equivalent norm on €% (o). The first summand is estimated as in the previous
step. For the second summand, consider |h| < % Since (Aﬁ” f)(x) depends only on

values f(y) for |y — x| < M|h| < 1, we deduce that for every x € R? there exists
k € Np such that f(y) = wi(y) f(y) whenever |y — x| < 1 and consequently also

(AY () = (AY (W £))(y). Thus

sup AU AN fllzoey < sup  sup  hTEAN G )l Lo o)

0<|hl<4 k2=1o<|nl<4;
and the second claim follows. O

Throughout this paper p stands for a weight which is admissible and either constant
or decreasing at infinity. It depends only on the space variable in the case of elliptic
problems or on both space and time for parabolic equations. We will not repeat the word
“admissible” in the sequel. Moreover, we will often work with polynomial weights of
the form p(x) = (x)™" where (x) = (1 + |x|>)!/? and v > 0. In the same spirit
we will consider space—time dependent polynomial weights or p(¢, x) = ((¢t, x))™" =
(1+](¢, x) |2) —v/2forv > 0.Inaddition, certain non-admissible weights will be needed in
Sects. 8 and 9. Namely, the proof of uniqueness in Sect. 8§ employs a weight that vanishes
exponentially at infinity and consequently the definition of the associated Besov spaces
cannot be based on Schwartz functions but rather on the so-called Gevrey classes as
discussed in [MW 17b]. The coming down from infinity property in Sect. 9 then requires
a weight in time that vanishes in zero and is therefore also not an admissible weight in
the sense of the above definition. The necessary results for these particular weights are
discussed in Sects. 8.1 and 9.1, 9.2, 9.3.

Let p be a polynomial space-dependent weight. Then the following embedding holds
true

GP L (p") C €P(p™) provided B = B, v1 < 1, (2.4)

and, according to [Tri06, Theorem 6.31], the embedding in (2.4) is compact provided
B1 > Brand y; < .

For parabolic equations, we will also need weighted function spaces of space—time
dependent functions/distributions. Let p be a polynomial space—time weight and « € R
and denote p;(-) = p(t,-), t € [0,00). Then CE*(p) is the space of space—time
distributions f that are continuous in time, satisfy f(t) € €%(p;) for every t € [0, c0),
and have finite norm

I fllegepy == sup [(pf) (Dl
t>0

If a mapping f : [0,00) — € “(po) is only bounded but not continuous, we write
f € L®%“(p) with the norm

[ fllLoega(py := esssup, g () (D llge < 0o

Time regularity will be measured in terms of classical Holder norms. In particular, for
a € (0,1) and B € R we denote by C*%#(p) the space of mappings f : [0, c0) —
€ P (po) with finite norm

1)) = ()l
1 lcag ey = sup 1 (0f)llgs +  sup e
1>0 5,030,551 [t —s|
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It can be seen [cf. (2.2)] that since p is a polynomial weight, this norm is equivalent to

I lewscrip ~ sup 1Ol +  sup lo: (@) = F$Dlgr 5 5

5,1 >0,5#t It - s|ot

Similarly, we define the space C*L*°(p).

In the case we consider only a finite time interval [0, T'], for some T > 0, and a
time-independent weight p, we write f € Cr€%(p), f € LTE*(p), C%‘gﬂ(p) and
C7 L™ (p) with straightforward modifications in the corresponding norms.

2.2. Interpolation. We present a simple interpolation result for weighted Besov spaces.

Lemma 2.2. Let k € (0, 1) and let p be a space—time weight. We have, for any o €
[0,2 +«]

1—o/(2+K) a/(2+k)
||1//||(ga(pl+a) S; ||1P||Loo(p) ”w”%ZM(p}w)'

Proof. 1t holds

1— 2. 2.
AR [l oo gpieey S 10 Akl S Mo Arwr Il o/ o™ Ay || S5

1—a/(2 2 _ l—a/(2 )
S 1 P TR A F A 1 o
(0) L (p3+K) (0) G 2 (p3+)

which proves the claim. O
We will also need the following version adapted to time-dependent problems.

Lemma 2.3. Let k € (0, 1) and let p be a space—time weight. We have, for any o €
[0,2 +«]

1—o/(2+K) (2+k)
Wl ooy S IV I I oo

Moreover, if a/2 ¢ Ny then

1—a/(2+k)

2+
W llcarzioopisay S NI ot I 15

ey

Proof. The first claim is a straightforward modification of Lemma 2.2. The second one
can be obtained by the same approach since for a/2 ¢ Ny the Holder space C%/? can
be identified with the Besov space Bgézoo and functions in C*/2L°°(p) can be naturally
extended to be defined on the full space R x R? while preserving the same norm. 0O
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2.3. Localization operators. Here we construct localization operators %-., %< which
play the key role in our analysis. These localizers allow to decompose a distribution
f into a sum of two components: one belongs to a (weighted) Besov space of higher
regularity whereas the other one is less regular. To this end, let Z,@q wy = lbea

smooth dyadic partition of unity on R? where w_ is supported in a ball containing zero
and there exists an annulus A = {x € R?;a < |x| < b} for some 0 < a < b such
that each wy for k > 0 is supported in the annulus 2k A. Let (Li)k>-1 C[—1,00) be a

sequence of real numbers and let f € S’(RY). We define the localization operators by

Uf =) whor f,  Uf =) wibgnf,
k k

where Asp, =30, Ajand Agr, =)<y, Aj. We point out that in the sequel,
we will use various localizing sequence (L )x>—1, depending on the context. However,
for notational simplicity, we will not denote these operators by different symbols.

Lemma 2.4. Let L > 0 be given. There exists a choice of parameters (Li)i>—1 such
that for all a, 8,y > 0 and a, b € R it holds true

1% fllg-a=sp-ay S 27 fllg-agparsys  N%<fllg-asr by S 275N Fllgp—a(oprys
where the proportionality constant depends on o, 8, v, a, b but is independent of f.

Proof. Denote ¢y = —log, ||wkllL>(,) and let B > o + &. Then we have

~ 4 — 2~V
”wk”%)ﬂ(py) — ”wk”Loc(p) =2 ,

- 5 _ A8
lwllg sy = Nl = 2°%.

According to (2.3) and since there exists M € N such that for every m € Z¢ the support
of A,, intersects the support of wy only for k € A,,, where A, in a set of cardinality at
most M, it holds

”%>f||cf*‘x*5(p*") < sup ”Am%>f”<5*°‘*5(p*")

meZ4

S sup 1Am Y wihery fllig-a-s(pmo)
meZzd k€A,

M Sllip lwi Aspy fllg-a—s(p-ay S Sl}:P lwillz s o) | As Ly fllg—a-5(p-ass)

Sck—8L —SL
S Sup2 * k”f”‘rf*“(p*‘”a) ,S 2 ||f||§aﬂ—a(p—a+8),
k

where we set Ly = ¢ + L. On the other hand, the same argument implies

||02/<f||<g‘—a+y(pb)
< sup lwk A<y fllg—ar b < sup [lwgl
k k

¢ IAKLS g -asr (pp-v)

S sup 2PN fligp—appry S 27N fllg—a(ppry-
k
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Remark 2.5. Note that the sequence (Ly)x>—1 in Lemma 2.4 does not depend on any of
the parameters «, §, k, a, b nor on the function f.

We will also need the following version adapted to time-dependent problems. Let
(ve)e>—1 be a smooth dyadic partition of unity on [0, 0o) such that v_; is supported
in a ball containing zero and there exists an annulus A = {t € [0,00);a < t < b}
for some 0 < a < b such that each vy for £ > 0 is supported in the annulus 2% A.
Letv, = Zi:M v;. For a given sequence (L ¢) ¢>—1 we define localization operators
7> . 'Vg by

Vof = vewAar,, f. V<f =Y vewAgr,, f. (2.6)
k.t k.t

Lemma 2.6. Let L > 0 be given and let p be a space—time weight. There exists a choice
of parameters (L ¢)k,¢>—1 such that for all a, 8, y > 0 and a, b € R it holds true

17 fllcg-a-spmay S 27201 fllcgaoanss
1< Fllcg—e by S 27N llcg—appr)s
where the proportionality constant depends on «, §, k, a, b but is independent of f.

Proof. Similarly to the proof of Lemma 2.3 we denote cx,¢ = —1og, |[Vewk|lcro(p)
and let 8 > « + 8. Then we have

U ~ 5 Y A
||Ulwk||c<gﬁ(py) x~ “wwk”CLOO(p) =2 Ve

) ~ I -8 Sc
I0ewill ez s -9y = IDewkllcp ooy = 2°.

In view of (2.3) and Lemma 2.1, we deduce (similarly to the proof of Lemma 2.4) that

175 fllcg-a-s(p-ay S sUp 1Vewk As 1y fll cog-a-5(pay
kL

< sup ||5Zwk||c(gﬁ(p75)||A>Lk_gf||c<gfa75(pfa+5)
k.l

Sci—0L —5L
5 Sllp2 Ch.t k.t ”f”ccg—a(p—a%) S 2 ”f”ch—a(p—uﬂS),
k.t

where we set Ly ¢ = ck.¢ + L. On the other hand, it holds

1V< flleg—evr (ppy S SUP 10wk A<iy, f llcg—evr (ph)
k.

B

S sup ”ﬁgwk”chﬂ(py)”Agl‘klf”C(g*aﬂ/(pb*V)
kL

Ly o— L
S sup 27k VCH”f”c%ﬂ(pH) S22 I fll e —epp—r)-
k.l
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2.4. Elliptic Schauder estimates. We proceed with Schauder estimates valid for elliptic
partial differential equations with cubic nonlinearities. Throughout the paper, we denote
2 =—-A+pu.

Lemma 2.7. Fix k > 0 and let € €+ (p3) N L>®(p) be a classical solution to
QY +y’ =

then

1l 20 iy S W g (pivey + 10135 -
Proof. In view of [Tri06, Theorem 6.5] it holds

12 fllgeo) =u | fllg2ay
in the sense of equivalence of norms. Hence
1V llg2en o3y S N2 W llgnpiny < IW g (pivey + 1V legpr(pieey

and we estimate using Lemma 2.2 and weighted Young inequality

3 2 1 2+K) 2+
19 Nl 3wy S I 17 1 g oivey S IV oo oy 19 I s e

_ (2+1)/2 2+k)/x
2 1 (2+«) (2+kK)

¢ (||¢||Lm(p)||xm|mf(ﬁ,) )T S (e,
<yl + = ||w||<gz+x<ps+x>.

Thus, we finally deduce the claim. O

2.5. Elliptic coercive estimates. An essential result in our analysis is the following
maximum principle in the weighted setting.

Lemma 2.8. Fix k > 0 and let y € €+ (p3) N L>®(p) be a classical solution to
2y +y’=w.
Then the following a priori estimate holds

1/3
“W”Loo(p) 5,0,/4 1+ ||lIJ||Loo(p3)-

Proof. Let p > 0 be the weight from the statement of the Lemma and let = pvr. Due
to the assumption, v is bounded and locally belongs to € >*<. Assume for a moment
that ¥ has a global maximum and let £ be a global maximum point of ¥. Then at X we
have

0=Vy = pVy +¢Vp,

o _ Vol?
—AY = —pAY — (Ap)Y = 2V = —p Ay — | (Ap) =22 |,
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so always at X we also have

2
w3+w<\IJ—[M—2'V‘;| ]w
p p

and multiplying by p? leads to

W)} < p*W — p2(u+[(Ap)/p —2(Vp/p)* DV

If (&) > 0, then ()3 < |0>W |1 + Cp ull 0¥ |20 A similar reasoning at minima
gives (Y)2 <o Wiz + Cp il 0*¥ llox, hence

1/3 1/3
1Vl < IWIYR oy + ol VIR -

Using weighted Young inequality we can absorb the second term of the r.h.s. into the
Lh.s. and conclude that

1/3
Wl Spa L+ II5 -

Next, we consider the situation when 1 p does not attain its global maximum. Since
¥p is smooth and bounded on R? due to the assumption, it follows that 1,0+ vanishes
at infinity for every 6 € (0, 1). Consequently, it has a global maximum point and the
previous part of the proof applies with p replaced by p!*?. The conclusion then follows
by sending § — 0 since the corresponding constant c¢,i+ ,, is bounded uniformly in
e (0,1). O

n

2.6. Parabolic Schauder estimates. As the next step, we derive a parabolic analog of
Sect. 2.4. To this end, we first observe that the following Schauder estimates hold true
in the weighted Besov spaces. They can be proved similarly to [GIP15, Lemma A.9],
see also [MW17b, Section 3.2].

Remark 2.9. We note that the Schauder estimates below are formulated for a positive
mass u > 0. However, it can be observed that for the parabolic ®* model studied in
Sects. 6, 7, 8, 9 this does not bring any loss of generality. Indeed, we may always add
a linear term with positive mass to both sides of the equation and consider the original
massive term as a right hand side. This is not true for the elliptic ®* model where the
positivity of the mass seems to be essential. For notational simplicity we therefore adopt
the convention that u > 0 throughout the paper, that is, for both elliptic and parabolic
equations.

Recall that we denoted 2 = —A + u and let ¥ = 9; + 2. This notation will be
used throughout the paper.

Lemma 2.10. Let i > 0, « € R and let p be a space—time weight. Let v and w solve,
respectively,

ZLv=Ff v =0, ZLw=0, w0) = wy.
Then it holds uniformly overt = 0

D llg2aipy S N lLegey,  Tw®llgaap) S lwollgay). 2.7)
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if0<2+a < 2then

||U||c(2+a)/2L0<>(p) N I f Loz ), ||v||C1L°°(p) S ||f||c<50(p),
lwllcarnpepy S lwollgae gy

Proof. Denote P; = ¢!~/ be the semigroup of operators generated by A — p and
recall that u© > 0. Consider a time independent weight p and observe that similarly to
[GIP15, Lemma A.7, Lemma A.8] it holds true uniformly over ¢ > 0

IPiglligarspy S e 172 lglligagmy,  IPgllgsy S et lIglLo

andif0 <o <2

(P —Td)gllLoopy < le ™™ = 1]lle"® gllLoc(o) + e (e —Td)g I Loo ()
< ta/2

llgllze(p)-
For a space-time weight, we obtain by the same argument

ol =8/2 o~ 4=8/2

IPigligass p) < Iglzagpys  NPgllgspy S lgllzoo (o)
(P, —1d)g o (py) S 12 Nglgepn)- (2.8)

Then, if 272% > ¢ it follows from the fact that the weight is nonincreasing in time that

S 27K fllpsogacpy S 27K fll poigap).-

t
H/O Pi_s Ay fsds

L (pr)

If 272 < t then we split the integral into two parts

t
/ Pi_s Ay fsds
t

22k

t
s / R ) VP2
L>(p;) =27

S 27K £l Loy

and

t—2-2k
f P_g A fsds
0

L (pr)

—0—2k
< e—mfo e’ (r —s)"1¢ds Z_k(a+2(l+€))||f||L°°%’”"(p)

1-272 ¢
,S, t—Se—MI/ e/,LlS(l _ S)—l—é‘ds 2_k<a+2(1+8))”f”LOO(@”OC(p)
0

27D fllpsgage) = 272 fll o).

Note that all the above inequalities are uniform over ¢ > 0. Hence the first bound in
(2.7) follows. The second one is obtained as (recall that the weight is nonincreasing in
time)

||w(f)||<52+a(p,) S 97Mt||w0||<52+a(p,) S ||w0||<52+a(p0)~



1214 M. Gubinelli, M. Hofmanova

The time regularity of w follows from
lw(®) = ws)llze(p) = I1Ps(Pims = Id)wollzoe(o) < 1t = 512 [wollig20()

and due to
t
v(t) —v(s) = (P—s — Id)v(s) +/ P, f(r)dr, s <1,

we obtain

lo(®) = v lIzop) S 1t = sIF2 () g2y, + 1t = SICT2 fll poogap)

2 2
St — sIP2| £l Lo p)-

The proof is complete. O

Next, we derive a Schauder estimate for parabolic equations including a cubic non-
linearity.

Lemma 2.11. Let u > 0 and let p be a space—time weight. Fix k > 0 and let €
CE*(p3*) N CIL®(p3**) N L®L>®(p) be a classical solution to

LY+ =0, ¥ (0) = .
Then

19l cgzee piney + 1W et poo iy S I1W0llgzee gy + 1 e oivey + W ITEE Lo -

Proof. Due to Lemma 2.10 it holds

||1//||C652+x(p3+x) + ||I/f||C1L00(p3+x) 5 ||l[/0||<gz+x(po) + ”\IJ”C%"(/J}*"‘) + ||I/I3I|C<g/<(p3+x)

and we estimate pointwise in time using Lemma 2.3 and the weighted Young inequality

192 e (pivey S MW NG00 Loo (o) 1V e pive)

2 1=k /(2+k) (2+x)
SN o oo o IV 2 2 WU N e

) 1=/ 4c) @)/2 1 K/ (246) @+ /e
< (W ILLEE) T + 5 (W1 o))
1
<MW1 o) + I lleipame v
Hence
Al <cllyliis +1|| I
I/f ch/c(p3+x) X C I/f L®L®(p) 3 'Q// C%2+K(p3+K)

and the claim follows. O
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2.7. Parabolic coercive estimates. Similarly to Sect. 2.5 we obtain the following max-
imum principle for parabolic equations.

Lemma 2.12. Let i € R and let p be a space—time weight. Fix k > 0 and let Y €
CE > (p3) N CTL®(p3**) N L®L>®(p) be a classical solution to

LY+ =¥, Y(0) = vo.
Then the following a priori estimate holds

1/3
Wl S 1+ ol + 112, o ns

where py = p(0, ).

Proof. Let ¢ = ¥p and assume for the moment that 1 attains its (global) maximum
M = &(t*, x™) at the point (t*, x*). If M < 0, then it is necessary to investigate the
minimum point (or alternatively the maximum of —1), which we discuss below. Let us
therefore assume that M > 0. If z, = O then

¥ < Yol Lo () -
Assume that * > 0. Then
PPnT + P (A + W+ 97 = p W+ pdi oY — pP ()Y — 20*V VY.
and
QY x*) =0, VY@t xH) =0, Ayt x*) <0
hence pVy = —yVp. Consequently —p? A (t*, x*) > Oand also pd, p¥ (t*, x*) < 0

since d; 0 < 0. Hence

M <[9P = up = 02 (Ap)Y =207V V|

|(t* X))

2

\Y A
o +H o
P L P

<N oo oopny + P21 x¥) [w + } 19l oo o0

LIXJ
S Wl poopoo(p3y + Cou IV Il Looroo.
Therefore we deduce that

" 1/3 - 1/3
T S 10l + 19155 o sy + ol TR o

The same argument applied to —i yields

7 1/3 T1/3
= S 1ol + IW 12 o) + ol T IR

hence, taking supremum over (7, x) € [0, c0) x R? and applying the weighted Young
inequality yields the claim.

Next, we consider the situation when 1o does not attain its global maximum. Since
¥p is smooth and bounded on [0, 0o) x R? due to the assumption, it follows that yrp!*?
vanishes at infinity for every § € (0, 1). Consequently, it has a global maximum point
and the previous part of the proof applies with p replaced by p?. The conclusion then
follows by sending 8 — 0 since the corresponding constant ¢ i+ ,, is bounded uniformly
ind e (0,1). O
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2.8. Paracontrolled calculus. The foundations of paracontrolled calculus were laid
down in the seminal work [GIP15] of Gubinelli, Imkeller and Perkowski, to which
we refer the reader for a number of facts used here. We refer to the book [BCD11] of
Bahouri, Chemin and Danchin for a gentle introduction to the use of paradifferential
calculus in the study of nonlinear PDEs. We shall then freely use the decomposition
fe=f<g+fog+f>g, where f < g=g > fand f o g, respectively, stands
for the paraproduct of f by g and the corresponding resonant term, defined in terms of
Littlewood—Paley decomposition.
The following basic results are obtained similarly to the unweighted setting.

Lemma 2.13. Let p be an admissible weight.
1. Let A be an annulus, let o € R and let () j>_1 be a sequence of smooth functions
such that Fuj is supported in 2) A and llujllzee oy S 277 forall j > —1. Then
u= Y u; €€%p) and |ulgepy S sup {27%ujllLoe)-
jz-1 jz=1
2. Let B be a ball, let o0 > 0 and let (u});>_1 be a sequence of smooth functions such
that Fuj is supported in 2/ B and llujlizeeoy S 27 forall j > —1. Then
u= Y u;€6“(p) and |ullgag) S sup (27ujllL=)-
jz-1 jz-l

Proof. The proof follows the lines of [GIP15, Lemma A.3]. O

Lemma 2.14 (Paraproduct estimates). Let p1, p» be admissible weights and B € R.
Then it holds

1 < &llgbiopm Sp 1 Lo 18 llgn o,
and if @ < 0 then
If < gllgass(ppn) S 1flgeonliglles(p-
If a + B > O then it holds

1 0 8llgart o pp) Sep 1 1oy 181158 pn)-

Proof. The proof follows the lines of [GIP15, Lemma 2.1] and uses Lemma 2.13 instead
of [GIP15, Lemma A.3]. O

We also obtain the following weighted analog of [GIP15, Lemma 2.2, Lemma 2.3],
which is proved analogously.

Lemma 2.15. Let p1, p2 be admissible weights and o € (0,1) and B € R. For all
j = —1itholds

1A (£8) = fAjgllo(pp) S 27N lgw(onllglLocoy)-
IA;(f < &) = FA 8o S 27PN flligaon g lgs p)-

With this in hand, we derive a weighted commutator estimate.
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Lemma 2.16 (Commutator lemma). Let p1, p2, p3 be admissible weights and let o €
0,1)and B,y € Rsuchthata+B+y > 0and B+y < 0. Then there exist a trilinear
bounded operator com satisfying

llcom(f, &, W llgatssr (o1 pp3) S WMo 185 (on 1ll5 7 (o3)
and for smooth functions f, g, h
com(f,g,h)=(f <g)oh— f(goh).

Proof. Inview of Lemmas 2.13, 2.14, 2.15, the proof is the same as the proof of [GIP15,
Lemma 2.4]. O

Moreover, we will make use of the time-mollified paraproducts as introduced in
[GIP15, Section 5]. Let Q : R — R, be a smooth function, supported in [—1, 1] and
fR Q(s)ds = 1, and for i > —1 define the operator Q; : C€%(p) — CE*(p) by

Qif() = [ 270t — ) f(s v 0)ds.
R
Finally, we define the modified paraproduct of f, g € C€“(p) by
f=<g= ) (510i)Aig.
i>-1

Setting . = 9; + (—A + ), the following useful properties of this paraproduct in
weighted Besov spaces can be shown similarly to [GIP15, Lemma 5.1]. Here we denote
by [, f =] the commutator between £ and f =, thatis, [(Z, f <]g = Z(f <

g) — f < (Zg).

Lemma 2.17. Let p1, pp be admissible space—time weights. Let a € (0, 1), B € R, and
let f € CE*(p1) NCY*L>®(p1) and g € CEP(p2). Then

Iz, f <lg|

CE*~2(p) p2) IS (||f||ca/2LDC(pl) + ||f||C‘rp”“(p1))||g||c<ﬁﬂ(pz),
and

If <8 —f =< 8lceesppm S I fllcarroppllgllcs s p)-

3. Probabilistic Analysis

3.1. Space white noise. Let £ be a space white noise on R?, that is, a family of centered
Gaussian random variables {£(h); h € L%(R?)} such that

E[£(h)*] = [|A]3..
Let £y denote its periodization on T, = (MT)¢ = [, %]d given by

Eu(h) = &(hy),  where hy(0) = 1_y w3 (x) Zdh<x+y>.
yeMZ

Let
2X=¢  2Xy=¢&uy,
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and denote by [X2], [X3] and [X2,], [X3,] the corresponding Wick powers. They can
be constructed by using a suitable mollification & = & x n, and &y . = &y * 1. (Where
ne stands for a smoothing kernel) and setting

2Xe =&, o@XM,s =&M.es

[X?] := lim[X?] := lim X? — a,
e—0 e—0

[X3] == lim[X}] := lim X3 — 3a.X,,
e—0 e—0

[X3,] := lim[X3, ] := lim X3, , — apm.,
e—0 ’ e—0 ’

[[X?l/lﬂ = elg%[[xi/ls]] = eli% XI’J;/I,E —3ameXpe,

where a, = ]E[XE(O)] and ay . = IE[X%,LE(O)] are constants diverging as ¢ — 0 and
the limits are understood in a suitable Besov space a.s. More precisely, the following
result holds.

Theorem 3.1. Let d = 4. Let p(x) = (x ) for some v > 0. Then there exist random
distributions X, [X*], [X?] and Xu, [X3,], [X3,] given by the formulas above, such
that for every k, o > 0 it holds
1X g - oy XDl 5oy NIX Tl o) S 1.
2
||XM||%,K(T4 ) ”[XM]]”%”ﬂc(T“ ) ”[IXM]]”%*K('JI“[‘W) ~ 1,
andin addition Xy — X, [X3,] = [X?], [X3,] = [X3]in€ ™ (p°) a.s.as M — oc.

Proof. We give a sketch of the proof since similar arguments are already present in the
literature on parabolic CDi models, and in particular in the work of Mourrat and Weber
[MW17b]. Following the approach of Gubinelli and Perkowski [GP17] we represent
the random fields X and X, as Wiener integrals over a white noise W on R*. As a
consequence we can write

W (d8) ity W(dO)
X(x) — / 2mwif-x , X (x) — / e wi[0]p-x ,
R w+loP M R RGN

where ([01y)) = M~ MO" —1/2],i = 1,...,d is the discretization of & € R* on
a grid of size M~'. The reader can check that this gives a periodic random field with
the correct covariance. Wick powers of X (or X /) can then be expressed as multiple
Wiener integrals over W. We present the details for [X?]:

[X3](x) :/ o271 (O1+62+03)-x W (d6,d6dbs)
(R [T+ 162

X1 = / 21O a4l 031y ) W (d61d62d63)
R4 TTio) (e + 1161w 12)
And L2 bound on the Littlewood—Paley block of these quantities reads, for k > —

d6,do,do
Bl AX3, 10171 = / Ki (611 + (6211 + [6311)> =5—————
(R%H3 rmp (u + 16 1m1%)?

d61d6,dos
T (u+ 16122~

5_/ K (61 + 62 + 63)*
(R%)3
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where K} is the Fourier multiplier associated with Ag. From this we deduce by hyper-
contractivity that IE[|Ag[X /31,,]] (x)|71 < 1 and therefore that

EALX 17 o] S f Bl AX3 101710 (00)7Pdx < / p()7Pdx < 1,
R# R4

for p sufficiently large so that the space integral is finite. As a consequence of Bernstein
inequality it follows that

IAK[X 3 D oo ooy S 2%/ P AKX 3 e (oo
and therefore

ENIX 31 (o)) < 00,

for p large enough and ¥ > 0 small. Convergence of [X3,] to [X*] can be handled by

coupling, observing that estimation of [X3,] — [X?] involves computations similar to
the above. Indeed, it holds

E[Ac([X3,] — [X* D)

_ / (Kk<[91]M+[ez]M+[031M> K01 +6,+63)
@\ TT e+l T e+ 16

2
) d6,d6,dos

which by dominated convergence tends to zero as M — oo. Therefore we can estimate
EAIX 3] = [XDILp (o)
S /}R EUAX] = D@77 dx S om (D).
O
This result will be used for the study of elliptic ®* model in dimension 4, see Sect. 4.

When d = 5 then the space white noise becomes more irregular and our analysis requires
additional probabilistic objects. More precisely, we let

2x" =[x3], 2x" =[x?],
2Xx; =[X]], 2x{=[X].
be

XY =1limX oX,, X¥=limX/ o[X2]-
e—0 e—0 3

X%’ = lin}) X\j; o [[Xg]] — b X,
E—>
where
be := 3E[(X] o [X2])(0)].

Similarly, we define the periodic analogs.
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Table 1. Space regularity of stochastic objects in the d = 5 elliptic or d = 3 parabolic case

T X [x?] 1x3] >y X" x¥ XY X9

or —%—K —1—« —%—K %—K 1 -« —K —K -5~k

Theorem 3.2. Let d = 5. Let p(x) = (x)~" for some v > 0. Then there exist random
distributions
X, [X?]. [x3]. X", x¥, x¥, x¥, x¥ (3.1)

and their periodic versions
Xors [X40 1X50. Xy X0, X oy, X3 XY, (3.2)

given by the formulas above, such that if T denotes one of the distributions in (3.1) and
Ty IS the associated periodic version from (3.2), thent € € (p°) and tyy € €* (Ti,[)
for a; given by Table 1 and every k, o > 0. Moreover, Tyy — T in €% (p°) a.s. as
M — oo.

Proof. Apart form the higher complexity of the terms involved in the d = 5 case, the
analysis proceeds like in Theorem 3.1. The various stochastic objects can be written
as multiple iterated Wiener integrals and renormalizations accounts for cancellations
of certain terms in the associated kernels. In the periodic and parabolic setting this
analysis has already been performed several times with small variations, for example
in [CC18,MWX16] and more recently in [FG17] and in [GP17] for the KPZ equation.
Estimation in weighted Besov spaces and convergence of the periodic to the non-periodic
versions proceed like in the R* case. O

3.2. Space—time white noise. If £ is a space white noise on R x R?, i.e. a family of
centered Gaussian random variables {£(h); h € L2(R x R?)} such that

E[£(h)*] = [|h]3 .,
then we may define its periodization &y on T¢, = [—%, %]d by

W@ Y h(tx+y).

yeMZ4

Ey(h) :=&(hy), where hy(t, x) = 1[_%’

S

Our construction of solutions to the parabolic ®* model in Sects. 6 and 7 relies on a
smooth and space periodic approximation &, of the driving space—time white noise &,
defined on the torus of size M = % To be more precise, let &, be a periodic version of a
space—time mollification of £ defined on R x ’JI‘% /e and let X, X, be stationary solutions
to

ZLX = &, LX, = &,

and

[X?] := lim X2 —a,,  [X%]:= lim X2 — 3a,X,,
e—0 e—0

where again we can take a, = IE[XE(O, 0)] is a diverging constant and the limits are
understood in a suitable Besov space a.s. More precisely, the following result holds.
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Theorem 3.3. Let d = 2. Let p(t,x) = ((t,x))”" for some v > 0. There exists a
sequence of diverging constants (ag)ee(0,1) and random distributions X, [x2]. [x3]
such that for all k, o > 0 it holds

X lleg—<(ooys ITX 2Nz ooys 1T TNeg—+(ory S 1,
and

[X?] = lim X2 —a, [X]= lim X3 —3a.X,,

where the limit is understood in C€ ~*(p°) a.s. as € — Q.

Proof. The proof proceeds like in Theorem 3.1 in the proof of which we also made
reference to the relevant literature. We would just like to comment on how to obtain
existence for all times within the claimed weighted space. Let Y be one of the random
fields considered in the theorem and Y, the corresponding approximation. By standard
estimates one obtains bounds of the form

ELllp” (t, )Y (1, ) = p° (5, )Y (5, )l S 1t — 517 ()PP,

for some small §, 8 > 0 and large p, uniformly for 0 < s < ¢t < s + 1. Standard
Kolomogorov criterion can be applied to obtain that

Elllo”Y g g SLT

CY([L,L+1];
for all L > 1 and some 8’ > 0. Finally if p is large enough this shows that the random
po . ; . . .
variable Y 77 [107Y ||C5’([L Le1]: %) has finite expectation. Finally a simple gluing ar-
gument implies that the random variable || o7 Y || -5 Ry %) has also finite L” moments.

Weighted space convergence of the approximation Y, to Y can be handled similarly
since we can establish that

sup LPPE[||p” Y — p°Y||? 15 0e(D),
L

CY ([L,L+11;% )

from which we obtain easily the convergence in the weighted norm C Vg—+ (p%) as
e—0. O

Similarly to the elliptic 5 dimensional case, we define

X" =[x], xX'(0=0 X =[X*], X0 =0,

X =[X]]. Xl =0 X, =[XI]. X.0) =0,
b

¥ = lim X7 o X, —thYoﬂX2]}——8

e—0

¥ = lim X7 o [X2] — b X,
e—0

where b, (t) = SIE)[(XZ o [[Xfﬂ)(t, 0)] stands for a suitable renormalization constant
which is ¢ dependent and such that sup, . |b:(¢)| < |loge|. Moreover, it can be seen
that, for each fixed ¢, b, is smooth and has bounded first derivative.
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Theorem 3.4. Let d = 3. Let p(t,x) = ((t,x))”" for some v > 0. Then there exist
random distributions
X, [x*]. x", X", x¥, x¥, x¥ (3.3)

such that if T denotes one of the distributions in (3.3) then
T € CE% (p°) N CO2E4~7 (p°%)

for a; given by Table 1, every k, 0 > 0 and some §, y > 0. Moreover, if T, is the smooth
version of T then T, — © in CE% (p®) N CY2€ %~ (p°) a.s. as ¢ — O.

Proof. The convergence and renormalization of the stochastic terms has been performed
several times in the literature, see the proof of Theorem 3.2 for precise references. As for
the convergence in the space—time weighted Besov—Holder spaces arguments similar to
those described in Theorem 3.3 can be applied to establish the claim. O

Remark 3.5. We note that [ X3] can be only realized as a space—time random distribution
and point evaluation for fixed times is not well defined. Thus, [X?] was not included in
the statement of Theorem 3.4. However, it is not needed in the subsequent analysis of
the d = 3 parabolic case.

4. Elliptic ®§ Model

The goal of this section is threefold. First, we derive a suitable decomposition of the
elliptic ®* model (1.1) in dimension 4. Second, we establish a priori estimates for the
involved quantities. This will also serve as a basis for the investigation of the parabolic
®* model in dimension 2, see Sect. 6. Finally, we employ Schaefer’s fixed point theorem
together with compactness arguments in order to construct solutions to the decomposed
elliptic system.

4.1. Decomposition into simpler equations. We study the elliptic equation

(—A+wWe+¢’ —3ap—£=0

in R* where & is a space white noise and a stands for a renormalization constant needed
to define the stochastic objects below. We let (—A + ) = 2 and introduce the ansatz

p=X+o+1,

with
2x=¢  [X]:=Xx>-3ax, [X}:=Xx*-a.

Consequently,
0=2¢+¢* —3ap - = 2¢+ 2y +[X*] +3(p + [ X?]
B+’ X+ @+ ) .
This equation will be decomposed into a system of equations, namely,

2¢+d=0, 2v+y>+W¥ =0, (4.1)
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where in ® we collect all the contributions of negative regularity and in W all the others
(belonging locally to L°°). In addition, with the help of the operators %, %- defined
in Sect. 2.3, we localize all the irregular contributions. Namely, each irregular term
depending on ¢ + ¥ will be decomposed into two parts: one even more irregular but
controlled by the L°°-norm of ¢ + ¥; and its regular counterpart, which will be included
into W. This step will be beneficial for the a priori estimates in Sect. 4.2 as it allows to
estimate ¢ easily and therefore eliminate various norms of ¢ from the estimates of 1. In
other words, thanks to the localizers %, %- we are able to decouple (4.1) and develop
an efficient approach towards a priori estimates.

To be more precise, recall that the operators %, 7%- depend on a given parameter
L > 0, which has to be chosen appropriately. Moreover, we will choose different values
of L for different stochastic objects while keeping in mind that % and % of one object
shall be given by the same parameter L in order to maintain % + %< = Id. For the
moment, we keep these parameters fixed but arbitrary and their precise values will be
determined below in Sect. 4.2.

Including the localizers, we define

O = [X]+3(p+ V) < % [X*] +3(p +V)* < U X,
W= Wy + Uy,
Uy = ¢ + 3y ¢? + 3y 29, (4.2)
Wy =3+ ) < U [X7]
+3(p+ V) < U<X +3(p+ ) = [X?] +3(p +¥)* = X.

4.2. A priori estimates. Let us fix a constant K > 0 to be chosen after (4.3) based on
the L°°-norm of ¢ + . Given this value of K, we now determine the values of L in
the localization of X and [X?] appearing in (4.2). To this end, recall that the stochastic
objects can be constructed so that

1X Nl (o) NIX M= poys NX Tl ory S 1

provided p is a polynomial weight of the form p(x) = (x)™" for some v > 0 and
k, 0 > 0. Hence in view of Lemma 2.4 we can choose small parameters « > « > 0 and
§=2—k—a>0,8=a—k > 0toset up the localization operators so that (in the
sequel, the parameter o is always positive but may change from bound to bound)

1% X llga-2-1) S 27K X g ooy 1< Xligagory S 2K N X g oy,
and
12 [X?Tlga— S 27K 2N X2 N5 o)
1% [X* T2y S 2K 2UX2 g (o)

Remark that we chose different values of the parameter L in the localization of X and
[X?], namely, L = K for X and L = K /2 for [X?]. From this we have

1D@llga-2p) S NXTlig ooy + 16 + W ll Lo (o) | % [XPTllega—2

+ + Y 1 F oo | % Xl gpa-2(5-1)
ST+l + Y lop2 @ K2 4 1g + |72 0K
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Hence, it follows from the Schauder estimates that

Iplgey S IPlgaziy) S 1+||<z>+w||Loc<p)2*<2+“>’</2+||¢>+¢||%M(,,)2*<2*”*°2’; :

(4.3)

This leads us to the precise choice of the parameter K. In particular, we recall that

since the equation for ¢ + 1 does not contain any localizers, the norm ||¢ + V|| oo ()

does not depend on the particular choice of the localizers and is finite by assumption. Let

K > 0 be such that 1 + [|¢ + ¥|| ooy = 27¥~¥K/2 Then in view of the embedding
(2.4) we deduce from (4.3)

@llLoo(p) + I@llga(pisay + [1Bllgp(presy S 1

where the constant on the right hand side depends on the noise terms but is independent
of K. Consequently,

20k =KZ || pll ooy + 1 Loy S 1+ 19 lloe(p)

and hence 2@+)K < 1 4|y ||2oc(p) for some ¢ € (0, 1) independent of K. The implicit

constant (here and in the sequel) is also independent of K. The parameter K remains
fixed for the rest of the analysis of the elliptic CDi model.
To proceed with our a priori estimate, we have

W1 llgn ey S (L4 I oo () (L + 1 llg s otes)

2 4.4)
W1 ||L°°(p3) S+ ||1//||L°°(p)

and
W2l iy S L+ W Lo I U< [ X2l 8 28
+(1+ W 1 F o o | %< X Nl (148

+(1+ [V g (e ) NIX Tl = (o2
+(L+ [ llgaprea) (L+ W Lo () | X Ml (p1-x)

ST+ VI3 ) + 1 llgapivay (14 1 1o (). (4.5)
which implies also
12l ooy S T+ IV ITE ) + 1 lgagoreay (1 + ¥ 25 (p))- (4.6)

Thus, according to Lemma 2.7

3
1 llg2em ivty S 1+ 1 llgagoroay (L + 10 lzo0o) + IV 11322,

Since we have due to Lemma 2.2

1—a/(2+B) a/(2+6)
[ Pt 172 PrrAd 172 A

the weighted Young inequality yields

3
W g 2sp ey S 1+ V1T -
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Now, it holds

Wl ooty S T+ V135 ) + ¥ e ey (L + 1¥l1L)
1—a/(2 2
S LI ITE ) + IV I W I o) (L 1 20

ST+, 4.7)

for some ¢ € (0, 1). Consequently, Lemma 2.8 implies

Il S 1+ IV,

for some ¢ € (0, 1). Therefore we deduce

Wil S 1.

4.3. Existence. As the first step towards the existence of solutions to the elliptic &*
model (1.1) in dimension 4, we consider the problem on a large torus 'IF?W of a fixed
size M € N. As observed in Sect. 4.1, it reduces to solving the system (4.1), (4.2) with
the space white noise & as well as the probabilistic objects X, [X?] and [X3] replaced
by their periodic approximations &y, Xy, [X3,] and [X3,]. We refer to Sect. 3.1 for
details of the probabilistic construction.

The proof of existence will be divided into two steps. First, we construct a suitable
fixed point map

K:€P () x €P(T5) — €P(T},) x €F(T})).

Second, we apply Schaefer’s fixed point theorem [Eval0, Section 9.2.2, Theorem 4] to
show that K has a fixed point. More precisely, we define the mapping K as follows:
given

(@, %) € €P(T}) x €F(T}).
let (¢, ¥) = (¢, ¥) be a solution to
2¢+0(p, ) =0, 2y +y>+V(p,P) =0, (4.8)

where

DB, V) = [X ] +3(+ V) < U [X*]+3(p+ V) < %X,

W(p, V) = Wi(g, ¥) + Wa(d, V),

Wi (B, ¥) = ¢° + 39 + 399,

W (B, ¥) =3+ ¥) < U<[X?] +3(d +¥)* < U< X +3( +V) = [X?]

+3@+9)% = X.

Note that the first equation in (4.8) always has a (unique) solution ¢ which belongs to
Y (’]I‘j‘v[) due to (4.3). Indeed, in view of the given regularity of (¢, ) and the estimates
from Sect. 4.2 imply (recall that « = 8 + k)

1D, Vllgazers ) < U+ llgners ).
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Next, we observe that due to (4.4), (4.5) (performed on Tﬁ,,) the term \IJ(¢~>, 1/~/) belongs
to ‘KV(T?{,I) provided (¢, V) € %ﬂ(Tj‘w) X %ﬁ('ﬂ‘ﬁl) and y = B — k. Hence, according
to Proposition A.l there exists i which is a unique classical solution of the second
equation in (4.8) and belongs to €27 (’H‘j‘u). This shows that the map K is well-defined.
As the next step, we will show that the map K has a fixed point.

Proposition 4.1. There exists (¢, ) € € P(T4,)xCP(T},) suchthat (¢, ¥) = K(¢, V).
Moreover, (¢, V) belongs to €*(T3,) x €>*P(T3,) for o = B +«.

Proof. We intend to apply the Schaefer’s fixed point theorem which can be found in
[EvalO, Section 9.2.2, Theorem 4]. To this end, it is necessary to verify that the map
is continuous and compact and the set

{(p,¥) € €P(TS) x €P(TS); (9, ¥) = AK(h, ) forsome 0 < A < 1} (4.9)

is bounded.

Continuity and compactness: Assume that (¢, ¥,,) — (¢, ) in€P (T‘}VI) x¢P (T?W)
and denote (¢, Vy) = IC(dEn, 1},,). First, we observe that a slight modification of (4.4),
(4.5) and (4.6) shows that

19 @ U)llegr ety < (I + Pullgnpt ) S 1 (4.10)
uniformly in n. Hence due to the Schauder estimates and Lemma 2.7, it follows
I@nllgacrs ) + IWnllgz ) S 1 @.11)

uniformly in n. According to the compact embedding (2.4) we deduce that there exists a
subsequence still denoted by (¢,, ¥,,) which converges to certain (¢, ¥) in € p (']I‘ﬁ,l) X
¢ (T‘}W). Moreover, due to the uniform bound (4.11), it holds

I8l gacrt ) + 19 lg2er ety S 1

Since ® as well as W in (4.8) depends continuously on (én, Yn), which can be seen by
similar estimates as in Sect. 4.2, we may pass to the limit and conclude that (¢, ¥) =
K(¢, ¥). In view of uniqueness, we deduce that every subsequence converges to the
same limit which implies that the whole sequence converges and the desired continuity
of K follows. Furthermore, compactness of /C is also a direct consequence of the bound
(4.11).

Boundedness of (4.9):1f (¢, ¥) = A (¢, ) forsome0 < A < 1,then (k‘1¢, k‘ll//)
= K(¢, ¥) hence

2¢+1P(p,¥) =0, Q¢+)L—121ﬁ3+kﬂ/(¢,w)=0. (4.12)

We shall modify the a priori estimates from Sect. 4.2 in order to account for the pa-
rameter A and obtain bounds uniform in A. First, we observe that the first equation in
(4.12) does not cause any difficulties as [|AD (¢, I/I)H%W_Q(T?W) < | D(g, 1//)”"5'“‘2(%)'
Consequently, as in (4.3) we deduce that

T
lplle (T4) ~ 1
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uniformly in A. The same approach can be applied to the bounds (4.4), (4.5) and (4.6)
which remain unchanged and independent of A. Revisiting the proof of Lemma 2.7 we

obtain
3+8

1
||‘/f||<g2+ﬂ(1r‘}w) S ||"I’||<gﬁ(1rj‘w) + )\2_+ﬁ”l/f”L°°(Tj‘w)' (4.13)
In order to control the right hand side uniformly in A we revisit the proof of Lemma 2.8
and observe that it simplifies since the weight is not needed on the torus. Then we apply
(4.7) and we obtain

1/3 < l-¢
Wty < A0S S AL+ )

for some ¢ € (0, 1). Hence, by the weighted Young inequality, we deduce
”w”Loo(']l"[‘w) 5 A
Plugging this into (4.13) and using the bound for W in (4.4), (4.5) leads to
<
||1ﬂ||<g2+ﬁ(qr‘}u) ~ 1,

uniformly in A and the boundedness of (4.9) follows.

Finally, Schaefer’s fixed point theorem [Eval0, Section 9.2.2, Theorem 4] gives the
existence of a fixed point of C. Moreover, the a priori estimates from Sect. 4.2 show that
v e €¢7F(TY). O

Therefore, we have proved the following result.

Theorem 4.2. Let M € N. Let k, o € (0, 1) be chosen sufficiently small and let f =
o — k > 0. There exists (¢, ) € €¢ (T?w) x P (T?W) which is a solution to (4.1),

4
4.2) on T,
With this in hand, we are able to conclude the proof of existence on R*.

Theorem 4.3. Let «, o« € (0, 1) be chosen sufficiently small and let B = o — k > 0.
There exists (¢, V) € €% (p) x [€FF(p3*F) N L>®(p)] which is a solution to (4.1),
(4.2) on R*.

Proof. Let (¢u, ym) € €4(T3,) x €>*F(T4,) denote the solution to (4.1), (4.2) con-
structed in Theorem 4.2. Since functions on ']I“}w can be regarded as periodic func-
tions defined on the full space R*, we may apply the a priori estimates from Sect. 4.2.
More precisely, in view of Theorem 3.1, we conclude that the approximate solutions
(¢m, ¥ur) are bounded uniformly in M in €%(p) x [€**P (p>*F) N L>(p)] when-
ever p is a polynomial bound. Due to (2.4), this space is compactly embedded into
¢ (pty x G2 (3" provided o’ < @ and 8’ < B < B”. Therefore, there exists
a subsequence, still denoted (¢p, ¥pr) which converges in Y (py x 2P (p3+F")
to certain (¢, ) € €*(p) x [€ > (p3*F) N L>(p)]. Passing to the limit in (4.1), (4.2)
concludes the proof of existence on the full space. O

Finally, we note that a priori we do not know whether the solution constructed in
Theorem 4.3 is a well-defined random variable, that is, if it is measurable with respect
to w in the underlying probability space. Indeed, the Schaefer’s fixed theorem used in
Proposition 4.1 does not guarantee measurability. However, the existence of a measur-
able selection can be shown by means of Filippov’s implicit function theorem [ABO6,
Theorem 18.17].
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5. Elliptic ®3 Model

In this section we focus on the elliptic ®* model (1.1) in dimension 5. First we decompose
the equation into a system of equations and establish a priori estimates for the involved
quantities. Due to the lower regularity of the driving noise, the analysis is more involved
than in Sect. 6. In particular, it is necessary to include additional paracontrolled ansatz,
which allows to cancel certain irregular term. Consequently, the a priori estimates become
rather delicate and are presented in Sects. 5.3,5.4,5.5,5.6, 5.7 below. This will also serve
as a basis for the investigation of the parabolic ®* model in dimension 3 in Sects. 7, 8, 9.

5.1. Decomposition into simpler equations. We study the elliptic equation
(—A+ e +¢> +(=3a+3b)p —£ =0 (5.1)

in R® where & is a space white noise and a, b stand for renormalization constants. We
let (—A + 1) = 2 and introduce the ansatz

o=X—-X+¢+v

with

2Xx =¢, [X]:=Xx>-3aX, [X’]:=X*—-a,

2x" =[x, 2x" =[x?],

b
XY= x'ox, X\/V=XY0[X2]]—§, XY = x¥ o [X?] - bX.
Recall that if p is a polynomial weight of the form p(x) = (x)~" for some v > 0

and o > 0 then these objects can be constructed in spaces 6 * (0 ) where the respective

values of « are given in Table 1. The parameter « > 0 can be chosen arbitrarily small.
As a consequence, the left hand side of (5.1) rewrites as

2¢+¢>+(=3a+3b)g — &
=2¢+ 2y +3[X*) (X" +¢+ V) (5.2)
+3X(—X + o+ )2+ (=X +p + ) +3bg.
Our goal is to construct ¥ with regularity 2 + o whereas ¢ will be of regularity % +a
for some « > 0 small. Consequently, the third term on the right hand side of (5.2) is
not expected to be well-defined and difficulties also arise in the fourth term. In order to

cancel the most irregular part of the third term, we assume further that ¢ is paracontrolled
by X", namely, it holds

p=0—-3(-X+9+¢) <X’ (5.3)

for some ¥ which is more regular (we will see below that ¥ has the regularity 1 + o).
Hence, (5.1) rewrites as

0=20+2¢ +3[X2] < (X" +¢+v) —3[2, (—X" +¢p + ) <1X"

5.4
+3X(—X" + 0+ )2+ (=X + o + ) +3bg. 64
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5.2. Including the localizers. In this subsection, we introduce a decomposition of (5.2)
into two equations. To this end, we adopt the following strategy: As the first step, we
decompose the right hand side of (5.2) into four parts: in magenta we collect all the
contributions of negative regularity containing only various versions of X (belonging at
least to ' ~' %), in orange we collect all the terms of negative regularity depending on
¢+ (belonging also to % ~' ), the blue color denotes all the terms belonging locally
to L>° and we keep the term /> separate. As the next step, we then further decompose
each orange term, namely, into a sum of irregular magenta terms (depending also on
¢ + ) and regular blue terms. This leads to the final decomposition (5.9) below.
Within the first step, we write

3[X?] = (=X + ¢ +y) = =3[X%] = X" +3][X?] = (¢ + ),
3[X?] < (=XT+ o+ ) = =3[X°] < X" +3[X?] < ¢+ )
+3[X%] o (—X" +¢) +3[X?*] 0 ¥ (5.5)

Now we add the last term from the right hand side of (5.4) to obtain

3[X2 o (—X" +¢) +3bp = —3X ¥ +3[X2] o +3b(—X" + ¢ + )
= 3X7+3[X o0 —9[X]o (—X" +¢+ ) < X")
+30(=X" +p+v)
= 3X7+3[X 00 —9(—X"+¢+ ) (X o [X2])
—9com(—X" + ¢+, X", [X*]) +3b(—X" + ¢ + )
=3X¥+3[Xov —3(-X" +p+y)X¥
—9com(—X" +¢ + v, X", [X?]).

Next, we have

3X(=X +o+y)?> =3X(X)? —6XX'(p+v) +3X (¢ + )
=3X = (X)2+3X < (X")?+3X o (X")?
—6X > (X' (¢p+9) —6X < (X' (@+v)) —6X o (X' (p+))
+3X (¢ +¥)°,

where

3Xo(XN)V? =6Xo(X <X +3X o (X 0 X"
= 6X' XY +6com(X", X', X)+3X o (X" 0 X).

Similarly we decompose

6X o (X' = (p+ ) = 6(p+¥)X 7 +6com(¢p + v, X', X),
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and observe that all the other terms are well-defined. Thus we obtain

3X (=X +p+v)? =3x = (X2 +3X < (X2 +6x"xY
+6com(X", X", X)+3X o (X 0o X")
—6X = (X' (@+v) —6X < (X' (¢ +V))
—6X o (X' 5 (p+))
—6(¢p+ )X —6com(ep + v, X', X) +3X (¢ + v)7.

For the remaining term in (5.4) we write
(X" +¢+9) = (=X +¢) +3(-X"+¢)°Y +3(-X"+$)y” + ¥’

As the next step, we refine the above decomposition even further. To be more precise,
we employ the localization operators % and % such that % + %< = 1d (see Sect. 2.3
for their construction) and carefully separate certain contributions of the orange terms
above. We point out that the localizers depend on a parameter L > 0 whose precise
value will be determined below in Sect. 5.3. Moreover, we will choose different values
of L for different stochastic objects while keeping in mind that %/ and % of one object
are given by the same parameter L in order to maintain %% + %< = Id.

Following the regularity rules outlined at the beginning of Sect. 5.2, all the orange
terms will be written as a sum of magenta and blue terms, which will lead to our final
decomposition. Namely,

3[X%] > (¢ + ) = 3% [X?] = (¢ +¥) +3U[X?] = (P + V)
3[X%] < (¢ + W) = 3% [X?] < (¢ + V) +3U<[X?] < (D + V),
33X '+ + )XY =3X"XY —3(p+v) < 2= X7
—3p+Y) < UX ' =3(p+v) = X7,
6X = (X' (p+ ) = 67X = (X (¢ + ) +6%U<X = (X (¢ +V)), (5.6)
6X < (XM (p+1v) = 672X < (X' (¢ +9)) +6%<X < (X (¢ +V)), (5.7)
6+ U)X =6(p+Y) < U X" +6(+) < UcX +6(p+Y) = X,

3X(p+ ) =3UX > (p+ V) +3U<X > (p+¥)? +3X < (p+v)°.
(5.8)

As mentioned above, the concrete choice of the localizers %<, %- in the above
changes from line to line. In particular, it will be seen below that the localization of X in
(5.6), (5.7) is different from (5.8). The precise choice of these parameters will be made
in Sect. 5.3 below.

Now, let ® be the sum of all the magenta terms above and W the sum of all the blue
terms. More precisely,
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@ = —3[X] > X" = 3[x*] < X" —3X¥+3X = (X2 +3X < (X2 +6x'X"
+3U[X2] = P+ ) + 3% [X] < (0 +¥) +3X' XY —3(p+y) < % XY
+ 62X < (X (p+ ) +62X < (X" (¢ +v)) +6(d + V) < U XY
+3UX = (p+¥)2,
W :=3[X*J oy +3[X*] 0¥ —9com(—X' + + 1, X7, [X?]) + 6com(X", X", X)
+3Xo0(X o X")—6Xo (X' < (p+V)) —6com(p+y, X, X)
+ (=X 4+ +3(=X" + )2y +3(=X" + )y
+3U[X?] > (P + V) +3U<[X?] < (p+ V)
—3(p+v) < UX' =3(p+v) = X"
+O6%<X < (X' (p+ V) +6%<X < (X' (¢ +))
+6(p+1) < UX +6(p+Y) = X7 +3UX > (¢ +¥)* +3X < (¢ + ).
We require that, separately,

2¢+D=0, 2y+y>+0=0. (5.9)

Note that in order to have the term [X?] o ¥ well-defined, it is necessary that ¢ is at
least of regularity 1 + o for some o > 0. This will be shown below.

5.3. Bound for ¢ in €“(p). At this point we only consider the equation for ¢ and intend
to show that it belongs to €*(p) for some o > 0. Therefore we aim to estimate ® in
@ 2o (p). Recall that before we included the localization operators %-., %< above, all
the magenta and all the orange terms were actually better, namely, of regularity at least
—1 — k. Thanks to the operator Z- we are able to profit from this difference of actual and
wanted regularity. More precisely, we gain a small factor in all the terms in ® containing
¢ + V. As a consequence, a suitable choice of the parameter L in the construction of
Y-, %<, yields a bound for @ that only depends on the data of the problem but not on
the solution.

Fix a parameter K > 0 which will be chosen at the end of this subsection depending
on the L°°-norm of ¢+ 1. As the next step, given K, we shall determine the precise value
of L for each application of the localization operators %, %- . First of all, we observe
that all the magenta terms that do not contain ¢ + v can be bounded in € ~'~*(p?). For
the remaining terms, it holds

13- [X?] = (¢ +¥)llgp-20a(py + 3% [X7] < (& + V) llg—20a()
S+ Yl 12 [X g -2a S 277K g+ || Lo (),

provided
12 [X* g2 S 27K N Tllg -1 o) (5.10)

Similarly,
13 +¥) < %X Vllog vy
S+ Yl 12 X Nlgp—ea S 270K || o0,

~
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Table 2. The value of parameter L used to construct %%, ?/g

Object [x2] x¥ X XY X
L K 7 # 5 &
provided
1% X ¥ llgp-2va < 270K 2 X i o,
6% X > (X' (¢ + W) lg-21a(p) + 16% X < (X" (& +Y))llig-2v0()
SN+ Y llLoe () 1% X Nl 250 (o)
<2767 03K 16 4 | e 5.11)
provided
sy < —(3—05—/()_31(
% X || g —20a (p-ay S 272 PN g o
16(p + ) < % X llp—20ap
SN+ Yl oo 12 X ¥ [l 210
S22 OKR g 4 | o). (5.12)
provided
1% X ¥ g 20 S 277K XV g o (5.13)
and finally
I3%X = (¢ + ) g 200
2
5 ||¢ + Ip”Loo(p)||%>X”(g—2+a(p—l)
(3 _g—i)4
A N A rE
provided
3 _a—)4
195 X llog—20a 1y S 27 G705 x| (5.14)

€I (o)
In view of Lemma 2.4, once the weight p is fixed, the value of L completely deter-
mines how the associated localizers %~ and % are defined. The above considerations
and in particular (5.10), (5.11), (5.12), (5.13), (5.14) lead us the values of L for various
objects in our expansion summarized (in chronological order) in Table 2.
Collecting all the above estimates and using the Schauder estimates we deduce that

¢l (o) S Illgapy
(l—g— (3 _g—i)d
S PNz S 1+2717 7Kg 4yl ooy + 27275 K g 4 1] )

and this leads us to a precise choice of the parameter K > 0. In particular, we proceed
asin Sect. 4.2 and let K > 0 be such that 1 + [|¢p + V|| oo (p) = 20 7%~9K Then in view
of the embedding (2.4)

@1y + @llgeipy S 1, (5.15)
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where the right hand side is independent of K. So we have that
20K < 1Y [l oo (). (5.16)

The parameter K as well as the corresponding localizers given according to Table 2
remain fixed for the rest of the analysis of the elliptic <I>f51 model.

5.4. Bound for ¢ in € 2+ (p%“’). As the next step, we estimate @ in @3+ (,o%“’). It
will be seen below that all the terms except for the one which is quadratic in ¢ + ¥ can
be even estimated in ‘5_%“" (p). Recall that the parameter K > 0 fixed in the previous
section determined the value of L for each application of the localization operators, see
Table 2. In view of Lemma 2.4, the sequence (Lg)ken, is therefore also fixed (and
possibly different for each application of the localizing operators). Below, we use the
bound (5.16) in order to control various powers of 2X by ||/ ||8Lm(p), where ¢ € (0, 1) is
a generic constant independent of K whose value changes from line to line. Accordingly,
Lemma 2.4 yields

1% X e S 27 ORI IX 2l -1 (o

7+ot ~
—(3—a—
1% X1, S 271X g ).
U X _3 <2 U-em0iK) x :
12-X0, 3, o) S 1X0 3 v e

12 X030 S 2707 ORI X g,

4
WU X 3,0 1y S270eO03Ky Xy
C 272 C 27" (%)

which implies

132 [X?] = (¢ + )l et 13%-[X*] < (¢ + V)]

(zf*f*“(p)
SN+l |12 [[Xz]]n%,,m 27K g 4y
< 2_(7—0l—K)K2(1—Ol—K)K S 1+ ”‘(/f”Loo(p),
3(p + %X
I13( + ) < -3,
Ny 3_
SIS+ Yl %X, 3.0 27 Ga=OK/2)16 1 | 1oogp)

ST+l
167X = (X' (¢ +y)l N

S @+ Yool %= Xl

+ 672X < (X (¢ +
ragyy * | X' @+ DN
&3 (pa)

—(l—a—x)2
S22 5K g 4 L) S T+ IV o)

I6(p +v) < % X" I,

2+0(( )
< 0
1§ + Yl Lo 1% X © g, -3+

5 2_(§_a—K)K/2”¢ + w-HLoo(p) g 1+ ”W”st(p)'
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For the last term, we note that a higher power of p is necessary and estimate
13%X = @+ U)o 3o,

S 16+ V3o 12 Xu(g,w ot

S 273K g Ly 2 S T4 W e

To summarize, collecting all the above estimates and using the Schauder estimates
we deduce that

<||q>|| 3va, deay S LAY N0 (5.17)
(p2*) ()

190, e 3

5.5. Boundfor® in€ '+ (p**%). Asthenextstep, we derive abound for © in @ 1+ (p>*)
which will be needed in the sequel in order to control ¥. In view of the paracontrolled
ansatz (5.3), equation (5.4) as well as the decomposition (5.9), we observe that the most
irregular part of ®, namely the two magenta terms coming from (5.5), cancel out, and
additionally the blue term coming from (5.5) and a commutator appear. More precisely,
¥ solves

29+0 =0,
with
O = & +3[X%] = X' =32 [X?] = (¢ + V) +3U<[X?] > (o + V)
=3[2, (X" +p+y) <1X".

Next, we observe that all the remaining terms from ® can be estimated in € ~ 1+ (p>*%).

Indeed, all the terms that do not contain ¢ + i are bounded in this space and for the
terms containing ¢ + yr, we observe that

|2 [T, B G=OK X lleg -1 (o

2)
U [X? g -1va ooy S 2€HENIX2 g 14 o)

Ny
K & PEWES U 2L IET D o "

||% X”Cg 1+£x(p ot) 2 ( o K) K”X” ***K(pa)’

—(l—a— X
12X o100 S 27070 OK2 XY o oy,

1% X | -1y S 27 (G-a—3K )| x|

’

€I (o)
and consequently
132 [X°] < (& + w)u«gfua(pzm)
SIS+ VN a3 11T, 3 1)

—(5—0K
S22 EK g wn%%ﬂ,@%m) SN e + Il doa 3o
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13 + W) < %X Vllog1vep
S R A T
ST+ Ve
167X > (X" (@ + YD) g —tapy + 167 X < (X (¢ + Y))llgr—14a ()
SN+ Yl Loe (o) 1% X Nl —150r (o)
2GS gy ey S 11V gy,
16 + V) < %o X “llog—1vepy
S+ ¥lle(p II?/>X%’||(€71W
S 2T OKR 6 4y Lo
SL+Y ).

and finally

||362/>X > (¢) + w)2||<g—l+a(p2+a)
S + Y 170 () |2 X Nl =140 o)
S SEPVAL
2707 TG + Pl

1
STV,

Hence, we have shown that
@ +3[X%] = X" = 3% [X*] = (@ + V)l g-14a(p2ver

ST+IVIE, + 1Vl dea 3

Similarly,

I32<[X?] = (@ + V)l g-1va(prvay S ¢ + Wl Lo (o) | Z< [X ] lleg—1oa 1oy
S 2Kt [l oo ()

1
ST+ IVIEE,).
and for the commutator, we obtain

13[2. (=X  + ¢ + %) <1X" || 1va (200
= BA=X"+¢+9) < X +6(V(=X "+ + ) < (VX)llgp-1sa(p200)

ad 24
SIh=X+¢+ WII(K%,K@%W) X llg1-c ooy S L+ 11+l

< &
S+ I oy + IV, e 3o

1 3
¢ 2 (ﬂ 2 )
IO Summal‘ize, we haVe pro\/ed that

1+e
||19||§9ﬂ1+a(p2+a) S 1 + ||¢||L°°(p) + ||w||(g%+a(p%+a)' (518)
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5.6. Bound for  in €**Y (p3*7). In this section we make use of the estimates (5.15),
(5.17), (5.18) in order to estimate ¥ in €2 (p3*") for y = o — k > 0 such that
y < % — 3k (which can be achieved by a suitable choice of o, k > 0. In view of (5.9)

and Lemma 2.7, it is therefore necessary to estimate W in €7 (p>*7). We estimate as
follows

2 2
I13[X] o Vllgr o3y + I3[X<] o Vg p3+r)
5 ||l/f||cgl+a(p2+oz) + ||l?||(gl+a(p2+a)
Sl sy + L+ W1 Gy 11 g g

and according to Lemma 2.16

|9com(—X" + ¢ + v, X", [[XZ]])HW(‘)W)
<1
+ ||¢+1/fll(m( M)
I6com (X", X*, X)llzv o3ty S 1
16X o (X" < (@ + YDl (p3ry S ¢+ vl

SNV oo gy + 1V lleg 150 2o,
l6com (¢ + v, X*, X)lggv (3ery S 6+
S Y00y + 1l 1 p2sary,
I=XT+)° +3(=X"+ 92 + 3= X"+ )V llgr (o)
S A+ 1YL= A+ 1 llgy orery)-

“W”Lw(p) + ”W”%”““(pz’f“)’
2*“( 2+a)

ng( 2+a)

Next, we observe that due to our choice of K at the end of Sect. 5.2, it holds that
2O~ L Yl ) 292 2 L Wl e,
1 2 1 4
2(2+)’+K)3K ~ 1+ ”wHSLOO(p)’ 2(2+V+K)3K ~1+ ”w”ioo(p)

for some ¢ € (0, 1) (whose value possibly changes from bound to bound); and in view
of Table 2 we have

12<[X*Tlgr 2y S 2T KNX TN -1- oy

||%<X ||%’V(p2+y) ||(5”‘(p0)1

1< X llgr 2y S 207403 fix,,

9

€I o)
U< X <
V<Xl g SIXT 1
%< X Ny (poory S 2<V+K>K/2||X”||<g—x<pa)

B%<X Nl rory S 237793 X, oy
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This leads to
I32%<[X?] = (@ + V) gy (pior)
SN+ Yl 1 %< [X 2 Tlleg v (o
S 2K g 4 Yooy S T+IVITE ).
13%<[X?] < (@ + W) lgr o3y
SN+ Vllgr o 12 [X v ()

S 20K NG+ Yl prary S A+ YN DA+ 1 v p1o0))

ST+ ) + IV IR o 1 gy (oror),
3G+ ¥) < Z<X ¥y (o)
SN+ Wl 1 %< X  llegy oery S 27K+ 1o )
STV,
136+ ) = XY“umpw)
S M@+ U llgrae iy S 1+ W llgsagpea),
167< X = (X" (¢ + V)l (p3or)
S+l % X ligr ey S 273K 1§ + | o)
ST+,
16%<X < (X" + ¥ ligr (o)
SIUX gy, 19+ V1
ST+ W10y + [ g 10 p2ray.
16( + 1) < %X llgr (oo,
SN+ Vlloe 1 %< X Y gy oy S 29K+ Yl oo )

ST+,

Slle+ vl

f%ﬂlﬂ{(pzﬂ”"() %2“1( 2+oz)

16 +¥) = X Ny (piery S 119+ gy prmrsey S 1+ ¥ leg e (pavers

IB%<X = (& +¥)llgr (o)
< Y. 2 < 2(%+y+x)%K 2
S8 <X||<gy(p1+y)||¢+1/f||Loc(p) ~ ||¢+1/f||Loo(p)
SL+IVITE,
and finally
13X < @+ V) g (o
S ¢+ ) g orms oy SN0+ VL= I8+ VI dee
S A+ 1Yl (1 + ||w||mp) IVl dra 3o

1
ST+IVI ) + IWII%%W(I)%W) IV lze@ IV, 1.
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To summarize, we have shown that

IWllgy(p3ery S 1+ 1Y lgiva(poray + IIwII(mM 3

FIWI3E ) + IV IEE ) W lgr prery

+ IIWIILOO(p)|I¢II%%W@%W)-

Due to interpolation from Lemma 2.2 we estimate

1+a I+a

24y 2+y
1Y lleg 14a ey < ”w”Lm(py)”wllcpjz/ﬂ/(p%y)’

Wl prory S W1 12 o

2+m %+Dl
2ty 2
11l < III/IIILm(:S 11l ooy

therefore, Lemma 2.7 together with the weighted Young inequality implies

3 3
W llig 2 pivry S MW llegy pavry + IV 1T ) S TNV ) (5.19)

5.7. Bound for ¥ in L*°(p). As the next step, towards the application of Lemma 2.8,
it is necessary to estimate W in L°°(,03). We observe that for most of the terms we may
use the estimates above, only the cubic term is estimated as follows

I=X"+¢)° +3(=X" +¢)¥ + 3(=X" + )Y [l 03y S 1+ 1V 100
and we may also improve the bound
I32<[X?] < (@ + W)l poogpdy S N+ Yl oo 1 Z<[XTlleg v (2)
S 20K g4 Lo o) S 1+ V175, -

Therefore, we deduce

Il Loo(p3) S 1+ Wl 1va2eey + IV 3

T (p2)
+ III/fIIiti(p) + IIIﬂlle(mIWIICMW 2

and applying again the interpolation from Lemma 2.2 together with (5.19) leads to
1@l poegeny S T+ IWIITE )

Finally, according to Lemma 2.8 and weighted Young inequality we conclude

1/3
Wl S T+IWIR ) S 1+, S 1.

and the proof is complete.
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5.8. Existence. The construction of a solution proceeds similarly to Sect. 4.3. More
precisely, we first consider the problem on a large torus of size M and establish existence
based on Schaefer’s fixed point theorem [EvalO, Section 9.2.2, Theorem 4]. Then we
make use of the a priori estimates from Sects. 5.3, 5.4, 5.5, 5.7, 5.7 together with
Theorem 3.2 and a compactness argument to pass to the limit as M — oo.

Recall that in view of the computations in Sects. 5.1, 5.2, system (1.1) in dimension 5
reduces to equations (5.9), (5.3).

Theorem 5.1. Let k, o € (0, 1) be chosen sufficiently small and let y = o — k > 0.
There exists

(6. ¥) € [E T (pT*) N F(p)] x [€2 (p>7) N L™ (p)]
which is a solution to (5.9), (5.3) on R5.

Proof. Step 1 — existence on a large torus: Similarly to the proof of Theorem 4.2, we
define a fixed point map

K €3 (T3,) x € (TS,) — € 1P (TS,) x €*F(T3,)
for a small parameter 8 € (0, 1) as follows: given
@, 1) € € (TS x €T,
let K(¢, V) = (¢, ¥) be a solution to

Do+D(P,Y) =0, 2y+y>+W(P, Y)=0, (5.20)

where @ (¢, ) and W(¢, ) contain all the magenta and blue terms from Sect. 5.2,
respectively, with ¢, ¢ replaced by ¢, V.

The first equation in (5.20) always has a (unique) solution ¢ which belongs to
> (T?VI) due to the bounds in Sect. 5.3. Moreover, Sect. 5.4 shows that ¢ € e (Ti/[)
and we may choose o > B. Furthermore, similarly to (5.3) we denote

D= +3(—X"+o+v¥) < X'

and observe that due to Sects. 5.5 and 5.6 (performed on ']I‘fw) the right hand side & (J), 1/7)
belongs to €7 (T3,) provided (¢, V) € ¢ 2+b (T3) x €*A(T3,) and y = B —«,

y < % — 3k. Hence Proposition A.1 implies existence of a unique classical solution to
the second equation in (5.20). Hence the map KC is well-defined.

Next, we deduce that the map /C has a fixed point (¢, ) € € 3+ (T?M) X €2 (T?VI)
fora = B+x and y = f—«k.More precisely, the proof follows the lines of Proposition 4.1
and employs the estimates from Sects. 5.3, 5.4, 5.5, 5.6, 5.7. The proof of existence on
T3, is therefore complete.

Step 2 — existence on the full space: For M € N let (¢, ¥ar) denote the solution to
(5.9), (5.3) on Ti,, constructed above. Then the a priori estimates from Sects. 5.3, 5.4,
5.5, 5.6, 5.7 apply and, in view of Theorem 3.2, we conclude that the approximate
solutions (¢yr, ¥r) are bounded uniformly in M in

[€ 3% (03 ) NE% ()] x [€2 (0>*7) N L¥(p)]
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whenever p is a polynomial bound. Due to (2.4), this space is compactly embedded into
‘5%”"‘/(/)%*“”) x €2 (03") provided o < a < o’ and y’ < y < y”. Therefore,
there exists a subsequence, still denoted (¢ps, ¥a7) which converges in ¢ y+a! (p %“"”) X
¢ (p3*") to certain

(@. %) € [€T™(p2") NE* (p)] x [€2 (p°*) N L=(p)].

Passing to the limit in (5.9), (5.3) concludes the proof of existence on the full space. O

6. Parabolic <I>g Model
The analysis of the parabolic ®* model on R, that is,

hp+(—A+We+¢> —3ap—E =0, ¢0) = g, (6.1)

where £ is a space—time white noise, is very similar to the elliptic <I>j model on R*. Indeed,
the regularity of the space white noise in dimension 4 is the same as the regularity of the
space—time white noise in dimension 2. Without loss of generality we assume that the
mass u is strictly positive (otherwise we add a linear term with positive mass to both sides
of (6.1) and consider the original massive term as a right hand side, see Remark 2.9).
Then we proceed as in Sect. 4, let (—A + u) = 2 and .£ = 9; + 2 and introduce the
ansatz

p=X+o+1,

with
LX =,  [X]:=X?-3aX, [X’]:=X?-a.

Recall that X is chosen stationary. This leads us to the system of equations
Le+0=0, ¢0)=¢o=¢0. LY+y +¥ =0, ¥(0) =0, (6.2)

where ¢y € €*(po); and ® and W are given as in (4.2) but employing the parabolic
localizers ¥, Y instead of %-., <.

The existence of a solution can now be proved by choosing a smooth and space
periodic approximation &, of the driving space—time white noise &, defined on the torus
of size % and solving (6.1) on the approximate level with the associated renormalization
constant a,. Subsequently, we may pass to the limit using the above uniform estimates
together with compactness. To be more precise, let & be a periodic version of a space—
time mollification of & defined on [0, c0) % ']I‘% /e and define X as the stationary solution
to

ZLX =&.

The other stochastic objects were defined in Theorem 3.3. Throughout this section, p
denotes a polynomial space—time weight.

Let ¢¢ ¢ be a mollification of the initial condition ¢p. Then according to Proposi-
tion A.2, for every ¢ € (0, 1) there exists ¢, € C*°([0, 00) X ’]I‘f/s) which is the unique
classical solution to

Lpe + 92 —3acp: —E =0,  (0) =@ p.
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As the next step, we proceed with the same decomposition ¢, = X, + ¢, + V¥ as above,
only starting from the mollified version &, instead of from &. According to Corollary A.3
it holds for every & € (0, 1) that ¢, € CE > (p3**) N C'L>®(p>**) N L®L>(p) and
the same regularity holds for ¢, ¥.. Hence, we follow the lines of Sect. 4.2 and employ
Lemmas 2.3, 2.6, 2.10, 2.11, 2.12, in order to deduce that the following bound holds
true uniformly in ¢ € (0, 1)

@ellcwe o)+ @ellcarzro oy + 1Wellcg2es o348y + I1Ve 1 Loo p3esy + 1 Wel Lo Lo ) S 1
(6.3)
Based on this uniform bound we are able to pass to the limit.

Theorem 6.1. Let k, o € (0, 1) be chosen sufficiently small and let = o — k > 0. If
w0 € % (po) then there exists

(@, V) € [CE*(p) N C?L™®(p)] x [CE*P(0>F) N C'L>®(0>P) N L® L™ (p)]
which is a solution to (6.2).

Proof. Due to (6.3), the approximate solutions (¢, V) are bounded uniformly in ¢ €
(0, 1) in

[CE*(p) N C2L™®(0)] x [CE**P (0>P) N C'L>®(0*) N L®L™(p)]

whenever p is a polynomial bound. Due to (2.4), Arzela-Ascoli and Aubin-Lions-type
argument (see [Sim87, Lemma 1, Theorem 5]) this space is compactly embedded into

[Clocrg(x—l (p1+5) n C(aft)/zcg—y(pl+5)] X [Cloccg2+ﬁ—t (p3+,3+5) N Cllozlrg—]/(p3+ﬁ+5)]

loc

provided ¢t € (0, A B A1) and y, 8 € (0, 1) are chosen small. Therefore, there exists a
subsequence, still denoted (¢., V) which converges in this space to certain (¢, ¥) and
we intend to pass to the limit in (6.2).

To this end, we fix T > 0. Note that due to Theorem 3.3, the linearity of the localizers
V<., Y< and Lemma 2.6 it follows that

V. X, —> VX in Cr€* (oY,
Y<Xe — V<X in Cr€%(ph),
Vo [X2] — ¥ [X?] in Cr€e2,
V<[X2] — V<[X?] in Cr&*(p?).
Note that we employed the same spaces as for the a priori estimates in Sect. 4.2. As a

consequence and in view of the estimates from Sect. 4.2, we observe that there exists
K > 0 such that

O, > @ in Cre* (%), W, > W in CreP (%),

where ®, W are defined as in (4.2). The constant K > 0 needs to be chosen sufficiently
large in order to compensate for the lack of convergence of ¢, and v, in C7L*(p),
which has to be replaced by C7 L (p'*%) and C7 L (p*+F+9), respectively. Passing to
the limit in the remaining terms in (6.2) is straightforward, and therefore, the couple
(¢, V) solves (6.2), which is understood in distributional sense.
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It remains to show that
(@, %) € [CE*(p) N C2L®(p)] x [CE**F (p*P)y N C'L®(p7*F) N L¥L®(p)].
To this end, we observe that according to the above convergence (¢¢, V) — (¢, V)
it follows that A;¢.(t,x) — Aj¢(t,x) and A;j . (¢, x) — A;¥ (¢, x) for every i >

—1 and almost every (¢, x) € [0, 00) x R2. In addition, the Littlewood—Paley blocks
Aj¢s, A satisfy the uniform bounds (even uniform in ¢, i and ¢)

lorAigellLe S 1, o Aire(®)]lLe S 1.
Consequently, p;Ajp:(t) — piAjp(t) and p;Aje(t) — p;Ajr(t) weak-star in

LOO(RZ) foreveryi > —1 and almostevery ¢ € [0, 00). Since the L°°-norm is weak-star
lower semicontinuous, we obtain

lor Aigp ()] oo < liminf | o Aje (1) ||z < liminf [|@e | cpigra(py2 ™
e—0 e—0
< 271'0(
lor Ai ¥ ()| oo < liminf || o A e () || Lo < liminf [ Yellcproep) S 1
£—0 e—>0

and by the same argument

07 A @)l < limind (17 Ay (1)1
< Hminf [ (0l cpg 208 o) 27,
This implies that
(@, ¥) € L¥C*(p) x [L¥C P (p>*F) N L®L>®(p)].
Now, using the convergence (¢¢, ¥e) — (¢, V) in Ca/zLOO(p) X CIIOCLOO(p) we obtain

loc

1@ — ¢S)ll(o) = M lige(t) — ()l (o)

: 2 2
< lim ||l carzpoo(plt = s1%7% S 1t — 1%/
e—0

and similarly for the norm of ¢ in C}L"o(p3+ﬂ ). Hence

(@, ¥) € CX2L>(p) x CHL®(p*P).

Now, we apply the Schauder estimates for both ¢ and ¥ (i.e. Lemmas 2.10 and 2.11) to
obtain continuity in time, namely,

(9, ) € Cr€%(p) x CrE*P(p**F).

The proof is complete. 0O
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7. Parabolic <I>g Model

We proceed by similar arguments as in the elliptic <I>‘51 model discussed in Sect. 5. More
precisely, we intend to study the parabolic equation

B+ (—A+ g+ +(=3a+3b)p —£ =0,  ¢(0) =g, (7.1)

in R3 where & is a space—time white noise, a, b stand for renormalization constants. We
recall that according to Theorem 3.4 the renormalization constant b depends on time
and is bounded. Without loss of generality we assume p > 0 (see Remark 2.9).

While the existence of solutions to the parabolic ®* model in dimension 2 was a
more or less straightforward consequence of the elliptic a priori estimates for the CI)Z1
model from Sect. 4.2, the situation is more involved in dimension 3, which will be seen
in the sequel. To be more precise, we let (—A + u) = 2 and £ = 9, + 2 and we
introduce the ansatz

o=X—-X+¢+vy
with X being stationary and

ZX =&, [XY:=Xx*—a, [X*]:=X-3aX,
2x" =[x, x'0) =0, 2X" =[x?]. X'0) =0,

b
XY =x'ox, XszxYo[[xz]}_g, X% = x" o [x?] - bX.
Thus, the left hand side of (7.1) rewrites as

$<p+¢)3 +(=3a+3b)p — &
= 2o+ LY +3[X (=X +p+ V)
+3X(=X 4+ +v) 2+ (=X "+ ¢ + ) + 3bg.

In Sect. 6 we were able to apply the elliptic a priori estimates pointwise in time.
In view of the decomposition of the elliptic <I>‘51 model, this is no longer possible here.
The difficulty arises in the paracontrolled ansatz similar to (5.3) and the associated
commutator as in (5.4). Indeed, since the differential operator in (7.1) includes also time
derivative, we require sufficient time regularity in order to control the commutator. To
this end, we make use of the time-mollified paraproduct, introduced in Sect. 2.8, and
apply Lemma 2.17. More precisely, we assume that ¢ is paracontrolled by X", namely,

it holds
p=0-3(-X+0+v¥) < X' (7.2)

for some ¥ which is more regular (we will see below that ¢ has the regularity 1 + «).
Furthermore, it can be seen in Lemma 2.11 that the expected time regularity for ¥
is not optimal. Indeed, we cannot go beyond C! with respect to time, which would be
natural for taking the full advantage of the interpolation (in time) from Lemma 2.3 and
mimicking the strategy of Sect. 5. Therefore, the terms requiring time regularity of ¢+
have to be treated differently. To this end, it is necessary to consider a higher power of
the weight p in the bounds for ¥, which will help us compensate for sub-optimal time
interpolation. Therefore, we aim at estimating ¥ in C%€ **(p3*"") where 0 < ' < y.
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This issue will become even more challenging in the coming down from infinity in
Sect. 9, where no time interpolation is available.
With (7.2) at hand, (7.1) rewrites as

0=29+ 2% =3((=X"++v) < [X)] - (=X +¢+9) < [x?])
+3[X] < (X" +d+9) = 3[L, (X" + ¢ +¥) <IX" (7.3)
+3X (=X "+ o+ )+ (=X  + ¢+ ¥)> + 3bg.

Next, we proceed with the same decomposition into regular (blue) and irregular (ma-
genta) part as in Sect. 5.2. It leads to

Lo+P =0, ¢0)=¢o=¢o,
s - (7.4)
LY+ +¥ =0, ¥(0) =0,
where
U=V —9[XJo[(-X"+9+¥) < X — (—X"+p+y) < X'], (7.5)

and @, W are given exactly as in Sect. 5 (using the parabolic localizers ¥, 7/~ instead
of the elliptic ones %, %-) with the same bounds applied pointwise in time, and

@ € €1 (pgﬂl/) for some y’ € (0, y) to be chosen below (the role of the parameter y
is the same as in Sect. 5, in particular, y = o — «). The additional commutator in (7.5)
is bounded as

I9[X?*] o [(=X"+¢ + ) < X' = (X" + ¢ +¥) < X'llcgr (o)
SIX Tl cg-1-c oyl = X+ & + Wl e oo piry 1 X loig - (oo
S L+ 11+ Yl c@ro2poopin'y:
The equation for ¥ now reads as
L9 +0 =0, 9(0)=do,
with
O = d+3[X*] > X' —37[X?] = (p+v) +3V[X°] > (p+ V)
=3((X" g+ ) < X = =X+ g+ y) < [x7])
—31Z, (—X"+ ¢ +¢) <1X".
Here the two new terms are estimated using Lemma 2.17 as follows

|(—X"+ ¢ +v) < [X*] — (X" + o +y) < [X*]|

C(K*Hd(p}ﬂ/’)
S = X"+ ¢+ Vll cwnorya oo 3o X Tl o =1 oy
Sl+le+ wl|c(a+x)/2Lo<)(p3+y”)s

3L, (=X + ¢+ ¥) <IX"ll e -tva e

)
S (1= X"+ 0+ Yl camrpoger * |

- X\V + ¢) + 1// ”CT%‘“"(p“V”)) ||XY ||C(gl—/<(p(r)

5 1+ ||¢ + w”c(aﬂc)/zLoo(phy”) + ||¢ + K”HC%%W(KJ%W)’
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where 0 < y” < y’ and we chose « and « sufficiently small such that o + « < § for §

from Theorem 3.4. All the other terms in ® can be estimated pointwise in time by the

same approach as in Sect. 5.5. Therefore, it only remains to bound the time regularity

of ¢ + 1. Choosing y” sufficiently large and using Lemma 2.3, we obtain for A € (0, 1)
||¢ + wllc(a+x)/2Loo(pB+y”)

S+ Vllieore) + Mé + Wl 1ia

SN+ Uliecrsp + @l

L (p3+)

C(%+"‘)/2L°O(p%+“) + Ay ||C'L°°(p3+V)'

Observe that the small parameter A is only needed in order to absorb the C'-norm of
into the left hand side. And the same bound holds true for ¢ + ¥ € C@+)/2[50(p3+r")
needed to estimate the additional term in W. This is sufficient in order to obtain the
desired uniform bounds for ¢, ¥, .

To be more precise, as in the case of the parabolic ®* model in dimension 2, we
show existence via a smooth approximation and compactness. To this end, let &, be a
smooth and periodic approximation of the driving space—time white noise &, defined on
the torus of size % If ¢¢ 0 is @ smooth approximation of the initial condition ¢g, then
according to Proposition A.2, for every ¢ € (0, 1) there exists ¢, € C*°([0, T'] x T? /S)
which is the unique classical solution to

Lpe+ @3+ (=3a +3b)ge — & =0,  9(0) = geo.

Now, we proceed with the same decomposition ¢, = X, — Xl' + ¢ + Y as above,
only starting from the mollified noise &; instead of £. Next, in view of the bounds from
Theorem 3.4, the a priori estimates from Sects. 5.3, 5.4, 5.5, 5.6, 5.7 apply mutatis
mutandis (using Lemmas 2.3, 2.6, 2.10, 2.11, 2.12), with only slight modification due
to the necessary time regularity needed for the additional commutators in ¥ and ©.

To summarize, we deduce that the following bounds hold true uniformly in ¢ € (0, 1)

@ellceep) + l1Pellcarrpoo(py + ||¢8||c<5%*“(p%*“) + ||¢e||c(%m>/zm<p%m) S
”ﬁ&“”c(glw(p%y’) + ||ﬁ8||c(l+a)/2L00(p3+y’) S, 1 (76)

IVelleg 2y (p3ery + 1WellctLoo 3y + 1WellLooro(p) < 1.
Consequently, we are able to pass to the limit.

Theorem 7.1. Let «, o € (0, 1) be chosen sufficiently small and let y = o — k > 0 and
v’ € (0, y) sufficiently large. If o € € '** (,03+y ) then there exist

§ € CE™(p) N CHPL™(p) N CE T (p3*) N CHH2L (34,
79 c C(gl+0((p3+y/) N C(]+O{)/2LOO(p3+V/)’
Y e CEH ()N CIL= (™) N L®L™(p),

which is a solution to (7.4), (7.2).

Proof. The proof follows the lines of Theorem 6.1. Based on the uniform bounds from
(7.6) we obtain compactness of the sequence of approximate solutions (¢, U, ¥¢) in a
slightly worse space. In view of Theorem 3.4, this allows us to pass to the limit in the
approximate version of (7.4), (7.2). Finally, we obtain that the limit solutions belong to
the spaces where the uniform bounds hold. O
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8. Uniqueness for the Parabolic Models

This section is concerned with uniqueness to the parabolic @3 model ford = 2, 3.

Theorem 8.1. The parabolic ®* model (1.2) in dimension 2 and 3 has a unique solution:
Let (¢, V), (¢, V) be two solutions in the sense of Theorems 6.1 and 7.1, respectively,
starting from an initial condition ¢y + Yo = ¢0 + 1//0 =¢@o. Then ¢ + Y = ¢ + w

In what follows we present the proof of this result in the more involved setting of
d = 3. The two dimensional case follows the same pattern but is significantly easier and
the details are left to the reader. Since the cubic term does not seem to be helpful for
uniqueness, namely, when we study the equation for a difference of two solutions, it is
necessary to find another mechanism which could handle the loss of weight in the terms
of lower order. This issue can be easily seen on the model equation

ZLv =vf, v(0)=0,

which is the form the equation for the difference takes. Intuitively, if f can only be
bounded in a weighted space and accordingly also v is bounded in a weighted space,
then the product vf can only be bounded when multiplied by the product of the two
weights. Hence the right hand side requires higher weight than the left hand side which
causes difficulties in closing the estimates.

We overcome this problem by introducing an exponential weight of the form p (x)7
(t,x) == (x)_“e_’mb fora € R and b € (0,1). As usual r € [0, o0) denotes the
time variable. However, this is not an admissible weight in the sense of Sect. 2.1 and
consequently the definition of the associated weighted Besov spaces requires a differ-
ent approach, either employing ultra-distributions (see [ST87]) or Gevrey classes (see
[Rod93]). In Sect. 8.1 we recall the basic ideas based on Gevrey classes following the
detailed presentation of [MW17b], where we also refer the reader for further details.
Note that exponential weights have already been employed in [HL15,HL18].

With suitable weighted Besov spaces at hand, we employ the classical L2-energy
technique. First, and similarly to the previous sections, we decompose the equation for
the difference of two solutions into its regular and irregular components. Then we test
both equations by a suitable test function, which corresponds to the chain rule for certain

Besov norm in the L2-scale. This way we obtain a control of the Bﬁ ,(7¢)-norm of the

regular component and the Bi g (7r;)-norm of the irregular one, for some 8 € (0, 1). The
advantage of the exponential weight 7 (which depends on time) originates in the form
of its time derivative. More precisely, this gives a good term on the left hand side with
weight of the form er_Zb, that is, explosive at infinity in the space variable. This term
is essential in order to control all the terms on the right hand side.

8.1. Besov spaces with exponential weights. For the proof of Theorem 8.1, we will
employ weighted Besov spaces with weights of the form p (x)7 (¢, x) := (x) %! (x)"
fora €e Rand b € (0, 1) and ¢ € [0, 0c0), which stands for the time variable. In order
to compensate for the exponential growth, the definition of the corresponding Besov
spaces relies on the so-called Gevrey classes rather than on Schwartz functions. Since
multiplication by the polynomial weight (x) ~¢ only introduces a logarithmic correction,

namely, (x) %=1 = ¢=1¥)*=alogl*) e may work with the same Gevrey class G¥ of
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index @ € (1, 1/b) as for the case of only exponential weight e ~"* )’ Consequently, the

results of [MW 17b, Section 2] remain valid and given T > 0 the corresponding bounds
are uniform over all ¢t € [0, T].

Next, we define the weighted Besov spaces (based on a partition of unity from G?),
as the completion of CZ° with respect to the norm

£ 11Bg o = | D @ NAf v | = | Do @ lmpisln? |

k>—1 k>—1

where m;(-) = m (¢, -). Note that unlike [MW17b] we pull the weight inside the L?”-
norm, which is consistent with our definition of weighted Besov spaces in Sect. 2.1. The
corresponding results of [MW17b, Section 3.3] (with straightforward modifications due
to the weights) remain valid. More precisely, the following paraproduct estimates will
be used in the sequel.

Lemma 8.2. Let k € [0, 1], B € R and § > 0. Then it holds uniformly int > 0
1 < 82 i,y S 1 Nz I s AN NEl g
and if o < 0 then uniformly overt > 0
If =< gllgzzﬂ(mp) S Il Bg oIl e+ oy A IIfllfga(p)llgllggz(m)-
If a, B € R such that « + B > O then it holds uniformly int > 0
1S 0 &lpespn py S W lige 8152

Proof. Let0 < y < 8. As a consequence of [MW 17b, Theorem 3.17] and embeddings
of Besov spaces, we have

< _ <
17 =< 8g8 npy S W N i I8y ) S WS Ny gl g -

So the first bound follows and similarly we obtain the third bound. The remaining bounds
follow directly from [MW17b, Theorem 3.17]. O

Similarly to Lemma 2.16 we obtain the following result, whose proof is a straight-
forward modification of [GIP15, Lemma 2.4].

Lemma 8.3. Letax € (0, 1) and B,y € Rsuchthata+p+y > 0and B+y < 0. Then
for every § > 0 it holds uniformly int > 0

I comf. g )l gos i oy S 11185 s 18 2o Wl -



1248 M. Gubinelli, M. Hofmanova

8.2. Proof of Theorem 8.1.

Proof. We prove the result for the case d = 3. Recall that if ¢ is a solution to (1.2) in
the sense of Theorem 7.1 then ¢ = X — X' + ¢ + 1, where ¢ is paracontrolled by X"
and equations (7.4), (7.2) are satisfied. For the purposes of the proof of uniqueness, it is
not necessary to consider the modified paraproduct and therefore we may work with a
similar decomposition as in the elliptic setting in Sect. 5. We define

p=0—-3-X+o+v) <X’
where (formally)

0=20+ Ly +3[X*] < (=X"+¢+¥) = 3[L, (=X +¢+y¥) <X
+3X(—X + o+ )2+ (=X +d + ) +3bg.
For notational simplicity, we chose to write the above equation in this not rigorous form
— with the infinite constant b appearing — instead of introducing the full decomposition
with all the trees. Indeed, we are actually interested in a difference of the corresponding

equations for two solutions ¢ and ¢ starting from the same initial condition. Thus the
decomposition will simplify as the terms that do not depend on the solutions cancel out.

So if we denote by ¢ = X — X' + & + ¥ another solution starting from the same
initial condition and set { = ¢ — ¢ and n = 6 — 6 + y — , then we have

C=¢+y—¢—7=-3 <X+
In addition, it holds

0=ZLc+3[X*¢c+3b+Ys, ¢(0)=0,
0=$n+3[[X2}] <L C+3b; —3[Z, ¢ <1X" + Y&, n(0) =0,
with
YT =3X(2X"+p+U+d+Y)
X"+ +9)° + (=X + o+ ) (=X + G+ ) + (=X + G +9)7].
From the estimates of the solutions from Theorem 7.1 we obtain Y € € ~1/27%(p%).

However, we stress that the term 3[X?] o ¢ + 3b¢ is to be understood in the following
sense

3[X?]o¢ +3bc = —9[X?] o (¢ < X*)+3bz +3[X*] on
= -9z ([[Xﬂ} o X' — g’) —9com(z, X', [X°]) +3[X*] o n,

where XV = [X 2]] o X' — % is the renormalized resonant product in €~ (p?).

Now, we introduce a time dependent weight 7 (¢, x) = exp(—t,o_zb (x)) where
p(x) = (x) lisa polynomial weight and b € (0, 1/2). Let 8,y € (0, 1) to be cho-
sen below. First, we use the fact that A;.Z = £ Ay in order to derive the equation
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for the Littlewood—Paley block Ajn. Now, we test this equation by 72Axn and use
dm = —mp2b to get

1 2 2 2 —-b 2
zat ||Ak’7||Lz(n) + ||VAkTI||L2(n) + H||Ak77||L2(n) + ”10 Ak’7||L2(n)
Vr
= (T Agn, T Ak (L)) — 2(mw A, TV AM). (8.1)

Since Vit = mwt2bp~ 201V p and |Vp/p?| < 1, we obtain ]vn—”| <tpl™?? <rlasa
consequence of b € (0, 1/2) and ¢t € [0, T']. Hence by Young’s inequality

Vr 5
| A, —=Y Akn)| < Crall ApnlFa ) + 31V Akl
Now we estimate by duality, for some y € (0, 1) and some 0 < a < b/2,

(7t Ak, 7w A (L) S 27 2PR20B R A 12 e 277 1 Ak (L) N 2

(Tp (p%)

<27 (2PN Ay + 827N AL (LM )

(Tp=®)
Moreover, by a suitable choice of a € (0, b/2) and B, y € (0, 1) suchthat 8 < 28+y <
B+ 1 (hence B + y < 1), we may interpolate as follows. Let A € (0, 1) such that
a={0—-xb/2and 28 +y = (1 — 1M)B + A(B + 1). Then Holder’s, Bernstein’s and
Young’s inequalities imply

2202B+y)k

< 22ImNBRYZMBRDR) 5= (1=2b/2| 7 g 1

A2
“Akn”LZ(ﬂp—a) ”10 |Ak71| ||L2(71)

< 22(1 )‘)ﬂk”p_b/zA 77”2(1 )»)22)\(/3+1)k”A n”LZ(n)

21 A
2201k ,=b/2 a3 ( >22W<||VAkn||L2

N

()
Cs2*P|1p™ b/2Ak77”L2(n) + 0227V Al

<
< G2 Aoy +82PK 1070 Akl o,y + 627KV A2

()

Similarly, we may test the equation for A;¢ by 72 A< to obtain
oA + VAR + AL P + 107 A2
2 1 ké. LZ(TL’) ké‘ L2(7T) M k{ LZ(JT) 10 k; L2(7T)
Vr
= (T Akg, AR (L0)) — 2{m Axd, 771VA1<§). (8.2)

Next, we estimate

Vr 1-2b
|7 Aks. 7V AN < Crsllp ™ Ak 12 ) + SIVAE I
< Crsll A2, + IV AKE 22 .
and by duality

22PRR DR Akt |l 12 ey 27 TN Ak (L0 12

(w2ane, arze)| <

(22 AR + 822N AL )
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where by a suitable choice of ¢ € (0, b/2) we again interpolate to obtain
IR AL 17 ey < Cs27 1072 Mg

< Cs27 2P Ak 1130, + 827K 1070 ARt 117

o FO27PK IV AL
+827 K|V A7

()

() () ()’

provided -8 < 1+x —28 <1 —Bhencek < B < 1+«.

As the next step, we multiply (8.1) by 228%_ (8.2) by 27 2P integrate both inequalities
over (0, ¢) for some ¢t € (0, T]. In addition, we choose § sufficiently small in order to
absorb some of the terms into the left hand side. Finally, we sum the two inequalities,
use the fact that ¢ (0) = 0, n(0) = 0, and sum over k to obtain

1|| o> +1ft IVnl2, d +1|| ol +1ft Vel , d
= = = , = _ s
2O oy * 3 fy W gp, oy @S+ WO 5y + 5 f WVEI g 5y

13 t
<C 2, ds+C 2, ds 8.3
<G [ iy s [ 1y 83)
1 t
+8 Ll ds+8 LN i ds. 8.4
[0zl ds s [02ER 84
We remark that in the above inequality we omitted the two terms containing p~? as well

as the two terms containing @ on the left hand side since they are no longer needed.

So it remains to control ||.Z7]|> By (ap and ||.£¢ |2 7<1+K)( Note that both terms are

multiplied by a small constant § > 0, Wthh will be needed in order to absorb them into
the left hand side.

Weset B = 2k, y = % + « for some k¥ > 0 sufficiently small, which is also the
parameter to be used in order to estimate the stochastic terms according to the Table 1.
Then a = (1/2 — 3k)b/2 whereas ¢ = kb/2 hence ¢ < a, which will be used below in
order to control the time derivative of ¢.

In view of Lemmas 8.2 and 8.3, we may estimate all the terms in .Z’n as follows

130X < €O 5y oy S NEON g1
H9; ([[XZ]] o X' — 5) (t)

|9 comee, X", [x*h o))

SIEOIl g1 e

By Y (m1p%)

, SO,

322

13IX*T 0 1Ol g i, oy IIn(t)II B
1312, ¢ <]XY(z)||B ity S < @) < XY(t)”B Loy * lag) < XY(t)||B 3 (g
VO < VX O g 0y S NGO o128 1 ey +IE DN g5

ICEON 55 i poy S IO 15 -

We used the fact that ¢ < a to estimate the commutator above. Besides, note that .£’¢
contains only one term which does not appear in .Z’n and it does not contain any term
which requires time regularity. The additional term is controlled by

130X°] > £ Ol 1wy ey S IEON g1t
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Using the equation for ¢ we get
_ < — — -
1L O 187 oy S 0= AV = LED 18 e
5 () ”leaﬂ(m) + ”g{(l) ”32*%*" (711 0°)

5 ”;(t)”le;ﬂ(ﬂ’) + ”n(t)”lezﬁ(m),

1,
2 Fp

where we applied the above estimates for .Z¢ again. Therefore, it follows
_ <
1L 55y iy + 1LEON g1, ey S IO g1 + IOl 1o

Finally we have all in hand to conclude. Choosing § sufficiently small allows to absorb
the two terms in (8.4) into the left hand side and by Gronwall’s lemma we absorb the
terms in (8.3). Accordingly ¢ = n = 0 on [0, T'] and the proof is complete. 0O

9. Coming Down from Infinity

The goal of this section is to establish refined a priori estimates for solutions to the
parabolic ®* model in dimension 2 and 3, which are valid independently of the initial
condition. In particular this shows that the solutions come down from infinity.

For the purposes of this section, we introduce a further time weight of the form
1(t) =1 —e ' sothat 9,;7(t) = e~' =1 — 7(¢). First of all, we prepare the initial data
as follows. Let g9 € € ~'*¢ (p(1)+8) for some ¢ > 0. Let L > 0 be such that

L
28 ~ ||¢0||(,6)—1+s(pé+5).
Define

¢o:=U-90 — X(0), Yo := U<po,

where %-., %< are the localizers corresponding to L. We recall that X was chosen

stationary and X (0) € ¢ 12—« (pg) for any o > 0 (see Theorem 3.4). Then it follows
from Lemma 2.4 that

gollg—1(p <1 9.1

uniformly over g € € 1+ (,oé*e) and ¢ > 0. Now we have all in hand to formulate the
main result of this section.

Theorem 9.1. Let k, @ € (0, 1) be chosen sufficiently small and let y = o —k > 0. Let
@o € €1+ (pé”)for some ¢ > 0. Let (¢, V) be a solution to the parabolic problem
(7.4), (7.2) in d = 3 with initial condition (¢o, V¥o) defined above. Then, uniformly in

%0,

¢ € CE°(x2p) N CE T ((x7p)3*),
and

¥ € CEX ((x2p)7) N LOL®(x7 ).

An analogous result holds true also in dimension 2. In this case, we construct the
initial condition in the same way and obtain the following result.



1252 M. Gubinelli, M. Hofmanova

Theorem 9.2. Let k, o« € (0, 1) be chosen sufficiently small and let B = o —k > 0. Let
(¢, ¥) a solution of the parabolic problem (6.2) in d = 2 with initial condition (¢o, Vo)
defined above. Then

6. 9) € CE(x2p) x [CEHP (12 p)*) N L¥L=(1p)]
uniformly in the initial condition.

In the following, we discuss the necessary preliminary results and finally prove The-
orem 9.1 in Sect. 9.4. The proof of Theorem 9.2 will not be given since it is substantially
simpler (as one does not need the paracontrolled ansatz) and follows the same pattern.
As a corollary, we obtain that

I (t) + ¥ ()l Loy S 1+1712

independently of the initial condition: the solution comes down from infinity in a finite
time. This has been first observed by [MW17a] in the periodic setting.

Remark 9.3. We point out that the assumption on the regularity of initial condition in
Theorems 9.1, 9.2 is very weak and the existence for such singular initial conditions is not
guaranteed by the respective existence results, Theorems 7.1, 6.1. However, for instance
in case of the ®* model (1.2) on T3, if ¢ belongs to the natural space € ~/>7¢ one may
use the short time existence of a unique solution from [CC18] together with Theorem 9.1
to deduce global existence and the coming down from infinity property. Furthermore,
revisiting the proof of our a priori estimates we see that the proportionality constants
depend polynomially on the noise, which implies integrability of all the moments. This
way, we recover the result of [MW17a].

9.1. Interpolation and localization. First, we notice that an interpolation similar to
Lemma 2.3 remains valid and the proof follows the same lines.

Lemma 9.4. For a € [0, 2 + k] we have

2 2
(1+a)/2 l/2w”C a/( +K)|| (3+K)/21,0”a/( +i)

”f ch2+x(p3+/c)’

1// ”C‘é/“(p“'o‘) ~ ||‘[

or more generally

(1+a)/2

(1+8)/2w|| (B3+k)/2

6
”T I)Zf”C(g"‘(pl'*"") ~ ”T ||T I/IHCCgZH((prK)v

C‘é)‘s(p““s)
whenever § € [0, ] and e = (1 — 0)§ + 0(2 + k) for some 6 € [0, 1].

We stress that unlike Lemma 2.3, we do not include any interpolation in terms of time
regularity into Lemma 9.4. Indeed, since the weight t vanishes at zero, the equivalence
(2.5)is not valid anymore for the corresponding weighted Holder spaces (in time). There-
fore we proceed differently than in Sect. 7: below, we introduce a new modified para-
controlled ansatz which eventually leads us to the requirement h (p+¥)eC spoe (%),
for certain §, §, 0 > 0. In other words, instead of time regularity of ¢ + ¢ in a space
weighted by 7#p?, we require time regularity of 7#(¢ + ¥) in a space weighted by an
admissible space—time weight p?, which falls in the framework of Sect. 2.1.

We will also need the parabolic localization (2.6) together with Lemma 2.6. However,
since this is only applied to the stochastic objects that do not require any T weight, no
t-adapted version of Lemma 2.6 is needed.
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9.2. Weighted Schauder estimates. In this section we formulate new Schauder estimates
adapted to the particular weight T which is not bounded away from zero. In particular,
with the interpolation in hand, we may employ Lemma B.1 to deduce the following.

Lemma 9.5. Leta > =2,y = 3 +«)/2 and B; € [0, 2). Assume that Lv = Zi Vi.
Then the following a priori estimate holds true

/2
Ivllcg2aerpy S Wllegs sy + Y NTP2Vill cgasi v )

1

whenever § € [0, 1 + o] is given by 1 +a = (1 — 0)§ + (2 + &) for some 0 € [0, 1].
Consequently, it also holds

i/2
Ivllcg2acerpy S Wllpoorooirzg + O NP2 Villcgassi o -

1

Proof. First observe that
A
@+ = M) T pv) =1"p Y Vi~ (—p) 7’ pv
, o
1
Vp Vp 2
—2—V@E@’pv)+2(— ) Vpv
o o

a
+ (Z—’O> Yov+yr ' (1 =)t pv.
0

By a slight modification of Lemma B.1 where we choose different 8 for different terms,
we deduce
It pvllcgrre

i /2 -1
S Y WP Vil cgasti oy + 1T A = DT p0ll ciprnat (p0-araney

1

A v Vo2 9
+ |- (—'O) va—Z—pV(ty,ov)+2(—'o> ™ pv+ (t—p) ¥ pv
o o o o

i/2 -1
S Z ||7:ﬂ'/ Vill cg ot @p T (k24 PU”cCng/(f(Z—am/)/Z) + 177 pvllceg o,

1

ce~

where o < 2 +a’ < 2 +a. Now using t3+0/2 < t(2+®)/2 for the last term on the right
hand side, we obtain by interpolation from Lemma 9.4 that

1
IVllcg e cararzpy + 1Vl cpr paransz )y < Cllvllcgscassrzpy + §||U||c<g2+a(r<3+a>/zp).

This allows us to absorb the residual terms in the left hand side giving the final
statement. O

Below we need also some specific Schauder estimate for time regularity of solutions
to the heat equation with a precise control of the T-weights in the source term. We derive
it here.
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Lemma 9.6. For any « € (0, 2) and B; € [0, 2) such that « + B; —2 < 0 we have

i /2
Iollcarzroogpy S Mvllcgecy + Y NTP2Vill cparsi—2
: (p)

1

where ZLv =),V

Proof. Let f = (3;+u— A)v and recall that we denoted by P; = ¢/ (A~*) the semigroup
of operators generated by A — u with u > 0. Fix¢ > s >t — 1 and let k € IN( be such
that 272 ~ |t — s|. Then using the fact that the weight p is nonincreasing in time we
obtain

lv(®) — vz (p)
S A<k (Pr—s = Id)v(s) [l Lo (py)

t
+/ A<k Pr—u f ()| Lo (o) du + | As i (v(t) — v() | Loe (o) =: 11 + I + I3.
N
Now
I S A v o) + TAS ) 1200 S 27ak||vllc95a(p),
I S Ut = s1vllcge e
and if r < 2 then

t
L) 2t f () PP Au| TP Vil gtz

)
1
t
< Zza—a—ﬂi)k/ WU B2V, g )
. N
1
1=Bi/2 _ g1-pi/2
2|y U s ) By
Sl —s] [Z T I Vilegeng |-
1

Since the function 7 > ¢® is §-Holder continuous, it holds true
1=Bi/2 _ (1-Bi/2

t sy

|t —s|A=Bi/D ™~

13

hence
L St =1 NP Vil cgarti-a -
i
Ift > 2 then s > 1 and consequently
LS Y 20 — )| Vil cgarni2y)

l
ey =) sy
St =] [Z i sja=p 17 Villegeiiz
i

S 1t =512 NP Vil cgari2 (-

1
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Hence we can conclude that

[v(#) — v(s)]l Lo ,
|t — s|/2 = N Z ||Tﬂ’/2Vi||C<K“+ﬁi*2(p) +vllcge
i

s,1€[0,00)
t—1<s<t

and the claim follows. O

Similarly to Lemma 2.11 we finally derive a Schauder estimate for equations includ-
ing a cubic nonlinearity.

Lemma 9.7. Fix k > 0 and let € CE>**(p>*) N C'L>®(p3*) N L®L>®(p) be a
classical solution to

FY+(—A+WY +y =W, Y (0) = o
Then

||W||C<€2+K((r|/2p)3+‘() ~ 1+ “le”C(g"((r]ﬂp)g*“) + ||1//||L°°L°°(Tl/zp)'

Proof. The proof follows from Lemmas 9.4 and 9.5 using the same approach as in the
proof of Lemma 2.11. O

9.3. Weighted coercive estimate. Next, we show that also the coercive estimates remain
valid for the weight 7, the proof uses the same ideas as Lemma 2.12.

Lemma 9.8. Fix k > 0 and let € CE > (p3*) N CLL®(p>**) N L®L>®(p) be a
classical solution to

WY+ — MY +y°> =¥, Y (0) = Yo
Then the following a priori estimate holds

13
IVl popoorizg S 1+ |Ilp||LooLoo(r3/Zp3)

independently of the initial condition.

Proof. Let ¥ = t'/24p and assume for the moment that v attains its (global) maximum
M = ¥ (t*, x*) at the point (+*, x*). If M < 0, then it is necessary to investigate the
minimum point (or alternatively the maximum of —/), which we discuss below. Let us
therefore assume that M > 0. Then necessarily * > 0 since ¥ (0) = 0 and

1,028“/_/ +r,02(—A+;L)1ﬁ +1}3 = 13/2 3p o+ (tp0; p+,02r1/28 1:1/2)1//
_32 Z(Ap)lﬁ 273/2 ZVPVTP
and
Yt x*) =0, VYE*tx*) =0, Ayt x*) <0

hence pVy = —V p. Consequently —p> A (+*, x*) > 0 and also pd; pi/ (1%, x*) < 0
since ;0 < 0. Hence

[£3/2 3

M’ P W] o, + =070 + 0° = TpAp +2 |V o M

<
S Wl poopoo(e32p3y + CppullW oo roe.
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Therefore, we deduce that

N 1/3 1/3
P 5 =M S NI ooz + ol VI ooz

If M < 0, we can apply the same argument to — to get

- 1/3 1/3
—W S ”"IJ”LooLOO(rS/Zp}) + C,O,,LL”I//”LOOLOC(TI/ZP)

hence

1/3 1/3
||17”||L°°L°°('[1/2p) 5 ||‘I}||LOOL°O(T3/2/J3) + Cp,ﬂ ||'W ”LooLoo(Tl/Zp)

and applying the weighted Young inequality yields the claim.
The conclusion in the case when 7!/2 py does not attain its global maximum follows
the same argument as in Lemma 2.12. O

Remark 9.9. We note that the choice of 1/2 as the power of the weight 7 is dictated by
the cubic nonlinearity through Lemma 9.8. More precisely, taking ¢ instead of /2 for
some « > 0 and repeating the proof of the above maximum principle, it is necessary to
control 7%9,7* which leads to the condition & > 1/2. Hence, the choice o = 1/2 gives
the best result.

9.4. Proof of Theorem 9.1.

Proof. Using the approach of Sect. 5 while choosing localization operators (2.6) accord-
ing to the weighted norm |[|¢ + /|| poof 007 1/2,) and the constant L of various objects as
in Table 2, we obtain

1Pl g —2+a (r (14112 <1. 9.2)

The choice of the weight above is due to the following application of the weighted
Schauder estimates from Lemma 9.5. Namely, Lemma 9.5 implies

”¢”C<€°‘(r(]+"‘)/2p) S ||¢ ||LOOLOO(T1/2p) + || cI)”C%’—2+az(.L.(]+oz)/2p). (93)
We note that this is not yet sufficient to bound ¢ in L°L>®(t!/2p), since the power of
7 on the left hand side of (9.3) is bigger than 1/2, which matters for ¢# small. In order

to fill this gap, let ¢ € (0, 1) and k € N be such that 27%% ~ A2/%¢ () for some small
A > 0 to be chosen below (the proportionality constants do not depend on time). Write

It M2 0 e o) < NTM 2 AP O Lo + 1T ALk D)L (0,
where p;(-) denotes the weight p(z, -). For the first term on the right hand side we use

the equation satisfied by ¢ together with the fact that the weight p is nonincreasing in
time. This gives

T2 (1) | 1oo(py S T 2O A<k Prp (0] oo (00

t
+r 1472 (1) / A<k Pr—s®(5) || oo (pyds + T2 @) | Asip (0 Lo () -
0
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Recall that P, = ¢'®~#) . Hence in view of (2.8), the definition of 7 and the fact that
te€0,1), 0 —2 < 0and o > 0, the above is further estimated by
ST 02K90) -1y + 27RO DD a2,

— 1 2
+27 T2 cpa .

Using the definition of k we therefore obtain

1T 02 0| ooy S T(0)/? E ;1/2 16 Ol 1 (o0)

a/2 ()
+7(1) o

2 1 2
+2 72 T2 copa .

” (1+Ot)/2q) ”C%a 2(p)

Hence, we may divide by t%/2 to obtain

I 2Ol < 19O lg 1) + 17T 2@l a2y + AT 2D g0

Taking supremum in time and applying (9.3) leads to

161l oo oo e12) S DOV g1 gy + ANl oo oo ey + [Pl cip 21 rctsenr2 .

Hence, we can absorb the second term on the right hand side into the left hand side
by choosing A sufficiently small. Therefore, according to our construction of the initial
datum ¢ (0), namely due to (9.1), and (9.2), (9.3) we obtain

||¢||L°°L°°(rl/2 y+ ||¢||c(ga(f(1+a>/2p) <1

uniformly in the initial condition. Next, we apply Lemma 9.5 again, use the above L*°-

bound for ¢ together with estimates similar to Sect. 5.4 to obtain for some ¢ € (0, 1)

Bl cg 1724 (3 /440r2 p3/240) <1+ Pl cg—3/20a (3/avar2 p3/200) S <1+ ||1//||LOQLOO(TI/20)
(9.4)
As in Sect. 7, the next step is a paracontrolled ansatz for ¢». Here we have to be more
careful due to the weight . More precisely, we introduce a modified paracontrolled
ansatz according to the formula

p=>0—7 3 (3[1'5*“(—XY+¢+w)] < XY) (9.5)
where v > 0 will be chosen later. This leads us to
0=2b+2v - (x7F (3[cF X" +p+ 9] < [X7])
S3CX"+ g+ < [X7)
BT X+ o +y)
~(z[* ([3z‘%(—x +p+9)]| < X')]
e ([38%(—)(Y +é+ xp)] < [[X2]]))
HBXEX +o+ )2+ (X" + ¢ +y)% +3bg
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as areplacement of (7.3). Similarly to Sect. 7, we obtain .& 3 +0 = 0 with 9 0) =¢(0)
and where © differs from © only in the two commutators above, which we denote by
comjp, comy according to their order of appearance.

Recall that in Sects. 5 and 7, a suitable bound for ¥ was only needed in order to
control the term [X2] o ¢ in the equation for v. To this end, the choice of the weight
p2*® in Sect. 5.5 was rather arbitrary, which has already been observed in Sect. 7. Indeed,
in order to control [X2] o @ in €7 (p3*") (cf. Sect. 5.6) it is sufficient to bound ¥ in
€1+ (o) for some 0 < y’ < y. Similarly to Sect. 7, we make use of this flexibility
here: our goal is to apply Lemma 9.5 in order to estimate 9 in C¢ 1+ (z 2+@)/2 p3+r"y,
This higher weight will allow us to control the term coming from W in the bound for
time regularity below, see (9.6).

Let us first estimate the new commutators appearing in ©. We rewrite the first com-
mutator as

cm =8 ([ wp40] < DT3[ 0] < )

and observe that by Lemma 2.17 it can be estimated in € ~!** (037", using the time

regularity of e (—X" + ¢ + ), provided we can control the blow-up in time by a
suitable power of the v weight. Hence, in view of Lemma 9.5 (with 8; = 0), which
we aim to apply in order to gain the required regularity of ¥, we estimate (provided
2+a>1+v)

| com; ||C<g—1+a(r(2+a)/2p3+y/)

S H[T%(_XY”’*‘/’)] <[x*] -3 [rHTv(—XY+¢+w)] < [x7]

CE 1+ (p3+y’)

St @+ v

C(a+x>/2Loo(p3+y”)
for some 0 < y” < y’. For the second commutator, it holds
1+v v v
TET A= [(3rF X g4 ) < X]

1+v 1+

+17 2 [92”, (317”(—)(Y +¢+ I/f)) «] X' =: comy; +comy; .

comp = —

The first term can be estimated in "'~ with a suitable weight. Hence Lemma 9.5 allows
us to compensate for the blow up in . More precisely, for this term we apply Lemma 9.5
with B; = 2 — k — « to obtain (provided 4 — x > 3 +v)

Q2—k—a)/2

Iz comzy ||C<(9//1—K(t(2+a)/2p3+y’)

S[EF X o) < X7 S 141226+ )ller.

C(gl—/((p%y’) ~

The second term can be estimated using Lemma 2.17 in @+ (p3+”/). So we again
apply Lemma 9.5 with 8; = 0 to deduce (since 2+« > 1 +v)

[| comas ||C<g—1+a(f(2+a>/zp3+y')

St+[c @ +w)|

|5 @+

Clet0)/21,00(p3+r") + CE et (p3+r') '
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All the other terms in © can be estimated as in Sect. 7, or more precisely pointwise in
time by the approach of Sect. 5.5. To summarize, Lemma 9.5 gives
191l e 1 p vz s’y S NP | cig/20a (38002 537200y + 1

1+
+||W||C$€1/2+f1(r3/4+a/2p3/2+a) + ||W ||LOSLOO(T1/2p)

jr
+||T 2 (¢ + w)Hc((HK)/ZLoo(pSH/” + HT 7 (¢ + ‘/f) “C%O‘+K(p3+}///) ’

where the only term requiring some time regularity is the second last one. This is the
reason we introduced the modified ©. In order to estimate the first term on the right

hand side, we use the definition of % in (9.5) together with (9.4) to obtain (provided
3/2+a > 1+v)
||29||C<gl/2+a(r3/4+a/2 3/240) ||¢||C<g1/2+a(.[3/4+a/2 3/240

+ Hz‘T@[rT(—XY +o+v)] < X))

‘ CC V/2+a (¢3/4+a/2 p3/24ar)

5 1+ ”w”él“ooLw(rl/Zp)

_ 1+ 1+ e v
2 2 (—
+ Ht (2 (=X +o+P)] < X )Hchl/2+a(r3/4+a/2ps/2+a)

5 1 + ||w||2wLm(rl/2p) + ||¢ + I//”LOCLOO(TUzp) S,, 1 + ||1/f||LOOLOO(TI/2p)'

Finally, it only remains to establish the time regularity of T0*/2(¢ + ). A time-
interpolation as in Lemma 2.3 together with the Schauder estimates from Lemma 9.6
(choosing the right regularity for each contributions and gaining powers of t) yields for
5e€(0,1)

1772 @ + W)l oo giny S 175 @+ W) lLere)
81175 (@ + W)l oo i)
Sllg+ Vs + 8llT 3 (@ + )l g tm i)
1L @+ W)l cy - i)
SN+ Vlipecpoing + sllT'3 (@ + V)l cg1/20a p3r200)
R R w>||cmo(ps+y) 311775 @l g 3ve 3200

3/24+y—a)/2 (3/2— a)/2

+8||'L’ T 2 \I’||C<D¢y(p3+y)+8”f w ||CL°°(,03+V) (96)

In fact, the small factor § will only be needed to control W as it in turn also requires
time regularity of 7(+Y)/2 (¢ + ) which needs to be absorbed into the left hand side (cf.
(7.5)). Hence taking v = 1/2 + o we get (for a suitable choice of the parameters «, «)

1+
Itz (¢p+ w)||c(a+x)/2Loc(p3+y”) 5 ¢+ 1p”LC’QLOO('[l/Zp) +

g+ Vllcygi/zem (v3/4+a/2 3 /24

Hy 3/2.3
+||(D||C%’—}/2+a(r3/4-ﬂx/2p3/2+o{) + 4]t 2 \D||C9§y(p3+y) +||t / v ||CLOO(p3+y).
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On the other hand, the same estimates as in Sect. 7 (with further details in Sect. 5.6) lead
to

”\IJ ||c<gy(f<3+y>/2p3+y) S,, ” I/f ”C%7 1‘*‘"‘(11"‘"‘/2/)2*‘1) + ” s ”C%ﬂl+a(fl+a/2p3+y/)
1+ 2+
+||w||Long(fl/zp)||1/f||C<5V(Tl/2+y/2p1+y) + ||1/f||Lo§Loc>(Tl/2p)
+(1+ ||1p'”LooLOO(tl/Zp))”w”C(bﬂI/2+ot(.r3/4+a/2p3/2+ot)
1+v
+tl+t2 (p+ I/f)”C(oz+»«)/2Loo(/;3+y”)’

which together with the bound for ¥, ¢ above and choosing § sufficiently small allows
to control the time regularity as follows

1+v
== 3
”T 2 (¢ + 170)||C(Q+K)/2L00(p3+]/”) f, 1+ ”wnLooLoo(Tlﬂp)

1+
Wl o 14a (p 1402 p24ay + 1 ”LoiLOO(.L-l/Zp) 1V lcgr c124v2p147)

+(L+ |l oo poo r12 ) 1Y | e 1240 (3744012 324y
This can be employed again in Lemma 9.7 to get

3+y
IVl cgzer @ammpiry ST+ IV poop12,) + 1W Iy oz pieyy-

As a consequence using also the weighted coercive estimate in Lemma 9.8 we can close
our estimates (exactly as in Sect. 7) and deduce that

¢ € CEX(tip) NCL I (11p)3*), e CE oz @234y,
¥ e CEXY (1)) N L®L®(z1p).

Since all the weighted data is zero at time zero, the estimates we obtain are uniform in
the initial conditions. O
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A. Auxiliary PDE Results

Here we show an auxiliary existence results needed in the main body of the paper.

Proposition A.1. Let W € €7 (T?) for some y € (0, 1). There exists ¢ € €* (T?)
which is a unique classical solution

2y +y>+W=0. (A1)

Proof. The energy functional associated to the equation in (A.1) reads as

1 2 M 2 1 4
I(u) = — [Vu|“dx + — |u|“dx + — |u|" dx + Wy dx.
2 Jrd 2 Jpa 4 Jra Td
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It is differentiable on W1-2(T9) N L*(T?) and

F(u)v:/ Vu~Vvdx+,u/ uvdx+/ u3vdx+/\11vdx.
Td Td Td

For u, v € WL2(T9) N L*(TY) it holds

' () —1I'(0)(u — v)
=/ V(u—v)'V(u—v)dx+y,/ (u —v)(u —v)dx
Td Td

+/ (u3 — v3)(u —v)dx

Td

= IV = 072 pay + #llu = V11720, */d(“ — )@’ +uv+v?) >0
T

since o > 0 and u? +uv +v? > 0. In addition, if u # v the above is strictly positive and
therefore I is strictly convex on Wl’z(Td) N L4(’H‘d ) according to [BS11, Proposition
1.5.10]. Moreover, it holds

nw 1
Tw) = = 1Vull?s gy + = Nl gy + = 16l s gy = I L2 0pay Nl 2
L2(T4) ™ o L2(T4) ™ 4 L4(T9) ( (T4)

e

2 Koz L
2 E”VMHLZ(T‘J) + E”u”LZ(T‘I) + Z”u”Lél(']l‘d) - C”””L2(’]I‘d)

and consequently 7 is coercive on W1-2(T4) N L*(T?). Finally, if u, — uin W-2(T9)N
L4(T9) then I (u,) — I (u) and hence I is continuous on W 1-2(T¢)NL*(T?). Therefore,
it follows from [BS11, Theorem 1.5.6, Theorem 1.5.8] that / has a unique minimum
and as a consequence (A.1) possesses a unique weak solution in W1-2(T%) N L*(T%).

Next, we show that ||| foo(pay < ”\IJHIL/;(W)' To this end, let R > 0 be such that

R3 = W1l oo (e and test the equation by (3 — R). to obtain

—[ <w—R>+Awdx+u/ (W — R)ayr dx
Td Td

+f (W — R)sy dx = / (W — R),W dx.
'ﬂ‘d 'ﬂ*d

We rewrite this equation as

- / (¥ — R)+ Ay dx +u/ (¢ — R)+¥ dx +/ (W — R)+(y® — R¥) dx
™ ™ ™ (A2)

= / (¥ — R)+(¥ — R?) dx
Td

and estimate all the terms. The first term on the left hand side is nonnegative due to
integration by parts

—f (Y — R)+ Ay dx = / V(¥ — R)4|*dx > 0.
Td Td
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As p > 0, the linear term on the left hand side is nonnegative and the cubic term is also
nonnegative since ¥ > R implies w3 > R3. Since also W < R3 due to the definition of
R, the first term on the right hand side of (A.2) is nonpositive. Hence we deduce that

/ W — R)ayrdx <0
Td

which further implies ¥ < R. Applying the same approach to —i yields ¥ > —R and
the claim is proved.

Now, we include the cubic term v into the right hand side and apply the Schauder
estimates from [Tri06, (1.7)]. We obtain

3
I llw2rray S N=A+ ¥l Lperay < NV Nlpendy + 1Vl Lo 7a),

which is finite for all p € [1, 00). It follows that also ¥ € W27 (T%) and due to the
embedding W7 (T?) = F2,(T9) <> B (T9) < B33, (T?) which holds true for all
8 > 0 by choosing p € [1, oo) sufficiently large (see [Tri06, (1.3), (1.299), (1.305)]),
we obtain that 3 € €2~%(T¢). Thus, the Schauder estimates [Tri06, (1.6)] imply

1 llg2er iy S =2+ 1@ lleg2er pay < I3 llga-s iy + W lleg (pay-
Therefore, v is a classical solution to (A.1) and belongs to v (T4, n

Proposition A.2. Let T > 0,a € C*®([0, T1), £ € C®([0, T1xT) and gy € C*°(T?).
There exists ¢ € C*®([0, T x T?) which is the unique classical solution to

@ — Np+ap+¢>—£=0, 90 = go. (A3)

Proof. The existence of a unique weak solution to (A.3) for initial conditions in L?(T¢)
is classical and follows from monotonicity arguments applied within the Gelfand triplet

[Wh2(T9) N LYT)] — L*(TY) — [W"A(T9) 0 LY TH)]*.
The resulting weak solution ¢ satisfies ¢ € CrL3(T?) N L2T w214y n L‘}L4(']I‘d).
We test (A.3) by ¢??~! and apply the weighted Young inequality to obtain

1 —
2—31/ |(p|21’dx+(2p— 1)/ |¢|2P 2|V(p|2dx+/ |(p|2p+2dx
14 Td Td Td

<[ ¢2p—1§dx+||a||Lw/ [P dx
Td Td
242
<K/ |¢|2P+2dx+ck,,,/ 815 dx+||a||Loo/ lo[?? dx
Td Td Td

for every « € (0, 1). Hence the Gronwall Lemma implies
1 _
b [ePraxe@p=n [ PrRvelans [ ot <er,
2p Td Td Td

andg € L‘}OLZP (T?) for every p € N. By interpolation, we deduce that e L‘}OL”(']I‘d)
for all p € [1, 00). Hence we may include the term ¢> + ag to the right hand side and
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apply a classical regularity result as for instance recalled in [DAMH15, Theorem 3.1] to
deduce that there exists & € (0, 1) and p € [1, co) such that

lelcere S llgollgacray + ||a§0||LC;OLp(11‘d) + ||(P3 ||L§Lp(1rd) + ||§||L‘;°Lp(11‘d) < Cpus
where C*/2% = C%/ 2")‘([O, T] x ’JTd) denotes the parabolic Holder space, that is, the

Holder space of order o with respect to the parabolic distance d((t, x), (s, y)) =
max{|t — s|'/2, |x — y|}. It is given by the norm

[f(t,x)— f(s, y)
| fllcarze = sup | f(¢, x)|+ sup .
¢ (t.x) (1) £(s,y) Max{|t — s]%, |x — |}

Thus, it follows that <p3 € C*/%® and [DdMH15, Theorem 3.4] yields that
lellceszar Sullgollgepay + lagllcerra + 19> llcare + 1€ lcorra < cp,

where the parabolic Holder space clarh)/2avk — cla+k)/2.a+k (0 T1x T9) fora € (0, 1)
and k € N is given by the norm

1f llc@nan = > 1878 fllcera-

reNo,yeNg;2r+|y|<k

Since £ € C*®([0, T] x T?), we may repeat the application of [DAMH15, Theorem 3.4]
or also [LSU68, Chapter I'V, Theorem 5.2] to finally conclude that ¢ € C*°([0, T'] x ’IFd).
m}

In the following result we regard functions on T(f /e @S periodic functions defined on the
full space RY.

Corollary A.3. Let p be a space—time weight and let ¢ € C*([0, 00) x T4 be such
that & € CE*(p>*) N L¥L>®(p3) and a € C*(]0, 00)) N C} ([0, 00)). Let ¢ €
C>® ([0, 00) x T¢) be the corresponding unique solution to (A.3) constructed in Propo-
sition A.2. Then ¢ € CE > (p>*) N CL>®(p3*) N L®L®(p).

Proof. The space and time regularity follows from Lemma 2.11. The proof of the L°°-
bound can be obtained by the same argument as in Lemma 2.12 applied on a finite
interval [0, T'] and then sending T — o0, since the proportionality constant does not
dependon 7. 0O

B. Refined Schauder Estimates

Here we establish a preliminary a priori bound which is needed in Lemma 9.5. Recall

that 7 is the time weight givenby 7(t) =1 —e™".

Lemma B.1. For any @ € R and B € [0, 2) we have

lolcgz S |2.20)|

CE otB
provided v(0) = 0.
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Proof. Let f = (8;+u— A)v and recall that we denoted by P; = e’ (A1) the semigroup
of operators generated by A — p. Since v(0) = 0 it holds

t
Al < / Ak Pr—s f(s)|| Loods.
0
Fix k > —1.If 4 >t > 272 we proceed to bound this quantity as follows
1—272k
IAk() | poe S 27FCGFe=20) / (t = )PP ()PP (P2 ) () llogasnds
0

t
a7 f L TR ) ) lligarsds
=2~

_p-2%
< p-krar2e) / (t = )PP 120 (5) TS| TP f | copans
0
t
42 k@+p) / () "P2ds | P fll cigans
t—2-2
2%
< 2—k(2+a+2e)/ (t — s)ﬂ/Z—l—ss—ﬁ/st||.[/3/2f||c(6)a+ﬁ
0

t
27 k@+p) / sTP2As|| TP | copass.
1—2-2%
For the first integral we obtain

t—272k
/ (t — 5)P/271=e57P2gs
0

r—27% /2
< / (t —s)P/271=85P 2 +/ (t —s)P/27 18P 2
t 0

~Y
/2
272 1/2

t_
gff’”f (t—s)ﬂ/zf‘*dﬁfsf (1 —s)P/271=e5=P 2
t/2 0

5 t*ﬁ/222k(87ﬁ/2) + 22k€ S 22/{5’

whereas for the second one

t
/ sP2ds < 2—2k;=B/2 < 2—2k(1-$/2)
1—2-2%

Hence, this leads to the desired bound
lA@) s S 274N P2 £l cgpans.

If0 < ¢ <22 then

t t
I A ()l < /0 | Ak Pr—s f ()|l poods S 27K@*A) /0 T(8) P25 1T fll copus
S 2HEPDATPRYER f gy 27RO PR )l cipans

S 27REO B2 f| cpars.
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Finally, for t > 4 we write

t

172
lArv@ e < / | Ak Pr—s f(s)||Loeds +/ | Ak Pi—s f($)|Leds = 11 + D2,
0 1/2

and estimate

1/2
I 27k / (t — )PP e () PPAs||tP2 fll cgass

0

1/2
< gk /0 sTPRAsI|P2 fllogan S 27FCONPP fllcgan,

LS

t
/ B2 AL P ()l zoeds S 275 A2 £ g,
1/2

where the last term was estimated as in the standard Schauder estimates. The conclusion

follows. O
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