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1. Introduction and motivation

One of the fundamental ingredients for all kinds of physics is the existence of different phases
of matter, where the most commonly known ones are solid, liquid, gas and plasma. These
different phases are connected via phase transitions, where small changes in a system variable,
e.g. the temperature, lead to rapid changes of certain observables. Phase transitions are not
only limited to phases of matter but are also found for other physical processes. For instance
the two different phases of a spin system, that is the ferromagnetic phase and the paramagnetic
phase, are connected by a phase transition. Important for many phase transitions is the concept
of spontaneous symmetry breaking. This means that the theory that describes the system does
not change under some kind of symmetry transformation, but the actual realization of the
system is not invariant under the same transformation. For instance when water is cooled
below the freezing point, the formed ice crystals are aligned along a certain direction and
the rotational invariance of the corresponding Hamiltonian is broken. Comparably, the just
mentioned ferromagnetic phase transition comes along with the breaking of the Z2 symmetry.

In the seventies, when the theory of sub-nuclear particles, the so-called Quantum Chromo-
dynamics (QCD) describing the interaction between quarks and gluons, was just established,
it was proposed that besides the four mentioned states of matter another state exists, where
nuclear matter is dissolved and quarks and gluons become the relevant degrees of freedom
without being confined into hadrons [1]. This state, the so-called quark gluon plasma (QGP),
was expected to be found at very high temperatures or densities, and the corresponding sym-
metry was believed to be the flavor symmetry between the light quarks, the so called chiral
symmetry. Indeed in 2005 growing evidence revealed the existence of the QGP in the heavy
ion collisions at the Relativistic Heavy Ion Collider (RHIC) [2–5]. However, the details about
the phase transition between hadronic matter and the quark gluon plasma are still open to
intense research. For instance it was only shown recently that for small baryon density, the
transition is actually given by a crossover [6, 7] instead of a true phase transition.

The main challenge when analyzing the QGP comes from the confinement of quarks. On
the experimental side, it is very hard to produce a quark gluon plasma; indeed heavy ion col-
lisions with very high collision energies are needed. The lifetime of the plasma is extremely
short so that it is impossible to directly observe processes within the QGP. Instead most in-
formation relies on particles created at the chemical freeze-out, where the QGP has cooled so
much that the quarks and gluons form hadrons again. What happens before can only be indi-
rectly measured by investigating the particle spectrum and particle distribution or by analyzing
electromagnetic probes produced in the whole evolution of the system. However, this requires
additional knowledge about the processes in the QGP to correctly interpret the outcome.

On the theoretical side, the strong coupling of QCD makes perturbation theory difficult to
apply as it relies on the assumption of approximately free particles. This is only the case at
very high temperatures, where the temperature scale exceeds that of the underlying force and
quarks are indeed asymptotically free.

Thus, many of the QCD results have to be calculated from other, first principle methods.
Such a method is given by numerical solutions using so called lattice QCD. Lattice QCD, first

5



1. Introduction and motivation

introduced by K. G. Wilson in 1974 [8], discretizes space-time by introducing a four dimen-
sional lattice in Euclidean space which serves as a UV-cutoff. Using Monte-Carlo techniques
to simulate the medium, it is directly possible to extract information in the interesting, also ex-
perimentally accessible regime around the transition temperature. Nevertheless, lattice QCD
also faces certain limitations. For instance due to the so called sign problem it is impossible to
perform direct calculations at nonzero net baryon density. Moreover, lattice QCD lacks some
of the symmetries that hold for the continuum. So called doublers prevent the realization of
chiral symmetry on the lattice in most discretization schemes, while the number of quarks
taking part in the interactions stays the same as in the continuum. Different discretization
schemes exist to reduce these effects, but chiral symmetry may be fully restored only after an
extrapolation to the continuum.

An important tool in the investigation of the QGP from lattice QCD are hadronic correla-
tion functions, which are defined as the transition amplitude for a certain particle from one
space-time point to another. As all kinds of different particles interact with the medium in a
different way many properties of the QGP can be extracted by analyzing the corresponding
correlators. On the theoretical side, correlators are connected to an integration over the so
called spectral function. This is especially interesting as the spectral function related to the
Euclidean correlator is the same as the one in Minkowski space and thus provides a possibility
to calculate real time information from the lattice.

The spectral function contains all information about the modification of bound states in the
medium, which is especially interesting for heavy quarkonium correlators, like charmonium
or bottomonium correlators, as due to their heavy weight, they can only be created before
the equilibration of the medium. However, they might dissolve in the medium and other,
mixed flavor states are created. Thus, if a significant suppression of pure quarkonium states in
heavy ion collisions compared to proton-proton events in the collider is found, this is a strong
hint for the existence of a quark gluon plasma. This makes quarkonium states ideal probes
to extract information from before the chemical freeze out. It is expected that tightly bound
states survive longer compared to less strongly bound states [9]. This phenomenon is usually
referred as sequential melting. Indeed, the suppression of quarkonium states [10–15] as well
as sequential melting [16, 17] has been found at the two large heavy ion colliders RHIC and
LHC. To interpret these data, information about the melting points of the corresponding heavy
mesonic states needs to be known beforehand. Here, the extraction of the spectral function
from lattice QCD provides a tool to find these points of deconfinement.

In addition to the information about modification of bound states, the spectral function of the
vector channel of mesonic correlators also contains a so called transport peak which carries
information about the transport properties of heavy quarks in the medium. Especially the
heavy quark diffusion coefficient can be extracted from the spectral function. This coefficient
is of particular interest as a non-zero elliptic flow of heavy quarkonia suggests that heavy
quarkonia interact with the medium and adopt the collective momentum distribution [18–21].
Also here, the spectral function provides information from first principle calculations that may
be used to understand experimental results by using transport coefficients as input to transport
models.
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Correlators corresponding to mesons consisting out of the lighter quarks may reveal infor-
mation about the restoration of the chiral symmetry and the so called axial symmetry. These
symmetries play a crucial role in the classification of the phase transition. While the chiral
symmetry mixes different quark flavors, axial rotation only works on the different entries in
Dirac-space. The mass term in the QCD action explicitly breaks the chiral symmetry and also
the axial symmetry is broken by quantum effects. However, both symmetries are expected to
be effectively restored at certain temperatures, which do not necessarily have to be the same.
In fact, whether or not these two temperatures coincide in the massless (chiral) limit, deter-
mines to which universality class the chiral phase transition belongs. At this point, mesonic
correlators serve as a tool to find the temperatures of the effective restoration of those sym-
metries. A restoration of the chiral symmetry will be reflected in the degeneracy of the axial
vector and the vector channel, and a degeneracy of the pseudoscalar and the scalar channel
reflects an effective restoration of the axial symmetry.

When it comes to the analysis of mesonic correlators, one problem is to perform corre-
sponding fits to the correlator. This is especially the case when multiple states contribute to
the correlator and one wants to extract the ground state mass of the corresponding meson.
Higher states shift the results up or downward. Therefore, the standard procedure is to con-
centrate on the large distance region of the correlator, where higher states are suppressed. As
this region is maximally noisy, lots of information are lost. Though, including higher states to
the fit heavily destabilizes the fit itself.

Now, the goal of this thesis is to first develop a new fitting routine that can perform higher
state fits without the need of intensively guessing fit parameters. This new fitting routine
shall then be used to analyze different kinds of mesonic correlators. We will start with heavy
quarkonium states on quenched lattices and use the results to perform a quark mass interpo-
lation to match for perfect quark masses. After performing a continuum extrapolation on the
level of the correlator, we compare the results to perturbative computations of the spectral
function. We will then switch to dynamic QCD by using the action of highly improved stag-
gered quarks (HISQ) and lower the quark mass until we reach the masses of the very light u-
and d-quarks. Mainly focusing on screening masses, we search for the restoration tempera-
tures of the chiral and the axial symmetry and also analyze the higher temperature region. To
further investigate the phase transition in the chiral limit, we will use even lighter than physical
quark masses in the end.

The structure of the thesis is as follows: In section 2, we give a brief introduction to the
methods of lattice QCD. In section 3 we explicitly derive mesonic correlators and their con-
nection to the spectral function. We also establish the connection to in medium modifications,
transport properties and the different symmetries. The different methods being used to ana-
lyze the correlators are described in section 4. Here, we also develop the just mentioned new
fitting routine and also describe a reliable method to perform continuum extrapolations. In
section 5 we focus on the results from the heavy quarkonium correlators on quenched lattices.
We proceed with correlators belonging to the lighter u, d-quarks and to the strange quark in
section 6. Finally we conclude this thesis by summarizing the results and giving an outlook to
future work in section 7.
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2. Short introduction to Quantum Chromodynamics
on the lattice

The sub-nuclear interaction, that means the interaction of quarks and gluons, is described by
Quantum Chromodynamics (QCD). The whole theory of QCD is based on the definition of its
Yang-Mills Lagrangian, that is

L = ψ̄ (x) (iγµDµ −m)ψ (x)− 1

4
F i
µν(x)F µν,i(x), (2.1)

where ψ is the vector of quark fields, Dµ = ∂µ− igTaAaµ is the covariant derivative, γµ are the
Dirac matrices and Fµν is the field strength tensor. As a direct solution of the corresponding
equations of motion is inaccessible, one could think of a numerical approach to simulate the
movement of quarks and gluons. However, due to the huge number of degrees of freedom, the
computational power available is by far not enough to do so. Instead, one can only calculate
expectation values of observables in statistical physics using a discretized space-time. This
method is called lattice QCD and is heavily used in this thesis. In the following we will give
a short introduction to lattice QCD. For more details see standard textbooks, e.g. [22–26].

2.1. Discretization of QCD

The key ingredient to statistical physics is the so called partition function which, for a general
field theory with fields φ, may be defined using the path integral formulation:

Z(β) = tr
(
e−βH

)
=

∫
Dφe−SE(φ,β), (2.2)

where β corresponds to the length of the imaginary, periodic time dimension and is given by
the inverse temperature β = 1/T . Here, H is the Hamilton operator, Dφ is the path integral
measure for our generalized fields and SE(φ, β) is the Euclidean version of the corresponding
action. Now, our task is to find the corresponding path integral for Quantum Chromodynamics.
We start with a Wick rotation −it → τ to find the Euclidean action corresponding to the
Lagrangian in equation (2.1),

SE(ψ̄, ψ, β,m) =

∫ β

0

dτ

∫
d~x

{
ψ̄ (x) (γµDµ +m)ψ (x) +

1

4
F i
µνF

µν,i

}
. (2.3)

As a next step, we want to find a numerical, discrete approximation of the covariant derivative
and the space-time integral. Therefore we introduce a 4d-lattice Λ defined as

Λ = {n = {nx, ny, nz, nσ}|ni ∈ N0; nσ ≤ Nτ − 1, nx, ny, nz ≤ Nσ − 1}. (2.4)
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2. Short introduction to Quantum Chromodynamics on the lattice

ψ(n) ψ(n+ µ̂)

ψ(n+ µ̂+ ν̂)ψ(n+ ν̂)

Uµ(n)

Uν(n+ µ̂)

U †µ(n+ ν̂)

U †ν(n)

Figure 2.1: Visualization of the structure of the lattice. The product of the four shown link variables
defines the plaquette Uµν(n)

Then, the connection to the continuum space-time point x is given by x = an, where a is
the lattice spacing and carries the information of the physical scale. As a consequence, the
temperature becomes a function of a with

T =
1

β
=

1

aNτ

. (2.5)

Using a simple numerical approach to define the partial derivatives, we may now come up
with a naive discretized version of the free fermionic part of the QCD action

SF = a4
∑
n∈Λ

ψ̄ (n)

(
3∑

µ=0

γµ
ψ (n+ µ̂)− ψ (n− µ̂)

2a
+mψ (n)

)
, (2.6)

where µ̂ is a unit vector pointing into the direction of µ. Now, in order to introduce quark
interactions, we have to ensure gauge invariance under SU(3) gauge transformations. This
may be done introducing so called link variables defined as

Uµ(n) = eigaAµ(n). (2.7)

which are, by definition, themselves members of the SU(3) gauge group. These link variables
sit in between the lattice points and connect two neighbouring quarks in direction of µ. See
figure 2.1 for a visualization of the link variables and of the quark fields.

Putting everything together, we can now define a discretized version of the fermionic part
of the QCD action

SF =
∑
n∈Λ

ψ̄ (n)

(
3∑

µ=0

γµ
Uµ(n)ψ (n+ µ̂)− U †µ(n− µ̂)ψ (n− µ̂)

2
+mψ (n)

)
. (2.8)

where we rescaled the fields with a3/2ψ(an) → ψ(n) and the mass with am → m. Note that
we will use this notation from now on.
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2.1. Discretization of QCD

Taylor expanding the individual constituents, it is easy to see that this reproduces the con-
tinuum result up to order O(a).

To also discretize the gluonic part, we first have to define the so called plaquette as the
product of four links in a closed loop

Uµν(n) = Uµ (n)Uν (n+ µ̂)U †µ (n+ ν̂)U †ν (n) . (2.9)

Then, we can write the gauge part as

SG [U ] = β
∑
nεΛ

∑
µ<ν

(
1− 1

3
Re tr[Uµν (n)]

)
, (2.10)

with β = 6/g2. Using the Baker-Campbell-Hausdorff formula, also here it easy to see that
this gives the correct continuum result when performing a→ 0.

All in all, we have expressed the QCD action in terms of the fields Uµ, ψ̄ and ψ and we can
now define the path integral measure:∫

Dψ̄Dψ
∫
DU :=

∫ ∏
n∈Λ

dψ̄(n)dψ(n)

∫ ∏
n∈Λ

3∏
µ=0

dUµ(n), (2.11)

where dψ(n) is the Grassmann integration measure and dUµ(n) is the Haar measure for SU(3)
matrices. In fact, the Grassmann-valued fermionic part may be solved analytically, and we
may express the partition function as a path integral over the link variables only:

Z =

∫ ∏
f

Dψ̄fDψfDUe−SF [U,ψ̄f ,ψf ,mf ]e−SG[U ]

=

∫
DU

∏
f

detD[U,mf ]e
−SG[U ]. (2.12)

Here, D[U,m] is the so called Dirac matrix defined as the discrete version of the covariant
derivative, that is

Dnm[U ] =
3∑

µ=0

Uµ(n)δn,m−µ̂ − U †µ(n− µ̂)δn,m+µ

2
+mδnm. (2.13)

We have now found a way to calculate the partition function from a path integral over
fermionic and gluonic fields. However, a direct computation of the partition function using
this formulation is out of reach for current super computers. Instead, we may only compute
expectation values of observables using importance sampling: In the scheme of the path
integral formulation above, we can calculate expectation values of an observable O according
to

〈O〉 =
1

Z

∫ ∏
f

Dψ̄fDψfDUO[U, ψ̄f , ψf ]e
−SF [U,ψ̄f ,ψf ,mf ]e−SG[U ] (2.14)

11



2. Short introduction to Quantum Chromodynamics on the lattice

For most observables, the Grassmann valued fermionic integrals are performed analytically
using Wick’s theorem, which again leads to the appearance of the fermion determinant,

〈O〉 =
1

Z

∫
DUOF [U ]e−SG[U ]

∏
f

detD[U,mf ], (2.15)

where OF is given by

OF = 〈O〉F

≡ 1

ZF [U ]

∫ ∏
f

Dψ̄fDψfO[U, ψ̄f , ψf ]e
−SF [U,ψ̄f ,ψf ,mf ]. (2.16)

At this point we may apply importance sampling to calculate the expectation value given
in (2.14). The basic idea is to approximate the path integral using a finite set of so called
gauge configurations Ci. Generally speaking, a gauge configuration defined as one possible
realization of the gauge field in the path integral. If we distribute these gauge configurations
according to the probability distribution

dP [C] =

∏
f detD[C,mf ]

Z
e−SG[C]dC, (2.17)

an approximation of the expectation value is given by

〈O〉 ≈ 1

Nconf

Nconf∑
i=1

O[Ci], (2.18)

where Nconf is the total number of gauge configurations.
Here, we can already notice one of the major challenges in lattice QCD: The Dirac matrix

has dimension |Λ| × |Λ|, and therefore, the computation of its determinant is computationally
demanding. Even though computer power has increased in the past and new, more efficient al-
gorithms have been developed, it is still impossible to perform lattice QCD including fermions
with physical masses on lattices of sizes larger than |Λ| ∼ 1004.

Unfortunately, as we will see later, some observables indeed require lattices of such or even
larger dimensions. Those observables may only be computed in the so called quenched ap-
proximation, where the fermionic part in the action is completely neglected. This corresponds
to the infinite quark mass limit mf →∞ or in other words implies detD[U,mf ] = 1.

Physically speaking, the quenched approximation is equivalent to neglecting all kinds of
quark loops that are not included in the gauge part of the action [24]. Even though this may
seem rather drastic, the quenched approximation is still found to exhibit a phase transition
of first order and is found to be suitable for qualitative studies [27]. For instance in the cal-
culation of hadronic meson masses involving the strange and heavier quarks, the quenched
approximation gives rise to only about 10% systematic error [28].
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2.2. The Wilson action

However, the generation of gauge configurations according to the probability distribution
in equation (2.18) is not a trivial task. Among many different algorithms, a combination of
overrelaxation [29, 30] and heatbath updates [31, 32] has been found to be most efficient for
the quenched approximation, while for QCD including fermions the so called Hybrid Monte
Carlo is widely used [33].

Due to the computation of observables using finite lattice sizes, and due to the finite num-
ber of configuration that enters importance sampling to approximate the true path integral,
lattice calculations undergoes some uncertainties. At first place, it is directly clear that the
approximation in equation (2.18) comes with a statistical error as we use only a finite set of
configurations.

In addition to the statistical errors we also get systematic errors that arise from the finite
lattice spacing. The above discrete version of the QCD action only reproduces the true con-
tinuum version for a → 0. For finite a however, we still have higher order terms of a that do
not vanish. This has two effects. First, the expectation values of observables come with an
systematic error. Depending on the discretization scheme, this error usually scales with O(a)
or O(a2) and may be controlled by performing a continuum extrapolation: Based on results
of the observable at different lattice spacings, one may extrapolate to a → 0. A second error
effects observables that are distributed among the lattice. For instance, many correlators are
defined per time slice. For such observables, two neighbouring values undergo cut-off effects
as the lattice version QCD action does not reflect the continuum at such scales.

Moreover, when choosing the size of the lattice, one has to make sure that uncertainties
introduced by finite volume effects are controlled. For simulations around the transition tem-
perature, we find an aspect ration of Nσ/Nτ ≥ 4 to be sufficient.

2.2. The Wilson action

While the derivation of the discretized QCD action in section 2.1 seems to be straightforward,
it comes with one of the major problems in lattice QCD. Discretizating the Dirac operator
in this way does not only introduce systematic errors, but it even changes the underlying
physics! To see this we first have to look at discrete version of the free quark propagator,
which is defined as

G(n) = 〈ψ̄(n)ψ(0)〉free , (2.19)

where 〈.〉free denotes the fermionic expectation value for free quarks, that means all links set
to 1.

After calculating the fermionic path integrals and after momentum projection, we find

G̃(p) =
1

|Λ|
∑
p

eipn
(
D−1(n, 0)

)
=
m− i

∑
µ γµ sin pµ

m2 +
∑

µ sin2 pµ
(2.20)
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2. Short introduction to Quantum Chromodynamics on the lattice

For the limit a → 0 with fixed pphys. = pµ/a, this goes over to the correct continuum ver-
sion with one pole at p = 0. Still, for finite a, 15 so called doublers arise, where ω(p) =∑

µ sin2(pµ) = m. These additional poles correspond to extra particles with E(p) = m,
where one or more entries of p are equal to π. For the free theory, these doublers might not be
a problem, since they do not interact. But for an interacting theory, they simulate additional
particles that do not exist in continuum.

To get rid of the doublers, the idea of Wilson fermions is to modify the discretized action in
such a way that it still converges to the correct continuum result, but does not include doublers.
One possibility is to add an extra term, that shifts the mass of the doubler to higher values.
This extra term reads

δDn,m[U ] = −
3∑

µ=0

Uµ(n)δn+µ̂,m − 21δn,m + U−µ(n)δn−µ̂,m
2

(2.21)

and vanishes linearly in a when performing the continuum limit. After rescaling the quark
fields with ψ(n)←

√
m+ 4ψ(n), the total operator can now be written as

Dnm[U ] = δn,m − κ
∑
µ

(
(1− γµ)Uµ(n)δn+µ̂,m + (1 + γµ)U †µ(n− µ̂)δn−µ̂,m

)
, (2.22)

where the so called hopping parameter κ is given by

κ =
1

2m+ 8
≡ 1

2

(
1

κ
− 1

κc

)
. (2.23)

Here, κc is the so called critical hopping parameter which corresponds to the limit of massless
quarks. In the free theory κc is obviously given by κc = 1/8. For interactions, however, this
has to determined by tuning such that the resulting mass of the pion vanishes.

With these modifications, the free quark propagator becomes

G̃(p) =
m(p)− i

∑
µ γµ sin pµ

m(p)2 +
∑

µ sin2 pµ
(2.24)

where
m(p) = m+ 2

∑
µ

sin2(pµ/2). (2.25)

This explicitly shows that the unphysical poles are lifted to invalid values of the momentum,
and therefore, the theory is free of doublers.

However, the so defined action still suffers from discretization errors of order O(a). In
order to improve the this error, we have to add another term which may be chosen as [34]

δS = csw
∑
n

∑
µ<ν

ψ̄(n)
1

2
σµνF̃µν(n)ψ(n), (2.26)
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2.3. The staggered discretization

where σµν = [γµ, γν ]/(2i) and F̃µν is defined as

F̃µν = − i
8

(Qµν(n)−Qνµ(n)) (2.27)

with
Qµ = Uµ,ν(n) + U−µ,−ν(n) + Uν,−µ(n) + U−ν,µ(n) (2.28)

and Uµ,ν(n) being the plaquette defined in equation (2.9). Due to the similar shape of a four
leaf clover, this additional term is said to be as clover improved.

Here, the coefficient csw, also known as Sheikoleslami–Wohlert coefficient, has to be tuned
according to the number of quarks involved. For a quenched theory where quarks only come
as valance quarks, the coefficient has been determined both perturbatively [35] as well as non-
perturbatively [36], where the latter results are summarized in an interpolating function given
as

csw(g) =
1− 0.656g2 − 0.152g4 − 0.054g6

1− 0.922g2
, (2.29)

where g is the bare coupling constant.
Despite its comparably high costs, one of the larger problems of the Wilson discretization

scheme is the breaking of the so called symmetry. More about that in section 2.5.

2.3. The staggered discretization

In the above section we have introduced a possibility to remove the unphysical doublers from
the discretized theory. However, we might also interpret this 16-fold degeneracy as additional
degrees of flavor. Such a 16-flavor QCD is of course unphysical, so we have to reduce the
number of flavors. One possibility to do so is the so called staggered action which reduces the
number of degrees of freedom to 4 flavors. The further reduction to one or two-flavor QCD is
then realized by taking roots of the staggered fermion determinant.

The basic idea of staggered fermions is to replace the quark fields using the following
transformation:

ψ = γn1
1 γn2

2 γn3
3 γn4

4 ψ′ (n) , ψ̄ = ψ̄′ (n) γn4
4 γn3

3 γn2
2 γn1

1 , (2.30)

where the ni correspond to the coordinates of the lattice points. When inserting the trans-
formed spinors into the naive discretized fermion action in equation (2.8), we may interchange
the gamma matrices, where each interchange produces a phase factor (−1), and we find

ψ̄(n)γµψ(n± µ̂) = ηµψ̄(n)′1ψ(n± µ̂),′ (2.31)

where the so called staggered phases ηµ are given as

ηµ = (−1)
∑
ν<µ nν . (2.32)
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2. Short introduction to Quantum Chromodynamics on the lattice

Here, we notice that the action becomes diagonal in Dirac-space, which means each of the
spinor entries carries the same information. In order to reduce the number of doublers, we
drop three of the four components. Let us name these one dimensional quark fields χ(n).
Then, the staggered fermionic action is given by

SF =
∑
nεΛ

χ̄ (n)

(
3∑

µ=0

ηµ (n)
Uµ (n)χ (n+ µ̂)− U−µ (n)χ (n− µ̂)

2
+mχ (n)

)
. (2.33)

When dropping three of the four spinor components, the original Dirac–structure is hidden
in the staggered phases only. However, these phases are also one-dimensional and therefore,
cannot carry all the information of the original γ-matrices at each lattice point. Instead the
information of the original Dirac structure is spread over lattice points and is now encoded
within hypercubes of size 24. To see this, let us label the coordinates of each hypercube using
N = ( ~N,Nt)

1. We may now project back to the different spinor entries using

ψtα (N) =
1

8

∑
ρ

Ωαt,ρχ (N + ρ) , (2.34)

where Ω is defined as
Ωαt,ρ = (γρ11 γ

ρ2
2 γ

ρ3
3 γ

ρ4
4 )αt (2.35)

and ρ is a sub-vector pointing to one of the corners of the hypercube.
However, we had to introduce the index t in order to capture the additional edges of the

hypercube: There are 16 edges but the spin structure only exhibits four dimensions. Thus
we have introduced another flavor-like component into the spinor. In analog to the flavor of
quarks we name this structure taste.

Using this back-transformation, one finally gets for the total QCD action [24]

SF =16
∑
N

(
3∑
t=0

(
mψ̄t(N)ψt(N) +

3∑
µ=0

ψ̄t(N)γµ∇µψ
t(N)

)

−
3∑

t,t′=0

3∑
µ=0

ψ̄t(N)γ5(τ5τµ)t,t′(∇)2
µψ

t′(N)

)
(2.36)

with τµ = γTµ and ∇µ defining the discretized derivative on the lattice of hypercubes. The
additional arising term removes the problem of fermion doublers and vanishes in the contin-
uum limit. However, it also introduces a mixing of the different tastes, which is of course
unphysical, and may be treated as a systematic error that has to be controlled for.

As a consequence of the taste structure, the staggered theory comes with four extra flavors
by default. To get rid of them, we have to introduce rooting of the fermion determinant. For

1To distinguish the lattice dimension in time direction (Nτ ) from the staggered hypercube coordinate Nt we
use subscript t instead of τ , here.
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2.4. Connecting to physics

instance, the path integral for a (2+1)-flavor QCD may be defined as

〈O〉 =
1

Z

∫
DUO[U ]

(
detD[U,mu/d]

)1/2
(detD[U,ms])

1/4 e−SG[U ]. (2.37)

In practice, this root is usually approximated using rational functions in the updating algorithm
[37, 38].

Whether or not rooting of fermion determinant is allowed is controversial. Even though
the extra term in the action vanishes in the continuum and the tastes decouple there, it is not
yet clear whether the staggered action converges to the true continuum limit. See [23, 39] for
further details. Nevertheless, the staggered action is found to give reasonable results and there
is no evidence that the continuum limit does not reflect true physics. In any case, a reduction
of the tastes mixing is to be preferred and may be realized by introducing extra terms into the
staggered action. One way of doing so is to use so called "highly improved staggered quarks"
(HISQ) [40]. Moreover, the HISQ action reduces the order of the discretization error toO(a2).
A detailed description about the implementation of the HISQ action can be found in [41].

2.4. Connecting to physics

calculations In the last sections we have found a way to describe the theory of Quantum Chro-
modynamics using a lattice as regulator and we can now perform calculations on a computer.
However, we are not yet fully prepared to extract physics from lattice QCD as we still have to
find the connection between the dimensionless computations on a computer and real physics
measured in units of GeV.

When constructing the formulation of lattice QCD, all direct occurrences of the lattice spac-
ing a are absorbed into the definition of the involving fields or input constants. Therefore, the
only parameters that are left to to tune the input to our actual computations are the bare cou-
pling constant g via β = 6/g2 and the bare quark masses mq. However, the connection to
the lattice spacing, which we initially introduced to discretize the theory, is lost and has to be
regained from the measurement of physical quantities on the lattice.

Implicitly, the dependence on the lattice spacing a of an observable Γlat is hidden in a
rescaling of the observable in powers of a. That means,

Γlat = adΓ⇔ Γ = a−dΓlat, (2.38)

where d is the dimension of the observable. In order to find a continuum extrapolation for the
physical observable, it becomes clear that the only input parameter g has to be function of the
lattice spacing and has to be scaled accordingly. At the same time, the continuum value itself
must not depend on a. This leads us to the so called renormalization group equation.

a
d

da
Γ =

(
a
∂

∂a
− β(g)

∂

∂g

)
Γ = 0, (2.39)
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2. Short introduction to Quantum Chromodynamics on the lattice

where β(g) is called beta function and is defined as

β(g) = −adg

da
. (2.40)

A general solution to the above differential equation is given by

a

a0

= e
∫ g0
g

1
β(g′)dg′

, (2.41)

which justifies the arbitrarily seeming definition of the beta function as it relates the lattice
spacing and the bare coupling. It also becomes clear that a continuum extrapolation a → 0
only exists, if the beta function has a root.

For small a the beta function may be evaluated perturbatively and we get [42]

β(g) = −β0g
3 − β1g

5 +O(g7),

β0 =
1

(4π)2

(
11

3
Nc −

2

3
Nf

)
,

β1 =
1

(4π)4

(
34

3
N2
c −

10

3
Nf −

N2
c − 1

Nc

Nf

)
. (2.42)

This implies that the continuum limit of lattice QCD is given by g → 0 or equivalently β →
∞.

However we still have to find another correspondence between β and a as the above per-
turbative results are only valid for small a and we also do not know the integration constant
a0. Such a connection can be established by comparing lattice results to physical observables
for which experimental results exists. A detailed review which compares the different scales
obtained from different quantities is given in reference [43].

A typical choice is the static quark potential which is defined as the non-relativistic potential
between two heavy quarks and is precisely known from experiments. Its general structure is
given by

V (r) = A+
B

r
+ σr, (2.43)

where A and B are simple constants and σ is the so called string tension. Now, the so called
Sommer scale r0 is defined using the force F (r) = dV (r)/dr and by requiring

r2
0F (r0) = b+ σr2

0
!

= 1.65. (2.44)

From comparisons to Υ splittings, the corresponding Sommer scale in physical units has been
determined to be r0 = 0.469(7) fm [44].

On the lattice, the potential can be computed using Wilson loops and is a function of the
lattice coordinates n. After interpolating the potential, we can also compute a value n0 at
which we have F (n0) = 1.65. Then, the lattice constant a is set by a = r0/n0.
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2.5. Chiral, UA(1) symmetry and the QCD phase transition

For quenched theory, the r0 scale has been precisely determined and can summarized in the
following interpolating formula [45, 46]:

ln
(r0

a

)
=

[
β

12b0

+
b1

2b2
0

ln

(
6b0

β

)]
1 + c1/β + c2/β

2

1 + c3/β + c4/β2
(2.45)

with b0 = 11/(4π)2, b1 = 102/(4π)2, c1 = −8.9664, c2 = 19.21, c3 = −5.25217 and
c4 = 0.606828.

For dynamical QCD, one may choose the decay constant of the Kaon fK as a quantity to
set the scale. By comparing the physical value fK = 156.1± 0.2± 0.8± 0.2 [47] to the lattice
observable afK computed from two point correlation functions, one can define the set the so
called fK-scale.

For the staggered HISQ action this has been done in reference [48] for (2+1)-flavor QCD
with a quark mass ratio ms/ml = 20. In this thesis, we have updated the interpolating co-
efficients using the additional data in given reference [49] using the following interpolation
formula:

afK =
c0f(β) + c2(10/β)f(β)3

1 + d2(10/β)f(β)2
, (2.46)

where f(β) is inspired by the perturbative results inserted into equation (2.41) and is given by

f(β) = (β010/β)−β1/(2β
2
0)e−β/(20β0). (2.47)

After the fit we find the coefficients to be given by c0 = 7.49415, c2 = 46049.0 and d2 =
3671.0. In figure 2.2 we compare the new and the old scale and find that only for large β-
values there is a significant difference.

2.5. Chiral, UA(1) symmetry and the QCD phase transition

So far quarks have never been observed as quasi free particles directly. They only appear
confined, as color neutral objects like mesons or baryons. However, it is known that this does
not hold for extreme conditions at very high temperature or pressure. Under such conditions,
quarks and gluons appear as free particles, forming the quark-gluon plasma. These two dif-
ferent phases are connected by a phase transition. See figure 2.3 for a visualization of the
QCD phases and reference [50] for further details. Even though a direct relation is still open
to be found, the phase transition between the confined and deconfined phases is probably re-
lated to the spontaneous breaking of the so called chiral symmetry [51, 52]. Nonetheless, this
symmetry is not an exact symmetry of the QCD action as it is explicitly broken by the quark
mass term. Still, one finds that in the limit of massless quarks, that means where the chiral
symmetry becomes an exact symmetry, the classification of the phase transition is of crucial
importance for the phase transition at physical quark masses [48, 50, 53–56]. In the following
we first give an introduction to chiral symmetry and then draw the connection to the phase
transition itself.
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2. Short introduction to Quantum Chromodynamics on the lattice
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Figure 2.2: Comparison of the fK scale from reference [48] (yellow) and with the new fit based on the
data set in reference [49]

We start with the definition of the chiral projection operators

P± =
1± γ5

2
(2.48)

and then write ψ = ψL + ψR with

ψR = P+ψ, ψL = P−ψ

ψ̄L = ψ̄P−, ψ̄L = ψ̄P+. (2.49)

When we put this into the total QCD action, we observe that all mixed terms cancel except
those that are related to the quark mass. Thus, in the chiral limit we may decouple ψL and ψR
and write

L = LR + LL, (2.50)

where LR and LL are defined as usual with ψL/R instead of ψ.
Let us now extend the one-dimensional massless theory to a Lagrangian with Nf massless

quarks. Then, we can perform a rotation in flavor space

ψR,L → eiT
aθL,RψR,L, (2.51)

where θL,R is the vector of rotation angles and the T a are the generators of the SU(Nf )-
group. We find that the massless action is invariant under such mixing of the different flavors.
Additionally, we may also find an invariance under

ψ → eiθψ (2.52)
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2.5. Chiral, UA(1) symmetry and the QCD phase transition

µ

T

Quark gluon plasma

Hadronic phase

critical point?∼ 156MeV

nucl.
matter

Figure 2.3: A sketch of the QCD phase diagram as a function of temperature and baryon chemical
potential. The three phases of strongly interacting matter are classified as follows: For
high temperatures and densities, quarks are asymptotically free and form, together with
the force-carrying gluons, the quark-gluon plasma. At lower temperatures, quarks are con-
fined in hadronic structures like mesons and baryons. Within this phase, there is another
phase transition between the hadronic phase and nuclear matter. In the latter, remnants of
the strong force keep different hadrons together, forming so called nuclear matter. This is
the phase of matter where we actually live in. For low baryon density, the transition be-
tween the hadronic phase and the quark-gluon plasma is known to be an analytic crossover,
visualized by the red dashed line. For higher densities the situation is unknown. In this
sketch, a critical end point of a second order phase transition may exist (green). Beyond
that, the phase transition is of 1st order (black line)
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2. Short introduction to Quantum Chromodynamics on the lattice

and
ψ → eiγ5θψ. (2.53)

Putting everything together, we find that the massless Nf -flavor QCD Lagrangian is invari-
ant under the following symmetry group:

SU(Nf )L ⊗ SU(Nf )R ⊗ U(1)V ⊗ U(1)A. (2.54)

This symmetry holds for a Lagrangian with degenerate massless quarks. Though, it does not
hold for a fully quantized theory as the UA(1) is explicitly broken in the measure the of the
path integral. This breaking is known as the axial anomaly [57, 58].

Further introducing a non-degenerate mass term into the QCD action, the total symmetry
reduces to

Nf⊗
i=1

U(1)V , (2.55)

whose corresponding conserved quantity is the baryon number.
Though chiral symmetry is explicitly broken by the mass term in the QCD action, it still

has important consequences. Compared to the typical scale of QCD of ∼ 1 GeV, the masses
of the up and down quarks are small (mu = 2.3(7)MeV, md = 4.8(5)MeV in MS-scheme,
µ = 2 GeV [47]). Thus, remnants of a two-flavor chiral symmetry should still be visible in an
approximate degeneracy of variables related to the chiral symmetry.

However, one finds that chiral symmetry is spontaneously broken for low temperatures. For
example this manifests in the non-degeneracy of the proton mass (∼ 940 MeV) and the N∗

mass (∼ 1535MeV). In a chirally symmetric world, these two masses should be degenerate
[24]. Also the very small mass of the Goldstone pion originates from the breaking of chiral
symmetry.

Spontaneously broken symmetries are closely related to phase transitions. The phase tran-
sition associated with chiral symmetry is the already mentioned QCD phase transition from
the hadronic phase to the quark-gluon plasma. The related order parameter is the chiral con-
densate, defined as

〈ψ̄lψl〉 =
T

V

∂ lnZ

∂ml

, (2.56)

where ml refers to the mass of the light quarks. From its invariance under chiral rotations it is
directly clear that it is only zero if chiral symmetry is restored. Likewise, we may also define
the chiral susceptibility as

χml =
∂

∂ml

〈ψ̄lψl〉 , (2.57)

which has a peak in the vicinity of the transition temperature Tc.
The order of the phase transition in the chiral limit is still unknown. If it is of second

order though, one may describe the behavior of observables near the transition temperature
using universal scaling [59]. Universal scaling that means that quantities in different phase

22



2.5. Chiral, UA(1) symmetry and the QCD phase transition
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remnants

Figure 2.4: A sketch of the QCD phase diagram extended by a third axis regarding the mass of the two
light quarks. As in figure 2.3 we assume the existence of a critical end point of a first order
transition line. For quark masses below the physical value, the situation is unclear. In this
example we assume that the phase in the chiral limit at low densities corresponds to the
O(4) universality class. In that case, remnants of this O(4)-scaling may still be important
at the crossover at physical quark masses.

transitions behave in the same way and are grouped into universality classes, which also holds
for the above quantities.

At the physical point, it has been shown that the QCD transition for physical quark masses is
an analytic crossover rather than a true phase transition [6, 7] and happens at around 156.5(1.5)
GeV [60]. Therefore, neither the shape of the peak of the susceptibility nor the drop off of the
chiral condensate do fully correspond to a universality class as the finiteness of the light quark
masses gives rise to scaling violations. Thus, these quantities may not be used for scaling
analysis directly. Instead one has to add a regular term that takes care of the scaling violations.

To do so, we still need to know which universality class the chiral phase transition corre-
sponds to. Then, remnants of this universal scaling may be used to determine further quanti-
ties, like for instance the transition temperature [60]. In figure 2.4 we visualize the influence
of the phase transition in the chiral limit on the transition at physical quarks by extending the
QCD phase diagram by a third axis corresponding to the mass of the light quarks.

Though there are many indications that the chiral phase transition may be described by the
O(4)-spin model [54, 55, 61–63], there are also lattice QCD studies that state the opposite
[64–66] and the situation remains unclear. Therefore, it is still unclear which universality
class shall be used for further scaling analysis.

In figure 2.5 we show two possible scenarios in the plane of the two quark masses. For
the infinite mass limit as well as for the 3-flavor chiral limit, it has been shown that the phase
transition is of first order [67, 68]. For the two-flavor chiral limit with an additional strange
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Figure 2.5: Two possible realizations of the QCD-phase diagram in the quark mass plane of two degen-
erate light mud and one strange quark ms. Left: Phase diagram where the classification
of the phase transition in the chiral limit depends on the strange quark mass. For light
strange quarks, the transition is of first order. For larger strange quark masses, the transi-
tion eventually becomes of second order classified by the O(4) universality class. Right:
Phase diagram where the chiral phase transition is of first order independent of the strange
quark mass. The region between a first order transition and a crossover is separated by a
line of second order transitions belonging to the Z(2) universality class.
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2.5. Chiral, UA(1) symmetry and the QCD phase transition

quark, the region of first order transition at low strange quark masses may either end in a
tricritical point (scenario A) or may even hold up to pure two-flavor QCD (scenario B). The
physical point lies in the crossover region in any case. Beyond the tricritical point in scenario
A, the chiral phase transition will be of second order belonging either to the O(4) or to the
UL(2) ⊗ UR(2) universality class. In that case, the position of the tricritical point determines
which universality class is mostly relevant for physical quarks. In the example shown in figure
2.5, the tricritical point lies below the physical one, and the relevant universality class is either
O(4) or UL(2) ⊗ UR(2). In a possible realization where the tricritical point corresponds to
a quark mass which is larger than physical, remnants of the Z(2) symmetry become more
important.

A useful tool to determine which of the scenarios takes place is the restoration of the UA(1)
symmetry. In 2-flavor QCD it is found that if the UA(1) remains broken in the chiral limit,
the phase transition will be of second order in the O(4) universality class [68]. In case of a
restoration of the UA(1) symmetry, both scenarios are possible. If the phase transition is of
second order the chiral phase transition will probably lie either in the U(2) ⊗ U(2) → U(2)
[69, 70] or in the SU(2) ⊗ SU(2) ⊗ Z4 → SU(2) [71, 72] universality class. Unfortunately,
because of the explicit breaking of the UA(1) symmetry due to quantum effects it lacks an
order parameter. Therefore, its restoration or likewise brokenness has to be estimated from
other quantities. An example for such a quantity based on mesonic susceptibilities will be
given in section 3.1.5.

At this point it is important to mention that the above defined discretized versions of the
lattice QCD Lagrangian do not exhibit the same symmetries as in the continuum. In fact it
can be shown that it is impossible to propose a QCD action in a way that it includes chiral
symmetry and is free of doublers at the same time [73]. For the Wilson action, the chiral
symmetry is explicitly broken as the extra terms behaves like a mass term. For the staggered
symmetry, the action is not invariant under flavor mixing and the chiral symmetry reduces to
UL(1) ⊗ UR(1). In both cases, the true chiral symmetry gets restored only in the continuum
limit. Thus, to analyze quantities related to the chiral symmetry a continuum extrapolation has
to be performed first.

To reduce the effect of the explicit symmetry breaking by discretizing the QCD action,
different approaches have been suggested. For instance see the overlap operator [74, 75] or
Domain Wall fermions [76–78]. Both are found to be way more computationally demanding:
While the former replaces the Dirac operator by a much more complex structure to fulfill the
so called index theorem, the latter introduces a fifth dimension.
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3. Hadronic correlators and spectral functions

One of the key observable in lattice QCD is the hadronic correlator. It serves as a direct
method to compute hadronic energy eigenstates from the lattice. This is used to tune input
parameters such as the quark masses [79, 80]. On the other hand, energy eigenstates may be
used to reproduce physical masses from the lattice, which verifies the underlying theory [81].
Furthermore, studying in-medium properties of excited states reveals information about the
relevant degrees of freedom in the quark-gluon plasma [82]. Its connection to the spectral
function makes correlators an important tool to investigate transport properties of the quark-
gluon plasma [83].

In the following section we define hadronic correlators and describe its computation on the
lattice, where we mainly follow [24]. See also [22] and [26] for a practical guide of hadronic
mass extraction from lattice QCD and [84] for a detailed review over a broad range in lattice
QCD. Additionally, we derive the connection to bound mesonic states in both the Wilson and
staggered actions. In section 3.3 we relate the correlator to the spectral function, from which
transport properties may be derived. A perturbative approach to spectral functions at high
temperatures is given in section 3.5.

3.1. Hadron spectroscopy on the lattice

To define Euclidean hadronic correlators we start with a one particle propagator defined as the
transition probability from an initial state |O(0)〉 to a final state 〈O(τ)|:

G(τ) ≡ 〈O (τ)O† (0)〉 = 〈0|O (τ)O† (0) |0〉 (3.1)

Here, O† (τ) represents an operator that has the same quantum numbers as the particle of
interest. Explicitly introducing the time evolution and inserting a full set of energy eigenstates,
we get

G(τ) = 〈0| eHτO (0) e−HτO† (0) |0〉

=
∑
n

〈0|O† (0) |n〉 〈n|O (0) |0〉 eE0τe−Enτ (3.2)

When we further set the vacuum energy to zero, E0 = 0, all other energy states may be
interpreted as the energy difference that is necessary to create the quantum state from the
vacuum. This also includes a possible momentum. We finally end up with

G(τ) =
∑
n

〈0|O† |n〉 〈n|O |0〉 e−τEn . (3.3)

Note that in the sum over energy states each state with the correct quantum number is repre-
sented. So it may be the case that one is measuring decay products instead of the quantum
state itself.
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3. Hadronic correlators and spectral functions

When switching to the lattice version of the above correlator, we have to take periodic
boundaries into account. This means we also have a quantum state traveling backward in
imaginary time, which adds An exp(−En(1/T − τ)) with T being the temperature to the
correlator. Even more, each propagation wraps around the lattice and appears again with
suppression factor An exp(−kEn/T ), where k ∈ N.

Summing up the resulting geometric series and redefining the amplitude, we get [84],

G(τ) =
∑
n

An
cosh[En(τ − 1/(2T ))]

sinh[En/(2T )]
. (3.4)

In order to draw the connection to the spectral function ρ(ω) which will be introduced in
section 3.3, we may rewrite the above result as

G(τ) =

∫ ∞
0

dω

2π
ρ(ω)

cosh[w(τ − 1/(2T ))]

sinh[w/(2T )]
, ρ(ω) =

∑
n

Anδ(En − ω). (3.5)

Here, we have introduced the spectral function with a discrete sum over δ-peaks representing
the discrete energy spectrum. However, for finite temperature these discrete energy levels
start to broaden and the spectral function turns into a continuous function. This case will be
discussed in section 3.3.

As the denominator in equation (3.4) is constant in τ , it often is absorbed into the amplitude
An as

G(τ) ≡
∑
n

An cosh[En(τ − 1/(2T )] (3.6)

This formula is the basic tool to extract energy eigenstates from correlators computed on the
lattice. More about that in section 4.3.

3.1.1. Correlators on the lattice

We still need to know how to compute such a correlator from lattice QCD. The first task is to
find a lattice version of the operator O that shares the same symmetries with the particle of
interest and has a non-vanishing overlap with its wave function. In this work we will focus on
mesons. For baryons see e.g. [24].

A general local meson interpolator may be defined as

OH,f1,f2(n) = ψ̄(n)f1ΓHψf2(n), (3.7)

where n is the lattice point at which the state should be created. ΓH is a combination of γ-
matrices and defines the particle’s quantum numbers (vector, pseudoscalar etc.). The flavor
of the involved quarks is referred to by indices f1, f2. In the following, we might use the
abbreviations ψu = u, ψd = d and ψs = s as well.
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3.1. Hadron spectroscopy on the lattice

channel JPC ΓH particle example
scalar (S) 0++ 1 a0 (δ), f0 (σ), K∗, D∗0, D∗s0, χs0
pseudoscalar (PS) 0+− γ5 π±, K±, D±, D±s , ηc
vector (V ) 1−− γi ρ, K∗, φ, D∗, D∗±s , J/ψ
axial vector (AV ) 1++ γiγ5 a1, K1,, f1, D1, D±s1, χc1

Table 3.1: Quantum numbers and Dirac-structure of commonly used meson interpolators as well as
typical particle names.

In order to represent a certain particle state we have to choose ΓH according to the symme-
tries of the particle. See table 3.1 for a list of particle channels, corresponding Dirac structure
and particle examples. For the light quark sector, one has to distinguish between isospin-
triplet (I = 1) and isospin singlet (I = 0) states. According to the isospin Clebsch-Gordon
coefficients, the latter has the general form

OI=0(n) =
1√
2

(
ū(n)ΓHu(n) + d̄(n)ΓHd(n)

)
. (3.8)

Likewise, the Iz = 0 iso-triplet is given by:

OIz=0(n) =
1√
2

(
ū(n)ΓHu(n)− d̄(n)ΓHd(n)

)
. (3.9)

The Iz = ±1 states of the isospin-triplet states are more simple and can be constructed by just
putting a γ-matrix between the two quark fields, e.g.

Oπ+(n) = d̄(n)γ5u(n)

Oπ−(n) = ū(n)γ5d(n). (3.10)

In lattice QCD, the masses of the light quarks are often assumed to be degenerate. As pure
QCD does not involve electrical charge, this leads to a degeneracy of all the iso-triplet states
which in turn simplifies the computations on the lattice.

Note that physical states may also involve additional contributions by combinations of the
strange quark. For instance, the η-meson is known to be a combination of up, down and
strange quarks. See [47] for more details.

Now, we can compute the expectation value of these interpolators by inserting them into
the lattice version of the path integral expectation value, eq. (2.14). Afterwards, it is possible
to integrate out the Grassman valued fermionic part. For simple interpolators which involve
only one single term, like the iso-triplet interpolators in (3.10), we get [24]

〈OH(n)O†H(m)〉F = 〈d̄(n)ΓHu(n)ū(m)ΓHd(m)〉F

=
1

ZF

∫
Dd̄DdDūDu d̄(n)ΓHu(n)ū(m)ΓHd(m)e−SF [U,u,d]

= −Tr
[
ΓHD

−1
u (n,m)ΓHD

−1
d (m,n)

]
, (3.11)
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3. Hadronic correlators and spectral functions

where D−1
u and D−1

d is the inverse of the Dirac-operator in equation (2.13) and the fermionic
partition function Zf is given by Zf = detDu detDd. Please note that the fermionic partition
function canceled a factor detDu detDd appearing in the numerator. This is only possible
as the integral over gluonic fields is not performed at this point. For a full expectation value
which also involves the path integral over links, the gluonic integral over the determinants
arising in the partition function Zf is performed separately.

For interpolators that involve more terms like the iso-singlet interpolator in (3.9) additional
terms appear in the calculation of the correlator: For instance for the iso-singlet η-state, we
get

〈OH(n)O†H(m)〉F =− 1

2
Tr
[
ΓHD

−1
u (n,m)ΓHD

−1
u (m,n)

]
+

1

2
Tr
[
ΓHD

−1
u (n, n)ΓHD

−1
u (m,m)

]
+

1

2
Tr
[
ΓHD

−1
u (n, n)ΓHD

−1
d (m,m)

]
+ u↔ d. (3.12)

Instead of connecting two different lattice points, the additional terms connect to the start-
ing points themselves. As the computation of such disconnected diagrams on the lattice is
computationally demanding, these contributions are usually neglected in lattice simulations.
Therefore, comparisons are only possible for states whose mixing angle is small. In the light
sector, this corresponds to iso-nonsinglets only.

When also considering the gluonic path integral, the final formula for pure flavor mesonic
propagators reads

〈OH (m)O†H (n)〉 =− 1

Z

∫
D [U ] e−SG[U ] detDu detDd

× Tr
[
ΓHD

−1
u (n,m)ΓHD

−1
d (m,n)

]
(3.13)

Z =

∫
D [U ] e−SG[U ] detDu detDd.

This may now be approximated using importance sampling as defined equation (2.18).
However, the full propagator matrix 〈OH (m)O†H (n)〉 is too large to be computed on each
configuration. Moreover, as links at nearby lattice points are highly correlated, computing all
of the propagator’s entries does not help to increase the information from one single configu-
ration. Instead it is adequate to compute only a few rows of this matrix. To do so, we introduce
the so called quark source spinor ψ0 as,

ψ0,a,f (m) = δ(m−m0)δa,a0δf,f0, (3.14)

where a is a color index and f is a Dirac index. The lattice point m0 is often called source of
the propagator. We can now compute one row G(n)a0,α0 ≡ D−1(n,m0)a0,α0 of the full quark
propagator by solving for G in

DG = ψ0. (3.15)
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3.1. Hadron spectroscopy on the lattice

This has to be repeated for each color and flavor index, such that in total 12 inversions are
necessary. To avoid the computation of the backward running term in (3.11), we use the
γ5-hermiticity of the Dirac operator (γ5D

−1γ5 = D−1†) and write

〈OH(n)O†H(m0)〉F = Tr
[
ΓHD

−1(n,m0)ΓHγ5D
−1†(n,m0)γ5

]
. (3.16)

From this equation it is directly obvious that the inversion of the Dirac-matrix on each gauge
configuration is the most time consuming part. For lattice QCD, Krylov-Solver or Multigrid
algorithms turn out to be the most effective tools. A review about the different inversion
methods can be found in [85].

A typical problem that arises when computing meson correlators using the above formula on
a finite set of configurations is a bad signal to noise ratio. This may be improved by introducing
more complicated meson interpolators compared to the one in equation (3.7). These improved
meson interpolators are generally of the form

OH(n) =
∑
n1,n2

ψ̄(n1, nτ )FH(n;n1, n2)ψ(n2, nτ ) (3.17)

and are chosen in such a way that the overlap between the initial and final state increases.
Additionally, excited states may be suppressed when using different interpolators. For some
interpolators, the overlap of the excited states may even become negative which leads to neg-
ative amplitudes of the excited states in the correlator.

In practice, such interpolators are introduced by choosing a different quark source that en-
ters equation (3.15). It might also be necessary to perform a gauge fixing to ensure gauge
invariance of the meson operators.

As a last step, a momentum projection of the correlator is required. Due to the finiteness of
the lattice, only integer valued momenta are possible:

pi =
2πki
Nσa

. (3.18)

Now, we get the momentum projected correlator via the discrete Fourier transformation on the
spatial coordinates,

GH(nτ , ~p) =
∑

nx,ny ,nz

exp

(
i
∑
i=x,y,z

pini

)
〈OH(n)O†H(m0)〉 . (3.19)

In many cases, one restricts the momentum to be zero, and the correlator becomes just a sum
over spatial coordinates of the mesonic propagator. In that case, energies implicitly defined in
equation (3.4) correspond to the particle mass at rest.

One exception is the Gγ0 correlator which appears to be constant in the Euclidean time
direction due to the exact UV (1)-symmetry from equation (2.55). To see this, we first have
to extend our theory by the quark number chemical potential µq and define the corresponding
quark number density ρq as
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3. Hadronic correlators and spectral functions

ρq ≡
1

V

Tr [Nq exp(−β(H − µqNq))]

Tr [exp(−β(H − µqNq))]
, (3.20)

where the quark number operator Nq is defined as

Nq =

∫
d3xj0(0, ~x), (3.21)

with jµ(τ, ~x) being the vector current

jµ(τ, ~x) = ψ̄(τ, ~x)γµψ(τ, ~x). (3.22)

Note that due to the periodic boundary conditions of the lattice, the choice of τ is arbitrary
and is usually set to τ = 0. Further, we define the quark number susceptibility as the response
of the quark number density to small variations in the quark number chemical potential:

χq(T ) ≡ ∂ρq
∂µq

∣∣∣∣
µq=0

. (3.23)

When applying the derivative to equation (3.20) we find

χq,τ (T ) =
1

T

∫
dx 〈j0(τ, ~x)j0(0,~0)〉 , (3.24)

which is exactly the definition of the Euclidean correlator for ΓH = γµ. As the total quark
number is conserved, this is a Kubo relation and the quark number susceptibility appears to be
constant in τ [86].

Though, because of cut-off effects on the lattice, this is not the case for short distances.
Only for large distances, the correlator becomes constant in τ . This may be used to estimate
the typical range of cut-off effects in correlators.

Another application is the use for renormalization. As the correlator Gγi undergoes the
same renormalization effects as Gγ0 , ratios Gγi/χq are renormalization independent, which
we will use in section 5 to perform a renormalization independent continuum extrapolation.

3.1.2. Screening correlators

Correlators calculated on the lattice serve as input for further analysis, such as the ground state
extraction described in section 4.3 or extraction of spectral functions as described in section
3.3. To get precise results, this requires many data points in the time direction. However, for
finite temperatures, the temporal extent of the lattice is rather short. This makes it difficult to
apply fits, as there are only few data points available. Moreover, also the physical distances are
short so that excited states are likely to give large contributions to the correlator at all available
distances, i.e. it is hard to project onto the ground state. Therefore, at finite temperatures,
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3.1. Hadron spectroscopy on the lattice

correlators are usually evaluated in one of the spatial directions, instead. A typical choice is
the z-direction. In that case, the momentum projection is defined as

Gscr.H(nz, p) =
∑

nx,ny ,nτ

exp

(
i
∑
i=x,y,τ

pini

)
〈OH(n)O†H(m0)〉 . (3.25)

This has a few consequences. The corresponding energies in equation (3.6) do not refer to
particle masses as an inverse of the decay time. Instead the inverse of such a mass may be
interpreted as a length, at which the corresponding particle is effectively screened. This is
why the correlator and its corresponding masses are named screening correlator and screening
masses, respectively. Due to the isotropy of the lattice, screening and pole masses are degen-
erate at zero temperature. However, this is not the case at finite temperature. For very high
temperatures, that means in the free limit, the temporal correlator may not be broken down into
separate bound states as in equation (3.5). Instead, a continuum of states contributes through
the spectral function. We ill give more details about that in section 3.3. On the other hand, for
screening correlators, one still finds an exponential behavior with the screening mass of [87]

mscr. = 2
√
π2T 2 +m2

q, (3.26)

where mq is the quark mass and πT is the lowest Matsubara frequency. This may be used
to identify at which temperatures the medium starts to influence mesonic bound states: By
comparing the ground state mass of screening correlators to the cases at T = 0 and T → ∞,
one can identify whether quarks are still bound in mesonic states or already free.

3.1.3. Staggered correlators

In the previous section we defined mesonic correlators on the lattice only for Wilson-like
actions. In this section we will define mesonic correlators for staggered fermions and discuss
consequences that arise from the taste violations.

Again, we start with the definition of the meson interpolator, which shall be defined in
analog to equation (3.7). Due to the mixing of the taste and Dirac-structure within a hypercube,
this requires to introduce another ΓT -matrix that lives in the taste space. Thus, a general local
staggered meson interpolator living on the hypercube with coordinates N = ( ~N,Nt) can be
defined as [88]

Ostagg(N) = ψ̄(N)(ΓD ⊗ Γ∗T )ψ(N) (3.27)

Because of this additional taste structure, each meson comes with 16 additional represen-
tations, where each representation comes with a different ΓT . As those combinations carry
the correct quantum numbers in Dirac-space but differ in taste-space, these representations are
referred to as taste partners. As a next step, we want to map the staggered interpolator (3.27)
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3. Hadronic correlators and spectral functions

back to the staggered spinor fields χ(n). According to equation (2.34), we get,

Ostagg(N) = ψ̄(N)(ΓD ⊗ Γ∗T )ψ(N)

=
1

64

∑
ρ,ρ′

χ̄(2N + ρ)Ω†αt,ρΓ
αβ
D Γ∗tsT Ωβs,ρ′χ(2N + ρ′)

=
1

64

∑
ρ,ρ′

Ω†αt,ρΓ
αβ
D Ωβs,ρ′Γ

†st
T χ̄(2N + ρ)χ(2N + ρ′).

=
1

16

∑
ρ,ρ′

φDT (ρ, ρ′)χ̄(2N + ρ)χ(2N + ρ′), (3.28)

with φDT (ρ, ρ′) defined as

φDT (ρ, ρ′) =
1

4
Tr
[
Ω†ρΓDΩρ′Γ

†
T

]
. (3.29)

Thus, all information about the particle channel went into φDT (ρ, ρ′). For ΓT 6= ΓD, this
becomes a complex structure and φDT (ρ, ρ′) connects different points of the hypercube. This
is why such combinations are referred as “non-local” operators. However, for ΓH = ΓD = ΓT
this factor simplifies to just a phase factor

φHH(ρ, ρ′) = φH(ρ)δρ,ρ′ , (3.30)

and therefore such interpolators are named “local” operators. For example, for the scalar
operator with ΓH = 1 we get

φ1(ρ) =
1

4
Tr [γρ44 γ

ρ3
3 γ

ρ2
2 γ

ρ1
1 1γρ11 γ

ρ2
2 γ

ρ3
3 γ

ρ4
4 1] (3.31)

= 1. (3.32)

Similarly for the pseudoscalar-like state ΓH = γ4γ5 we get,

φγ4γ5(ρ) =
1

4
Tr [γρ44 γ

ρ3
3 γ

ρ2
2 γ

ρ1
1 γ4γ5γ

ρ1
1 γ

ρ2
2 γ

ρ3
3 γ

ρ4
4 γ5γ4] (3.33)

= (−1)ρ4 . (3.34)

Further computation of the propagator and the momentum projection are analogous to the
Wilson case, though we sum over the staggered coordinates ~N here. Restricting ourselves to
zero momentum only, we end up with

GH(Nt) = −
∑
~N

∑
ρ,ρ′

φH(ρ)φH(ρ′) Tr
[
D−1†(2N + ρ′, ρ)D−1(ρ, 2N + ρ′)

]
. (3.35)

Unfortunately, this formula is not ready to use. Because of the two sums over ρ, the distance
between the source and the sink varies between Nt − 1 to Nt + 1, which is impractical when
measuring correlator decays in the time direction.
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3.1. Hadron spectroscopy on the lattice

This can be solved by adding another state to the correlator by replacing ΓD ⊗ Γ∗T with

ΓD ⊗ Γ∗T → ΓD ⊗ Γ∗T + (γ4γ5ΓD)⊗ (γ4γ5ΓT )∗. (3.36)

Speaking of correlators, this means we replace GH by GH+H′ , where ΓH′ is given by ΓH′ =
γ4γ5ΓH . We may motivate the choice of γ4γ5 by noticing that, similar to the two examples of
φH above, the relation between φH and φH′ is given by

φH′(ρ) = (−1)ρ4φH(ρ). (3.37)

Therefore, contributions from time slices in time direction at ρ4 = 1 exactly cancel and the
new phase φH+H′ does not depend on ρ4 any more.

Since mixed terms with different quantum numbers cancel, the full correlator now reads

GH+H′(Nt) =−
∑
~N,ρ,ρ′

(φH(ρ)− φH′(ρ′))(φH(ρ)− φH′(ρ′))

· Tr
[
D−1†(2N + ρ′, ρ)D−1(ρ, 2N + ρ′)

]
=−

∑
~N

∑
ρ

ρ 6=ρ0

∑
ρ′

ρ′ 6=ρ′0

φH+H′(ρ
′)φH+H′(ρ)

· Tr
[
D−1†(2N + ρ′, ρ)D−1(ρ, 2N + ρ′)

]
=−

∑
~n

∑
ρ,ρ 6=ρ0

φH+H′(~n)φH+H′(ρ) Tr
[
D−1†(n, ρ)D−1(ρ, n)

]
, (3.38)

where we have combined the sum over N and ρ′ into one sum over the whole lattice in the last
step.

As a remaining task, we have to remove the ρ dependence in D−1(ρ, n) as it is impractical
to compute D−1(ρ, n) at more than one source point. Similar to the step in equation (3.36)
we add additional states to the correlator. This time we only add them to the source operator
as the remaining ρ’s stem from the source itself. Instead of adding only one state, we add all
possible states. Such a source operator acts as a broad spectrum operator as it creates all states
at once. By quantum number conservation, it follows that the sink operator selects the desired
states. The phase of such a source operator simplifies to

φΣ(ρ) =
∑
S

φS(ρ) = δρ,0. (3.39)

Accordingly all contributions of ρ in equation (3.38) cancel out and we are left with

GH+H′(Nt) = −
∑
~n

φH+H′(~n) Tr
[
D−1†(n, 0)D−1(0, n)

]
, (3.40)

As a final step we exploit D(n, 0) = (−1)n1+n2+n3+n4D−1†(0, n) and the above formula sim-
plifies to

GH+H′(Nt) = −
∑
n

ζH+H′(~n) Tr
[
D−1†(n, 0)D−1(n, 0)

]
, (3.41)
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where ζH+H′(~n) is defined as

ζH+H′(~n) = (−1)n1+n2+n3φH+H′(~n). (3.42)

Note that we ignored (−1)n4 in the definition of ζH+H′(n) as we do not sum over n4 anyway.
This correlator still lives at the hypercube time Nt. That means, when speaking of lattice

coordinates nτ , we only know how to compute the correlator for even distances nτ = 2Nt.
For odd distances (nτ = 2Nt + 1), we have to redefine the sink operator in equation (3.36).
Instead of adding the extra state, we subtract it:

ΓD ⊗ Γ∗T → ΓD ⊗ Γ∗T − γ4γ5ΓD ⊗ (γ4γ5ΓT )∗. (3.43)

This time, all contributions from ρ4 = 0 cancel in the phase φH−H′(ρ) and we get only contri-
butions for time slice 2Nt+1. Afterwards, the definition of the correlatorGH−H′ goes through
in analogy to to equation (3.41). The only difference is that our correlator has distance 2Nt+1
now and thus, is defined for odd distances only. Combining GH+H′ and GH−H′ , we get the
full correlator GH±H′(nτ ).

At this point, it should be mentioned that ζH+H′(~n) and ζH−H′(~n) are identical, as both do
not depend on n4. Therefore we only speak of ζH±H′(~n) from now on. The different signs in
equations (3.36) and (3.43) were only introduced to understand what states GH±H′(2Nt) and
GH±H′(2Nt + 1) correspond to, but the computation of the correlator itself is independent of
that sign.

Nevertheless, that sign appears in the measured correlation function: Instead of measuring
only one correlator at a given time nτ , we always have a mixture of two states, where the
second states is oscillating with (−1)nτ . By using γ4γ5ΓH to construct the second state, it
appears to be the parity partner of the first state. Consequently, a second decay channel also
appears in equation (3.6) and the correlator decay is given by

G(nτ ) =
∑
n

Ano,n cosh[Eno,n(τ − 1/(2T )]

− (−1)nτ
∑
n

Aosc,n cosh[Eosc,n(τ − 1/(2T )]. (3.44)

A list of phase factors, corresponding states and their symmetries as well as abbreviations
further used in this thesis can be found in table 3.2 for the temporal and in table 3.3 for the
spatial correlators.

The only exception to equation (3.44) is the pseudoscalar correlatorM2 where Aosc,i = 0
holds for degenerate quarks. This is because the operator γ4⊗ γ4 is the density of a conserved
charge (eq. (3.20)), and as it is not a taste singlet, it cannot excite a purely gluonic state from
the vacuum [23]. Thus, the contribution from this operator is zero, and theM2 channel is the
only one without oscillations.

So far, we have only looked at local operators with ΓD = Γ∗T . These local operators exhibit
the smallest taste violations. Moreover, for the pseudoscalar channel only the local operator
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ζ(x) Γ JPC states
non-osc. osc. non-osc. osc. non-osc. osc.

M1 (−1)x+y+z γ4γ5 1 0−+ 0++ π2 a0

M2 1 γ5 γ4 0−+ 0+− π –
M3 (−1)y+z γ1γ4 γ1γ5 1−− 1++ ρT2 aT1
M4 (−1)x+z γ2γ4 γ2γ5 1−− 1++ ρT2 aT1
M5 (−1)x+y γ3γ4 γ3γ5 1−− 1++ ρL2 aL1
M6 (−1)x γ1 γ2γ3 1−− 1+− ρT1 bT1
M7 (−1)y γ2 γ1γ3 1−− 1+− ρT1 bT1
M8 (−1)z γ3 γ1γ2 1−− 1+− ρL1 bL1

Table 3.2: List of staggered phases for local mesonic interpolators in the temporal direction and their
corresponding γ-structure. The corresponding light quark physical states are listed as well
[23].

γ5 ⊗ γ∗5 corresponds to a Goldstone meson. However, the computation of the different taste
partners may still be interesting to quantify the size of taste violations. For non-local operators,
the computation of staggered correlators is involved and requires a group theoretical approach.
Here we only quote the results for the different taste partners of the pseudoscalar channel. For
other channels and further details see [89–92].

In general, staggered operators can be grouped according to the number of points that are
connected within the hypercube: Depending on the taste structure (ΓT in equation (3.27)),
staggered operators fall into one of the following classes of operators [93]:

Olocal(n) = φ(n)χ̄(n)χ(n) (3.45)
Oone−link,i(n) = φ(n)χ̄(n)∆iχ(n) (3.46)
Otwo−link,k(n) = φ(n)εijkχ̄(n)∆i∆jχ(n) (3.47)
Othree−link(n) = φ(n)χ̄(n)∆1∆2∆3χ(n). (3.48)

Here ∆i is the so called shift operator and is defined as

∆iχ(n) =
1

2

(
χ(x+ î) + χ(x− î)

)
, (3.49)

and φ(n) is a phase factor again. The name of these operators corresponds to the number of
links that connect different points within the hypercube. For the pseudoscalar channel, we get
two local, six one-link, six two-link and one three-link operator which are listed in table 3.4.

Due to the taste symmetry breaking, the masses of these taste partners become degenerate
only in the continuum and therefore, they may be used to quantify the magnitude of taste-
symmetry violations. A typical way of doing so, is to calculate all taste partners of the pion
and to compare their root mean square mass defined as

mRMS
π =

√
1

16

(
m2
γ5

+m2
γ4γ5

+ 3m2
γiγ5

+ 3m2
γiγj

+ 3m2
γiγ4

+ 3m2
γi

+m2
γ4

+m2
γ1

)
(3.50)
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ζ(x) Γ JPC states
non-osc. osc. non-osc. osc. non-osc. osc.

M1 (−1)x+y+τ γ3γ5 1 0−+ 0++ π2 a0

M2 1 γ5 γ3 0−+ 0+− π –
M3 (−1)y+τ γ1γ3 γ1γ5 1−− 1++ ρT2 aT1
M4 (−1)x+τ γ2γ3 γ2γ5 1−− 1++ ρT2 aT1
M5 (−1)x+y γ4γ3 γ4γ5 1−− 1++ ρL2 aL1
M6 (−1)x γ1 γ2γ4 1−− 1+− ρT1 bT1
M7 (−1)y γ2 γ1γ4 1−− 1+− ρT1 bT1
M8 (−1)τ γ4 γ1γ2 1−− 1+− ρL1 bL1

Table 3.3: List of staggered phases for local mesonic interpolators in the spatial direction and their
corresponding γ-structure. The corresponding light quark physical states are listed as well
[82].

to the mass of the Goldstone pion mγ5 [48].
The additional oscillations in the correlator in equation (3.44) make it complicated to extract

information from the correlator. This is especially the case for light quarks in the vector and
axial vector channels, whose correlators tend to have a low signal to noise ratio. In order to
still get a signal, improved quark sources have to be used. For staggered correlators, the so
called corner wall source has been found to give a much better signal [94]. At the same time,
it reduces the contributions of excited states to the correlator.

In the staggered coordinates of the hypercubes, a corner wall operator can be written as

OH,CW(Nt) =
∑
~N

ψ̄( ~N,Nt)(ΓD ⊗ Γ†T )ψ( ~N,Nt). (3.51)

Speaking of sources, this means that for computation one has to use a source where one of
three color entries at each corner of the hypercubes in one time slice is set to one and the rest
to zero. The subsequent computation goes through as in the case of point source.

To ensure gauge invariance, Coulomb gauge is a good choice, as it does not introduce
ghosts, like e.g. the Landau gauge [94]. Gauge fixing is computationally demanding and
therefore, corner wall source should only be used if a significant improvement can be expected.
However, this is not the case for high temperatures where quarks are deconfined, and thus
improving the overlap to mesonic states does not increase the signal significantly.

3.1.4. Even odd splitting

When computing mesonic correlators, the main computational effort goes into the inversion
of the Dirac operator. This effort can be reduced roughly by a factor two by using even odd
preconditioning, which we describe using staggered quarks here. The corresponding imple-
mentation for Wilson fermions goes completely analogously.
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3.1. Hadron spectroscopy on the lattice

Operator ΓD ⊗ ΓT states
non-osc. osc. non-osc. osc.

η4ζ4χ̄χ γ5 ⊗ γ5 γ4 ⊗ γ4 π −
χ̄εζi∆iχ γ4 ⊗ γiγ4 γ5 ⊗ γiγ5 − π

εijkη4ζ4χ̄ζi∆i(ζj∆jχ) γ5 ⊗ γkγ4 γ4 ⊗ γkγ5 π −
η4ζ4χ̄η1∆1(η2∆2(η3∆3χ)) γ4 ⊗ γ5 γ5 ⊗ γ4 − π
1
2
[η4ζ4(χ̄χ+ − χ̄+χ)] γ4 ⊗ 1 γ5 ⊗ γ4γ5 π [f0]

1
2
[χ̄εζi∆iχ+ + χ̄+εζi∆iχ] γ4 ⊗ γi γ5 ⊗ γjγk [a0] π

1
2
εijkη4ζ4[χ̄ζi∆i(ζj∆jχ+)− χ̄+ζi∆i(ζj∆jχ)] γ5 ⊗ γk γ4 ⊗ γiγj π [a0]

1
2
η4ζ4[χ̄η1∆1(η2∆2(η3∆3χ+)) γ4 ⊗ γ4γ5 γ5 ⊗ 1 [a0] η′

+χ̄+η1∆1(η2∆2(η3∆3χ))]

Table 3.4: Operators for the 16 pseudoscalar taste partners, their γ-structure and the correspond-
ing physical states in the continuum [92]. Notation is as follows: ∆i defined in equa-
tion (3.49), ηµ(n) = (−1)

∑µ−1
ν=0 nν , ζµ(n) = (−1)

∑4
ν=µ nν , ε(n) = (−1)

∑4
ν=0 nν and

χ+(n) = χ(~n, nτ + 1). The sum over n is omitted.

Noticing that the staggered Dirac operator in equation (2.33) only connects even and odd
points, we split the spinors into an even χe and an odd part χo. In that case, the Dirac operator
reads

Dχ =

(
m1 Deo

Doe m1

)(
χe
χo

)
, (3.52)

where Deo and Doe connect even and odd points or odd and even points, respectively. Note
that these do not include a mass term. With this notation, equation (3.15) transforms to

D ·
(
Ge

Go

)
=

(
χ0,e

χ0,o

)
, (3.53)

where χ0 is the staggered version of the source. Further we notice that D†eo = −Doe. When
restricting the point source from equation (3.14) to even lattice points, and multiplying with
D† +m from the left, we get(

m2 −DeoDoe

)
χ0,e = mSe −DeoSo = mχ0,e, (3.54)

where we used Go = 0. Instead of solving for G in DG = χ0, we can solve for Ge, which
needs less computational effort as we work only with spinors of half the lattice size. After-
wards, one gets the other half of the quark propagator by multiplying out equation (3.53):

Go = − 1

m
Doeχ0,e. (3.55)

With this method we have computed the full quark propagator G = (Ge, Go) and the further
correlator computation goes through as usual.
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π : ψ̄γ5
τ i

2
ψ f0 (σ) : ψ̄ψ

a1 : ψ̄γ5γµψ ρ : ψ̄γµψ

a0 (δ) : ψ̄ τ i

2
ψ η : ψ̄γ5ψ

SUL(2)× SUR(2)

SUL(2)× SUR(2)

UA(1)

SUL(2)× SUR(2)

UA(1)

Figure 3.1: Symmetry transformation between different meson states. Here we use Pauli matrices to
denote the three iso-triplet states of the scalar and the pseudoscalar state. States connected
with arrows will become degenerate if the corresponding symmetry is restored

3.1.5. Hadronic correlators and chiral symmetry

In section 2.5 we stressed the importance of the chiral and UA(1) symmetries in QCD. Having
defined the mesonic correlators in the above way, we may now notice that a restoration of
these symmetries is reflected in the degeneracy of certain correlators. For instance let us look
at the iso-vector particles π and a0: We may obtain the pseudoscalar interpolator Oπ from the
scalar interpolator Oa0 by performing a UA(1) rotation of θ = π/4:

Oa0 = ūd→ūeiθγ5eiθγ5d

=
1

2
ū(1 + iγ5)(1 + iγ5)d

= iūγ5d. (3.56)

Thus, if the UA(1) symmetry is restored the corresponding correlators should be degenerate.
A visualization of which states should become degenerate under chiral or UA(1) restoration is
given in figure 3.1. As it is computationally demanding to compute the disconnected part of
correlators, it is reasonable to look at the axial vector a1 and the vector ρ to analyze the chiral
symmetry restoration and to compare the scalar a0 and pseudoscalar π to look for a restoration
of the UA(1) symmetry.

Useful tools to analyze the degeneracy of correlators are the so called mesonic susceptibil-
ities defined as the temporal sum over the correlator

χH =
∑
nτ

GH(nτ , ~p = 0). (3.57)

For instance a common quantity to estimate the brokenness of theUA(1) symmetry is to look at
the difference χπ−χa0 . Note that this definition for the susceptibility also holds for screening
correlators were one has to sum over nz instead.
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3.2. Renormalization

Summing over the correlator may seem to be a loss of information as the degeneracy should
appear already at the level of the correlator itself. However, this is not necessarily the case
for staggered correlators as they consist of two states. Therefore, the degeneracy may only
become visible in the screening mass of the special correlator or in the staggered version
of the mesonic susceptibility. In doing so, the latter has to be defined with spatial care in
order to remove the contribution of one of the two states: Again we start with the interpolator
definition in equation (3.28). We also use the point like source from equation (3.39). Then the
susceptibility χH is given by

χH = −
∑
N

∑
ρ

φH(ρ) Tr
[
D−1†(2N + ρ, 0)D−1(0, 2N + ρ)

]
= −

∑
n

φH(n) Tr
[
D−1†(n, 0)D−1(0, n)

]
≡ −

∑
n

ζ̃H(n) Tr
[
D−1†(n, 0)D−1(n, 0)

]
, (3.58)

with ζ̃H(n) = (−1)n1+n2+n3+n4φH . We have used D−1(0, n) = (−1)n1+n2+n3+n4D−1(n, 0)
in the last step. Here, we can make an important observation regarding the phases in the cor-
relator and in the susceptibility: By construction, the phase of the susceptibility ζ̃H(n) and
the phase of the corresponding correlator from equation (3.42) ζH±H′(n) will only differ in
at most n4. For instance, we may have a look at the examples in section 3.1.3 and com-
pare ζ1±γ4γ5(n) = (−1)n1+n2+n3 and ζ̃1(n) = (−1)n1+n2+n3+n4 or ζ̃γ4γ5(n) = (−1)n1+n2+n3 .
Therefore, we can simply sum over the correlator GH±H′ multiplied by a n4-dependent phase
factor to compute the susceptibilities. For example, to get the susceptibility of the scalar chan-
nel we use

χ1 =
∑
n4

(−1)n4G1±γ4γ5(n4). (3.59)

This means that we can compute pure, single state susceptibilities from staggered correlators,
even though the correlators themselves mix two different states.

However, when using staggered correlators to analyze symmetry restorations, we have to
make an important note regarding the scalar channel for light quarks and staggered correla-
tors. Due to taste violations, the staggered version of the scalar iso-vector may decay into
two pions and other unphysical states [95]. Thus, the mass of the corresponding correlator
appears to be too light. Nevertheless, as the corresponding state still does involve the correct
quantum numbers, the quantity χπ−χa0 still reflects a measure of the brokenness of the UA(1)
symmetry.

3.2. Renormalization
Our construction of lattice QCD is based on the bare QCD action and when describing ob-
servables, like the correlators above, we carelessly ignored renormalization. Indeed the lattice
formulation of QCD serves as a regulator and thus, in order to perform a correct continuum
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3. Hadronic correlators and spectral functions

extrapolation, hadronic correlation functions have to be renormalized. Here we shortly sum-
marize the renormalization constants for hadronic correlators in quenched theory for clover
improved Wilson fermions used in this work.

In general the renormalization of a local hadronic interpolator OH is summarized by

OH,ren. =
2κ

a3
ZHOH , (3.60)

where ZH is the renormalization factor and κ is the hopping parameter.
For the vector channel the renormalization constant ZV has been determined non-pertur-

batively for almost vanishing quark masses and is given by [96]

ZV (g2) =
1− 0.7663g2 + 0.0488g4

1− 0.6369g2
. (3.61)

When introducing quark masses, this has to be modified according to

ZV (g2,mq) = ZH(g2)(1 + bH(g2)mq), (3.62)

with mq being the bare quark mass. Also bH has been determined non-perturbatively and can
be calculated according to

bV =
1.0− 0.6518g2 − 0.1226g4

1.0− 0.8467g2
. (3.63)

In our calculations we estimated the quark masss from equation (2.23) using the values for the
critical hopping parameter given in reference [36].

For the pseudoscalar channel, no non-perturbative renormalization constants are currently
available, and therefore, we use the perturbative one- and two-loop results from reference [97].
The final formula for the two-loop renormalization constant ZP reads

Zbare
H (g2, aµ) =1 +

g2

16π2
(6 ln(aµ) + z1)

+

(
g2

16π2

)2

(l1 ln(aµ)2 + l2 ln(aµ) + z2), (3.64)

where the coefficients l1, l2, z1 and z2 are functions of the clover coefficient csw and can be
read off in [97]. Here µ corresponds to the renormalization scale in the MS-scheme. Note, that
the one-loop result is given by the first line. In order to estimate the uncertainties stemming
from the renormalization, it makes sense to compare the one and two-loop results.

As the non-perturbatively calculated renormalization constants deviate far from the pertur-
bative ones, tadpole improvement was introduced to include information from lattice results
into the perturbative calculation [98, 99]. After doing so, the pseudoscalar renormalization
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3.3. Spectral functions

constant reads [100]

ZH(g2
LAT , aµ) = u0

(
1 +

g2
LAT

16π2
(6 ln(aµ) + z1 + CFπ

2)

+

(
g2
LAT

16π2

)2

(l1 ln(aµ)2 + (l2 − 16π2p16)− r16 ln(aµ))

+ z2 − r2 − 16π2p1(z1 − r1) + r2
1 − r1z1) +O(g6

LAT )

)
, (3.65)

where u0 may be approximated using the fourth root of the plaquette

u0 ≈
〈 1

Nc

∑
n

Re TrUµν(n)
〉1/4

(3.66)

and with CF = 4/3, g2
LAT = g2/u4

0, p1 = 1/3 and p2 = −2r2+3r21
128π4 . The coefficients r1 and

r2 may be found in [101]. In order to perform the computation, we still need to know how
to compute gMS from the lattice coupling g. One possibility is to use the potential scheme
(V -scheme) as an intermediate step. In that scheme, the plaquette may be expanded as

− ln(u4
0) =

CFg
2
V (µ?)

4

(
1− g2

V (µ?)

4π

(
11Nc

12π
ln

(
6.7117

µ?a

)2
))

+O(g6
V (µ?)). (3.67)

Choosing the scale to be µ? = 3.4018
a

gives the best matching [102]. Together with the relation
ΛMS = 0.6252ΛV [98] and

g−2(a) = 2β0 ln

(
1

aΛ

)
+
β1

β0

ln

(
2 ln

(
1

aΛ

))
(3.68)

gV is used to evaluate the coupling in the MS scheme.
The change from the lattice to the MS scheme has consequences for the pseudoscalar renor-

malization. In order to have the same anomalous dimension as the scalar correlator, the pseu-
doscalar correlator needs to be computed with an additional factor Z5 given as [46, 103]

Z5 = 1− g2CF
2π2

+
g4CF
128π4

Nc + 2Nf

9
+O(g6). (3.69)

3.3. Spectral functions
In section 3.1 we have already defined the so called spectral function as a sum over delta peaks
corresponding to different states with the same quantum numbers for zero temperature. For
higher temperature, however, the delta peaks start to broaden and we get a continuous function
that holds the entire information about the modification of bound states in the hot medium. In
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3. Hadronic correlators and spectral functions

this section we will give an overview about the general definition of the spectral function as
well as its connection to Euclidean current-current correlators in lattice QCD. Later, we derive
the connection between the spectral function and transport properties. Note, that we mainly
follow [104] and [105] here.

We start by rewriting the two-point function of hadronic correlators in a more general way
called Wightman correlation functions:

G>(t) := 〈O(t)O(0)〉
G<(t) := 〈O(0)O(t)〉 = G>(−t), (3.70)

where O(t) is any kind of operator in the Heisenberg picture. Note that t corresponds to real
time here. Let us now calculate the thermal average using the density matrix

ρ =
1

Z
e−βH (3.71)

as a sum over the energy eigenstates:

〈A〉 = Tr[ρA] =
1

Z

∑
n

e−βEn 〈n|A |n〉 . (3.72)

With the standard definition of time evolution in the Heisenberg picture,

e−βHA(t)eβH = A(t+ iβ) (3.73)

we find the Kubo-Martin-Schwinger (KMS) relation,

G>(t) = G>(−t− iβ). (3.74)

Translating this relation into frequency space by Fourier transforming the Wightman correla-
tion functions

G>(ω) =

∫ ∞
−∞

dteiωtG>(t)

G<(ω) =

∫ ∞
−∞

dteiωtG<(t) (3.75)

we arrive at
G<(ω) = G>(−ω) = e−βωG>(ω). (3.76)

At this point we also look at the expectation value of the commutator,

G(t) = iTr{ρ̂[O(t), O(0)]} = i (G>(t)−G<(t)) , (3.77)

which satisfies

G(−t) = −G(t) and G†(t) = G(t∗)∗, (3.78)
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and now we can define the spectral function as its Fourier transform:

ρ(ω) :=
1

2πi

∫ ∞
−∞

dteiωG(t) = G>(ω)−G<(ω). (3.79)

Using the KMS relation we may also write this the other way around, so that the Wightman
correlators are expressed as a function of the spectral function itself:

G>(ω) =
2πeβω

eβω − 1
ρ(ω) and G<(ω) =

2π

eβω − 1
ρ(ω). (3.80)

In order to connect to the Euclidean lattice correlator as well as drawing the connection to
linear response theory, we will need the so called retarded correlator defined as the positive
half Fourier integral over the commutator in equation (3.77)

GR(ω) =

∫ ∞
0

dteiωtG(t). (3.81)

Then, through the properties (3.78) we rewrite the spectral function as

ρ(ω) =
1

2πi
(GR(ω)−GR(ω)∗) =

1

π
ImGR(ω). (3.82)

This means that the spectral function is given just by the imaginary part of the retarded corre-
lator. However, the retarded correlator is defined in real time, for which we do not have a path
integral formulation. Let us now establish the connection to lattice correlators by switching to
imaginary time τ and define the Euclidean correlator as

GE(τ) = G>(−iτ). (3.83)

Now, we have all ingredients to find the spectral distribution of the hadronic correlator
defined in equation (3.13). But now, we also have to take care about momentum and space
coordinates ~p and ~x.

Accordingly, our Euclidean correlator of interest is given by

GH(τ, ~p) =

∫
dx 〈OH(τ, ~x)OH(0,~0)〉 , (3.84)
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where OH(τ, ~x) is the meson interpolator from equation (3.7). Using relation (3.83) we find

GH(τ, ~p) =

∫
d3~xei ~pxGH

> (−iτ, ~x)

=

∫
d~ω

2π
eωτGH

> (ω, ~p)

=

∫ ∞
0

d~ω

2π

(
e−ωτGH

> (ω, ~p) + eωτGH
< (ω, ~p)

)
.

=

∫ ∞
0

dω

(
eβω−ωτ

eβω − 1
+

eωτ

eβω − 1

)
ρH(ω, ~p)

=

∫ ∞
0

dω
cosh(ω(τ − β/2))

sinh(ωβ/2)
ρH(ω, ~p)

=:

∫ ∞
0

dωK (ω, τ) ρH(ω, ~p), (3.85)

where K(ω, τ) is often called the kernel.
Here, a major problem in the reconstruction of the spectral function becomes visible: The

exact determination of the spectral function using the above equations is impossible, as the
inversion of the integral is a so called ill-posed problem. This means that, due to the many
degrees of freedom, a solution is not available even for arbitrary fine lattices. Methods to still
extract spectral information from the hadronic correlator are presented in the next section.

3.4. Linear response theory and the qualitative shape of the
spectral function

Till now we have only considered physics in equilibrium. However, the quark-gluon plasma
created in heavy ion collisions obviously cannot be fully in equilibrium as the system cools
down and expands at the same time. Moreover, when the resulting particles hit the detec-
tors, the medium is totally gone and we only observe non-interacting particles created at the
chemical freeze out. Thus, the evolution of the medium cannot be observed directly and its
former state can only be estimated using descriptive models. These models heavily depend on
transport properties of the medium.

For the same reasons, these transport properties cannot be measured directly. Also, due to
the strong coupling in QCD, an analytic approach is difficult to apply. At this point, lattice
QCD may help to find the transport properties of the medium. In the following we will use
linear response theory to find that the spectral function contains information about the trans-
port properties of the medium as well. The advantage of linear response theory is that the
deviation from the equilibrium is introduced as a small external source. Subsequently we can
infer transport properties even from hadronic correlators calculated in equilibrium.

The idea of linear response theory is to disturb the medium by introducing a small potential
to the Hamiltonian as

H ′(t) = H +Hext(t). (3.86)
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3.4. Linear response theory and the qualitative shape of the spectral function

Then, the expectation value is modified according to

〈ψ′|O(~x, t) |ψ′〉 = 〈ψ|U−1(t)O(~x, t)U(t) |ψ〉 , (3.87)

where the time evolution operator is defined as usual:

U(t) = exp

(
−i
∫ t

−∞
dt′Hext(t

′)

)
. (3.88)

Since the disturbance is small we may expect that the reaction of the medium is of linear order.
Therefore, we consider only linear terms and summarize the effects of of the perturbation by
subtracting the unperturbed expectation value:

δ 〈O(t)〉 ≡ 〈ψ′|O(~x, t) |ψ′〉 − 〈ψ|O(~x, t) |ψ〉

=

∫ t

−∞
dt′ 〈ψ| [Hext(t

′), O(~x, t)] |ψ〉 . (3.89)

Considering an external source h(~x, t) that couples to the observable itself,

Hext =

∫
d3xh(~x, t)O(~x, t), (3.90)

we find the connection to the retarded correlator

δ 〈O(~x, t)〉 = −i
∫ t

−∞
dt′
∫

dx′h(~x′, t′) 〈[O(~x, t), O(~x′, t′)]〉

=

∫ t

−∞
dt′
∫

dx′h(~x′, t′)GR(~x, t, ~x′, t′)

(3.91)

Then, equation (3.82) leads to the connection to the spectral function. When switching to
frequency-momentum space, this transforms to

δ 〈O(~x, t)〉 = h(ω, ~p)GR(ω, ~p). (3.92)

Thus, the change in the medium is given by the external source multiplied with the unper-
turbed retarded correlator. It follows that linear response theory allows to compute transport
properties of the medium from an ensemble that itself is in equilibrium.

The choice of the potential Hext depends on the observable for which we want to compute
transport properties. In this thesis, we focus on the diffusion of heavy quarks through the
medium. From the heavy quark mass M >> T and its momentum p ∼

√
T/M , it follows

that it needs a lot of collisions with the thermal medium to change the momentum substantially.
Therefore, it is possible to use the Langevin formalism to describe the motion of the heavy
quarks [106]. As a result, the low frequency region of the spatial components of the vector
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spectral function ρii(ω) for heavy quarks gets an extra contribution which is usually called
transport peak and is given by [107]

ρii(ω) = χs
T

Mπ

ωη

ω2 + η2
= χs

D

π

ωη2

ω2 + η2
, (3.93)

where η is the momentum drag coefficient, D is the heavy quark diffusion coefficient and χs
is the susceptibility for the zero component of the vector channel, given by

χs =

∫ 1/T

0

dτGγ0(τ). (3.94)

From equation (3.93) we find, that the heavy quark momentum diffusion coefficient may be
directly computed from the spectral function as

D =
π

3χs
lim
ω→0

3∑
i=1

ρii(ω)

ω
. (3.95)

However, we still have to extract the spectral function from the lattice correlator first. To
reduce the amount of parameters, we need as much information about the spectral function as
possible. Some of this information can be inferred from qualitative considerations:

In equation (3.5) we have already motivated that, in the case of zero temperature, the spec-
tral function consists of peaks corresponding to the different energy eigenstates of a hadronic
particle interpolator. While these peaks are of narrow, δ-like structure for relatively stable
particles, unstable particles like the ρ resonance produce rather broad contributions to the
spectral function. For higher temperatures, the medium starts to influence the bound states
and the peaks start to broaden. In the high frequency region of the spectral function, quarks
are already asymptotically free, and a continuum of states arises in the spectral function. When
further increasing the temperature above the QCD phase transition, quarks are no longer con-
fined, so we cannot expect expect bound states at all. The spectral function will then be an
analytic, continuous function throughout its whole range. At even higher temperatures, that is
in the completely free quark limit where no interactions are relevant, it is possible to derive an
analytic expression for the spectral function which reads [108, 109]2,

ρfree(ω,mq) =
Nc

16π2
θ(ω2 − 4m2

q)ω
2 tanh

( ω
4T

)√
1−

(
2mq

ω

)2

·

[(
a

(1)
H − a

(2)
H

)
+

(
2m

ω

)2 (
a

(2)
H − a

(3)
H

)]
+Nc

[(
a

(1)
H + a

(3)
H

)
I1 +

(
a

(2)
H − a

(3)
H

)
I2

]
ωδ(ω), (3.96)

2Note, that the formula in [108] had a typo. This one is taken from [109]
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a
(1)
H a

(2)
H a

(3)
H

ρS 1 -1 1
ρP 1 -1 -1
ρiiV 3 -1 -3
ρ00
V 1 1 1

ρiiAV 3 -1 3
ρ00
AV 1 1 -1

Table 3.5: Coefficients for the free spectral function in equation (3.96) for different meson channels

where

I1 = −2

∫
k

∂nF (ωk)

∂ωk
and I1 = −2

∫
k

k2

ωk

∂nF (ωk)

∂ωk
(3.97)

and nF = 1/(eω/T + 1). The coefficients a(i)
H are given in table 3.5.

Independent of the particle channel, this formula reveals a threshold at 2mq below which
the spectral function is, except for the zero mode at vanishing frequency, equal to zero. Above
this threshold, a continuum contribution takes place. This threshold has a descriptive interpre-
tation: As the quarks appear to be free, the propagator is not restricted to bound states only,
and a transition is possible at all kinds of energies that exceed the mass of the two partici-
pating quarks. This is in stark contrast to the discrete spectral function at zero temperature.
Nevertheless, it is intuitive to expect a smooth transition between these two extreme cases.

In figure 3.2 we display a sketch of the spectral function for heavy quarkonium, e.g. char-
monium, at different temperatures above the transition temperature. In the limit T → ∞, we
plot the free spectral function for the vector channel. When lowering the temperature, the con-
tinuum threshold shifts upwards and starts to smooth out. At the same time, the peak structure
corresponding to certain bound states gets restored. For heavy quarks one may expect that
bound states even survive in the hot medium. In that case, a peak would may be located also
in the continuum region. In addition, the transport peak in the form of a δ-function at zero
frequency starts to broaden and takes the form of a Lorentzian.

Even though we now have a rough understanding of the shape of the spectral function, we
still have to deal with a lot of unknown parameters and the inversion problem is still ill-posed.
In order to tackle the problem, many statistical methods have been suggested. The widely used
maximum entropy method (MEM) as well as the rather recent BR-method [110] calculate the
most probable spectral function based on a default model as input using Bayesian theory [111,
112]. Other Bayesian methods, like statistical analytic interference (SAI) [113, 114] or the
stochastic optimization method (SOM) [115] use Monte Carlo averaging over many possible
realizations and assign a certain weight to it. For a detailed comparison of these methods, see
also [116]. Instead of reconstructing the spectral function itself, the method of Backus and
Gilbert estimates an averaged version thereof [117, 118].

All these methods come with large statistical errors, and often it is not possible to get re-
liable information. Still, it is possible to observe changes of the spectral function at different
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2mq

ρ(ω)
ω

ω

T > Tc
T >> Tc
T ≈ ∞

Figure 3.2: Sketch of a heavy quark current-current spectral function for the vector channel at different
temperatures. The high temperature limit corresponds to the free spectral function from
equation for the vector channel (5.1).

temperatures indirectly: As changes in the spectral functions also change the correlator itself,
one may compare ratios of correlators with different temperatures to indirectly observe tem-
perature effects. However, such temperature effects may also stem from the change of the
kernel. One way to get rid of the kernel’s contribution is the so called reconstructed correlator
which is defined as

Grec(τ, T ;T ′) =

∫ ∞
0

ρ(ω, T ′)K(ω, τ, T )dω (3.98)

where T ′ < T , T ′ = (aN ′t)
−1, N ′τ = mNτ , m ∈ Z. By construction, in the reconstructed

correlator we evaluate the spectral function at a different, warmer temperature than the tem-
perature of the kernel. By using the relation

cosh[ω(τ −Nτ/2)]

sinh(ωNτ/2)
=

N ′τ−Nτ+τ∑
τ ′=τ ;τ ′+=Nτ

cosh[ω(τ ′ −N ′τ/2)]

sinh(ωN ′τ/2)
(3.99)

we may rewrite the reconstructed correlator as

Grec(τ, T ;T ′) =

N ′τ−Nτ+τ∑
τ ′=τ ;τ ′+=Nτ

G(τ ′, T ′). (3.100)

Therefore, we can calculate the constructed correlator simply by resumming another existing
correlator calculated on the lattice. By comparing the reconstructed correlator at temperature
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3.5. Perturbative approach

T ′ with a correlator at temperature T , the changes are directly related to changes in the spectral
function itself.

Another way to indirectly observe changes of the spectral function is to look at the screening
correlator. It can be shown that its relation to the spectral function is given by

Gscr.H(nz, T ) =

∫ ∞
0

dω
2

ω

∫ ∞
∞

d3peipznρ(ω, pz, T ). (3.101)

Therefore, one can conclude that all changes in the screening correlator are directly linked
to changes in the spectral function. The same holds for the screening mass. It follows that
the screening mass is a simple, easy to calculate quantity that reveals any kind of thermal
modification of hadronic bound states.

3.5. Perturbative approach
In the last section we have motivated the shape of the spectral function at different tempera-
tures. As those considerations where mainly based on qualitative arguments, we need to find
a way to connect these considerations with the hadronic correlator measured on the lattice.
One possibility is to model the general shape of the spectral function and fit this model to the
correlator. Such a model may be given by connecting different perturbative results for heavy
quarks at different frequency regions. This connection procedure has been described in detail
for the pseudoscalar channel in reference [46]. For the vector channel the calculation goes
through fully analogously. Here we will give a short summary about the different perturbative
regions and how to connect them.

To do so, we first need to distinguish the regions in the spectral function in which different
physics takes place. In this work we only consider particles at rest, and therefore, the energy of
the decay products is of order ω/2. For very high energies, ω � 2M � πT , whereM denotes
the mass of any kind of decay particle, thermal effects are suppressed as the kinetic energy
of the decay products is larger than the kinetics from the medium. In this region vacuum
perturbative calculations may be performed [46, 119]. For frequencies of the order ω ∼ 2M ,
thermal effects start to become important. Here, one may use potential non-relativistic QCD
(pNRQCD). However, for even smaller frequencies, way below the threshold of ω ≈ 2M ,
the thermal results overestimate the spectral function again. This has to be corrected with a
phenomenological damping factor.

In the UV -region, the spectral function has been computed up toO(α3
s) for the pseudoscalar

correlator [46] and up toO(α4
s) for the vector channel [120, 121]. When rewriting the spectral

function in the vector channel as

ρV (ω) =
3ω2

4π
R(ω2) (3.102)

and in the pseudoscalar channel as

ρP (ω) =
3ω2

8π
m2(µ)R(ω2) (3.103)
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it may be expanded in the MS-scheme as

R(ω2) = r0,0

+ r1,0
αs(µ̄)

π

+
(
r2,0 + r2,1 ln

( µ̄
ω

)) α2
s(µ̄)

π2

+
(
r3,0 + r3,1 ln

( µ̄
ω

)
+ r3,2 ln2

( µ̄
ω

)) α3
s(µ̄)

π3

+
(
r4,0 + r4,1 ln

( µ̄
ω

)
+ r4,2 ln2

( µ̄
ω

)
+ r4,3 ln3

( µ̄
ω

)) α4
s(µ̄)

π4
, (3.104)

where the coefficients ri,j for the pseudoscalar channel can be found in [46] and for the vector
channel in [121] and m(µ) is the quark mass in the MS-scheme. A way to relate m(µ̄) in the
MS-scheme and the pole mass M in the on-shell scheme is described in [46].

In the thermal region (ω ≈ 2M ) and non-relativistic regime (v � 1), the spectral function
for the pseudoscalar channel and the vector spectral function are related through [46]

ρNRQCD
P =

M2

3
ρNRQCD
V . (3.105)

The latter may be computed from the Wightman correlator [122]:

ρNRQCD
V (ω) =

1

2

(
1− e−

ω
T

) ∫ ∞
−∞

dteiωtG>(t;~0,~0), (3.106)

where we get G>(t,~0,~0) by solving the Schrödinger equation with{
i∂t −

[
2M + V (r)− ∇

2
r

M

]}
GV
>(t;~r, ~r′) = 0, t 6= 0 (3.107)

GV
>(t;~r, ~r′) = 6Ncδ

(3)(~r − ~r′). (3.108)

The interaction modelling potential V (r) has been computed using Hard Thermal Loop re-
summed perturbation theory in [123] to first non-trivial order and is given by

V (r) = −αsCF
[
mD

exp(−mDr)

r

]
− iαsCFTφ(mDr) +O(α2

s), (3.109)

where mD is the Debye mass and φ(x) reads

φ(x) ≡ 2

∫ ∞
0

dzz

(z2 + 1)2

[
1− sin(zx)

zx

]
. (3.110)

For short distances r � 1/mD, the potential should be replaced with the free vacuum static
potential given in [124].
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3.5. Perturbative approach

Figure 3.3: Pseudoscalar spectral functions with different quark masses as input in the vicinity of the
threshold at 2M . Taken from reference [46].

As already mentioned, below the threshold, the spectral function overshoots the true result
[46]. In order to compensate for that effect one may multiply the function φ with

θ(2M − ω)e−|ω−2M |/T . (3.111)

As a final step, we have to connect the UV -region and the thermal part. As there are large
uncertainties in the amplitude of ρNRQCD, we normalize it with a free coefficient ρQCD =
AρNRQCD such that the connection between the two regions is continuous. Further we require
that the derivative at some certain ωcon. ∼ 2.3...2.6M is continuous as well. In figure 3.3, we
show the resulting spectral functions for the pseudoscalar channel as an example.
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4. Methodology
On encounters many statistical and technical complications during the practical analysis of
lattice QCD. For instance one major problem of analysing screening masses is the convergence
of the corresponding fits. In this section we collect different techniques that we have used and
developed to circumvent such problems.

4.1. Correlations in lattice QCD
In lattice QCD, observables undergo statistical autocorrelations due to importance sampling
using Markov chains. As each configuration is generated based on the previous configura-
tion, correlations between these configurations appear. This is why the use of standard sta-
tistical tools underestimate the statistical error of observables. One can solve this problem
by throwing away intermediate configurations, so that subsequent configurations are uncor-
related. However, this drastically increases the computational effort. Instead one usually
chooses a step size where correlations are still present.

The remaining autocorrelation can be examined through the so called autocorrelation time.
It can be obtained by first defining the autocorrelation function

CO(t) = 〈OiOi+t〉 − 〈Oi〉 〈Oi+t〉 (4.1)

for different values of t. In a typical Markov chain, the autocorrelation function has an expo-
nential descent,

CO(t)

CO(0)
∼ e−t/τ , (4.2)

where τ is the so called exponential autocorrelation time. Often, the descent is composed of
several exponential terms,

CO(t)

CO(0)
∼
∑
i

Aie
−t/τi . (4.3)

The exponential autocorrelation time is then given by the largest value of those τi.
Additionally, correlations between different observables might occur. For instance, when

analyzing quantities calculated along one of the lattice axes. Typical examples are Polyakov
loop correlators or meson correlators, where each entry is correlated to its neighbors: As
neighboring lattice points within one configuration are correlated, the quantity to be computed
will also exhibit correlations.

In both cases, the analysis of the simulated data has be done using tools that take care of the
correlations. Such tools are bootstrapping or the jackknife method which will be described in
the following.

4.1.1. Bootstrapping

The idea of bootstrapping is to estimate the distribution of the central value of an observable
by using random samples: Let us assume, we want to calculate the expectation value of an
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observableO from a data setD of sizeN . The computation of the observable does not undergo
any limits. For example, it can be the result of a fit. First, one draws M random samples Dm

of size N from the original data set D, where repetitions are allowed. The observable is then
calculated on each of these samples giving a set of estimates for the observableOm = O(Dm).
As an estimator for 〈O〉 and its error one might use

Õ =
1

M

M∑
m=1

Om, σO =

√√√√ 1

M

M∑
m=1

(Ok − Õ)2. (4.4)

However, if the distribution is highly non-Gaussian, it is better to use the median and 68%
percentiles to estimate the expectation and its error.

Bootstrapping is a great tool to reduce correlations between different observables. To do
so, one needs to use different samples per observable. As each observable is calculated on a
different data set, this breaks up the correlations between this observables. However, it is not
possible to use bootstrapping to reduce the effects of autocorrelation.

It is also possible to nest bootstraps. For instance when the final observable is computed
by a fit, where one needs errors on the data to be fitted. The first bootstrap is performed to
generate different samples for the fit. The errors on the data points that enter the fit may be
computed by a second bootstrap that is based on the samples of the first bootstrap. Here it is
important, that the second bootstrap is performed on the sample of the first bootstrap and not
on the original data set.

4.1.2. Jackknife

Again, let us look at an observable O which shall be calculated on a data set D of length N .
Now, one divides the data set into n blocks of length m with N = n · m. To fulfill the last
condition, one may need to drop a few data points. Next, one computes the observable O on
partial data sets Di where one of the n data blocks has been dropped. One ends up with n
values O(Di) which are computed on N −m data points. These values O(D1) . . . O(Dn) are
transformed into so called pseudo values,

Oi = n ·O(D)− (n− 1)O(Di). (4.5)

These pseudo values may be used to estimate expectation value and its error as usual:

Õ =
1

n

n∑
i=1

Oi, σO =

√√√√ 1

N(N − 1)

n∑
i=1

(Oi − Õ)2 (4.6)

The jackknife method corrects for effects of the autocorrelation of observables, but it is not
possible to remove correlations between different observables.

The choice of the block length should be larger than the autocorrelation length. On the other
hand a too large block size leads to too few values of Oi. In practice one should reduce the
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number of blocks, until a maximum in the error size is reached. This is usually the case for
roughly 20 blocks.

4.2. Correlated fits

When performing fits on lattice data, it often happens that the data points that enter the fit are
not independent. This means that the data points actually carry less information than if they
are independent. This effect has to be corrected using correlated fits which we describe in the
following.

We start with the definition of a fit in the sense of maximum likelihood estimation. Assume
we have observed the outcome ȳ = {ȳ1, ȳ2, . . . , ȳN} of an experiment given the input data
x = {x1, x2, . . . , xN}. We have put the bar above ȳ to indicate that this outcome may stem
from averaging over several individual measurements of some observable yi:

ȳi =
1

Mi

Mi∑
k=1

yi,k. (4.7)

Now, we are interested in finding those parameters θ = {θ1, θ2, . . . , θM} of some model
f(θ,x) that maximize the probability that we observe ȳ given θ and x. In other words, we
search for a maximum of the so called likelihood function Lȳ,x(θ) = P (ȳ|θ,x). Usually, the
probability density function P (ȳ|θ,x) is not known a priori and assumptions based on the
spread of the data points have to be made about it.

In many cases the spread of the individual elements ȳi is found to follow a Gaussian distri-
bution. In that case, the outcome of the experiment often also provides an estimator for the
variance σ2

y , and the likelihood function is given by

Lȳ,σy ,x(θ) =

 n∏
i=1

1√
2πσ2

y,i

 exp

(
n∑
i=1

−(ȳi − f(θ, xi))
2

2σ2
y,i

)
. (4.8)

Maximizing this function is equivalent to minimizing its exponent

χ2 =
n∑
i=1

(ȳi − f(θ, xx))
2

σ2
y,i

, (4.9)

which is the usual least square fitting that is widely used. In most cases, an analytical solution
for this minimization is not available and numeric algorithms have to be used. This becomes
tricky if there is more than one local minimum of χ2. In that case on has to use start parameters
that are near the global minimum as an initial guess for the minimization algorithm.

Note that the above equations are only valid if the individual elements of ȳ are completely
independent of each other. This is indeed the case for many experiments, but for data observed
from lattice QCD, many observables are correlated. This means that there is actually less
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information in the data than it seems. To take care of this, the covariance C takes the place of
the variance, and the likelihood functions is given by

Lȳ,C(θ) =
1

(2π)n/2
√

detC
exp

(
−1

2
χ2

)
, (4.10)

χ2 =
n∑

i,j=1

[ȳi − f(θ, xi)] (C−1)ij [ȳj − f(θ, xj)] . (4.11)

The covariance matrix either has to be known from theoretical considerations or can be
estimated from individual measurements of our observable yi:

Cij =
1

N − 1

N∑
k=0

(yi,k − ȳi)(yj,k − ȳj). (4.12)

Note that this is the covariance matrix of the individual values. To get the covariance matrix
of the mean values, this has to be normalized with an extra 1/N . As we commonly want to fit
the mean values, this is what should be used in the fit.

To calculate the covariance matrix in this way, lots of statistics are needed. Too few statistics
often leads to strange fit results that are far off or leads to numerical uncertainties. Even for
good statistics, correlated fits are found to be less stable. This is especially the case if the
fit model does not reasonably match to the data. It is also essential to start with good initial
parameters, as correlated fits tend to have lots of local minima. At this point we found it
reasonable to try as many minimization algorithms as possible and select the one with the
smallest χ2.

In addition, the covariance matrix is almost singular in many situations, and inverting it
leads to numerical uncertainties. This can be reduced by using the correlation matrix

Xij =
Cij
σiσj

(4.13)

instead of the covariance matrix. This has to be compensated in the residual:

χ2 =
n∑

i,j=1

(
ȳi − f(θ, xi)

σi

)
(X−1)ij

(
ȳj − f(θ, xj

σj

)
. (4.14)

The correlation matrix should have a smaller condition number and therefore, is less singular.
Nevertheless, one should always check for numerical problems by comparing X−1X against
the identity matrix.

Despite all these problems, it is not possible to simply use a non-correlated fit instead, as
this will underestimate the errors of the fit parameters and may even give wrong results. If a
correlated fit does not work one can use bootstrapping to keep track of the correlations. This
can also be used if the data are non-Gaussian distributed and will be addressed later.
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4.3. Ground state extraction

Having found the minimum of the chi-squared, we still have to compute the errors or, more
generally, the covariance matrix of the fit parameters. Suppose we know the best fit parameters
θk for each individual measurement yk (k refers to the measurement and not to the observable).
Defining δθa,k = θ̄a − θa,k with θ̄a the mean over all θa,k, the covariance matrix of the fit
parameters will be given by

Pab =
1

N − 1

N∑
k=1

δθa,kδθb,k (4.15)

One way to compute δθa,k is to bootstrap from the original data set. However, assuming
that θa,k behaves approximately linearly for small deviations in yk, we can also use error
propagation with

δθa,k =
∑
i

∂θa
∂yi

δyi,k, (4.16)

where δyi,k is defined as δyi,k = ȳi − yi,k. Inserting this into equation (4.15), we end up with

Pab =
∑
i,j

∂θa
∂yi

∂θb
∂yj

1

N − 1

∑
k

δyi,kδyj,k

=
∑
i,j

∂θa
∂yi

∂θb
∂yj

Cij. (4.17)

To perform the computation, we still do not know the derivatives ∂θa/∂yi because we do not
know how θ depends on yi. However, we know how yi is expected to depend on θ, as this
dependency is given by the fit model. With J being the Jacobian of f(x, θ), we can assume
Jia = ∂f(xi, θ)/∂θa = ∂yi/∂θa and one can easily show that the covariance matrix of the fit
parameters is finally given by

P = (JTC−1J)−1. (4.18)

With this formula, the errors can be computed directly from the errors of the data set, but the
quality of the fit has not been taken into account which results in heavily underestimated errors
for bad fit models. This can be corrected by multiplying the result with χ2/d.o.f , where d.o.f.
is the number of degrees of freedom, i.e. N −M with N being the number of data points and
M being the number of fit parameters.

4.3. Ground state extraction

Having computed the correlators on the lattice, we need to extract the ground state mass
according to equation (3.6) or (3.44), respectively. The methods to extract the ground state are
the same for pole and screening masses. Therefore in this section we only use the notation for
the pole mass, which means we are measuring the correlator in temporal direction nτ .

There are different ways to extract the ground state, where most of them rely on the fact that
higher states are sufficiently suppressed for large distances. For non-oscillating correlators, a
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first estimate is given by the so called effective mass meff which is implicitly defined by

C(nτ )

C(nτ + 1)
=

cosh(meff(nτ −Nτ/2))

cosh(meff(nτ + 1−Nτ/2)
, (4.19)

which has to be solved numerically for meff .
For staggered correlators, i.e. with an oscillating part, the definition of the effective mass is

more involved [125]. The idea is to use four subsequent points to solve the non-linear equation
system of the four parameters given by the two ground states. To be able to solve this equation
system analytically, we have to neglect contributions from the periodic boundary conditions
and assume

G(nτ ) ≈ Ano exp(−mnonτ )− (−1)nτAosc exp(−moscnτ ). (4.20)

Further defining gi = G(nτ = i), x− = exp(−mno) and x+ = exp(−mosc) leads to two
equations:

Ax± ∓Bx± + C = 0. (4.21)

These may be solved under the condition AC < 0 and we get

x± = ± B

2A
+

√
B2 − 4AC

2|A|
(4.22)

where A, B, and C are defined as A = g2
1 − g2g0, B = g3g0 − g2g1 and C = g2

2 − g3g1.
From this we define the effective oscillating and non-oscillating correlator, as well as their

effective mass:

Gno(nτ ) = Ano exp(−mno,effnτ ) =
g1 + g0x+

x− + x+

Gosc(nτ ) = Aosc exp(−mosc,effnτ ) =
g1 − g0x−
x− + x+

. (4.23)

Assuming that for large distances higher states are suppressed, the so defined effective
masses should reproduce the ground state mass. The problem with this method is that the
errors of correlators typically rise for large distances. This is why the effective mass becomes
imprecise exactly in the region of interest. One way to tackle this problem is to perform an
exponential fit on the mass plateau of the effective masses [53]. Yet, for staggered correlators,
the neglected boundary conditions in (4.20) start to become relevant in the large distance re-
gion, and the effective mass does not settle but drops down to too small values (see figure 4.1
for an example). So this method is not applicable any more.

Instead, the usual approach for staggered correlators is to perform fits on the correlator
instead. As there are in principle infinitely many excited states, it is difficult to perform these
fits. Adding many states to the fit function will make the fit unstable and highly dependent
on the initial guess. We find that fits with up to four parameters usually work when the initial
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guess is roughly estimated. For staggered fits, this corresponds to a one state fit in both the
oscillating and non-oscillating channels. Such a one state fit is not able to follow the correlator
at short distances as higher states start to become important. Thus, the standard way to extract
the ground state of a correlator is to restrict the fit to only a few states (usually two states for
non-oscillating and one state for oscillating fits). This fit is performed on different intervals
[nτ,min, nτ,max] until the resulting mass settles in a plateau. For large enough nτ,min (and small
enough nτ,max) the higher states are sufficiently suppressed.

However, the same problem as for the effective masses arises. The region where higher
states are suppressed exhibits larger errors compared to points at short distances. Therefore,
points including higher states are more dominant, and the fit will follow mostly these points
(see figure 4.1, left plot). This is why a plateau is usually reached only if the centered, most
noisy points of the correlator are used for the fit (figure 4.1, right plot). Moreover, a one state
fit often does not exhibit a plateau, as excited states contribute even at large distances (compare
one state and two state fits in 4.2).

Different approaches have been suggested to solve these issues. The variational method
[126, 127] computes the different states from eigenvalues of the cross correlation matrix of
different interpolators. This method requires additional computation of correlators and is dif-
ficult to apply for staggered fermions.

In [128], a method that extracts excited states by subtracting the result from the effective
ground state mass is introduced. As the ground state is estimated from a one state effective
mass, this requires a precise correlator at large distances as well.

Another method that works with fits is to constrain the fits with beforehand known values
of the fit parameters, so called priors [129]. These priors and their errors have to be known
before the fit from other theoretical considerations or by experiments. There are methods to
extract priors from the data itself [130]. Though, without prior knowledge, it is impossible to
find priors that do not introduce a bias to the fit.

4.3.1. Automated initial guess estimation

To overcome the problems of all these methods, non-constraint, higher state fits are needed and
the instabilities have to be removed. Indeed, we find that such higher state fits are possible, if
the initial guess is very close to the final result. Nevertheless, the initial guess has to be known
so precisely, that it is impossible to tune by hand for each parameter set. Therefore we have
developed an automated fit parameter estimation routine based on a sequence of fits. This
routine calculates an initial guess even for high states, which is precise enough to perform the
final fit afterwards. This makes it possible to perform higher state fits for large fit intervals and
this gives a reasonable plateau even for very short distances.
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Figure 4.1: Example for a one state staggered correlator fit in a spatial direction. (HISQ action, ms =
20ml, lattice size: 483 × 12, axial vector channel for two light quarks, point source, β =
8.71). The correlator has been symmetrised and we fit only half of the correlator. Left:
The correlator fit for different fit intervals. The upper limit of the fit interval has been
fixed to nσ,max = 24, while the lower limit is varied from 1 to 20. Each fit result is
visualized with a different color: For larger intervals the fit is colored in blue while for
smaller intervals the color is changed to red. For a better visualization we plot only the real
part, i.e. Re(−(−1)nτ ) = − cos(πnτ ). Right: The screening mass of the non-oscillating
part in lattice units for this fit as a function of nσ,min and the effective mass. In order to
guide the eye we connect the data points by straight lines
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Figure 4.2: Left: Same as figure 4.1 for Ns,no = Ns,osc = 2. Right comparison of the corresponding
mass plateaus for one and two state fits respectively. In order to guide the eye we connect
the data points by straight lines
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First, let us define a most general fit ansatz as

Gfit(nτ ) =

Ns,no∑
i=1

Ano,i cosh[mno,i(nτ −Nτ/2)]

− (−1)nτ
Ns,osc∑
i=0

Aosc,i cosh[mosc,i(nτ −Nτ/2)] (4.24)

where the second part is only relevant for staggered correlators. For simplicity, we restrict to
Ns,osc = 0 first and will show how deal with oscillating fits later. Using the following steps it
is now possible to generate an initial guess, that is close enough to perform higher states fits.
As we introduce another method later, we call this routine method A.

1. First, choose a fit interval, where contributions of excited states are mostly suppressed.
On this interval, we may estimate the initial guess for a simple one state fit. For nτ <
Nτ/2, we may approximate

A cosh(m(nτ −Nτ/2)) ∼ A′ exp(−mnτ ) (4.25)

Now, if we fit the log-scaled data with a linear function ln(A′) + mnτ , we get good
estimates for the start parameters.

2. Use the parameters from step 1 as initial guess to perform a one state fit on the small
fit interval. The resulting parameters may be named A1, m1 and the resulting correlator
G1,fit(nτ )

3. Increase the fit interval such that roughly the next excited state is included. Then, com-
pute G2,diff(nτ ) = G(nτ )−G1,fit(nτ ). As we subtract the one state from the correlator,
this quantity will contain information about the second state mostly.

4. Perform a one state fit on G2,diff(nτ ). The resulting parameters may be named A2, m2.

5. The parameters A2, m2 can be improved: Perform a two-state fit, where parameters for
the first state are used from 2 and kept fixed. Use the parameters from step 4 as start
parameters for the second state. Update A2, m2.

6. Perform a full two-state fit using the parameters from steps 2 and 5 as start parameters.
Update parameters A1, m1, A2, m2.

7. Repeat steps 3 to 6 for higher states, until the desired number of states Ns,no is reached.

A visualization of this procedure can be found in figure 4.3.
Due to the instability of correlated fits, is is reasonable to apply the above method using

uncorrelated fits. Afterwards, one final correlated fit is performed. Furthermore, we may use
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the symmetry of the correlator and perform the fit only on the half of the correlator: First we
symmetrize the correlator:

Gnew(nτ ) =
1

2
(G(nτ ) +G(Nτ − nτ )) . (4.26)

Afterwards, the upper bound of the fit interval is kept fixed to nτ,max = Nτ/2 and only the
lower bound is varied (see left plot of figure 4.1). This helps to improve the quality of the
estimated covariance matrix.

Additionally it helps to normalize the correlator such that G(Nτ/2) = 1. This leads to a
ground state amplitude close to one, which helps a lot of minimization algorithms converge.

Note that this method also works if an excited state has a negative amplitude. One only has
to change the sign of the correlator in the logarithmic estimation fits.

To apply the method A to staggered correlators, we have to split the correlator according
to equation (4.23). This allows one to estimate the initial guess for the oscillating and non-
oscillating part separately by applying non-oscillating fits using the above method to the split
correlators. As already mentioned, the split correlators are often of bad quality. This is espe-
cially the case for noisy data. In that case, the initial guess estimated by the split correlators
is not precise enough to apply the final fit. For that case, we have developed an additional
routine, that works directly on the oscillating correlator. This method relies on the fact that the
ground state fit of the oscillating and non-oscillating part are usually of similar size. We name
the following sequence of fits method B.

1. At a small fit interval, Perform one state fits on all even points of the correlator and we
name the resulting fit parameters Ae, me. Repeat the same for the odd points (Ao, mo).

2. Assuming similar size of the non-oscillating and oscillating masses, the fit parameters
for the combined fit may be estimated with Ano,1 = (Ae +Ao)/2, Aosc,1 = (Ae−Ao)/2
and mno,1 = mosc,1 = (me +mo)/2.

3. Using the parameters from step 2 as initial guess, perform a full one state fit with oscil-
lating and non-oscillating part.

4. Increase the fit interval. Guess the mass of the next excited state of either the even or the
odd part (we use mno/osc,2 = 5/4mno/osc,1). Adjust the corresponding amplitude (Aosc,2
or Ano,2) such that the first point of the correlator in the fit interval is reproduced.

5. Perform a full fit with higher states. Use the parameters from steps 4 and 3 as the initial
guess.

6. Repeat steps 4 to 5 until the desired number of states is reached.

When applying the fits in practise, one should apply both methods and choose the one with
the better (=smaller) χ2. We find that method A is superior for correlators with rather small
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Figure 4.3: Visualization of the different fits that are performed to estimate the start parameters of a
non oscillating four state fit to a Wilson charmonium pseudoscalar correlator on a quenched
lattice. While the lattice has 96 points in the spatial direction, the fit has been restricted
to nτmin. = 3 and nτmax. = Nτ/2 = 48. First, a one state fit is performed on a small fit
interval with nτmin.,Ns=1 = 26 and nτmax.,Ns=1 = nτmax. = 48. From the results of this
fit, the start parameters for a two state fit are estimated (see text). Then this two state fit is
performed on a larger interval (nτmin.,Ns=2 = 16). The results are used for a three state
fit (nτmin.,Ns=3 = 9) and finally we can estimate the start parameters for the four state fit.
The fit intervals have been calculated based on equation 4.27 with weights given in table
4.1 and are visualized by vertical lines.
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method N = 1 2 3 4 5

A
ω1 = 2 4 6 6 6
ω2 = 1 1 1 1 1

B
ω1 = 8 8 10 10 10
ω2 = 1 1 1 1 1

Table 4.1: Weights to estimate the fit intervals according to equation (4.27). N denotes the total number
of states, N = Ns,no + Ns,osc, for which we want to calculate the fit interval based on our
current fit interval.

errors, while method B works better for very noisy data. When iterating through the mass
plateau, we also recommend to reuse the result from the previous fit as a third initial guess.

To have a fully automated fitting routine, we still need to know how to choose the fit inter-
vals for the different steps. We found it sufficient to calculate the next smaller interval based
on the following formula:

nτ,min,sub =
(ω1nτ,min + ω2nup)

ω1 + ω2

. (4.27)

Here nτ,min,sub is the lower bound of the smaller fit interval that we want to compute from
the current lower bound nτ,min while nup is defined as min(nτ,max, Nτ/2). The parameters ω1

and ω2 can be arbitrarily chosen depending on how many states we are looking at. In table 4.1
we present weights that we found work best for methods A and B. However one should not
hesitate to try different ones.

Another problem that usually arises in practise is the selection of the ground state: If a multi
state fit successfully runs into a minimum it is not directly clear which of the states actually
corresponds to the ground state. Even though the above fitting routines affect the ordering
of the states in principle, it might still happen that the ground state is not given by the first
state in the fit. One might assume that simply ordering the fit result according to the resulting
masses should represent the corresponding ordering of states. However we find that this is not
sufficient. It might also happen, that a two state effectively becomes a one state fit, where the
amplitude of the second state is unphysically small. In that case, the corresponding mass does
not reflect any meaningful state. To overcome similar problems with imprecise fit results we
came up with a sorting algorithm:

We iterate over pairs of states, and interchange them if one of the following conditions is
true:

1. The amplitude of the first state is lower than the second one’s;

2. the mass of the first state is unrealistic small or large;

3. the amplitude of the first state is negative and the amplitude of the second state is posi-
tive.
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4.3. Ground state extraction

This algorithm is optimized for sources, where all states come with a positive amplitude. For
results where negative amplitudes appear, this will still extract the correct ground state. Only
excited states come in a different order.

4.3.2. Error estimation

Having found the best fit values using the methods in the previous section, we still need to
compute the error of the fit parameters. In the following, we will give a short overview over
the many possibilities to do so.

Using the jackknife method to estimate the final fit error has a few problems that stem from
the chaotic behavior of the fit. Even though the initial guess estimation routines described in
section 4.3.1 help to find a reasonable fit result, it still may happen that a fit fails and the fit
parameters are off. This happens especially if the estimate of the covariance matrix is of low
quality and the number of states is larger. When using the jackknife method, fewer data enter
the computation of the covariance matrix. Therefore, it is likely that one of the fits within the
jackknife fails. One fit result that is completely off destroys the whole jackknife method. This
is why we found that the jackknife method does not work for correlated higher state fits.

The same argument holds for a bootstrapping where one computes the covariance matrix on
each bootstrap sample. However, bootstrapping allows to break the correlation of the different
values in the correlator by using different samples per nτ -value. In that case, the covariance
matrix becomes diagonal and uncorrelated fits are possible. Indeed, we find that this method
gives reasonable results even for higher state fits, though using different samples per nτ -value
adds noise to the correlator. This noise removes the correlations but it also may hide excited
states which results in larger error bars for excited state fits.

An additional problem arises when the fit ansatz does not reflect the data. For instance, if
a one state fit is performed on a large interval where excited states are not suppressed. In that
case, the fits keep running into a minimum, whose χ2/d.o.f is too large. As all these run into
a similar minimum, this results in an underestimated error. Both of these effects are visible
in figure 4.4. The error from bootstrapping of the (2,2)-fit is overestimated for separations
nσ,min ≥ 10. At the same time, the error of the (1,1)-fit is underestimated for separations
nσ,min ≤ 15 At separations where the bootstrapping method works, the results of direct fits
and bootstrapping agree in error size as well as central value. This serves an independent
check for the correctness of the correlated fit.

All in all, we find that the best working method is to use only one direct correlated fit which
error is estimated by correlated error propagation.

4.3.3. Selecting the best fit

With the methods in section 4.3.1 it is now possible to perform higher state fits at arbitrary
fit intervals. We still have to chose an optimal fit regarding the number of states. Too few
states leads to the usual problem of excited state influence. Too many states leads to over-
fitting and the error bars become large again. To select the appropriate number of states, we
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Figure 4.4: Ground state screening mass for different number of states using bootstrapping and direct
fits. In the case of one direct fit, the error stems from the fit error itself. Parameters are the
same as in figure 4.1.

use the Akaike Information criterion (AIC) [131] which is a criterion to select the best among
different fit models. It is defined as

AIC = 2k − ln(L̂), (4.28)

where k is the number of parameters and L̂ is the likelihood function from equation (4.11).
The best model is then given by the model with the lowest AICc. Though, equation (4.28) is
only valid for data sets where the number of data points n is much larger than k. For smaller
data sets, one has to correct for over-fitting. This may be done by using the corrected AIC
(AICc) [132] which is defined as

AICc = AIC +
2k2 + 2k

n− k − 1
. (4.29)

For each given interval [nτ,min, Nτ/2], we perform fits with different numbers of states.
For staggered correlators, we also try different numbers of states for the oscillating and non-
oscillating channel, respectively. Then, the fit with the lowest AICc is selected as the best fit
for this interval.

In figure 4.5, we show this selection process for a data set with small errors. As the AICc
is only a relative comparison, it is impossible to compare the result from different fit intervals.
Only a comparison between different states is possible: Even though it seems that the fits with
larger fit intervals are favored by the AICc, this is not the case. In the end, the resulting plateau
is totally stable throughout the whole range, but lies below all results of the one state fit. This
stresses the importance of higher state fits.
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In figure 4.6 we show another example for a very noisy correlator. Here, we only get a signal
from the short distance region, where the correlator is less noisy, but higher states contribute.
Using higher state fits and the AICc-selection routine, we may still extract the ground state.

4.3.4. Plateau averaging

Having computed the final plateau, using the many state fitting routine and the AICc selection,
we still average over the plateau to find the final value and error. As the data points within the
plateau stem from the same data set, they are not independent. This forbids us to use standard
statistical tools like standard mean and standard error.

One way to solve this problem is to use bootstrapping to find the covariance matrix between
the data points within plateau. Afterwards the final value and error may be computed using
the correlated weighted average. However, this has two drawbacks: First, this requires a
factor 100-1000 more computation time, as each fit has to be repeated on bootstrap samples.
This increases the computational effort for the fits so much that the data analysis is about
as expensive as the computation of the correlators themselves. Second, a covariance matrix
estimated from bootstrap samples is usually of low quality. In our test we found that this often
leads to mean values which are completely off.

Instead it easier to assume 100% correlation between the points and use Gaussian bootstrap-
ping to estimate the final value and error. To do so, we draw Gaussian noise around each of
the data points. We then add the resulting distributions to one final distribution. The median is
then quoted as the final error, while the error comes from a 68% percentile around the median.
Example plots for this procedure can be found in figure 4.7.
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Figure 4.5: Top: Corrected Akaike information criterion (AICc) for different numbers of states as a
function of nσ,min. Note that the AICc may only be compared for the same data set. In
this case this means that one should not compare horizontally. Left: Same as figure 4.1
but with a higher number of states. For each interval we plot the fit model selected by
the AICc. Right: Ground state mass for the non-oscillating part for different fit models.
Black: Ground state mass selected by AICc. In order to guide the eye, we connected the
data points with straight lines in the upper and right plot.
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Figure 4.6: Same as figure 4.5 but for a noisy data set (HISQ action,ms = 20ml, lattice size: 403×10,
axial vector channel for two light quarks, point source, β = 6.575). Left: For each interval
we plot the fit model selected by the AICc. Right: Ground state mass for the non-oscillating
part for different fit models. Black: Ground state mass selected by AICc
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Figure 4.7: Example for the plateau averaging. The data stem from the same lattice as in figure 4.5.
Left: Final mass plateau as a function of nσ,min.. The shaded area marks the selected
plateau, its median and the error. Right: Histogram, which shows the 68%-percentile that
has been used for the error computation
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4.4. Continuum extrapolation

Physical observables computed on the lattice undergo cut-off effects. That means that the
result of these observables does not reflect the true physical value, but comes with systematic
errors instead. These errors stem from the discretization of the action and the observable
itself. Therefore, the size of these cut-off effects depends on the discretization scheme itself.
In the so called continuum limit, where the lattice spacing goes to zero (lima→0), this cut-off
vanishes. Due to the limit in computer power, this limit is never reached, and cut-off effects
stay relevant even for large lattices. To still be able to calculate continuum observables, an
extrapolation a→ 0 based on finite lattices is necessary.

In many cases, such an extrapolation should be done at many different realizations of an
observable concurrently. A typical example is an observable that is measured at different
temperatures. If the temperatures between the different lattice spacings do not match exactly,
a point wise continuum extrapolation is impossible. Often, it is even impossible to match data
points for each lattice spacing. For instance a correlator at smaller lattice sizes has less data
points that the largest one. The lattice points of the finer lattice do not match to those of the
coarsest lattice. This is why an interpolation at each lattice spacing has to be done first. Such
an interpolation may be done by using any appropriate interpolation ansatz.

In this work, we used splines as an interpolation ansatz, as they make it easy to combine
the continuum extrapolation and the interpolation in one step. A spline contains of piece-wise
defined polynomials, which are constructed in such a way that a certain number of derivatives
stay steady at the transition points. These transitions points are called knots and may be
distributed arbitrarily within the interval that should be interpolated. To define such a spline,
we first define the so called jump function as

(x)+ =

{
0 : x 5 0

x : x > 0.
(4.30)

A spline, where all but the n-th derivatives are steady, may then be defined as

p(x) =
d∑

n=0

an(x− x0)n +
n∑
k=0

ck(x− xk)d+, (4.31)

where d is the degree of the underlying polynomials, n is the number of knots, xk are the knot
positions and ai, ci are the spline coefficients. Here, the coefficients ai are the coefficients of
the underlying base polynomial while the ci belong to each knot. If less than n− 1 derivatives
should stay steady, the above formula changes to

p(x) =
d∑

n=0

an(x− x0)n +
n∑
k=0

d∑
i=d−s+1

ck,i(x− xk)d−i+ , (4.32)

where s is the number of derivatives that are not steady.
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The spline interpolation itself may now be performed by fitting the given data points over
the coefficients ai and ci. The number of knots and the degree of the polynomial have to be
selected by hand for each data set.

For a continuum extrapolation, one may interpolate each data set corresponding to a dif-
ferent lattice spacing separately. Then the continuum extrapolation can be performed on the
interpolated data. A better way is to combine the extrapolation and the interpolation into
one single fit. To do so, we replace the spline coefficients by a function that depends on the
lattice spacing a or equivalently on 1/Nτ . This function itself contains coefficients that are
used in the fit. For example, if the action is quadratically improved in a, a typical ansatz is
ak(Nτ ) = a/N2

τ + b. The error of the spline interpolation may then be estimated by bootstrap-
ping.

When working with splines, typically oscillations in the fitted spline occur. This is mostly
the case when some parts of the data show a lot of curvature while others are rather smooth.
In the following we give a few practical hints for how to reduce those oscillations. We demon-
strate this using mock data which are Gaussian generated around a non-trivial function:

f(x) = {arctan[5(x− π)] + π/2} cos(x− π) + 30/Nτ . (4.33)

The density of data points is chosen to follow the details of the function. This means that most
of the data points are given at the peak structure. In the top left plot of figure 4.8, we show an
example with d = 3 and nine knots that are evenly distributed within the given interpolation
interval. We also show the analytically given continuum extrapolation. It can be found that
the spline results oscillate a lot, which is a typical behavior for splines. Moreover, the spline
is not able to follow the details of the data at the peak structure. This is due to the insufficient
distribution of the knot position. While the high number of knots at the flat area leads to
oscillations, more knots are needed at the peak structure.

Thus, a better way is to distribute the knots according to the data point density: We choose
the positions of the knots in such a way that the same number of data points lies between
each pair of subsequent knots. The result is displayed in the top right plot of figure 4.8. The
oscillations are almost gone. However, the continuum extrapolation still partially misses the
correct result. This may be solved by adding splines with a different number of knots to the
bootstrap sample. As a result (bottom left plot of figure 4.8), the continuum extrapolation is
more smooth.

Especially at the flat region for x < 2.5, there still a few oscillations mainly in the error
bars. These may be reduced even further by slightly randomizing the knot positions in each
bootstrap realization. One way to randomize the knot positions is to calculate them according
to the point density only on a randomly chosen fraction of the data set.

Additionally one can use existing information to force the splines to fulfill certain con-
straints. For instance, one constrains the derivative at special x-values. This can be realized
by excluding some of the spline coefficients from the fit. These coefficients are chosen in such
a way that the constraints are fulfilled: Let us assume, we have a function f(c, x) linear in
its M different coefficients ci, i ∈ {0, 1, . . . ,M}. Further, we have an array of N constraint
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positions xi and the constraint values Ci itself:

f (ni)(xi)
!

= Ci. (4.34)

Here f (ni)(xi) denotes the n-th derivative of f . Now, we choose N coefficients cj which we
use to fulfill the constraint. The indices j of these coefficients may be grouped in J = {j ∈
{0, 1, . . . ,M}}. Given these coefficients, we define f (n)

0,j = f (n)({0, . . . , 0, 1, 0, . . . , 0}, x),
which contains only the contribution of coefficient cj to the function. The set of coefficients
where all coefficients used to fulfill the spline are set to zero but all other coefficients stay
unchanged may be defined as

c0 =

{
ci : i /∈ J
0 : i ∈ J.

(4.35)

Then the constraints are fulfilled if the following equation system is solved:

f (n1)(c0, x1) +
∑
j∈J

cjf
(n1)
0,j (x1) = C1

f (n2)(c0, x2) +
∑
j∈J

cjf
(n2)
0,j (x2) = C2

...

f (nN )(c0, xN) +
∑
j∈J

cjf
(nN )
0,j (xN) = CN . (4.36)

A spline is only linear in those coefficients that belong to nodes below the constraining x-
value. This is why only those coefficients may be chosen to constrain the spline. We found
that the fits work best if the spline coefficient belonging to the nearest, lower knot is used for
constraining the fit. In the lower left plot of figure 4.8, the derivative has been constraint to
match the correct value at x = 0 and x = 2π. The spline clearly performs better at the edge
of the interpolation region.

In practice, the choice of the number of knots, the degree of the polynomials and the con-
straint need to be tuned by hand. In many cases, it helps to use more than one constraint
outside of the interpolation region. It especially helps to use constraints below the first knot.

4.5. Technical implementation

When it comes to the technical implementation of analysis methods in physics they are often
implemented in a “quick and dirty” way, where a lot of parameters have to be hard coded. This
includes the high risk of introducing bugs into the analysis of the data. A common mistake
are wrong parameters that have not been changed after an existing script has been reused for
something else.
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Figure 4.8: Different steps to improve the continuum extrapolation. The shown data are generated with
Gaussian noise around f(x) = (arctan[5(x−π)] +π/2) cos(x−π) + 30/Nτ . All splines
are of degree 4. The gray band denotes the continuum, while the black dashed line shows
the input function f(x). The colored bands show the resulting interpolation at the given
Nτ . Top left: Simple spline with nine evenly distributed knots. Top right: Density of the
nine knots adapted to the number of data points. Bottom left: Like top right but here we
average over the results from 8, 9 and 10 knots. Bottom right: Like bottom left but with
slightly randomized knot positions and constraints to the derivative at x = 0 and x = 2π.
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To avoid such problems, all of the programs used for data analysis in this thesis have been
written in a modular, reusable and most general way. The entire amount of software used
in this thesis is written in python, making heavy use of the numpy and scipy packages. All
programs are available in a library that we lazily named “AnalysisToolBox”. Among oth-
ers, we provide statistical tools, like Jackknife or Bootstrapping which may be applied for
arbitrary functions and multi-dimensional data, a very general tool to perform correlated and
non-correlated fits, numerical solvers for integrals, differential equations and root finding and
a library for easily generating plots. In addition the algorithms for the screening mass determi-
nations as well as for the continuum extrapolation in the last subsections are available. These
tools may executed directly from the command line.

In the following we demonstrate the modularity of the library by explicitly writing a small
script to perform screening mass fits. Let us start with a simple one state fit for a staggered
correlator with an oscillating and a non-oscillating part. The corresponding implementation
can be found in listing 1.

1 #!/usr/bin/env python3
2 from latqcdtools.readin import *
3 from latqcdtools.fitting import *
4 from latqcdtools.statistics import *
5 import numpy as np

8 def one_state(x, A_no, m_no, A_o, m_o, Nt):
9 return A_no * np.cosh(m_no * (x - Nt/2))\

10 - np.cos(np.pi*x) * A_o * np.cosh(m_o * (x - Nt/2))

12 xdata, data, nconfs = read_in_pure("corr_pure.txt", symmetrize = True)
13 Nt = len(xdata)

16 ydata, cov = mean_and_cov(data, axis = 1)
17 cov /= nconfs

19 fitter = Fitter(one_state, xdata, ydata, cov, args = (Nt,))

21 res, res_err, chi_dof = fitter.try_fit(xmin = 7, xmax = Nt / 2)

23 fitter.plot_fit("plot.pdf", ylog = True, xmax = Nt/2,
24 xlabel = "$n_\\tau$", ylabel = "$G(n_\\tau)$")

Listing 1: A simple script to perform a one state screening mass fit

First, we import the necessary tools. In this case, we need a reading routine, the tool for
fitting and the statistics module to compute the covariance matrix. All this is included in the
packaged latqcdtools. Afterwards we define the fit function, which is just a possible
implementation of equation (4.24). Next, we need the data that shall be fitted and we read
them using the read_in_pure-function. After calculating and normalizing the covariance
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Figure 4.9: Result of the script in listing 1.

matrix in lines 16 and 17, we initialize the fitting module called Fitter, which we passed
the function to be fitted. Then, in line 21 we perform the fit. We use the member function
try_fit, as this function tries all available minimization algorithms and chooses the result
with the smallest χ2/d.o.f.. As a last step we generate a plot of the fit which includes those data
points and a visualization of the fit. This plot may simply be generated by calling plot_fit.
The resulting plot may be found in figure 4.9.

1 #!/usr/bin/env python3
2 from latqcdtools.readin import *
3 from latqcdtools.fitting import *
4 from latqcdtools.jackknife import *
5 from latqcdtools.bootstr import *
6 from latqcdtools.statistics import *
7 from latqcdtools.corr_fitting import *
8 import numpy as np

11 def one_state(x, A_no, m_no, A_o, m_o, Nt):
12 return A_no * np.cosh(m_no * (x - Nt/2))\
13 - np.cos(np.pi*x) * A_o * np.cosh(m_o * (x - Nt/2))

15 xdata, data, nconfs = read_in_pure("corr_pure.txt", symmetrize = True)
16 Nt = len(xdata)

19 def one_state_fit(data, Nt):
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20 ydata, cov = mean_and_cov(data, axis = 1)
21 cov /= nconfs

23 fitter = Fitter(one_state, xdata, ydata, cov, args = (Nt,))
24 res, res_err, chi_dof = fitter.try_fit(xmin = 10, xmax = Nt / 2)
25 return res

27 res, res_err = jackknife(one_state_fit, data,
28 numb_blocks = 10, args = (Nt,))

30 res, res_err = bootstr(one_state_fit, data,
31 numb_samples = 100, args = (Nt,))

Listing 2: Improved version of the script in 1 in order to use a Jackknife or bootstrapping for error
computation.

In the script in listing 1, the error is given by fit error which is calculated according to
equation (4.17). As already mentioned, we find that this error is reliable in most of the cases.
One still might compare it to errors computed from bootstrapping or by using the Jackknife
method. In the listing in 2, we show how this may be realised by just adding a few lines to the
script.

First, we put the whole functionality of the script in listing 1 into a function that we call
one_state_fit. It is important that this function takes the raw data as a first argument,
as the jackknife and bootstrap routines expect it to do so. After that argument one passes an
arbitrary number of optional arguments. In this case we pass Nt. The function has to return the
result for which we want to compute the error. In this case, this is the array of fit parameters.
It is also possible to return more than one observable.

The calls to the Jackknife and bootstrap routine happen in lines 27 and 30, respectively.
Both work the same way: As a first argument they take the function which calculates the
observable. The second argument is the array of raw data that shall be used for the error
calculation. The following arguments are optional: For the Jackknife we specify the number
of blocks and for the bootstrap we specify the number of samples that shall be used. As a
last argument, we have to tell the routines about the optional parameter Nt by passing a tuple
which contains the necessary variables. After the call, both the Jackknife and the bootstrap
routine return the final result as well as its corresponding error.

When looking at the script again, we notice that we did not have to care about the imple-
mentation of the Jackknife or of the bootstrap at all. All we had to do was to write a function
that calculates the desired observable from the array of raw input data. So how does it work
then? The idea is to call the function one_state_fit multiple times with a different data
set. For the bootstrap, each data set corresponds to a different sample. The result of the func-
tion will be stored for each sample. Afterwards, we compute the final value and error based on
that array. For the Jackknife, each data set contains the raw data, where one block is removed.
The result of the function enters the computation of the pseudo values, which are further used
to calculate the unbiased estimator as well as the Jackknife error.
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In figure 4.9 we can directly notice that a one state fit for this correlator is not enough. The
fit clearly does not match to the data, so higher states are required. However, a simple fit like
in listings 1 and 2 is not possible without a precise initial guess. To estimate an initial guess as
described in section 4.3, we have to use another module. In listing 3 we show how to use the so
called PerformCorrFit class. This class does all the parameter estimation automatically
and higher state fits are no problem. Also the whole input/output and data management is
encapsulated in that class. All we have to do is initialize the class in line 4 and to perform the
fit in line 7. In this case, we used the direct_fit-method. This method returns the error
directly from the fit. There are many more possible options to that class. For instance, if a
nested bootstrap should be used, we would pass btstr_fit = True, scnd_btstr =
True instead of jack_fit = True. A documentation of all the available options for this
class can be found in the class itself.
1 #!/usr/bin/env python3
2 from latqcdtools.performcorrfit import *

4 fitter = PerformCorrFit(filename = "corr_pure.txt", nstates = 2,
5 nstates_osc = 2, correlated = True, direct_fit = True)

7 res, res_err, chi_dof, aicc = fitter.perform_fit(xmin = 7,
8 xmax = fitter.get_Nt()/2)
9 fitter.plot_corr()

Listing 3: Use the PerformCorrFit module to perform a higher state fit.

Even though the presented scripts are rather short, it is still quite some effort to write an
individual script for each problem. This problem increases if a potential user is not familiar
with python. Thus, all the methods and algorithms used in this thesis have been merged into
single executables that may be directly used from the command line. Here we summarize
those commands that have been used to generate that data in this thesis. For the many more
options, see appendix A or simply pass --help to the executable of interest.

For correlator fitting, we use the corrfitter.py command. A typical example to per-
form multiple state fits for a staggered correlator is given in listing 4. Before performing the
actual fit we do not know how many states work best. Therefore, we loops over the number
of states that shall enter the fit. Then, the program will automatically iterate over possible fit
intervals and perform a fit on each of these fit intervals. The results are stored in a different
folder whose name we specified with the --folder flag. In this folder different output files
are generated. Among others, plots of the fits, of the covariance matrix and its eigenvalues are
generated. The results of the fit are stored in a file whose name starts with fitmass_. The
rest of the filename depends on the other parameters that are passed to the executable. The
flag -auto-sign automatically multiplies -(−1)nz to the correlator if there are more nega-
tive than positive odd data points. This interchanges the oscillating and non-oscillating states,
but it may help to find better convergence of the fit. We use --correlated to make sure
that correlated fits are used. Finally the flags --nstates and --nstates-osc specify
the number of states.
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1 for nso in 1 2 3; do #number of oscillating states
2 for ns in 1 2 3; do #number of non-oscillating states
3 corrfitter.py --auto-sign --correlated --nstates $ns --nstates-

osc $nso --folder fit_out_ns${ns}_nso${nso} corr_pure.txt
4 done
5 done

Listing 4: Typical usage of the corrfitter.py command.

Having performed the fits (this may take some time), we want to figure out how many states
are most suitable according to the Akaike information criterion. To do so, we perform the
following command:

best_fit.py fit_out_ns?_nso?/fitmass_* --folder best_fit --corr-
file corr_pure.txt --auto-signu

where we pass the names of files which contain the results of the fits as arguments. The
best_fit.py command will automatically figure out which fit was the most optimal ac-
cording to the AICc. Here, the --auto-sign has the same meaning as before. Additionally
we pass the file name of the original data. This will generate an extra plot that displays the best
fit for each fit interval. The ground state results of the best fits are summarized in the two files
best_fit/mass_m_no.txt and best_fit/mass_m_no.txt for the non-oscillating
and the oscillating state, respectively.

In order to extract screening masses from these files, we have to choose a plateau for the
final computation of the ground state mass. Choosing the points that enter the plateau by hand
is tedious. One may use a tool called find_plateau.py instead. For example by calling

find_plateau.py best_fit/mass_m_no.txt

a window will open with a plot of the results from the best_fit.py command. Simply
by doing two clicks, one may select a final plateau. Afterwards the final value and error are
computed as described in section 4.3.4 and are printed to the command line.

For most lattice results one wants to perform a continuum extrapolation in the end. For that
purpose, we have developed the so called extrapolator.py program. With this tool, a
continuum extrapolation as described in section 4.4 may be performed:

extrapolate.py input_Nt8.txt input_Nt12.txt input_Nt16.txt --
order 3 --nknots 3 4 5 --constraints 1.0 1 0 --Nts 6 8 10 12
16 --method gauss_btstr --nsamples 1000 --randomization-factor
0.4

In this example, the files containing the data for the continuum extrapolation are given in files
named input_files_Nt8.txt, input_files_Nt12.txt, etc. and are passed as
the first arguments to the extrapolator. The meaning of the other flags is as follows: --order
specifies the order of the spline. The numbers following --nknots specify how many knots
for the spline shall be used. If more than one number as given an average over the results from
different knots is performed. Using the --constraints flag, we may introduce constraints
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to the spline. The first number following this flag is the x-position of the spline. In this
case, we constrained the spline at x = 1.0. The next number is the order of the derivative
that shall be constraint. Here we want to constraint the first derivative. The last value is
the constrain itself. All in all this means that, we require the first derivative of the spline
to be 0 at x = 0. The extrapolator performs the extrapolation linear in 1/N2

τ . Thereby, it
has to know the temporal dimension of the lattice. Using the --Nts flag we pass which Nτ

values corresponding to the input files. In this example, we do not work on the original lattice
data. Therefore, we cannot perform a bootstrap on the original data. Instead we perform a
bootstrap by generating Gaussian noise around the data points. For that purpose, we have to
pass --method gauss_btstr. With --nsamples we define the number samples that
are used in the bootstrap. Finally, the last flag specifies what fraction of data point shall enter
into the random knot position calculation (see section 4.4).
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The only way to get insights into the properties of the quark gluon plasma in heavy ion col-
lisions is to measure the many different particles that hit the detectors long after the medium
is already dissolved. Heavy quarkonium states, such as c̄c or b̄b have been found to be ideal
probes to study the hot medium [9]: Due to their high masses, these states have to be created
early in the collision before the medium equilibrates. Afterwards, when the medium is in
equilibrium these states interact with the medium. If a quark-gluon plasma is indeed created,
the length of the color Debye screening radius may exceed the binding radius of certain heavy
quarkonium states. Therefore these states will melt and other, mixed flavor states like c̄u or c̄s
are more likely to be created at the chemical freeze out. This means that if the number of pure
charmonium or bottomonium events, like J/ψ, χc0, ψ(2S) or Υ hits in the detectors, is lower
than in comparable proton-proton collisions, this strongly indicates the existence of a quark-
gluon plasma. Additionally, within the melting process, less tightly bound states are expected
to melt at lower temperatures compared to strongly bound states. This phenomenon is called
sequential melting [133, 134] and leads, for instance, to a higher suppression of ψ(2S) states
compared to J/ψ states.

As already mentioned in the introduction, a suppression of J/ψ-yields has been found at
all three large colliders SPS, RHIC and LHC and also Υ suppression has been reported at
the LHC [10–15]. Sequential melting has been observed as well [16, 17]. However to in-
terpret these data, the corresponding melting temperatures of the different states have to be
known beforehand. This is especially important, as different models suggest a regeneration of
charmonium yields at even higher temperatures [135, 136]. This effect is based on the interac-
tion charm quarks stemming from two different nuclei collisions. Also these models heavily
depend on the melting temperatures and the bound energy of charmonia.

Another evidence for the existence of a quark-gluon plasma in heavy ion collision is the
non-zero elliptic flow of heavy quarkonia [18–21]. This indicates a collective motion of heavy
quarkonium, which in turn implies that heavy quarkonia interact with the medium and adopt
its momentum anisotropy. For a better understanding of the hydrodynamic effects going on
in thermalization of heavy quarkonia, detailed information about the transport properties are
needed. In particular the heavy quark diffusion constant is of interest as it as related to the
energy loss of heavy quarks.

In section 3 we have seen that both in medium modification as well as transport properties of
heavy quarkonia are encoded in the spectral function. There, we also mentioned the problems
that arise in the reconstruction of the spectral function from hadronic correlators. Because
of these, one needs lots of data points in order to extract any reliable information. Currently
the only way to generate lattice configurations that have enough data points in time direction
at finite temperature is to use the quenched approximation. There exist several studies that
work with hadronic correlators based on quenched configurations [137, 138]. However, a
continuum extrapolation for heavy quarkonium has never been performed.

In this section, we want to extend these studies by performing a continuum extrapolation on
the level of correlators. Afterwards we analyze the results by using the reconstructed correlator
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and by comparing against the results from perturbative spectral functions. The methods and
results presented in this section are partially published in [139] and [46]. We start with the
description of the lattice setup and with the basic quark mass tuning in section 5.1. After we
describe a method to ensure perfectly tuned quark masses, and after giving details about the
continuum extrapolation in section 5.2, we present the results in section 5.3.

5.1. Lattice setup and quark mass tuning
The calculations have been performed using large quenched lattices with the standard Wil-
son gauge action on isotropic lattices whose parameters and statistics are listed in figure 5.1.
Within the Markov chain we used configurations separated by 500 sweeps, where each sweep
consisted of four overrelaxation updates and one heatbath update. The thermalization time has
been set to 6000 sweeps. We used four different spatial extents with sizes Nσ = 96, 120, 144
and 192. According to the scale in 2.45 we tuned the β value such that all lattices roughly have
the same physical spatial dimension of 8.44 GeV−1. For each lattice, except for Nσ = 120,
we used five different temporal extents so that the resulting temperatures roughly correspond
to values of T/Tc = 0.75, 1.1, 1.3, 1.5 and 2.25. We used r0Tc = 0.7457(45) from [45] to
convert to units in of Tc. For Nσ = 120 there is no possible choice for T/Tc = 1.3 with an
even number of lattice points in the temporal direction. Therefore for this lattice size, this
temperature is skipped.

The hadronic correlators have been calculated using the non-perturbatively improved clover
action defined in equation (2.27) with the Sheikholeslami-Wohlert coefficient calculated ac-
cording to (2.29). The input quark masses or rather the hopping parameters have been roughly
tuned such that the resulting vector meson masses match to the physical values of the J/ψ
and the Υ. To measure the zero temperature masses from the lattice, we used the screening
correlator instead of the correlator in time direction. At small temperatures the corresponding
masses are expected to be the same, but due to the longer physical distance and the higher
number of available points, the screening mass is expected to be of higher precision.

Afterwards, using a multi-shift conjugate gradient [140], we calculated the hadronic corre-
lators for multiple different κ-values between the charm and the bottom mass. For the vector
correlators, we summed over the three spatial components for temporal correlators. The corre-
sponding spatial correlators were calculated along the z-axis and, therefore, we summed over
the first two components only. The tuning as well as the further mass computation is carried
out in the deeply confined phase at the lowest temperature, that means roughly at T = 0.75Tc.
In order to increase the statistics on the final lattice, we measured the correlator at five different
source point for those κ-values nearest to bottomonium or charmonium, respectively.

The screening masses have been computed using the method described in section 4.3. For
the fits we used up to five states in order to get stable results for the ground state mass through-
out the whole range of the fit intervals. The final plateau for the determination of the screening
mass has been chosen individually for each lattice by hand. Besides a plateau in the resulting
screening masses, we also searched for a region where the minimal χ2/d.o.f was closest to
one. In figure 5.1, we give an example for the fit results. As is visible in the upper left plot of
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β a[fm](a−1[GeV]) κ-range Nσ Nτ T/Tc #meas.

7.192 0.0177 (11.18) 0.12257-0.13194 96

48 0.74 237
32 1.12 476
28 1.27 336
24 1.49 336
16 2.23 237

7.394 0.0137 (14.23) 0.124772-0.132245 120

60 0.76 258
40 1.13 220
30 1.51 354
20 2.27 253

7.544 0.0116 (16.99) 0.12641-0.13236 144

72 0.75 221
48 1.13 462
42 1.29 660
36 1.51 288
24 2.26 237

7.793 0.0087 (22.75) 0.12798-0.13221 192

96 0.76 224
64 1.13 291
56 1.30 291
48 1.51 348
32 2.27 235

Table 5.1: Lattice setup of quenched lattices used for the charmonium and bottomonium correlator
calculations. The scale has been determined using (2.45).

that figure, it sometimes happened that selection of the Akaike information criterion was not
optimal and it preferred a fit with fewer states even though a fit with higher states gave a more
reasonable result. For instance see the transition between the two state and the three state fit
results. In such a case we made sure not to include such points into the fit plateau (see upper
right plot of figure 5.1). Surprisingly we found that large fit intervals worked better compared
to fit intervals that only included the large temporal distance region.

The final results for the vector screening masses can be found in the lower plot of figure 5.1.
The visible uncertainties in the quark mass tuning will be corrected by quark mass interpola-
tion in the next section.

5.2. Continuum limit

In the following section we will describe the different steps that are necessary to perform the
continuum extrapolation. We mainly focus on the vector channel here, but the steps for the
pseudoscalar channel are analogous. (See also [46].)

To visualize fine details of the correlator, we normalize the correlators using the free con-
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Figure 5.1: Top left: Screening mass plateaus of the multiple state fits and the mass selected by the
Akaike information criterion for the 963 × 48 lattice with hopping parameter κ = 0.1315
at T = 0.75Tc. Top right: Correspondingly selected mass plateau as well as the fit quality
χ2/d.o.f . Bottom: Measured ground state screening masses for the vector channel using
the correlators on the quenched lattices in table 5.1. The horizontal lines correspond to the
physical values of the J/ψ and the Υ meson.
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tinuum correlator

Gfree(τ)

T 3
=

1

T 3

∫ ∞
2mq

ρfree(ω,mq)K(ω, τ)dω, (5.1)

which we evaluate at the corresponding lattice points. Here, ρfree is the free spectral function
from equation (3.96). For the quark mass, we chose mq = 1.5 GeV for charmonium and
mq = 5 GeV for bottomonium, respectively.

Regarding the renormalization, we use the perturbative two-loop calculations given in equa-
tion (3.64) for the pseudoscalar channel. For the vector channel we use renormalization inde-
pendent ratios by dividing by the quark number susceptibility χq from the lattice with the same
β-value at T = 2.25Tc whenever possible. Thereby, we compute the quark number suscepti-
bility by taking the centered point from the time component of the vector correlator. This way,
we ensure that discretization effects are smallest. Later on, we will also need to renormalize
the quark number susceptibility itself. For that, we use the non-perturbative renormalization
given in equation (3.62).

In the left plot of figure 5.2, we show example plots for the vector correlator at different
κ-values. Clearly a very strong mass dependence is visible. Even for small changes in the
corresponding ground state mass, we observe a significant change of the correlator. This
becomes a problem, when it comes to the continuum extrapolation of the correlator. In the
right plot, we show the different correlators whose mass is closest to the J/ψ mass. It can be
seen that the ordering of the correlators does not correspond to the order of the lattice sizes.
This effect stems from the slightly mistuned quark masses.

To compensate for that, we perform an interpolation in quark masses. This is done by
performing a fit at each temporal distance τT of the correlator according to

G
(mV

T
, τT

)
= exp

(
α1 (τT )

(mV

T

)2

+ α2 (τT )
(mV

T

)
+ α3 (τT )

)
, (5.2)

where α0, α1 and α3 are the fit parameters. As the quark mass is not available, we use the
measured vector ground state massmV for the interpolation. This means that this interpolation
is equivalent to a quark mass tuning based on the vector meson mass. After the fit is performed
we evaluated the result at the physical masses mJ/ψ and mΥ. In principle, this quark mass
interpolation can be performed on each configuration separately. However, due to statistical
fluctuations, some of the correlator values might become negative, such that the above fit
ansatz fails. Thus, we chose to compute the errors of the interpolated correlator by performing
this interpolation on 1000 bootstrap samples. Using the same random numbers for the sample
generation, we may keep correlations preserved.

Because of the large differences between the correlators of different mass, we did not use
all six available different κ-values. Instead we only used the closest four correlators for char-
monium and the closest three for bottomonium.

In the upper plot of figure 5.3 we show an example for the mass interpolation and in the
lower left plot we compare the result against the other measured correlators. Though the
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Figure 5.2: Vector correlators from the lattice divided by the free continuum correlator defined in equa-
tion (5.1) with an input quark mass of mq = 1.5 GeV. In order to have renormalization
independent ratios, we additionally divide by the quark number susceptibility χq taken
from the corresponding lattices at T ′ = 2.25Tc. Left: Correlators for the 1443 × 72 lattice
with different input κ-values. The labels show the corresponding measured ground state
screening mass. Right: Correlators closest to the J/ψ-mass for different lattice sizes at
T = 0.75Tc.

resulting changes seem to be small, we find that the interpolation shifts the correlators such
that the ordering is correct and we are now ready to perform the continuum extrapolation.

The continuum extrapolation and the interpolation of the correlators is performed in one
single step using simple splines with the techniques defined in section 4.4. We extrapolated
linearly in 1/N2

τ on the interpolated correlators normalized with the free correlator (5.1). An
extrapolation quadratic in 1/N2

τ or linear using only the finest three lattice spacings gave
comparable results. For the quark mass, we chose mq = 1.0 GeV for charmonium and mq =
4.5 GeV for bottomonium. These values differ from the values used above, but the resulting
correlators exhibit less curvature which results in better spline interpolation.

We used fourth order splines and increased the number of knots until the resulting χ2/d.o.f
reached a plateau. For the randomization of the knots, we used half of the data points in each
bootstrap sample for the position calculation (see section 4.4). To stabilize the splines, we
required the interpolation to have a derivative of zero at τT = 0.5. The fits worked well for
most most parts of the correlators. Only for short temporal distances, τT < 0.1, the cut-off
effects were too large, so that the combined extrapolation could not match all data points.
This is why the resulting χ2/d.o.f often was a bit larger than one. In figures 5.4 and 5.5 we
show the continuum extrapolation for the vector channel for bottomonium and charmonium.
All four lattice sizes are included into the extrapolation except for temperatures T = 1.25Tc,
where only three different lattice spacings are available. The whole continuum extrapolation is
realized on each bootstrap sample that has already been used for the quark mass interpolation.
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Figure 5.3: Top: Example for the mass interpolation at three different temporal extents. This examples
show one out of the 1000 bootstrap samples. The vertical line corresponds to the reference
mass used for the interpolation. In this case it is the mass of the J/ψ. Lower left: Same
as left plot in figure 5.2, where the interpolated correlator for the J/ψ reference mass has
been inserted (black). The vertical lines correspond to the τT values in the examples lines
in the upper plot. Lower right: The resulting interpolated correlators for different lattice
sizes at T = 0.75Tc.
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Figure 5.4: Continuum extrapolation of the interpolated charmonium vector correlators. In order to
perform a spline interpolation, we divided by the free continuum correlator defined in
equation (5.1) with an input quark mass of mq = 1.0 GeV. The renormalization is taken
care of by dividing by quark number susceptibility χq, which is taken from the correspond-
ing lattices at T ′ = 2.25Tc. The extrapolation and the interpolation is performed in one
step using simple splines with the techniques described in section 4.4 to reduce the spline
typical oscillations.
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Figure 5.5: Continuum extrapolation of the interpolated bottomonium vector correlators. In order to
perform a spline interpolation, we divided by the free continuum correlator defined in equa-
tion (5.1) with an input quark mass of mq = 4.5 GeV. The renormalization is taken care
of by dividing by quark number susceptibility χq, which is taken from the correspond-
ing lattices at T ′ = 2.25Tc. The extrapolation and the interpolation is performed in one
step using simple splines with the techniques described in section 4.4 to reduce the spline
typical oscillations.
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5. Heavy quarkonium correlators on quenched lattices

5.3. Results

The final results of the continuum extrapolated correlators are shown in figure 5.6. For short
temporal distances (τ ≈ 0.05 fm), all measured correlators show almost no temperature ef-
fects and approach each other. This is expected as, due to asymptotic freedom, temperature
and mass dependency should vanish asymptotically. Though we have to stress that in this
region the cut-off effects may still be relevant. For larger temporal distances, we do not ob-
serve any significant temperature dependence within error bars except for the charmonium
vector channel corresponding to the J/ψ. Here, we observe significant deviations for all tem-
peratures. The correlator at T = 1.1Tc starts to deviate at around τ ≈ 0.2 fm. For higher
temperatures, the starting point at which deviations become relevant shifts to lower τ val-
ues. For T = 2.25Tc, the correlator deviates from the correlator at T = 0.75Tc already at
τ ≈ 0.07 fm. Overall, the largest deviation is found at T = 2.25Tc at τ = 0.12 fm, where the
correlator takes about 30% larger values compared to correlator at 0.75Tc.

However, changes in the correlator do not necessarily come from a change in the underlying
spectral function as the kernel also contains temperature dependent information. Therefore
we look at the comparison of the finite temperature correlators compared to the reconstructed
correlator as defined in equation (3.100) as a next step. Our choice of lattice sizes allows to
compute the reconstructed correlator for three different temperature combinations. Based on
the coldest lattice at T = 0.75Tc, we may compute the reconstructed correlator at T ′ = 1.5Tc
and T ′ = 2.25Tc. Additionally, we can reconstruct the correlator at T ′ = 2.25Tc based on
the lattice at T = 1.1Tc. In order to show the deviations from the true correlators at those
temperatures, we plot the ratio of the correlator divided by the corresponding reconstructed
correlator in figure 5.7.

Here, the situation changes and we find significant temperature dependence in all of the
correlators. The temperature effects are found to be largest at maximal temporal distance. The
values at short temporal distances do not exhibit any significant deviations. We find that the
ratios G(T ′ = 2.25Tc)/Grec(T = 0.75) and G(T ′ = 2.25Tc)/Grec(T = 1.1) perfectly agree
except for the pseudoscalar channel in the charm sector. There, we find slightly smaller values,
when the reconstructed correlator is calculated at T = 0.75Tc. From this, we may conclude
that all of the channels are not yet significantly affected by temperature effects at T = 1.1Tc
except for the just mentioned channel corresponding to the ηc meson.

For the charm sector we find and up to 15% increase of the vector correlator compared to
the reconstructed correlator at T = 2.25Tc and an up to 10% rise at T = 1.5Tc. For the
pseudoscalar channel we observe that the correlator is maximally about 10% smaller than the
reconstructed one at T = 2.25Tc and about 6% smaller at T = 1.5Tc. In the bottom sector,
the temperature effects are less pronounced. In the vector channel, we notice only a small
change at a temporal distance of τ = 0.25 fm at T = 1.5Tc. Within error bars this change is
in agreement with a ratio of G/Grec. = 1. Nevertheless for T = 2.25Tc we find temperature
effects of about 10% (positive) at τ = 0.14 fm. The pseudoscalar channel does not show any
temperature influence at T = 1.5Tc and is also only slightly affected at T = 2.25. Here the
sign changes and we also find that the reconstructed correlator is smaller than the true one.
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Figure 5.6: Continuum extrapolated correlators for the vector channel (top) and the pseudoscalar chan-
nel (bottom). We plot the results for charmonium (left) and bottomonium (right). The
correlators are normalized using the corresponding free correlator in equation (5.1) with
mq = 1.5 GeV for charmonium and mq = 5 GeV for bottomonium. While the pseu-
doscalar correlators are renormalized using the two-loop renormalization from equation
(3.64), we divide by the quark number susceptibility χq at T ′ = 2.25Tc for the vector
channel to get a renormalization independent ratio.
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Figure 5.7: Ratio of the correlator and the corresponding reconstructed correlator defined in equa-
tion (3.100) evaluated on the continuum extrapolated correlators in figure 5.6. The recon-
structed correlator is calculated using the data at T = 0.75Tc and T = 1.1Tc, respectively
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5.3. Results

For a better understanding of the effects found in figure 5.7, we first integrate different
parts of a model spectral function in order to understand which parts mainly contributes to the
correlator at different τT . As a model spectral function we chose the vector spectral function
developed in section 3.5. The transport peak is either modeled by a delta-peak or by a Breit-
Wigner peak. We differentiate between a transport part, a part belong to the bound state region
and a high frequency part. The results may be found in figure 5.8. In can be found, that the
high frequency part mainly contributes to the short temporal distance region of the correlator.
As none of the ratios G/Grec. exhibits any deviations from one at short temporal distances,
we may conclude that the high frequency region of the spectral function stays unchanged
throughout the whole temperature range.

The mid frequency range of the spectral function (yellow) mainly contributes at larger τ .
In this region we expect possible peaks corresponding to bound states. Therefore, in medium
modifications should mainly result in changes at larger temporal distances. In particular if a
particle starts to melt, we expect the resonance peak to shrink and therefore, expect the ratio
G/Grec. to become smaller than one at larger τ . Thus, the decline of in the lower left plot of
figure 5.7 suggests, that the ηc state is effected already at T = 1.5Tc. At higher temperature,
T = 2.25Tc we observe even stronger temperature dependence, which suggests that the par-
ticle is melted at such temperatures. From the fact that the ratio G(T ′ = 2.25Tc)/Grec(T =
0.75) declines faster than G(T ′ = 2.25Tc)/Grec(T = 1.1), we may conclude that the state is
even affected at T = 1.1Tc.

For the bottom sector in the pseudoscalar channel, we do not find a decline of the ratio
G/Grec.. Instead the ratio even rises for higher temperatures. This may be explained by a shift
of the bound peak to lower frequency values, while its height does not shrink significantly.
Though, as the ratio is compatible with G/Grec. = 1 within 1 to 1.5σ, this might also be a
statistical fluctuation. We will address this problem later again.

For the vector channel, another effect becomes relevant. With rising temperatures, the trans-
port peak appears. As can be seen from figure 5.8, this transport peak also mainly contributes
at larger temporal distances. Thus, in the vector channel, two effects overlay: At rising tem-
perature, the bound states start to melt and we expect the correlator to take smaller values at
larger τ . At the same time, the transport peak shifts the correlator upwards again. Therefore,
from a change in the correlator one can only estimate which effects dominate.

We find a significant rise of the vector correlator in the charmonium sector at T = 1.5Tc
and an even higher rise at T = 2.25Tc. This clearly indicates the existence of a transport peak
at those temperatures. As the ratio at T ′ = 2.25Tc takes the same values regardless of whether
the reconstructed correlator was computed using the T = 0.75Tc or the T = 1.1Tc data, we
can deduce that there is no significant transport contribution at T = 1.1Tc. For bottomonium
the temperature effects are not so pronounced. At T ′ = 1.5Tc we only find a small effect at the
end of the investigated temporal range. At T = 2.25Tc the effects are larger, but still less than
for the charmonium sector. This hints that the area under transport peak of the Υ is smaller
then the one of the J/ψ.

Still, we do not get any information about modification of the bound state peak as the effects
of the transport peak superimpose the contributions of the bound state peak. To compensate
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Figure 5.8: Visualization of which parts of the spectral function contribute to the correlator at different
τT . Top: The spectral function that is integrated to calculate the corresponding correlator.
The spectral function is the charmonium perturbative vector spectral function from section
3.5 at T = 2.25Tc. The transport peak is modeled by a Breit-Wigner peak with 2πDT = 3
and η/T = 0.51. Bottom left: Integrated correlator for the spectral function in the upper
plot. The different colors bands correspond to the contribution of the different colored
regions in the spectral function. Bottom right: The same as bottom left, but the transport
contribution is modeled by a δ-peak with the same integrated contribution as as for the
Breit-Wigner peak.
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5.4. Comparing to perturbative computations

for that effect we try to remove the contributions from the transport peak by subtracting the
correlator’s value at τT = 0.5. The narrow peak structure of the transport peak leads to an
almost constant part of the correlator. As can be seen in figure 5.8, the percentage of this
constant part is maximal at τT = 0.5. Thus, the ratio of the so defined subtracted correlators

Gsub(τT )

Gsub,rec.(τT )
≡ G(τT )−G(0.5)

Grec.(τT )−Grec.(0.5)
(5.3)

should be free of most of the transport effects. However, we also remove a lot of parts from the
mid range of the spectral function (yellow region in figure 5.8). Therefore we can not exclude
that we also removed contribution of the bound state peak as well.

The results are given in figure 5.9. The error bars of the continuum extrapolated correlators
become large, as the continuum extrapolation itself introduces a lot of uncertainties. Hence,
we also plot the results from the finest lattice. Overall, we find agreement between the lattice
data and the continuum extrapolated data within one sigma. For the pseudoscalar channel we
still observe temperature effects for the charm sector. However, the effects are less pronounced
compared to the ratio ofG/Grec. This suggests that we already removed parts of the resonance
peaks which we should consider when analyzing the vector data. There, in the charm sector,
the correlator now slightly decreases at T ′ = 1.5Tc. For T ′ = 2.25Tc the decrease is a bit more
distinct. This suggests that also J/ψ might be influenced already at 1.5Tc. In the bottom sector,
we do not observe any significant temperature effects in the lattice data, both in the vector as
well as in the pseudoscalar channel. In the continuum extrapolated correlator, there is a slight
increase of the subtracted correlator compared to the reconstructed subtracted correlator in
the pseudoscalar channel. It is unsure whether this increase stems from a shift of the bound
state peak to lower frequencies or if there is an unknown systematic error in the continuum
extrapolation.

5.4. Comparing to perturbative computations

To get more insights into the changes of the spectral function and how to interpret the above
results, we now have a closer look at a comparison to the perturbative spectral functions con-
structed in section 3.5. As a traditional reference scale, we chose µref. = 2 GeV. For the
charm quark we assumed a mass of m(µref.) = 1 GeV and for the bottom mass we chose
m(µref.) = 5 GeV. In order to estimate the errors stemming from the uncertainties of the
quark mass, we varied the input mass m(µref.) by 10% for the charm sector and by 2% for
the bottom sector. To compare to the lattice data, the perturbative spectral functions have been
integrated numerically. We start with the results for the pseudoscalar channel in figure 5.11 for
charmonium and in figure 5.12 for bottomonium. We find a general agreement of the shape
of lattice data compared to the shape of the perturbative data. The perturbative data show
a higher curvature, so that they overshoot the lattice data. For the charmonium data, this is
mainly the case for higher values of τT . In the bottom sector, the relative difference is largest
for smaller distances.
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Figure 5.9: Ratio of the subtracted correlator and the corresponding subtracted reconstructed correlator
defined in equation (5.3) evaluated on the continuum extrapolated correlators in figure 5.6
(bands) and on the finest lattice (dots). The reconstructed correlator is calculated using the
data at T = 0.75Tc and T = 1.1Tc, respectively.
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Figure 5.10: Correlation matrix for the lattice data (left) and for the continuum extrapolated correlator
(right) for the vector channel of charmonium at T = 1.5Tc.

However, the perturbative as well as the non-perturbative lattice results undergo some un-
certainties, which we try to overcome by introducing a model spectral function as

ρmodel. = Aρpert.(ω + b). (5.4)

Here, we modify the overall amplitude to compensate uncertainties on the lattice site stemming
from the renormalization. The shift b has been introduced to correct for the uncertainties of the
estimate of pole-type masses as well as non-perturbative thermal mass shifts in the threshold
region. This model has then been fitted to the lattice data. To exclude cut-off effects on the
lattice site from the fit, we only used lattice points above τT = 0.15. In principle these fits
need to take care of the correlations between the individual data points in the correlator.

The resulting modeled correlators are also plotted in figures 5.11 and 5.12 and the cor-
responding fit parameters are given in tables 5.2 and 5.3. We find a perfect representation
of the lattice data for both bottomonium and charmonium at all temperatures. Note that the
χ2/d.o.f. is below one for almost all of the fits. This is due to the fact that the simple χ2-fits
do not account for correlations, as there is no correlation matrix available in the extrapolated
data.

By taking the same random number in the bootstrapping for each distance, in principle we
may compute a continuum extrapolated covariance matrix. However, as it can be seen in figure
5.10, the spline interpolation introduces oscillations into the covariance matrix which heavily
destabilize the fits. Thus, we only use decorrelated fits and therefore, all following fit results
may be interpreted in a qualitative way only.

Regarding the fit parameters, we observe a slight increase in the amplitude of the correlators,
which is well covered by the uncertainties of the perturbative renormalization used here. In
addition, the spectral functions are shifted to the right, where the shift is largest at T = 1.1Tc
and decreases monotonically with increasing temperature. This may be explained by non-
perturbative thermal mass effects, which induce a temperature dependent mass shift.

For bottomonium, the mass shifts are less significant. Here, the spectral function is slightly
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Figure 5.11: The perturbative correlator (band) as well as the lattice results (dots) in the pseudoscalar
channel at different temperatures for charmonium. Both are divided by the free correlator
in equation (5.1) with an input quark mass mq = 1.5 GeV. Additionally, we plot the best
model according to equation (5.4). The uncertainty bands of the perturbative correlator
stem from varying m(µ̄ref) = 1 GeV by 10%.
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Figure 5.12: The perturbative correlator (band) as well as the lattice results (dots) in the pseudoscalar
channel at different temperatures for bottomonium. Both are divided by the free correlator
in equation (5.1) with an input quark mass mq = 5 GeV. Additionally, we plot the best
model according to equation (5.4). The uncertainty bands of the perturbative correlator
stem from varying m(µ̄ref) = 5 GeV by 2%.
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fit parameters T = 1.1Tc T = 1.3Tc T = 1.5Tc T = 2.25Tc

A 1.052(3) 1.042(2) 1.0214(9) 1.043(4)
b/T -0.574(8) -0.407(4) -0.340(3) -0.13(2)

χ2/d.o.f. 0.1 0.02 0.009 0.1

Table 5.2: Fit results according to equation (5.4) for the pseudoscalar channel in the charmonium sec-
tor. The data points enter as independent points. The given errors stem from the fit itself.

fit parameters T = 1.1Tc T = 1.3Tc T = 1.5Tc T = 2.25Tc

A 0.846(2) 0.854(3) 0.851(4) 0.897(9)
b/T 0.046(6) 0.094(9) 0.11(2) 0.10(3)

χ2/d.o.f. 0.1 0.2 0.3 1.3

Table 5.3: Same as 5.2 for the bottomonium sector.

shifted to the left. Moreover, the mass shift seems to be less temperature dependent for tem-
peratures of T = 1.3Tc and above. Only at T = 1.1Tc, the shift differs significantly from
the values at other temperatures. Here, the amplitude takes values smaller than one and is
corrected by a larger amount compared to charmonium. This may be expected because of the
larger cut-off effects due to the higher quark mass.

Due to the transport contribution, the situation becomes more complicated in the vector
channel. Already in figure 5.8, it became clear that the detailed shape of the transport peak
is difficult to estimate from lattice data, as a difference to a δ-peak is very small. This has
been analyzed in more detail in [141] and it could be shown that it becomes challenging to
reconstruct the shape of the transport peak if 2πTD takes values larger than 2. Therefore,
we model the transport peak by simply adding a constant to the correlator or, equivalently, by
introducing a δ-function the spectral function:

ρmodel. = Aρpert.(ω + b) + c/Tδ(ω). (5.5)

For the choice of the constant cwe now have three options: First we can take it as an additional
fit parameters. Another possibility is to use perturbative calculations given in [141]. As a last
option, we also analyze if a transport peak is necessary at all by setting c = 0.

For the vector channel, we normalized with the quark number susceptibility in order to get
a renormalization independent ratio. However, the quark number susceptibility χq is not avail-
able at the perturbative site, so that we cannot create this renormalization independent ratio for
the perturbatively computed correlator. Therefore, we also perform a continuum extrapolation
on the quark number susceptibility itself at T ∼ 2.25Tc. We used the non-perturbative renor-
malization given in equation (3.62). Afterwards, the quark number susceptibility has been
removed from the lattice data.

The results for the corresponding fit parameters can be found in tables 5.4 and 5.5 and the
corresponding plots in figures 5.13 and 5.14. The fits work reasonable for all different models
of the transport peak. In the case of charmonium, the values for A and b heavily depend on
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method fit parameters T = 1.1Tc T = 1.3Tc T = 1.5Tc T = 2.25Tc

flexible A 1.044(5) 1.034(3) 1.000(3) 0.969(8)
peak b/T -0.27(2) -0.12(2) 0.01(2) 0.24(5)

c/T 3 0.002(5) 0.038(4) 0.102(5) 0.34(3)
χ2/d.o.f. 0.02 0.004 0.002 0.01

fixed A 1.16(2) 1.14(2) 1.08(1) 0.999(5)
peak b/T -0.81(5) -0.60(4) 0.07(2) 0.07(2)

c/T 3 0.125 0.176 0.245 0.444
χ2/d.o.f. 0.7 0.4 0.2 0.04

no A 1.042(2) 1.012(3) 0.957(4) 0.890(8)
peak b/T -0.261(5) -0.011(7) 0.24(2) 0.72(3)

χ2/d.o.f. 0.02 0.02 0.07 0.2

Table 5.4: Fit results according to equation (5.5) for the vector channel in the charmonium sector. The
data points enter as independent points. The given errors stem from the fit itself. We used
three different methods to model the transport peak. The “flexible peak” model takes the
constant c as a fit parameter. For the “fixed peak”-method, the constant c was fixed to
perturbative values computed using the methods described in [141]. For the method “no
peak” we performed the fit while completely ignoring the transport contributions.

the choice of the method. Overall we find that the amplitude A is not independent of the
temperature. While it takes values greater than one for T = 1.1Tc, it reduces with rising
temperature, until it takes values smaller than one for the highest temperature at T = 2.25Tc
for all different methods. This is somewhat surprising, as the renormalization is independent
of the temperature. Also for the shift we observe different effects at different temperatures: For
low temperatures, the spectral function is shifted to the right, while for higher temperatures,
we observe a shift to the left. The results for the transport peak from the method with the
“flexible peak” method differ from the perturbative values. In fact, the perturbative results
seem to be too large at all different temperatures when comparing to the three parameter fit.
This has to be compensated by different shifts and amplitudes when fixing the area under the
transport peak.

As all different methods perfectly lie within the error bars, it is difficult to decide which
model works best. However, we should note that the size of the error bars mainly stems from
the uncertainties of the continuum extrapolation of χq. This error is constant in τT . Thus,
this error mainly transfers into uncertainties in the estimation of the amplitude. The values of
the shift and the transport contribution should therefore be determined with higher accuracy.
The constancy of the error does also imply that the values of the χ2/d.o.f might still be used
to compare the results of the fit, even though the values are far below one. In that sense, we
find that the three parameter fit gives the best results. Except for T = 2.25Tc, the second best
option is to use no transport contribution at all. This seems to be reasonable as the results for
the constant c of the three parameter fit are closer to zero than to the perturbative values. Only
at T = 2.25Tc, the three parameter fit results lie closer to the perturbative predictions.
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Figure 5.13: The perturbative correlator (band) as well as the lattice results (dots) in the vector chan-
nel at different temperatures for charmonium. Both are divided by the free correlator in
equation (5.1) with an input quark mass mq = 1.5 GeV. Additionally, we plot the best
model according to equation (5.4). The uncertainty bands of the perturbative correlator
stem from varying m(µ̄ref) = 5 GeV by 10%.
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Figure 5.14: The perturbative correlator (band) as well as the lattice results (dots) in the vector channel
at different temperatures for bottomonium. Both are divided by the free correlator in
equation (5.1) with an input quark mass mq = 5 GeV. Additionally, we plot the best
model according to equation (5.4). The uncertainty bands of the perturbative correlator
stem from varying m(µ̄ref) = 5 GeV by 2%.
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method fit parameters T = 1.1Tc T = 1.3Tc T = 1.5Tc T = 2.25Tc

flexible A 0.993(2) 0.992(2) 0.979(3) 0.955(6)
peak b/T -0.019(6) 0.056(7) 0.13(1) 0.27(3)

c/T 3 1.4(2) · 10−5 6.3(6) · 10−5 3.6(3) · 10−4 0.0077(9)
χ2/d.o.f. 0.008 0.006 0.009 0.02

fixed A 0.995(2) 0.995(2) 0.978(2) 0.954(4)
peak b/T -0.025(4) 0.045(5) 0.127(5) 0.27(1)

c/T 3 1.55 · 10−5 7.5 · 10−5 3.5 · 10−4 0.0076
χ2/d.o.f. 0.008 0.007 0.008 0.02

no A 0.981(4) 0.977(4) 0.954(6) 0.914(9)
peak b/T 0.03(1) 0.12(2) 0.23(2) 0.46(3)

χ2/d.o.f. 0.05 0.06 0.1 0.2

Table 5.5: Same as 5.4 for the bottomonium sector.

In the bottom sector the contributions of the transport peak are small. (c/T < 10−2 for
all temperatures). Still, the results of the three parameter fit agree surprisingly well with the
perturbative results. Only at T = 1.3Tc the values differ more than one sigma of uncertainty.
Even though the contribution of the transport peak are small, they still seem to help for the
stability of the fit. The two parameter fit without transport contribution roughly gives a ten
times larger χ2/d.o.f. This may be explained as following: Due to the larger gap between
the transport and the threshold region, changes in the spectral function near the bound state
can not compensate for the effects from the low frequency region. This means, the relative
contribution of the transport peak becomes more important for larger values of τT .

For the amplitude we find consistent values slightly below one over the whole temperature
range. For the shift we do not observe a pattern. It takes values above and below zero.

The plots of the resulting model spectral functions are given in figure 5.15 for the pseu-
doscalar channel and in figure 5.16 for the vector channel. The modification by the fit to
model spectral functions are moderate, moving the threshold of the spectral function slightly
without changing the qualitative behavior. After the fit, we do not observe any significant
temperature dependent shift of the threshold of the spectral function, for all temperatures up
to 1.5Tc. Only for 2.25Tc we may observe a small shift of the threshold upwards in the pseu-
doscalar channel and to lower frequency values in the vector channel for bottomonium. These
findings are in contrast to the results from NRQCD lattice calculations in [142, 143] and to the
perturbative computations in [144], where in both cases a significant, negative mass shift is
found. However, note that peak position in our perturbative model spectral functions are fixed
and do not exhibit a temperature dependent shift. Due to the small contribution of the actual
peak to the final correlator, also the fit is not sensitive to the peak position and thus, the total
mass shift is mainly given by the shift of the threshold.

For both channels, no bound state for the vector channel is needed to describe the lattice
data. Though, we find a decrease of the spectral function in the threshold region with rising
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Figure 5.15: Perturbative pseudoscalar spectral functions (dashed) and their modifications according to
equation (5.4) (continuous lines) for the charm sector (left) and the bottom sector (right).
The modeled spectral functions correspond to the model in figures 5.11 and 5.12.

temperature: For 1.1Tc and 1.3Tc, the spectral functions mainly lie almost on top of each
other for both the pseudoscalar as well as the vector channel. At T = 1.5Tc, the spectral
function lies below these values and at T = 2.25Tc it takes even lower values. This effect
is a bit more distinct in the case of the pseudoscalar channel. Here, the difference between
the spectral function at T = 1.1Tc and the spectral function at T = 2.25Tc is maximally
15%, while it is about 8% for the vector channel. This behavior is in perfect accordance with
the observations with the reconstructed correlator, where we observed stronger temperature
effects for the pseudoscalar channel. Nevertheless, we have to state that this temperature
dependence does not originate from a bound state. Due to the uncertainties of the perturbative
calculations we cannot exclude non-perturbative effects which lead to a bound peak and are
not covered here. Still, we find a perfect agreement with the lattice data, which once more
shows how small effects of bound states may be. This especially becomes clear when looking
at the bottom sector.

In contrast to charmonium, a clear bound state can be observed for T . 1.5Tc for bottomo-
nium. However, the narrowness of this peak reduces its impact on the correlator. Even though
the peak shrinks with rising temperatures until it is totally gone at T = 2.25Tc, this barely
effects the ratio of the subtracted correlator divided by the reconstructed subtracted correlator
in figure 5.9. The small loss of the peak is compensated by other parts of the spectral func-
tion, which takes higher values. This is especially visible at T = 2.25Tc, where the spectral
function lies above the other ones on the left and right side of the peak. Such a modification
of the spectral function is not observable by ratios of the correlator divided the reconstructed
correlator.

For bottomonium, the melting of bound states appears to be roughly in accordance with
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Figure 5.16: Same as figure 5.15 but for the vector spectral functions.

the NRQCD results from references [142, 143], where a clear peak up to 1.66Tc could be
observed. For charmonium however, we do not observe a bound state peak for temperatures
of T = 1.1Tc and above which is contrast to the NRQCD results and probably originates from
the fact that in the latter case, full QCD has been used instead of a quenched theory.

5.5. Concluding remarks

For the first time, we have presented a continuum extrapolation of the charmonium and bot-
tomonium correlators in the vector and pseudoscalar channel on quenched lattices. To exclude
any effects stemming from uncertainties in the tuning of the quark mass, we performed a quark
mass interpolation by interpolating the correlators such that they correspond to the exact same
meson vector mass at zero temperature. Afterwards, the continuum extrapolation has been
performed linear in 1/N2

τ . By analyzing the reconstructed correlator, we find thermal mod-
ifications for the charm sector for both channels. For the vector channel, we observe the
existence of of a transport peak at higher temperatures. This transport peaks hides information
about the modifications of the bound states. Therefore, we analyzed the subtracted correlator.
Here we also find modifications of the bound state region. The modifications are less dominant
compared to the pseudoscalar channel. We tentatively conclude that the ηc may melt at lower
temperatures compared to the J/ψ. For the bottom sector, we do not find any modifications of
the bound states. Though, we find indications for a small transport peak in the vector channel.

We compare the lattice correlators against perturbative results from resummed perturbation
theory to get more insights into the modifications of the spectral function. To overcome the
uncertainties of the renormalization and of the quark pole mass, we perform a model fit to the
continuum extrapolated lattice correlators. For the vector channel, we also compare three dif-
ferent models of the transport peak. We find that a transport peak is not necessary to describe
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the lattice data but helps stabilize the fits. Regarding the area under the transport peak, we do
not find a good agreement with the perturbative results from [141] for the charmonium and a
model with variable transport contribution works better. However for bottomonium we find
that the perturbative results and the results of the fit agree within error bars.

For the charm sector, no bound state is needed to describe the lattice data in both channels.
Still, we find temperature dependent modifications starting at about 1.5Tc. The pseudoscalar
channel exhibits slightly stronger temperature dependence. For bottomonium, we observe
a bound state peak up to roughly 1.5Tc, whose height shrinks with rising temperature. As
the spectral function gains contribution to the correlator at other frequencies, this is still in
accordance with the results extracted from the reconstructed correlator.

In our models we did not analyze the detailed shape of the transport peak, as we found four
parameter fits to be unreliable. Thus, we can not make any statements about the heavy quark
diffusion constant. In a future study, this problem may be circumvented by first fitting to the
midpoint subtracted correlator (Gmid−sub.(nτ ) = G(nτ )−G(Nτ/2)) and afterwards fitting the
transport peak, separately.

We cannot exclude the existence of non-perturbative features that are not covered in our
analysis, within the resonance peak region. This holds especially for the charm sector as, due
to the lighter quark mass, this is less close to non-relativistic QCD compared to the bottom
sector. Therefore, we may use statistical tools like MEM [111] or SAI [113] to extract the
spectral function independently. Among others, the perturbative spectral functions may serve
as a default model. With this method, we may also find out details about the shape of the
transport peak.

So far, our analysis is based on quenched QCD. Due to the higher transition temperature,
this makes perturbation theory more applicable. However, the different temperatures as well
as the larger effective coupling, may change the results for dynamic QCD. Indeed in [142] res-
onance peaks have also been found for charmonium at physical quark masses. Consequently
an analysis based on unquenched lattice configurations is desirable. In [145] an analysis at
non-physical pion masses without an continuum extrapolation has been performed. A starting
point for an analysis at physical quark masses could be the staggered HISQ configurations used
in the next section. These have sizes up to 643 × 16 and the mesonic correlators have already
been calculated using the Wilson action as well as the HISQ action. Due to the oscillating two
states that are present in staggered meson correlators (see section 3.1.3) the extraction of the
spectral function is only possible for the pseudoscalar channel.
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In the last section, we analyzed mesonic correlators for charmonium and bottomonium in the
quenched approximation. As a next step, we want to analyze mesonic states that also in-
clude the lighter quarks. Due to their small masses, the systematic effects stemming from the
quenched approximation will be larger when measured on quenched lattices. Thus, we switch
to configurations generated using dynamical QCD. As the Markov update for dynamical QCD
actions is far more expensive, we can not reach the large lattice sizes of the previous sec-
tion. Consequently, an analysis of temporal correlators is currently out of reach for dynamical
QCD at temperatures around the transition temperature, and therefore, we focus on spatial
correlators here.

As already mentioned in section 3.1.2, screening correlators represent a perfect tool to in-
vestigate the restoration of chiral and UA(1) symmetry: Chiral symmetry should manifest in
a degeneracy of the screening correlators of the ρ and the a1 particles, while a degeneracy of
the π and a0 indicates an effective restoration of the UA(1) symmetry.

The screening correlator is connected to the same spectral function as the temporal one
through equation (3.101) so that changes in the screening correlator also correspond to changes
in the spectral function. Hence, modifications of the corresponding screening masses also
indicate an influence of the medium on the bound states.

Another application of screening masses is a validity check of resummed perturbation the-
ories. In the free limit one expects a behavior of mscr. ∼ 2πT according to equation (3.26).
Results of resummed perturbation theory predict that this limit should be reached from above,
as the leading order perturbative corrections of O(g2T ) are found to be positive and identical
for all mesonic channels [146]. A non-perturbative measurement of the screening masses at
high temperatures thus may be used to check the applicability of Perturbative theory.

To summarize: the intention of this section is to analyze the restoration of the chiral and
the UA(1) restoration, to investigate modifications of mesonic states and to check the applica-
bility of resummed perturbation theory at high temperature. A comparably computationally
favorable dynamic lattice QCD action is the staggered HISQ action, which we will use in the
following. As mesonic correlators mix two states and involve oscillations of one of the states,
a detailed analysis on the level of the correlator itself is difficult. Therefore we mainly look at
the corresponding screening masses and the susceptibilities instead.

We start with the description of the lattice setup in section 6.1, where we also analyze
the amount of taste violations that goes into the correlators. After having a closer look at
the difference between different sources used for calculating the correlator, we describe the
methods being used to perform the continuum limit. Afterwards, we present the results for
different quark combinations in section 6.2. We cover a large temperature range starting at
about 140 MeV going up to 3 GeV. Additionally we use four different values for the light
quark mass to examine the effects in the chiral limit.
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6.1. Lattice setup and continuum limit

The calculation of the correlators is based onNf = 2+1 staggered HISQ configurations which
all have been tuned to a physical strange quark mass by matching to the mass of the fictitious
pseudoscalar meson mηs =

√
2m2

K −m2
π [48, 147]. For the light quark mass, we use values

of ml = ms/20, ml = ms/27, ml = ms/40 and ml = ms/80. Here, the ratio of ms/ml = 27
corresponds to the physical point. For the ratio ms/ml = 20 we cover a wide temperature
range from about 0.13 GeV up to 3 GeV. For the other quark mass ratios, we concentrated
on the crossover region from about 130 MeV to roughly 175 MeV. All configurations are
separated by 10 full trajectories.

The lattice sizes vary from 243× 6 to 643× 16, which allows for a continuum extrapolation
of the resulting screening masses. For the mass ratios ms/ml = 20 and ms/ml = 27 we
only used an aspect ratio of Nσ/Nτ = 4. From the analysis in [148] we conclude that the
corresponding systematic error is small compared to the statistical one for these quark mass
ratios. For the lighter quark mass ratios, we also used large volumes to analyze for possible
volume effects. Due to the high cost of the inversion of the Dirac matrix, the ratios ms/ml =
40 and ms/ml = 80 are calculated only at lattice size of 243× 6, 323× 8, 323× 6 and 403× 6.
Therefore, a continuum extrapolation is not possible for these quark masses. For a complete
list of the used configurations, see appendix C.

The scale being used to generate these configurations is taken from [48]. Since then, this
scale has been updated in equation (2.46) so that the quark mass tuning may not be opti-
mal. However, as the difference is maximally a 2% effect, the corresponding systematic error
should mainly be hidden in the statistical uncertainties.

We calculated the connected mesonic correlators for all eight channels given in tables 3.3
and 3.2, respectively. For the axial vector channel and for the vector channel, we averaged over
the different components in order to increase the statistics. In the following we will refer to the
different parts using the following notation: “Axial vector” (A) for the summed components of
the oscillating part of channelM3 andM4, “vector” (V) for the summed components of the
non-oscillating part of channelM6 andM7, “scalar” (S) for the oscillating part of channel
M1 and “pseudoscalar”(P) for the non-oscillating part of channelM2.

We used two different sources, namely the default point source and the extended corner wall
source described in section 3.1.3. We compared the results of the different sources for each
temperature and particle channel. For the point source data, we observe a convex curvature
in the log scaled plots in any case, which in turn means that all excited states have a positive
amplitude. However, for the corner wall correlators, we find both excited states with a negative
amplitude as well as a positive amplitude. Examples of these cases may be found in figure
6.1. In the upper plot, the excited states come with a positive amplitude, while the curvature
in the lower plot reveals excited states with negative amplitude.

As expected, the corner wall correlators exhibits a smaller relative error and excited states
are suppressed in both cases. Hence, one might expect that corresponding screening mass fits
work better for the corner wall correlators. Nevertheless, we find that the fits using the point
source work comparably well or even better for the majority of fits. As in section 5.1, we use
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Figure 6.1: Comparison of point source versus corner wall source correlators with two light quarks on
a 643× 16 lattice with ms = 27ml for the vector channel at T = 0.146 GeV (bottom) and
on a 483×12 lattice withms = 20ml for the scalar channel at T = 0.769 GeV (top). Left:
Direct comparison of the correlators. The correlators have been normalized such that they
take same values in the center. Right: Comparison of the relative error.
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the correlator fitting methods described in section 4.3. For the non-oscillating pseudoscalar
channel for pure quarkonium states (ūd, s̄s), we used up to four states. For all other oscillating
channels, we used up two three states in the oscillating channel as well as in the non-oscillating
channel.

Examples for the corresponding mass plateaus can be found in figure 6.2. In the first ex-
ample in the top left plot, it is clear that a simple one state fit is not enough to extract the
final screening mass. Both the corner wall as well as the point source data do not exhibit a
final plateau. Due to the negative amplitude of the corner wall data, the corresponding plateau
comes from below instead of above. Thus, one would expect an agreement of the correspond-
ing screening masses only for large distances, where the fit is not influenced by higher states.
However, even for the largest available distance at nσ,min. = 20 the data of both sources do
not agree. This changes when switching to higher state fits and letting the AICc choose the
best model. This reveals a plateau at shorter distances at which the two data for both sources
perfectly agree. Even the size of the error bars is comparable.

In the lower plot of figure 6.2 we show an example where fits to the corner wall fail and we
do not get a stable mass plateau. While the point source data show a stable plateau similar to
the one in the upper left plot, the corner wall results keep oscillating and exhibit large error
bars. We assume that the inconsistent sign of the amplitude of the excited state leads to an
instability of the fits using corner wall source. In both cases, the statistics of 100 configurations
each is rather small. Therefore, we assume that the poor fit behavior may also stem from a bad
estimate of the corresponding covariance matrix.

The top right plot of figure 6.2 displays an example where the bad signal to noise ratio of the
point source correlator prevents any reliable ground state screening mass extraction. In this
case, a stable plateau is only available for the corner wall data. Please note that the plateau of
corner wall data also comes from above here.

After carefully analyzing the different mass plateaus from the many different fits we decided
to use the corner wall data only for the noisiest data, that is for the vector channel and the axial
vector channel below T = 0.3 GeV. For all other channels and temperatures, we use point
source results only. In both cases, the mass plateaus have been selected by hand for each
parameter set.

Before starting to look at the final results of the continuum extrapolated screening masses,
we should analyze the effects of the taste violation on the mesonic masses. To do so, we com-
puted all 16 taste partners for the pseudoscalar channel on a 644 lattice at zero temperature
with a quark mass ratio ms/ml = 27. We analyzed three different lattice spacings. For the
vector like taste partners, we averaged over all three components. Additionally we computed
the RMS mass given in equation 3.50. The results can be found in figure 6.3. As expected,
the taste violation effects decrease with decreasing lattice spacing in all different quark com-
binations. For the s̄s and the s̄u combinations, the effect stays in the few percent region and
therefore is on the same uncertainty level as the scale itself. For the light quark sector, we find
up 30% of difference among the different taste partners. Thus, a correct comparison to phys-
ical statements free of taste violation effects may be only done with continuum extrapolated
data in the light sector.
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Figure 6.2: Top: Corresponding mass plateaus for the parameter sets in figure 6.1 (dots) and the finally
selected plateaus (bands). Left: The scalar channel at T = 0.769 GeV. Right: the vector
channel at T = 0.146 GeV. Bottom: Same as top but for ms = 20ml on a 323 × 8 lattice
at T = 1.15 GeV.
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Figure 6.3: Zero temperature masses on a 644 lattice withms = 27ml for the 16 different taste partners
of the pseudoscalar channel given in table 3.4 at different lattice spacings for the ūd (left),
ūs (center) and s̄s (right) mesons. Vector like taste partners have been averaged over all
three components.

In order to verify the results of the various steps that are necessary to compute the screen-
ing masses, we compare the results at zero temperature to the corresponding physical meson
masses in figure 6.4. Overall we find a good agreement between the lattice data the physi-
cal values. Only in the axial vector channel in the light quark sector we underestimate the
physical results. This might be due to the large taste violation effects in this region. Another
explanation may be the use of the corner wall source here. As the axial vector correlators are
particularly noisy in the center, it might happen that the fit still includes excited states. Due to
the negative amplitude of these states, the screening mass might be shifted downwards.

In addition, we find slight deviations of the pseudoscalar masses of the K± and ηs mesons
masses of up to 3%. This small effect may be explained easily by the slight uncertainties in
the quark mass tuning, as the scale changed between the generation of the configurations and
the measurement of the screening masses.

Due to the artificial decay of the scalar channel [95], we cannot find an agreement of the
scalar channel with the corresponding physical value. The error bars are large and we find
only a very rough agreement with the mass of the corresponding decay products, which are
two pions in the light-light sector and πK± in the light-strange sector.

After computing all the screening masses, the data for the quark mass ratios ms/ml = 20
and ms/ml = 27 have been extrapolated to the continuum linearly in 1/N2

τ using the method
described in section 4.4. We find that the difference of the extrapolated results for those two
quark mass ratios is negligible for T >∼ 160 GeV. Therefore we combined those two quark
mass ratios by using the ms = 27ml results below 172 GeV and the ms = 20ml data above.
We performed a continuum extrapolation on these combined data as well.

We used 3rd order splines were the numbers of knots has been adjusted manually to fit to the
data set. In order to remove oscillations, for each of the data sets we used at least two different
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Figure 6.4: Zero temperature masses for a quark mass ratio ms/ml = 27 on a 644 lattice. The hori-
zontal lines depict the physical meson masses. Due to the unphysical decay of the scalar
channel for staggered mesons, we plot the total mass of the corresponding decay products
for ūd and ūs instead. The mass of the ηs pseudoscalar meson is approximated using the

fictitious mass mηs =
√

2m2
K −m2

π [48, 147].

number of knots. The number of knots greatly changed depending on the data set. While we
used only four to five knots for the axial vector and vector channel, we used up to ten knots
for the pseudoscalar and scalar channel. The position of the knots was chosen according to
the density of the points using the method described in section 4.4. To randomize the knot
positions in the bootstrapping, we use 20% randomly selected data points.

To stabilize the splines at the borders of the data sets, we used three different constraints on
the derivative outside of the actual region of interest. At T = 0.025 GeV and T = 0.05 GeV
we constrained the derivative to be 0 and, inspired by the free quark limit, we set the derivative
to be 2π at T = 1.5 GeV. The χ2/d.o.f. was O(1) for all extrapolations except for the
pseudoscalar channel for the strange-light and the strange-strange sector, where it was of order
O(10). Here the error bars become so small that systematic effects become more important
than the statistical error.

Examples for the continuum extrapolation in the light-light sector can be found in figure 6.5.
For the scalar channel we find very strong cut-off effects, though the continuum extrapolation
manages perfectly to cover the different data points. For the pseudoscalar channel, the cut-off
effects are less dominant, but there still is an explicit separation of the different lattice sizes.
In the case of the vector channel and the axial vector channel, the cut-off effects are mainly
hidden in the size of the statistical error bars. Only the Nτ = 6 data take values slightly above
the data with finer lattice spacings. This observed behavior was similar in the case of the
strange-light and strange-strange sector except that we observe smaller error bars in the vector
channel and axial vector channel so that we also observe significant cut-off effects here.
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Figure 6.5: Continuum extrapolation of screening masses linearly in 1/N2
τ for the different channels

with a quark mass ratio of ms/ml = 20 above 172 GeV and ms = 27ml below.
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6.2. Results at physical quark masses

The final results in the crossover region have been summarized in figure 6.6, where we plot the
measured lattice data as well as the corresponding continuum extrapolation for the combined
data set. A cleaner plot only showing the continuum bands is given in figure 6.7. We first con-
centrate on the vector and axial vector channel. At the left border of the examined temperature
range at T = 0.135 MeV, both screening masses corresponding to these channels undershoot
the physical values of the zero temperature masses. In the case of the axial vector, this is prob-
ably because the meson states are already modified by the medium at this temperature, as the
corresponding screening mass is heavily decreasing with temperature. For the vector channel,
this slight effect may either be of statistical nature or might be due to a systematic effect. As
can be seen in figure 6.5, the data points in the transition region have rather large error bars.
Thus, the corresponding spline mainly follows the curvature of the higher temperatures and
pushes the result at lower temperature downwards.

With rising temperature, we find the mass of the axial vector to decrease, while the mass
of the vector channel increases until both become degenerate. In the light quark sector, this
roughly happens at the chiral crossover temperature of T = 156.5(1.5) MeV [60]. With in-
creasing quark mass in the strange-light and strange-strange sector, the point of degeneracy
shifts upwards. Once the vector and axial vector masses become degenerate, they remain de-
generate at all temperatures. This is perfectly in agreement with the expectations of chiral
symmetry restoration.

Next, we come to the pseudoscalar and scalar channel. At low temperatures, the mass of the
pseudoscalar channel matches to the physical zero temperature mass. With rising temperature,
the mass starts to increase with a positive curvature until around T = 0.2 GeV, an almost linear
behavior appears.

The continuum extrapolated screening mass of the scalar channel greatly undershoots the
physical zero temperature mass in the low temperature region in the light-light and light-
strange sector. For the strange-strange sector, no physical state free of disconnected contribu-
tions exists, and therefore a comparison is not possible. With rising temperature, the results
rise monotonically for the light-light and light-strange sector. For the strange-strange case the
mass first drops and then starts to rise.

The discrepancy of the scalar mass and the physical values at low temperature very prob-
ably stems from unphysical decay of staggered mesons due to taste violations. Indeed, the
results roughly approach the value of the mass of the unphysical decay products, that is 2π in
the light-light sector and πK± in the light-strange sector. Apparently, the unphysical contri-
butions are still relevant even at the smallest lattice spacings, and our fitting routine resolves
this unphysical state as the ground state. This may also explain the direction of the continuum
extrapolation, where the even finer lattices exhibit even smaller masses. To analyze this effect
in more details, finer lattices are needed. For zero temperature, an estimate of the unphysical
contributions is available based on chiral perturbation theory [149], and by using this estima-
tion as input for the fit, it is possible to extract the physical state ground state. Unfortunately,
for finite temperatures, such an analysis is not yet available.
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Figure 6.6: Measured screening masses (dots) and continuum extrapolation (bands) for the different
channels for light-light (top left), strange-light (top right) and strange-strange (bottom)
correlators in the crossover region. Below T = 172 GeV we use data with a quark mass
ratio of ms/ml = 27, while we use ms = 20ml above. The gray band corresponds to the
chiral transition temperature at Tpc = 156.5(1.5) MeV and the dotted line represents the
free quark limit mscr. = 2πT .
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Figure 6.7: Continuum extrapolation for the different channels for light-light (top left), strange-light
(top right) and strange-strange (bottom) correlators. Same as figure 6.6 but only showing
continuum bands.
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6. Screening masses for dynamic QCD

However, a possible effective restoration of the UA(1) symmetry should still become visible
in a degeneracy of the mass of the scalar and pseudoscalar channel. With rising temperature,
we find the two channels in the light-light sector become degenerate at around 0.22 GeV. This
is clearly above the chiral transition temperature. For the light-strange sector, the degeneracy
happens roughly at the same temperature, while for the strange-strange sector, the two masses
do not become equal up to around 0.3 GeV.

We now try to further address the issue of the scalar channel by looking at the corresponding
susceptibilities. The measured ground state screening masses mainly rely on the correlator
values at large distances. This is exactly where contributions of the unphysical states in the
scalar channel are largest. Thus, the results for the screening masses are mainly dominated by
systematic errors. However at short distances, the also the physical, heavier states contribute.
Due to the exponential drop off of the correlator, these short distance points mainly contribute
to the corresponding scalar susceptibility defined in equation (3.59). Therefore, the scalar
susceptibility should be relatively free of the unphysical effects. To investigate the restoration
of the UA(1) symmetry, we may use m2

s(χP − χS)/T 4
c as a measure. In the case of a UA(1)

symmetry restoration, this quantity should become equal to zero. The factor ms has been
introduced to ensure for a RG-invariant quantity so that a continuum extrapolation is possible.

As for the screening masses, we computed this quantity for all data sets and then combined
thems = 27ml andms = 20ml data, where we choose thems = 20ml data for all temperature
values above T = 172 GeV. In figure 6.8, we show the results of the continuum extrapolation
for all three different quark combinations. The point of degeneracy of the scalar and the
pseudoscalar channel agrees with the results from the screening mass analysis. For the light-
light and light-strange sector, it is roughly located at around 0.2 GeV, while for the strange-
strange combination, we do not find a degeneracy up to 0.3 GeV.

The findings for the ūd combinations would favor a O(4) universality scaling in the chiral
limit, as the UA(1) symmetry is effectively not restored at the chiral transition temperature. To
further quantify this conclusion, we also analyzed first configurations for lighter than physical
quark masses. However, due to a missing continuum extrapolation, these results may only be
interpreted as a first estimate. Again, we look atm2

s(χP−χS)/T 4
c . The results for the different

quark masses ms = 20ml, ms = 27ml, ms = 40ml and ms = 80ml are combined in figure
6.9. For temperatures above the transition temperature, the values for different quark mass
do not show significant differences and clearly lie above zero. The points of the ms = 40ml

data take very similar values as the ms = 20ml data. The two data points for ms = 80ml

that lie above the chiral transition temperature even exhibit slightly larger masses compared to
physical quark masses. This strengthens the hints that the UA(1) remains broken in the chiral
limit. The two lattices with different volume for ms = 80ml differ with about one sigma
uncertainty. Though, as there is no consistent ordering for different temperatures, we assume
that this effect is of statistical nature.

As a last point, we analyze the high temperature region. For this region, we only have data
for ms = 20ml. For temperatures larger than 1.0 GeV, only one single lattice of size 323×8 is
available so that a continuum extrapolation of the screening masses is not possible. However,
the cut-off effects for masses around 1 GeV are found to be small, as the data for all meson
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Figure 6.8: Continuum limit of the difference between the pseudoscalar and scalar susceptibilities as
a function of the temperature for the light-light sector (top left), the light-strange sector
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continuum bands of the three other figures. The gray band denotes the chiral transition
temperature.
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Figure 6.9: Same as top left plot of figure 6.8 but for different light quark masses approaching the chiral
limit. Due to the high costs of the Dirac matrix inversion, no continuum extrapolation is
possible for ms = 40ml and ms = 80ml. The insert shows the region below Tc scaled
with mlms rather than m2

s.

channels do not show an ordering dependent on the lattice size. Thus we feel confident to also
make reliable statements of higher temperatures.

The resulting screening masses are plotted in figure 6.10. The masses normalized by the
temperature of all channels rise quickly with increasing temperature until they roughly settle in
a plateau. For all results we find a very similar behavior for all three quark combinations ūd, ūs
and s̄s. From 0.5 GeV and upward, they do not depend on the quark mass, and the screening
masses of the different channel become equal. For the vector and axial vector channel, the
plateau begins at around T = 0.5 GeV and lies above the ideal gas approximation. Therefore,
we expect a decrease of the screening masses for even higher temperatures, such that the ideal
gas limit is eventually reached. Though, such a decrease cannot be found in the examined
temperature window. However, when comparing to the data from perturbation theory taken
from reference [146], we find that this behavior is somewhat expected as these data show a
significant deviation from the free quark limit as well and also approach the free continuum
limit from above. Nevertheless, the measured screening masses exhibit slightly smaller values
compared to the perturbative ones. We may also find that the decreasing rate of the perturbative
results is rather small so that a possible decrease of our measured results might be hidden in
the error bars.

For the pseudoscalar channel and scalar channel the plateau lies lower, slightly above the
free quark limit. We also observe a small increase of the screening mass in the temperature
range from 1 to 3 GeV and cannot find a tendency towards the limit of infinite temperature.
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Figure 6.10: Top and bottom left: Same as figure 6.6 for the high temperature region. Here we plot the
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6. Screening masses for dynamic QCD

Due to the large error bars this might be a statistical effect, though. We observe a significant
deviation between the perturbative results and the lattice data. The measured masses lie ap-
proximately 3 to 4% below the perturbative results. A degeneracy of all four meson channels
cannot be found in the analyzed temperature range. We conclude that the perturbative results
still lack some spin dependent information to describe screening masses in this temperature
range.

6.3. Concluding remarks
We have calculated mesonic screening masses based on the staggered HISQ action for (2+1)-
flavor QCD at a wide temperature range and for various lattice sizes. For finest zero tempera-
ture lattices, we find a very good agreement with the physical values except for meson states
corresponding to the a1 particle, where the measured masses have slightly lower values. Small
deviations in the pseudoscalar channel can be explained by a slight misstuning due to the scale
update between generating the configurations and measurements. Due to the artificial decay of
the scalar channel, the results from the scalar channel do not correspond to a physical counter
part.

For the first time, we performed a continuum extrapolation on mesonic screening masses
for physical values of the light quark mass using the staggered HISQ action. For all different
channels and all quark combinations, we find temperature effects close to or even below the
chiral transition temperature. Though, for the strange-strange sector, the curvature is less steep
and the temperature effects are less pronounced.

As expected, for the ūd combination, the axial vector channel and the vector channel be-
come degenerate roughly at the chiral transition temperature. For the heavier quark combina-
tion the point of degeneracy shifts upwards. Due to the higher mass of the strange quark, this
is expected. An effective restoration of UA(1) symmetry is observed above pseudo-critical
temperature at around 0.2 GeV in the light-light sector. For the other quark combinations, this
point also shifts upwards. These results favor an O(4) scaling in the chiral limit. The findings
are generally in agreement with the analysis of staggered screening masses in references [82,
151]. However, for the finer lattices in our analysis we find smaller values for the scalar mass,
which is very probably due to the stronger cut-off effects in this channel. In comparison to the
results in reference [53], we find a clear gap between the scalar and pseudoscalar screening
mass at the transition temperature. This may be explained by the usage of Wilson fermions
in [53] and also maybe by the fact that calculation of the screening masses is based on the
effective mass instead of multiple state fits.

Due to the artificial decay of the scalar channel, we also analyzed the susceptibilities cor-
responding to the scalar and pseudoscalar channel. Here, we performed a continuum extrap-
olation as well. For the point of degeneracy we find similar results as the screening mass
analysis. Including first lighter than physical results we do not find any hints that the point of
UA(1) degeneracy shifts significantly downwards. This strengthens the assumption of second
order phase transition corresponding to the O(4) spin model in the chiral limit. This is in
agreement with the analysis of the different mesonic susceptibilities in [6] and with the inves-
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tigation of low lying eigenvalue spectrum of the Dirac operator for domain wall fermions in
[152]. Our results also coincide with the results using the overlap operator on HISQ configu-
rations in [153] and goes along with the findings in references [154, 155] but disagrees with
the results in [156]. Also the results of the chiral extrapolation in [53] is not in accordance
with our findings.

Further work is necessary address this issue and to classify the phase transition in the chiral
limit. A screening mass based approach needs more and finer lattices approaching the chiral
limit. Such configurations with quark masses down to ms/ml = 320 are currently being gen-
erated and the measurement of the corresponding screening masses is on its way. Additionally,
the problem of the artificial decay of the scalar channel has to be addressed. One way could
be to introduce chiral perturbative results into the fit to account for the unphysical parts in the
correlator. However, this requires perturbative calculations at finite temperature first. Using
finer lattices, which are closer to the continuum limit, the unphysical contributions should be-
come less relevant, so that the ground state screening mass will eventually correspond to the
physical a0 mass. Though, as we could not find such a behavior in our data for lattices up to
a size of 643 × 16, this will probably require extremely fine lattices. An alternative approach
could be the use of a computationally more expensive discretization method, like for instance
the domain wall action, instead. Also mixed action approaches could be an option here.

Regarding the high temperature region, we still found significant differences between the
measured data and the free quark limit for temperatures up to 3 GeV. We also find disagree-
ment with the perturbative computations in the pseudoscalar and scalar channel. To further
address this issue, more configurations with larger lattice sizes are needed in the high temper-
ature region, such that a continuum extrapolation is possible up to temperatures of 3 GeV. To
quantify the behavior at even higher temperature, for instance to find the point of degeneracy
of all four meson channels, configurations at even higher temperature are needed. For those
configurations it will be also useful to perform a direct comparison to the corresponding free
correlators as has also been done in [82].

127





7. Conclusion

In this short conclusion, we address the goals that have been set in the introduction. For more
detailed conclusions about the physical results, see the two concluding remarks in the previous
sections.

We developed a new universal fitting algorithm for the analysis of hadronic correlation
functions and applied it to different kind of hadronic correlators. We first analyzed heavy
quarkonium mesonic states in quenched lattice QCD and then investigated the light quark
sector using the HISQ action. This fitting algorithm is able to stabilize multiple state fits
even for oscillating, staggered mesonic correlators. Using subsequent fits with an increasing
number of states, we successfully applied fits up to five states in the non-oscillating case, like
for Wilson correlators. For staggered correlators we managed to perform up to three states in
both the oscillating part as well as in the non-oscillating part. All this is possible without the
need of initial guess estimation. For the selection of the number of states, we used the Akaike
information criterion to select the best fit for each fit interval. This way, we got completely
stable fit plateaus, which resulted in a better estimation for the final ground state mass.

The corresponding implementation of the fitting routine has been written in python in an
easy to use, flexible and modular way. Along with the fitting routine we provide an analysis
tool box including a jackknife routine, a bootstrapping module and an executable to perform
continuum extrapolations directly from the command line.

In the heavy quark sector, our goal was to extract information about spectral and transport
properties of heavy quarkonia by analyzing hadronic Wilson correlators for charmonium and
bottomonium computed on large quenched configurations. The new fitting routine has been
used to extract the corresponding meson vector mass, which then has been used as input for a
further quark mass interpolation to perfectly match the corresponding quark mass. Afterwards
the correlators have been extrapolated to the continuum. Using the reconstructed correlator
we searched for modifications of the underlying spectral function for temperatures above the
phase transition. From the rising ratio G/Grec. we conclude that a transport peak arises in the
vector channel, for both charmonium and bottomonium, though, the transport peak appears to
be smaller in the latter case. By subtracting the low frequency region from the reconstructed
correlator, we find that the bound state region of the spectral function in the pseudoscalar
channel is more affected by the increasing temperature compared to the vector. This suggests
that the pseudoscalar channel might melt before the vector channel. For bottomonium we
do not find any temperature dependence up to T = 2.25Tc, which is in agreement with the
expectations of sequential melting.

The continuum extrapolated charmonium and bottomonium correlators allowed for a com-
parison to results from resummed perturbation theory above the transition temperature and
overall find a good agreement. The correlators could be reproduced perfectly by integrating
the perturbative spectral function. In the case of the vector channel, an additional constant
has been added to account for the area under the transport peak. For charmonium, this area
under the transport peak does not agree with perturbative results in reference [141]. For bot-
tomonium however, we find a perfect match of the result from the fit with the lattice data.
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7. Conclusion

The perturbative spectral functions do not exhibit any bound state peak for charmonium. This
changes when switching to bottomonium, where a small quasi bound peak may be observed
for temperatures of T = 1.5Tc and below. This is in contrast to the findings from the recon-
structed correlator, where no modification of bound states was suggested for bottomonium.
This might be explained by the relatively small width of the bound state and the fact that
changes of the spectral function directly next to the peak could have canceled the correspond-
ing area loss. Compared to the charmonium case, we also find sequential melting, as the bot-
tomonium states survive longer compared to charmonium. More and finer lattices are needed
to resolve this behavior in more detail. Also, dynamical QCD lattices are required to analyze
the systematic uncertainties introduced by the quenching of the theory.

In the light sector, the goal was the extraction of screening masses for dynamical (2+1)
flavor lattices using the staggered HISQ action to analyze the effective restoration of the chiral
and the UA(1) symmetry. The used configurations covered a wide temperature range from
about 135 MeV up to 3 GeV, and different quark masses from ms = 20ml up to ms = 80ml

have been used. The resulting screening masses have been extrapolated to the continuum for
the quark mass ratio of physical quarks with ms = 27ml. As expected, the restoration of the
chiral symmetry, visualized by the degeneracy of the vector and axial vector channel for the
light quarks, roughly happens at the transition temperature.

An effective restoration of the UA(1) symmetry should result in the degeneracy of the pseu-
doscalar channel and the scalar channel. From the continuum extrapolated results, we find that
this degeneracy happens above the chiral transition temperature at about 200 MeV. However,
as the results for the scalar channel appear to be heavily influenced by an artificial decay stem-
ming from taste violations of staggered mesons, we also looked at the difference between the
scalar susceptibility and the pseudoscalar susceptibility. The results support the findings from
the screening mass analysis and also suggest a degeneracy at around 200 MeV. By analyzing
first configurations with lighter than physical quark masses, we do not observe a significant
shift of the point of degeneracy downwards towards the chiral transition temperatures. This
would favor a second order phase transition with O(4) scaling in the chiral limit. As the result
for quark masses lighter than physical are based on small lattice sizes without a continuum
extrapolation, further, larger configurations approaching the chiral limit need to be generated
and measured using the new fitting routine. Also other discretization schemes, free of taste
violations, may serve as a cross check to the observations in this thesis. For instance this could
be done by the analysis of low lying eigenmodes of the overlap operator on HISQ configura-
tions [153] or by switching to dynamical chiral fermions like overlap or domain-wall in the
future.
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A. Technical documentation

In this section, we collect the documentation of the software used in this thesis. Please note
that the same documentation is available by passing -help to the executables.

corrfitter.py

This is a very general program to perform correlator fits. It can handle an arbitrary number of
states for the non-oscillating as well as for the oscillating channel. Estimating the initial guess
for the fit is completely automatized.

This routine works in two steps. First, the data are read in and processed, which means that
the mean and the error of the correlator are computed. Additionally the raw input data are
stored. Afterwards the fit is performed based on this mean and error. For some fitting options
this mean and error are ignored and the fitting process works directly on the raw data. In that
case, the mean and the error are only used for the generated plots (see below).

The way how errors and mean values of the correlator data are computed is controlled by
flags that end with "-data" (See below). This also defines how the error-bars on the data
points that appear in the plots are computed. The method to compute the errors of the fit
parameters is defined by flags that end with "-fit". Please note that for bootstrapping and
for the jackknife, the errors on the data points are ignored and the fit is calculated directly
from the raw input. In that case, the errors defined by the "-data"-flag only show up in the
plots but do not contribute to anything else. If no "-data"-flag is passed, the best method is
chosen based on the fit method. This means in particular by default:
--jack-fit comes with --jack-data
--btstr-fit comes with --btstr-data
--ratio-fit comes with --ratio-data
--direct-fit comes with --std-err-data for correlated fits and
with --jack-data otherwise.

The results will be given in the output folder ("results" by default). You will find the
final fit results in fitmass_*.txt. A plot of the correlator will be given in corr_*.pdf.
The effective mass will be given in effmass*.txt. For the effective mass, some of the
"-data"-keywords might be ignored and a jackknife is used instead.

If there is at least one oscillating state, you will find additional versions of the files men-
tioned above with "_osc_" or "non-osc" in the file names. This will contain information
about the separated correlators (See section 4.3 how to separate correlators into oscillating and
non-oscillating part). If the fit is correlated you will find a plot of the normalized covariance
matrix in cov_*.pdf and a plot of its eigenvalues in eig_*.pdf. For the meaning of the
rest of the abbreviations in the file names, please see below flags.

In the following is a complete list of options for the program:
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A. Technical documentation

Argument description
filename The file name of the data raw data file.
-h, --help Show this help message and exit.
--corr, --correlated Perform a correlated fit involving the covariance ma-

trix of the data points. This will add "_cov" to the
output file names.

--sym Fit only half of the correlator. The correlator will be
symmetrized. This will add "_sym" to the output file
names.

--asym Fit the full correlator. The correlator will not be sym-
metrized. This will add "_asym" to the output file
names.

--change-sign Multiply the correlator with −(−1)nt . This inter-
changes oscillating and non-oscillating part. Be care-
ful with this option! This will add "_sc" to the output
file names.

--auto-sign Automatically change the sign of even data points if
more than half of them have a negative sign. If this
is the case, the oscillating and non-oscillating part are
interchanged. Be careful with this option!

--nstates NSTATES Number of non-oscillating states.
--nstates-osc NSTATES_OSC Number of oscillating states.
--cut-eig Cut lower eigenvalues of the covariance matrix.
--cut-perc CUT_PERC Percentage how many eigenvalues should be cut.
--min-cov-det Use the minimal covariance determinant method to

estimate mean and covariance. We use the scikit-learn
library to compute the covariance matrix ([157]). This
will add "_mcd" to the output file names.

--mcd-supp-frac
MCD_SUPP_FRAC

Support fraction for Minimum covariance method.
(See above)

--folder FOLDER Output folder.
--title TITLE The title for all the plots.
--file-string FILE_STRING String that will be put into the names of the output

files.
--nt-column NT_COL, -ntc
NT_COL

Column of the lattice points (nτ or nσ).

--data-column DATA_COL,
-dc DATA_COL

Column of the data points.

--error-col ERR_COL, -ec
ERR_COL

When reading direct data, this is the column of the
error bars.
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--Nt NT, -Nt NT Do not compute Nτ from the data. Instead use this
one. This prevents symmetrization of the correlator!

--numb-samples
NUMB_SAMPLES, -ns
NUMB_SAMPLES

Number of samples in the bootstrap for averaging data
points.

--numb-fit-samples
NFIT_SAMPLES, -nfs
NFIT_SAMPLES

Number of samples in the bootstrap for fitting.

--numb-blocks
NUMB_BLOCKS, -nb
NUMB_BLOCKS

Number of jackknife blocks.

--no-tex Do not use LaTeX for rendering labels.
--log-level LOG_LEVEL Log level. Available are WARN, INFO, PROGRESS,

DETAILS, DEBUG, NONE.
--try-all Try fits with all available start parameter estimation

methods. Very expensive.
--start-params
START_PARAMS
[START_PARAMS ...]

Initial guess for the fit.

--fit-range FIT_INTERVAL
FIT_INTERVAL,
--fit-interval
FIT_INTERVAL FIT_INTERVAL

Range of nmin that shall be scanned.

--nmax XMAX, --xmax XMAX Upper limit of the correlator fit.
--priorval PRIORVAL
[PRIORVAL ...],
--prior-val PRIORVAL
[PRIORVAL ...]

Perform a constraint fit, this will be the prior values.

--priorsigma PRIORSIGMA
[PRIORSIGMA ...],
--prior-sigma PRIORSIGMA
[PRIORSIGMA ...]

Perform a constraint fit, this will be the prior sigmas.

--seed SEED Seed for the bootstrap analysis.
--jack-data Compute the errors of the data points from a jack-

knife. This will add "_jk-data" to the output file
names.

--std-err-data Compute the errors of the data points from a standard
error. This will add "_std-err-data" to the out-
put file names.
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--btstr-data Compute the errors of the data points from a boot-
strap. This will add "_bs-data" to the output file
names.

--sample-data Compute the errors of the data points from a stan-
dard deviation. This makes sense if the data are
averages over bootstrap samples. This will add
"_fr-sample" (from sample) to the output file
names.

--direct-data Read data that are already averaged. This will add
"_direct-data" to the output file names.

--ratio-data Read in data and compute the ratio G(nτ )/G(nτ +
1). This will add "_ratio-data" to the output file
names.

--jack-fit Compute the error on the fit parameters from a jack-
knife. This will ignore the errors that are given by the
data-flag. Instead everything is computed directly on
the raw data. This will add "_jk-fit" to the output
file names.

--direct-fit Compute the error on the fit parameters directly from
the fit. This will add "_direct-fit" to the output
file names.

--btstr-fit Compute the error on the fit parameters from a boot-
strap. This will ignore the errors that are given by the
data-flag. Instead everything is computed directly on
the raw data. If you perform a correlated fit, the same
random numbers per nτ value will be used. If not,
different random numbers will be chosen to break up
the correlation. This will add "_bs-fit" to the output
file names.

--no-median With this flag, all bootstrap routines compute the error
by the standard deviation and not by the distribution
using quantiles. This will add no-median to the
output file names.

--scnd-btstr Perform a second bootstrap on each bootstrap
sample to determine the error. This will add
_scnd-bs-fit- to the output file names.

--ratio-fit Perform a direct fit on the ratio G(nτ )/G(nτ +
1). Implies --ratio-data. This will add
"_ratio-fit" to the output file names.
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--xlabel XLABEL X-label in all the plots.
--ylabel YLABEL Y-label in all the plots.
--plot-size SIZE_X SIZE_Y Size of the plots.
--plot-no-ylog Do not use logarithmic y-scale for correlator plots.
--font-size FONT_SIZE The font size of the plots.
--plot-file RES_FILENAME Plot the correlator from a file instead of performing a

fit. You can pass a fitmass... file here.
--plot-start Do not perform a fit. Instead generate a plot with

the start parameters. Has to be passed along with
--start-params

best_fit.py

Simple program to select the best fit from the output of corrfitter.py according to the
Akaike information criterion. Simply pass all the fitmass* files that stem from correlator
fits as arguments to this program.

Argument Description
files Fit output files files to be used.
-h, --help Show this help message and exit.
--folder FOLDER Output folder.
--corr-file CORR_FILE For an additional correlator plot, you can pass the

original correlator file using this flag.
--run-bs Run an additional bootstrap. Currently bootstrap pa-

rameters are hard-coded to a second level bootstrap.
--ns NSAMPLES number of bootstrap samples.
--change-sign Change sign of the correlator. Same as for corrfit-

ter.py.
--auto-sign Automatically change sign of the correlator. Same as

for corrfitter.py.
--no-tex Do not use LaTeX for text rendering.
--state-no STATE_NO Non-oscillating state that should be extracted. (De-

fault = ground state)
--state-osc STATE_OSC Oscillating state that should be extracted. (Default =

ground state)
--acc ACC, -acc ACC The plot ranges for the mass plots are chosen auto-

matically. Use this flag to define how many points
shall enter into the plot. Higher value = more points.

--acc-aicc ACC_AICC The plot ranges for the AICc plots are chosen auto-
matically. Use this flag to define how many points
shall enter into the plot. Higher value = more points.
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find_plateau.py

Program to select a plateau of data points. To compute the expectation value of that plateau,
Gaussian noise is generated around each data point. The resulting distributions are added
and the final expectation value is computed using the median. The corresponding error is
computed using 68% percentiles. The final result is printed to stdout.

Argument Description
-h, --help Show this help message and exit.
--xdata-col XDATA_COL,
-xc XDATA_COL

Column in text file in which the xdata is stored.

--data-col DATA_COL, -dc
DATA_COL

Column in text file in which the ydata is stored.

--edata-col EDATA_COL,
-ec EDATA_COL

Column in text file in which the error is stored.

--chi-col CHI_COL Column in text file in which the χ2/d.o.f is stored.
--amp-col AMP_COL Column in text file in which the amplitude is stored.

For instance the amplitude of a mass fit.
--xmin XMIN Minimal x-value for data.
--xmax XMAX Maximal x-value for data.
--range BOUNDS BOUNDS Do not select the range with a plot. Use the range

given by this values.
--auto Automatically select the range. Usually imprecise.
--npoints NPOINTS How many points shall be used for the automatic

plateau selection.
--out-name OUT_NAME Output name of the plateau plot.
--title TITLE Title in plateau plot.
--xlabel XLABEL X-label of plot.
--ylabel YLABEL X-label of plot.
--amp-label AMP_LABEL Label of the amplitude corresponding to

--amp-col.
--show-plot Open a window with the results after the plateau se-

lection.
--no-tex Do not use LaTeX for text rendering.
--hist-name HIST_NAME Name of a histogram that shows the error estimation.

No histogram is plotted without this option.
--acc ACC_FACTOR The plot ranges for the mass plot are chosen automat-

ically. Use this flag to define how many points shall
enter into the plot. Higher value = more points.

--err-threshold
ERR_THRESHOLD

Points whose error/value ratio is larger than this
threshold will not enter the plateau calculation.
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extrapolator.py

Very handy tool to perform continuum extrapolation using splines. Each data set correspond-
ing to a different Nτ shall be passed in a different file. The extrapolation is performed linear
in 1/N2

τ . The continuum extrapolation is performed in two steps. First, the data are read in.
One can distinguish whether these data stem from each lattice configuration, from a bootstrap
sample or if they are already averaged and have error bars. Use the --data input flag to
define the read-in-method. Afterwards the data are processed and a continuum extrapolation
is performed. You can specify how the errors shall be computed using the --method flag.

Argument description
files The files to be used. (Required).
-h, --help Show this help message and exit.
--Nts NTS [NTS ...] The Nτ values that correspond to the data. Not neces-

sary if the file names look like *_Nt8_* etc.
--method METHOD The method used to calculate the error: Use btstr

for a standard bootstrapping on the raw data. Use
gauss_btstr for a Gaussian bootstrapping around
the mean value and error bars. Use from_sample if
the data stem from a bootstrap sample. In each case,
the mean value and error are calculated using the me-
dian and 68% percentiles. Use direct, if you only want
to calculate a quick estimate without error computa-
tion.

--data-input DATA_INPUT Specify how the data shall be interpreted: raw for
raw lattice data. direct for data that are already
averaged and have error bars. sample for data that
stem from a bootstrap sample.

--order ORDER Order of the spline.
--constraints CONSTRAINTS
[CONSTRAINTS ...]

Constraints to stabilize the spline: Pass as mul-
tiple of three: constraint_position
order_of_derivative
constraint_value.

--nknots NKNOTS [NKNOTS
...]

Number of knots for the spline. Multiple values pos-
sible.

--knots KNOTS [KNOTS ...] Explicitly define the knots. This overwrites
--nknots.

--outname OUTNAME Output name of the files.
--folder FOLDER Output folder. Default = ./
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--plot-results
PLOT_RESULTS
[PLOT_RESULTS ...]

Plot results from previous extrapolation. Ar-
guments shall be extr_parameters.txt
extr_cont.txt extr_coeffs.txt.

--xmin XMIN Minimal x-value for the extrapolation.
--xmax XMAX Maximal x-value for the extrapolation.
--tol TOL Tolerance for the fit.
--nsamples NSAMPLES, -ns
NSAMPLES

Number of samples for the bootstrap.

--randomization-factor
RANDOMIZATION_FACTOR

The position of the knots is randomized during the
bootstrap. Specify how much randomization shall be
used. (0 = None, 1 = max).

--xdata-col XDATA_COL Column where the x-values are stored.
--ydata-col YDATA_COL Column where the y-values are stored.
--edata-col EDATA_COL Column where the error-values (if present) are stored.
--base-point BASE_POINT Base point of the spline. Shift this if you want to use

constraints at x = 0.
--no-tex Do not use LaTeX for text rendering.
--show-plot Open a window of a plot after the bootstrap.
--plot-xmin PLOT_XMIN Minimal value that shall be plotted.
--plot-xmax PLOT_XMAX Maximal value that shall be plotted.
--title TITLE Title in plots.
--xlabel XLABEL x-label in plots.
--ylabel YLABEL y-label in plots.
--save-sample SAVE_SAMPLE Save the sample of the extrapolated data. This file is

large.
--log-level LOG_LEVEL Log level. Available are WARN, INFO, PROGRESS,

DETAILS, DEBUG, NONE.
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B. Supplementary data for section 5

0.1 0.2 0.3 0.4 0.5

0.14

0.15

0.16

0.17

T = 1.1Tc

96× 32
120× 40

144× 48 192× 64

0.1 0.2 0.3 0.4 0.5

0.20

0.22

0.24

0.26

0.28

0.30

T = 1.3Tc

96× 28 144× 42 192× 56

0.1 0.2 0.3 0.4 0.5

0.275

0.300

0.325

0.350

0.375

0.400

0.425

0.450

T = 1.5Tc

96× 24
120× 30

144× 36 192× 48

0.1 0.2 0.3 0.4 0.5
0.50

0.55

0.60

0.65

0.70

0.75

0.80

T = 2.25Tc

96× 16
120× 20

144× 24 192× 32

Figure B.1: Time (4th) component of the vector correlators at different temperature and lattice size. For
the determination of the quark number susceptibility, we use Gγ4(τT = 0.5) = χq/T

2.
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B. Supplementary data for section 5

nτ τT Gmassless(nτ )/T
3 Gmassive(nτ )/T

3 G(nτ )T
′2/(T 3χq)

1 0.0104 1.64(7) · 105 1.72(7) · 105 2.8(2) · 105
2 0.0208 2.31(4) · 104 2.45(4) · 104 4.0(2) · 104
3 0.0312 6000(200) 6300(200) 1.02(3) · 104
4 0.0417 2200(30) 2290(30) 3700(200)
5 0.0521 1050(20) 1090(20) 1780(50)
6 0.0625 599(9) 630(20) 1020(30)
7 0.0729 376(4) 394(5) 640(20)
8 0.0833 250(3) 262(4) 426(9)
9 0.0938 172(2) 181(3) 294(6)
10 0.1042 122(2) 128(2) 209(5)
11 0.1146 89.4(8) 94(1) 153(4)
12 0.1250 67.0(7) 70.4(9) 115(3)
13 0.1354 51.2(5) 53.8(6) 87(2)
14 0.1458 39.6(4) 41.7(4) 68(2)
15 0.1562 31.0(3) 32.6(3) 53(2)
16 0.1667 24.5(2) 25.8(3) 41.9(9)
17 0.1771 19.5(2) 20.5(2) 33.4(7)
18 0.1875 15.7(2) 16.5(2) 26.9(6)
19 0.1979 12.7(2) 13.4(2) 21.8(5)
20 0.2083 10.39(9) 10.92(9) 17.8(4)
21 0.2188 8.51(7) 8.95(8) 14.6(3)
22 0.2292 7.01(6) 7.37(7) 12.0(3)
23 0.2396 5.79(5) 6.09(5) 9.9(2)
24 0.2500 4.81(4) 5.05(5) 8.2(2)
25 0.2604 4.00(4) 4.21(4) 6.8(2)
26 0.2708 3.34(3) 3.51(3) 5.7(2)
27 0.2812 2.80(3) 2.95(3) 4.8(1)
28 0.2917 2.36(2) 2.47(3) 4.02(8)
29 0.3021 1.98(2) 2.08(2) 3.39(7)
30 0.3125 1.67(2) 1.76(2) 2.86(6)
31 0.3229 1.42(2) 1.49(2) 2.42(5)
32 0.3333 1.20(2) 1.26(2) 2.05(5)
33 0.3438 1.02(1) 1.07(1) 1.75(4)
34 0.3542 0.872(8) 0.916(9) 1.49(4)
35 0.3646 0.745(7) 0.783(8) 1.27(3)
36 0.3750 0.639(6) 0.671(7) 1.09(3)
37 0.3854 0.550(6) 0.578(6) 0.94(2)
38 0.3958 0.476(5) 0.499(5) 0.81(2)
39 0.4062 0.413(5) 0.434(5) 0.70(2)
40 0.4167 0.362(4) 0.380(4) 0.62(2)
41 0.4271 0.319(4) 0.335(4) 0.54(2)
42 0.4375 0.284(3) 0.298(3) 0.48(2)
43 0.4479 0.256(3) 0.268(3) 0.44(1)
44 0.4583 0.234(3) 0.245(3) 0.398(9)
45 0.4688 0.217(3) 0.228(3) 0.370(8)
46 0.4792 0.205(3) 0.216(3) 0.350(8)
47 0.4896 0.199(3) 0.208(3) 0.339(7)
48 0.5000 0.196(3) 0.206(3) 0.335(7)

Table B.1: Continuum extrapolated correlator in units of the temperature for charmonium in the vector
channel using different renormalization at T = 0.75Tc: The massless renormalization cor-
responds to equation (3.61) and the massive renormalization is given by equation (3.62). In
the last column, the correlator is divided by the quark number susceptibility at T ′ = 2.25Tc.

140



nτ τT G1−loop(nτ )/T
3 G2−loop(nτ )/T

3

1 0.0104 4.8(2) · 104 4.6(2) · 104
2 0.0208 7680(70) 7340(80)
3 0.0312 2250(30) 2160(30)
4 0.0417 913(8) 876(8)
5 0.0521 462(6) 444(5)
6 0.0625 271(4) 260(3)
7 0.0729 174(2) 167(2)
8 0.0833 118(2) 113(2)
9 0.0938 83(2) 80(1)
10 0.1042 60.1(8) 57.6(7)
11 0.1146 44.7(6) 42.8(6)
12 0.1250 33.9(5) 32.5(5)
13 0.1354 26.2(4) 25.1(4)
14 0.1458 20.5(3) 19.7(3)
15 0.1562 16.2(3) 15.6(2)
16 0.1667 13.0(2) 12.4(2)
17 0.1771 10.5(2) 10.0(2)
18 0.1875 8.5(2) 8.1(2)
19 0.1979 6.9(2) 6.6(1)
20 0.2083 5.69(9) 5.45(8)
21 0.2188 4.70(8) 4.50(7)
22 0.2292 3.90(6) 3.73(6)
23 0.2396 3.25(6) 3.11(5)
24 0.2500 2.71(5) 2.60(5)
25 0.2604 2.27(4) 2.18(4)
26 0.2708 1.91(4) 1.83(3)
27 0.2812 1.61(3) 1.54(3)
28 0.2917 1.36(3) 1.30(3)
29 0.3021 1.15(2) 1.11(2)
30 0.3125 0.98(2) 0.94(2)
31 0.3229 0.83(2) 0.80(2)
32 0.3333 0.71(2) 0.68(2)
33 0.3438 0.61(2) 0.58(1)
34 0.3542 0.522(9) 0.500(9)
35 0.3646 0.449(8) 0.430(8)
36 0.3750 0.387(7) 0.371(7)
37 0.3854 0.335(6) 0.321(6)
38 0.3958 0.291(6) 0.279(5)
39 0.4062 0.255(5) 0.244(5)
40 0.4167 0.224(4) 0.215(4)
41 0.4271 0.199(4) 0.191(4)
42 0.4375 0.178(4) 0.171(4)
43 0.4479 0.161(3) 0.155(3)
44 0.4583 0.148(3) 0.142(3)
45 0.4688 0.138(3) 0.132(3)
46 0.4792 0.131(3) 0.126(3)
47 0.4896 0.127(3) 0.122(3)
48 0.5000 0.126(3) 0.121(3)

Table B.2: Continuum extrapolated correlator in units of the temperature for charmonium in the
pseudoscalar channel using 1-loop and 2-loop renormalization from equation (3.65) at
T = 0.75Tc.
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B. Supplementary data for section 5

nτ τT Gmassless(nτ )/T
3 Gmassive(nτ )/T

3 G(nτ )T
′2/(T 3χq)

1 0.0156 4.9(2) · 104 5.2(2) · 104 8.4(6) · 104
2 0.0312 6800(100) 7270(90) 1.18(3) · 104
3 0.0469 1770(40) 1860(40) 3000(80)
4 0.0625 654(7) 683(7) 1100(30)
5 0.0781 313(5) 326(6) 530(20)
6 0.0938 177(2) 185(3) 302(8)
7 0.1094 110(1) 116(2) 189(5)
8 0.1250 73.1(8) 77(1) 125(3)
9 0.1406 50.4(5) 53.0(5) 86(2)
10 0.1562 35.9(3) 37.8(3) 62(2)
11 0.1719 26.3(2) 27.7(3) 45(1)
12 0.1875 19.8(2) 20.8(2) 33.9(7)
13 0.2031 15.1(1) 15.9(2) 25.9(6)
14 0.2188 11.70(8) 12.31(9) 20.0(5)
15 0.2344 9.17(7) 9.65(7) 15.7(4)
16 0.2500 7.27(5) 7.65(6) 12.5(3)
17 0.2656 5.82(4) 6.12(4) 10.0(3)
18 0.2812 4.71(4) 4.95(4) 8.1(2)
19 0.2969 3.85(3) 4.04(3) 6.6(2)
20 0.3125 3.16(3) 3.33(3) 5.4(2)
21 0.3281 2.62(2) 2.76(2) 4.5(1)
22 0.3438 2.19(2) 2.31(2) 3.76(8)
23 0.3594 1.85(2) 1.95(2) 3.17(7)
24 0.3750 1.58(2) 1.66(2) 2.70(6)
25 0.3906 1.36(1) 1.43(2) 2.33(5)
26 0.4062 1.187(9) 1.25(1) 2.03(5)
27 0.4219 1.051(8) 1.105(9) 1.80(4)
28 0.4375 0.947(8) 0.996(8) 1.62(4)
29 0.4531 0.871(7) 0.915(8) 1.49(4)
30 0.4688 0.818(7) 0.860(7) 1.40(4)
31 0.4844 0.787(7) 0.827(7) 1.35(3)
32 0.5000 0.777(6) 0.817(7) 1.33(3)

Table B.3: Continuum extrapolated correlator in units of the temperature for charmonium in the vector
channel using different renormalization at T = 1.1Tc: The massless renormalization corre-
sponds to equation (3.61) and the massive renormalization is given by equation (3.62). In
the last column, the correlator is divided by the quark number susceptibility at T ′ = 2.25Tc.
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nτ τT G1−loop(nτ )/T
3 G2−loop(nτ )/T

3

1 0.0156 1.41(4) · 104 1.36(4) · 104
2 0.0312 2270(20) 2170(20)
3 0.0469 668(7) 640(6)
4 0.0625 271(3) 260(2)
5 0.0781 137(2) 131(2)
6 0.0938 79.8(8) 76.5(7)
7 0.1094 50.9(5) 48.8(5)
8 0.1250 34.4(4) 32.9(4)
9 0.1406 24.2(3) 23.1(3)
10 0.1562 17.5(2) 16.8(2)
11 0.1719 13.0(2) 12.5(2)
12 0.1875 9.9(2) 9.5(2)
13 0.2031 7.66(9) 7.33(8)
14 0.2188 5.99(7) 5.74(7)
15 0.2344 4.74(6) 4.54(6)
16 0.2500 3.79(5) 3.63(5)
17 0.2656 3.06(4) 2.93(4)
18 0.2812 2.49(4) 2.39(3)
19 0.2969 2.04(3) 1.96(3)
20 0.3125 1.69(3) 1.62(3)
21 0.3281 1.40(2) 1.34(2)
22 0.3438 1.17(2) 1.13(2)
23 0.3594 0.99(2) 0.95(2)
24 0.3750 0.84(2) 0.81(2)
25 0.3906 0.73(2) 0.70(1)
26 0.4062 0.63(1) 0.608(9)
27 0.4219 0.560(9) 0.537(8)
28 0.4375 0.503(8) 0.483(7)
29 0.4531 0.461(8) 0.442(7)
30 0.4688 0.433(7) 0.415(7)
31 0.4844 0.416(7) 0.399(6)
32 0.5000 0.411(7) 0.394(6)

Table B.4: Continuum extrapolated correlator in units of the temperature for charmonium in the
pseudoscalar channel using 1-loop and 2-loop renormalization from equation (3.65) at
T = 1.1Tc.
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B. Supplementary data for section 5

nτ τT Gmassless(nτ )/T
3 Gmassive(nτ )/T

3 G(nτ )T
′2/(T 3χq)

1 0.0179 3.3(2) · 104 3.4(2) · 104 5.6(5) · 104
2 0.0357 4600(100) 4900(200) 7900(300)
3 0.0536 1190(30) 1260(30) 2040(60)
4 0.0714 437(7) 458(9) 750(30)
5 0.0893 209(3) 218(4) 357(9)
6 0.1071 119(3) 125(4) 203(6)
7 0.1250 74.7(8) 78.3(9) 127(3)
8 0.1429 49.6(7) 52.1(8) 85(2)
9 0.1607 34.2(6) 35.9(7) 59(2)
10 0.1786 24.3(3) 25.6(3) 42(1)
11 0.1964 17.8(2) 18.7(2) 30.6(7)
12 0.2143 13.4(2) 14.1(2) 22.9(5)
13 0.2321 10.2(1) 10.8(2) 17.6(4)
14 0.2500 7.96(7) 8.39(8) 13.7(3)
15 0.2679 6.28(5) 6.61(6) 10.8(3)
16 0.2857 5.00(5) 5.27(5) 8.6(2)
17 0.3036 4.04(4) 4.25(4) 6.9(2)
18 0.3214 3.30(3) 3.47(3) 5.7(2)
19 0.3393 2.72(2) 2.87(3) 4.7(1)
20 0.3571 2.28(2) 2.40(2) 3.92(9)
21 0.3750 1.93(2) 2.04(2) 3.32(7)
22 0.3929 1.66(2) 1.75(2) 2.86(7)
23 0.4107 1.46(2) 1.53(2) 2.50(6)
24 0.4286 1.30(2) 1.37(2) 2.23(5)
25 0.4464 1.184(9) 1.25(2) 2.03(5)
26 0.4643 1.105(9) 1.16(2) 1.90(5)
27 0.4821 1.060(9) 1.12(1) 1.82(4)
28 0.5000 1.045(9) 1.10(1) 1.79(4)

Table B.5: Continuum extrapolated correlator in units of the temperature for charmonium in the vector
channel using different renormalization at T = 1.3Tc: The massless renormalizations cor-
responds to equation (3.61) and the massive renormalizations is given by equation (3.62). In
the last column, the correlator is divided by the quark number susceptibility at T ′ = 2.25Tc

.
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nτ τT G1−loop(nτ )/T
3 G2−loop(nτ )/T

3

1 0.0179 9400(400) 9000(400)
2 0.0357 1520(20) 1460(20)
3 0.0536 448(7) 430(6)
4 0.0714 182(2) 174(2)
5 0.0893 92(2) 88(1)
6 0.1071 53.7(7) 51.4(7)
7 0.1250 34.3(4) 32.8(4)
8 0.1429 23.2(3) 22.2(3)
9 0.1607 16.3(2) 15.6(2)
10 0.1786 11.8(2) 11.3(2)
11 0.1964 8.8(1) 8.41(9)
12 0.2143 6.66(8) 6.38(8)
13 0.2321 5.15(6) 4.93(6)
14 0.2500 4.04(5) 3.87(5)
15 0.2679 3.20(4) 3.07(4)
16 0.2857 2.57(3) 2.46(3)
17 0.3036 2.08(3) 2.00(3)
18 0.3214 1.70(3) 1.63(2)
19 0.3393 1.41(2) 1.35(2)
20 0.3571 1.18(2) 1.13(2)
21 0.3750 1.00(2) 0.96(2)
22 0.3929 0.86(2) 0.82(2)
23 0.4107 0.75(1) 0.718(9)
24 0.4286 0.666(9) 0.638(9)
25 0.4464 0.605(8) 0.579(8)
26 0.4643 0.563(8) 0.539(8)
27 0.4821 0.539(8) 0.516(7)
28 0.5000 0.531(8) 0.509(7)

Table B.6: Continuum extrapolated correlator in units of the temperature for charmonium in the
pseudoscalar channel using 1-loop and 2-loop renormalization from equation (3.65) at
T = 1.3Tc.
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B. Supplementary data for section 5

nτ τT Gmassless(nτ )/T
3 Gmassive(nτ )/T

3 G(nτ )T
′2/(T 3χq)

1 0.0208 2.06(9) · 104 2.16(8) · 104 3.6(3) · 104
2 0.0417 2870(50) 3050(50) 5000(200)
3 0.0625 740(20) 780(20) 1270(40)
4 0.0833 273(3) 286(4) 470(20)
5 0.1042 131(3) 136(3) 222(6)
6 0.1250 74(2) 78(2) 126(3)
7 0.1458 46.5(5) 48.8(5) 79(2)
8 0.1667 30.9(4) 32.4(5) 53(2)
9 0.1875 21.3(3) 22.4(3) 36.5(8)
10 0.2083 15.2(2) 16.0(2) 26.0(6)
11 0.2292 11.2(1) 11.7(2) 19.1(4)
12 0.2500 8.43(9) 8.9(1) 14.4(3)
13 0.2708 6.50(6) 6.83(7) 11.1(3)
14 0.2917 5.10(4) 5.36(4) 8.7(2)
15 0.3125 4.07(4) 4.28(4) 7.0(2)
16 0.3333 3.30(3) 3.47(3) 5.6(2)
17 0.3542 2.72(2) 2.86(3) 4.7(1)
18 0.3750 2.29(2) 2.40(2) 3.92(8)
19 0.3958 1.96(2) 2.06(2) 3.36(7)
20 0.4167 1.72(2) 1.81(2) 2.95(6)
21 0.4375 1.55(2) 1.63(2) 2.65(6)
22 0.4583 1.43(2) 1.51(2) 2.45(5)
23 0.4792 1.37(1) 1.44(2) 2.34(5)
24 0.5000 1.34(2) 1.41(2) 2.30(5)

Table B.7: Continuum extrapolated correlator in units of the temperature for charmonium in the vector
channel using different renormalization at T = 1.5Tc: The massless renormalization corre-
sponds to equation (3.61) and the massive renormalization is given by equation (3.62). In
the last column, the correlator is divided by the quark number susceptibility at T ′ = 2.25Tc.
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nτ τT G1−loop(nτ )/T
3 G2−loop(nτ )/T

3

1 0.0208 6000(200) 5700(200)
2 0.0417 957(8) 914(9)
3 0.0625 280(4) 267(4)
4 0.0833 113(1) 108(1)
5 0.1042 57.0(7) 54.6(6)
6 0.1250 33.2(4) 31.8(4)
7 0.1458 21.2(2) 20.3(2)
8 0.1667 14.3(2) 13.7(2)
9 0.1875 10.0(2) 9.6(2)
10 0.2083 7.24(8) 6.94(8)
11 0.2292 5.38(6) 5.15(6)
12 0.2500 4.08(5) 3.91(5)
13 0.2708 3.16(4) 3.03(4)
14 0.2917 2.49(3) 2.38(3)
15 0.3125 1.99(3) 1.90(3)
16 0.3333 1.61(2) 1.54(2)
17 0.3542 1.32(2) 1.27(2)
18 0.3750 1.10(2) 1.06(2)
19 0.3958 0.94(2) 0.90(2)
20 0.4167 0.82(2) 0.79(2)
21 0.4375 0.73(1) 0.70(1)
22 0.4583 0.67(1) 0.646(9)
23 0.4792 0.640(9) 0.613(9)
24 0.5000 0.628(9) 0.602(9)

Table B.8: Continuum extrapolated correlator in units of the temperature for charmonium in the
pseudoscalar channel using 1-loop and 2-loop renormalization from equation (3.65) at
T = 1.5Tc.

nτ τT Gmassless(nτ )/T
3 Gmassive(nτ )/T

3 G(nτ )T
′2/(T 3χq)

1 0.0312 6200(200) 6400(200) 1.05(7) · 104
2 0.0625 860(10) 908(8) 1480(40)
3 0.0938 221(4) 233(5) 380(20)
4 0.1250 81.6(8) 85.3(9) 139(4)
5 0.1562 39.3(6) 41.0(8) 67(2)
6 0.1875 22.5(3) 23.6(3) 38(1)
7 0.2188 14.2(2) 14.9(2) 24.3(6)
8 0.2500 9.6(2) 10.1(2) 16.4(4)
9 0.2812 6.77(6) 7.11(8) 11.6(3)
10 0.3125 5.01(4) 5.27(5) 8.6(2)
11 0.3438 3.88(4) 4.08(5) 6.7(2)
12 0.3750 3.14(3) 3.30(4) 5.4(2)
13 0.4062 2.65(3) 2.79(3) 4.5(1)
14 0.4375 2.34(3) 2.46(3) 4.01(9)
15 0.4688 2.16(2) 2.27(2) 3.71(8)
16 0.5000 2.10(2) 2.21(2) 3.61(8)

Table B.9: Continuum extrapolated correlator in units of the temperature for charmonium in the vector
channel using different renormalization at T = 2.25Tc: The massless renormalization cor-
responds to equation (3.61) and the massive renormalization is given by equation (3.62). In
the last column, the correlator is divided by the quark number susceptibility at T ′ = 2.25Tc.
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B. Supplementary data for section 5

nτ τT G1−loop(nτ )/T
3 G2−loop(nτ )/T

3

1 0.0312 1760(50) 1680(50)
2 0.0625 285(2) 272(2)
3 0.0938 83.6(9) 80.1(8)
4 0.1250 33.9(3) 32.5(3)
5 0.1562 17.1(2) 16.4(2)
6 0.1875 10.0(2) 9.6(1)
7 0.2188 6.36(7) 6.10(7)
8 0.2500 4.30(5) 4.13(5)
9 0.2812 3.05(4) 2.92(4)
10 0.3125 2.24(3) 2.15(3)
11 0.3438 1.71(2) 1.64(2)
12 0.3750 1.36(2) 1.31(2)
13 0.4062 1.13(2) 1.08(2)
14 0.4375 0.98(2) 0.94(2)
15 0.4688 0.90(2) 0.86(2)
16 0.5000 0.87(2) 0.84(2)

Table B.10: Continuum extrapolated correlator in units of the temperature for charmonium in the
pseudoscalar channel using 1-loop and 2-loop renormalization from equation (3.65) at
T = 2.25Tc.
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C. Supplementary data for section 6

β T [MeV] ml ms point wall
5.850 119.19 0.00712 0.1424 1166 1166
5.900 125.45 0.00660 0.1320 1000 1000
5.950 132.07 0.00615 0.1230 1000 1000
6.000 139.08 0.00569 0.1138 3073 3073
6.025 142.73 0.00550 0.1100 1000 1000
6.050 146.48 0.00532 0.1064 1000 1000
6.062 148.32 0.005235 0.1047 1000 1000
6.075 150.33 0.00518 0.1036 1000 1000
6.090 152.70 0.00504 0.1008 1001 1001
6.100 154.29 0.00499 0.0998 3363 3363
6.120 157.54 0.004845 0.0969 1001 1001
6.125 158.36 0.00483 0.0966 1003 1003
6.150 162.54 0.00468 0.0936 1000 1000
6.165 165.10 0.00457 0.0914 1000 1000
6.185 168.58 0.004455 0.0891 1000 1000
6.195 170.35 0.00440 0.0880 1000 1000
6.245 179.46 0.00415 0.0830 1000 1000

β T [MeV] ml ms point wall
6.050 109.86 0.00532 0.1064 2108 2108
6.125 118.77 0.00483 0.0966 2241 2241
6.195 127.76 0.00440 0.0880 1690 1690
6.245 134.60 0.00415 0.0830 2710 2710
6.285 140.32 0.00395 0.0790 2000 2000
6.341 148.74 0.00370 0.0740 1713 1713
6.354 150.76 0.00364 0.0728 1249 1249
6.390 156.50 0.00347 0.0694 2604 2604
6.423 161.93 0.00335 0.0670 2031 2031
6.460 168.24 0.00320 0.0640 1644 1644
6.488 173.16 0.00310 0.0620 1790 1790
6.515 178.03 0.00302 0.0604 3067 3067
6.575 189.29 0.00282 0.0564 3206 3206
6.608 195.75 0.00271 0.0542 2379 2379
6.664 207.17 0.00257 0.0514 2001 2001
6.740 223.58 0.00238 0.0476 831 831
6.800 237.32 0.00224 0.0448 500 500
6.880 256.75 0.00206 0.0412 500 500
7.030 296.81 0.00178 0.0356 500 500
7.280 375.26 0.00142 0.0284 500 500
7.373 408.63 0.00125 0.0250 500 500
7.596 499.30 0.00101 0.0202 500 500
7.825 610.60 0.00082 0.0164 500 500
8.000 710.45 0.00070 0.0140 500 500
8.200 843.20 0.0005835 0.0116 250 250
8.400 999.39 0.0004875 0.00975 250 250
8.570 1153.83 0.0004188 0.008376 200 200
8.710 1298.31 0.0003697 0.007394 200 200
8.850 1460.54 0.0003264 0.006528 200 200
9.060 1742.17 0.0002417 0.004834 200 0
9.230 2009.14 0.0002074 0.004148 200 200
9.360 2240.48 0.00018455 0.003691 200 200
9.490 2498.41 0.00016425 0.003285 200 200
9.670 2905.28 0.00013990 0.002798 0 200

Table C.1: Summary of statistics for ml = ms/20 with lattice size 243 × 6 (left) and 323 × 8 (right)..
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C. Supplementary data for section 6
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ms = 20ml:
Nτ = 6, Nσ = 24
Nτ = 8, Nσ = 32
Nτ = 10, Nσ = 40
Nτ = 12, Nσ = 48

ms = 27ml:
Nτ = 6, Nσ = 24
Nτ = 8, Nσ = 32
Nτ = 12, Nσ = 48

ms = 40ml:
Nτ = 6, Nσ = 32
Nτ = 8, Nσ = 32

ms = 80ml:
Nτ = 6, Nσ = 32
Nτ = 6, Nσ = 48

Figure C.1: Screening masses for different quark mass ratios approaching the chiral limit. For ms =
20ml and ms = 27ml, the bands correspond to the continuum extrapolation.
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β T [MeV] ml ms point wall
6.488 138.53 0.00310 0.0620 9534 9534
6.515 142.42 0.00302 0.0604 2525 2525
6.575 151.43 0.00282 0.0564 2512 2512
6.608 156.60 0.00271 0.0542 2685 2685
6.664 165.73 0.00257 0.0514 1071 1071
6.740 178.86 0.00238 0.0476 1021 1021
6.800 189.85 0.00224 0.0448 800 800
6.880 205.40 0.00206 0.0412 650 650
6.950 219.87 0.00193 0.0386 500 500
7.030 237.45 0.00178 0.0356 600 600
7.150 266.03 0.00160 0.0320 500 500
7.500 366.65 0.00111 0.0222 450 450
7.650 419.00 0.00096 0.0192 250 250
7.825 488.48 0.00082 0.016 250 250
8.000 568.36 0.00070 0.0140 500 500
8.200 674.56 0.0005835 0.0116 551 551
8.400 799.51 0.0004875 0.00975 300 300
8.570 923.07 0.0004188 0.008376 250 250

β T [MeV] ml ms point wall
6.664 138.11 0.00257 0.0514 372 372
6.700 143.20 0.00248 0.0496 649 649
6.740 149.05 0.00238 0.0476 2214 2214
6.800 158.21 0.00224 0.0448 2008 2008
6.880 171.17 0.00206 0.0412 2001 2001
6.950 183.22 0.00193 0.0386 1300 1300
7.030 197.87 0.00178 0.0356 1000 1000
7.150 221.69 0.00160 0.0320 730 730
7.280 250.18 0.00142 0.0284 800 800
7.373 272.42 0.00125 0.0250 800 800
7.596 332.87 0.00101 0.0202 800 800
7.825 407.06 0.00082 0.0164 900 900
8.000 473.63 0.00070 0.0140 310 310
8.200 562.13 0.0005835 0.0116 500 500
8.400 666.26 0.0004875 0.00975 500 500
8.570 769.22 0.0004188 0.008376 250 250
8.710 865.54 0.0003697 0.007394 250 250
8.850 973.70 0.0003264 0.006528 250 250

Table C.2: Summary of statistics for ml = ms/20 with lattice size 403× 10 (left) and 483× 12 (right)
.

β T [MeV] ml ms point wall
6.025 142.73 0.004074 0.1100 990 990
6.038 144.66 0.004 0.1082 1581 1581
6.050 146.48 0.003941 0.1064 1649 1649
6.062 148.32 0.003878 0.1047 1650 1650
6.075 150.33 0.003837 0.1036 1393 1749
6.090 152.70 0.003733 0.1008 1386 1386
6.105 155.10 0.003659 0.0988 1749 1749
6.120 157.54 0.003589 0.0969 1649 1649
6.135 160.02 0.003519 0.0950 1749 1749
6.150 162.54 0.003467 0.0936 990 990
6.175 166.83 0.003356 0.0906 1472 1472
6.185 168.58 0.0033 0.0891 1475 1550

β T [MeV] ml ms point wall
6.315 144.77 0.00281 0.0759 1115 1115
6.354 150.76 0.00270 0.0728 3731 3731
6.390 156.50 0.00257 0.0694 3514 3514
6.423 161.93 0.00248 0.0670 3250 3250
6.445 165.66 0.00241 0.0652 1912 2373
6.474 170.68 0.00234 0.0632 1937 2425

Table C.3: Summary of statistics for ml = ms/27 with lattice size 243 × 6 (left) and 323 × 8 (right)..

β T [MeV] ml ms point wall
6.712 144.94 0.00181 0.0490 1955 1955
6.754 151.15 0.00173 0.0468 1484 1484
6.794 157.28 0.00167 0.0450 1407 1407
6.825 162.17 0.00161 0.0436 1946 1946
6.850 166.21 0.00157 0.0424 2081 2081
6.880 171.17 0.00153 0.0412 1960 1960

β T [MeV] ml ms point wall
6.973 140.50 0.00139 0.0376 4817 2757
7.010 145.59 0.00132 0.0357 5919 6168
7.054 151.84 0.00129 0.0348 123 622
7.095 157.87 0.00124 0.0334 0 308
7.130 163.17 0.00119 0.0322 3697 3697
7.156 167.20 0.00116 0.0314 5774 6107
7.188 172.29 0.00113 0.0306 4451 4324

Table C.4: Summary of statistics forml = ms/27 with lattice size 483×12 (left) and 643×16 (right)..
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C. Supplementary data for section 6

β T [MeV] ml ms point wall
5.850 119.19 0.00356 0.1424 720 720
5.900 125.45 0.00330 0.1320 1099 1099
6.000 139.08 0.002845 0.1138 1200 1200
6.025 142.73 0.00275 0.1100 1511 1511
6.050 146.48 0.00266 0.1064 1618 1618
6.075 150.33 0.00259 0.1036 1418 1418
6.090 152.70 0.00252 0.1008 1273 1273
6.105 155.10 0.00247 0.0988 685 685
6.150 162.54 0.002340 0.0936 1000 1000
6.165 165.10 0.002285 0.0914 1581 1581
6.195 170.35 0.00220 0.0880 1460 1460

β T [MeV] ml ms point wall
6.195 127.76 0.00220 0.0880 401 401
6.245 134.60 0.002075 0.0830 822 822
6.260 136.72 0.002025 0.0810 1080 1080
6.285 140.32 0.001975 0.0790 1150 1157
6.300 142.53 0.00193 0.0772 0 1162
6.315 144.77 0.00190 0.0760 1200 1146
6.330 147.05 0.001865 0.0746 1263 1264
6.341 148.74 0.00185 0.0740 450 450
6.354 150.76 0.00182 0.0728 1248 1248
6.365 152.49 0.00179 0.0716 1194 1194
6.390 156.50 0.001735 0.0694 1300 1300
6.423 161.93 0.001675 0.0670 728 728
6.445 165.66 0.001630 0.0652 942 942

Table C.5: Summary of statistics for ml = ms/40 with lattice size 323 × 6 (left) and 323 × 8 (right). .

β Nσ T [MeV] ml ms point wall
6.025 32 142.73 0.001375 0.1100 1750 1750
6.050 32 146.48 0.001330 0.1064 1518 1518
6.075 32 150.33 0.001295 0.1036 1750 1750
6.105 32 155.10 0.001235 0.0988 1947 1947
6.135 32 160.02 0.0011875 0.0950 1250 1250
6.025 48 142.73 0.001375 0.1100 992 992
6.050 48 146.48 0.00133 0.1064 1359 1359
6.075 48 150.33 0.001295 0.1036 1192 1192
6.105 48 155.10 0.001235 0.0988 1045 1045
6.135 48 160.02 0.0011875 0.0950 706 706

Table C.6: Summary of statistics for ml = ms/80 with Nτ = 6.
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T [GeV] mP [GeV] mV [GeV] mS [GeV] mA [GeV]
0.132 0.129(5) 0.7(2) 0.22(2) 1.0(2)
0.136 0.139(4) 0.69(9) 0.23(2) 0.96(9)
0.140 0.150(2) 0.70(7) 0.24(1) 0.94(7)
0.144 0.1615(9) 0.71(5) 0.245(8) 0.91(5)
0.148 0.174(2) 0.72(4) 0.254(6) 0.88(4)
0.152 0.187(2) 0.73(5) 0.263(6) 0.85(4)
0.156 0.202(3) 0.75(6) 0.274(7) 0.83(6)
0.160 0.221(3) 0.78(5) 0.286(7) 0.81(6)
0.164 0.245(2) 0.82(4) 0.303(6) 0.82(5)
0.168 0.275(4) 0.85(5) 0.326(6) 0.84(4)
0.172 0.310(7) 0.88(4) 0.356(9) 0.87(4)
0.176 0.352(8) 0.90(4) 0.39(2) 0.90(4)
0.180 0.399(7) 0.93(4) 0.44(2) 0.94(4)
0.184 0.445(9) 0.96(4) 0.48(2) 0.97(3)
0.188 0.50(1) 0.99(4) 0.53(2) 1.00(3)
0.192 0.54(1) 1.02(4) 0.58(3) 1.04(3)
0.196 0.59(2) 1.05(4) 0.63(3) 1.07(3)
0.200 0.64(2) 1.09(4) 0.68(3) 1.11(3)
0.240 1.08(4) 1.41(2) 1.10(4) 1.43(1)
0.280 1.45(3) 1.73(1) 1.43(3) 1.729(8)
0.320 1.76(2) 2.03(2) 1.74(3) 2.03(2)
0.360 2.06(2) 2.32(2) 2.04(2) 2.32(2)
0.400 2.34(3) 2.61(3) 2.33(2) 2.60(2)
0.440 2.61(3) 2.88(3) 2.61(3) 2.87(3)
0.480 2.88(3) 3.15(4) 2.89(4) 3.14(4)
0.520 3.15(4) 3.41(4) 3.16(4) 3.40(4)
0.560 3.42(5) 3.66(5) 3.42(4) 3.66(5)
0.600 3.68(4) 3.92(5) 3.68(4) 3.92(5)
0.640 3.94(4) 4.17(4) 3.93(3) 4.17(5)
0.680 4.19(4) 4.43(4) 4.19(3) 4.43(5)
0.720 4.45(4) 4.68(4) 4.44(3) 4.68(5)
0.760 4.71(4) 4.94(4) 4.70(3) 4.94(5)
0.800 4.97(4) 5.21(5) 4.96(3) 5.21(5)
0.840 5.23(4) 5.48(5) 5.22(4) 5.48(6)
0.880 5.49(4) 5.76(5) 5.49(3) 5.75(5)
0.920 5.76(6) 6.04(5) 5.75(4) 6.03(6)
0.960 6.02(9) 6.33(6) 6.03(4) 6.32(6)
1.000 6.3(2) 6.63(9) 6.30(5) 6.62(9)

Table C.7: Continuum-extrapolated values of the ūd-screening masses.
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C. Supplementary data for section 6

T [GeV] mP [GeV] mV [GeV] mS [GeV] mA [GeV]
0.132 0.50(2) 0.88(2) 0.66(3) 1.17(6)
0.136 0.51(1) 0.89(2) 0.67(3) 1.16(6)
0.140 0.519(5) 0.90(2) 0.67(2) 1.14(5)
0.144 0.527(2) 0.91(2) 0.67(2) 1.12(3)
0.148 0.537(4) 0.923(9) 0.67(2) 1.10(3)
0.152 0.547(9) 0.936(9) 0.675(9) 1.08(2)
0.156 0.559(7) 0.950(9) 0.679(8) 1.06(2)
0.160 0.574(4) 0.965(9) 0.682(7) 1.04(2)
0.164 0.590(7) 0.982(9) 0.686(5) 1.04(2)
0.168 0.604(4) 1.00(1) 0.690(6) 1.04(2)
0.172 0.621(6) 1.020(9) 0.698(8) 1.05(2)
0.176 0.642(9) 1.041(9) 0.71(2) 1.07(2)
0.180 0.667(9) 1.063(9) 0.73(2) 1.09(2)
0.184 0.697(9) 1.086(9) 0.75(2) 1.11(2)
0.188 0.73(2) 1.11(1) 0.77(2) 1.13(2)
0.192 0.76(2) 1.13(1) 0.80(2) 1.15(2)
0.196 0.80(2) 1.16(1) 0.83(2) 1.18(2)
0.200 0.83(3) 1.19(2) 0.86(2) 1.20(2)
0.240 1.16(2) 1.461(8) 1.16(2) 1.463(9)
0.280 1.46(2) 1.748(7) 1.46(2) 1.743(7)
0.320 1.76(2) 2.04(2) 1.75(2) 2.03(2)
0.360 2.05(2) 2.32(2) 2.04(2) 2.32(2)
0.400 2.34(2) 2.60(2) 2.33(2) 2.60(2)
0.440 2.62(2) 2.88(3) 2.61(2) 2.88(3)
0.480 2.89(3) 3.15(3) 2.89(3) 3.15(3)
0.520 3.16(3) 3.41(3) 3.16(4) 3.41(3)
0.560 3.42(4) 3.67(3) 3.42(4) 3.67(4)
0.600 3.68(4) 3.93(4) 3.68(4) 3.92(4)
0.640 3.93(4) 4.18(4) 3.94(4) 4.17(4)
0.680 4.19(4) 4.44(4) 4.19(4) 4.43(4)
0.720 4.45(4) 4.69(4) 4.44(4) 4.68(4)
0.760 4.71(4) 4.95(5) 4.69(5) 4.94(5)
0.800 4.97(4) 5.21(4) 4.95(5) 5.21(5)
0.840 5.23(4) 5.48(4) 5.21(5) 5.48(5)
0.880 5.50(4) 5.75(4) 5.47(5) 5.75(4)
0.920 5.77(5) 6.02(5) 5.74(6) 6.03(5)
0.960 6.05(7) 6.29(7) 6.02(8) 6.31(6)
1.000 6.3(1) 6.6(1) 6.3(2) 6.60(8)

Table C.8: Continuum-extrapolated values of the ūs-screening masses.
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T [GeV] mP [GeV] mV [GeV] mS [GeV] mA [GeV]
0.132 0.71(2) 1.026(7) 1.01(3) 1.36(5)
0.136 0.711(8) 1.032(6) 1.01(2) 1.34(5)
0.140 0.714(4) 1.040(5) 1.00(2) 1.33(4)
0.144 0.717(1) 1.048(4) 0.99(2) 1.32(3)
0.148 0.720(6) 1.056(3) 0.99(2) 1.30(2)
0.152 0.724(9) 1.065(3) 0.98(2) 1.29(2)
0.156 0.730(9) 1.075(3) 0.97(1) 1.27(2)
0.160 0.744(6) 1.086(3) 0.965(9) 1.25(2)
0.164 0.758(6) 1.098(3) 0.957(7) 1.24(2)
0.168 0.772(5) 1.110(4) 0.949(7) 1.23(2)
0.172 0.783(8) 1.124(4) 0.944(9) 1.22(2)
0.176 0.796(9) 1.138(5) 0.94(2) 1.22(2)
0.180 0.81(1) 1.154(5) 0.95(2) 1.23(2)
0.184 0.831(9) 1.171(6) 0.96(2) 1.24(2)
0.188 0.85(1) 1.189(6) 0.97(2) 1.25(1)
0.192 0.88(2) 1.208(7) 0.98(2) 1.26(1)
0.196 0.90(2) 1.229(7) 1.00(2) 1.277(9)
0.200 0.93(2) 1.250(7) 1.02(2) 1.294(9)
0.240 1.20(3) 1.492(7) 1.25(2) 1.512(7)
0.280 1.48(2) 1.763(7) 1.50(2) 1.772(7)
0.320 1.78(2) 2.04(2) 1.78(2) 2.05(2)
0.360 2.07(2) 2.32(2) 2.06(2) 2.33(2)
0.400 2.35(2) 2.60(3) 2.34(2) 2.61(3)
0.440 2.63(3) 2.88(3) 2.62(3) 2.88(3)
0.480 2.90(3) 3.15(3) 2.89(3) 3.15(3)
0.520 3.17(4) 3.41(3) 3.16(4) 3.41(3)
0.560 3.43(4) 3.68(4) 3.42(4) 3.67(4)
0.600 3.68(4) 3.93(4) 3.68(4) 3.93(4)
0.640 3.94(4) 4.19(5) 3.93(4) 4.19(5)
0.680 4.19(4) 4.45(6) 4.19(4) 4.44(5)
0.720 4.45(3) 4.71(6) 4.44(4) 4.70(5)
0.760 4.70(3) 4.96(6) 4.70(4) 4.96(5)
0.800 4.96(4) 5.22(5) 4.95(4) 5.22(5)
0.840 5.23(4) 5.48(4) 5.21(4) 5.49(5)
0.880 5.50(4) 5.74(4) 5.48(6) 5.76(4)
0.920 5.77(5) 6.01(5) 5.75(8) 6.03(4)
0.960 6.05(6) 6.27(7) 6.0(2) 6.31(6)
1.000 6.3(1) 6.5(2) 6.3(2) 6.59(9)

Table C.9: Continuum-extrapolated values of the s̄s-screening masses.
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