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Abstract
With speech annotation being one of the most time-

consuming and costly aspects of speech corpora development,
there is a significant interest in the development of auto-
matic annotation tools. The present study focuses on variant-
independent prosodic boundary annotations for German. We
test a previously proposed unsupervised approach, which posits
prosodic boundaries based only on acoustic cues. The experi-
ments were conducted on read speech from two corpora, one of
Standard German, the Kiel Corpus of Spoken German, and the
other of Austrian German, the Graz Corpus of Read and Spon-
taneous Speech. Averaging across all speakers in the dataset,
the tool attained an area under the precision-recall curve of
0.308 and 0.215, for the Kiel corpus and the GRASS corpus,
respectively. The significant differences obtained in detection
across the two varieties were accompanied by large differences
between speakers, as well. This was confirmed by a subsequent
analysis of the acoustic cues employed in the process, which
showed important differences in the way speakers make use of
those cues for marking prosodic structure. We discuss these
findings with respect to the current literature and their implica-
tion for variant-independent automatic annotation.
Index Terms: prosodic phrase boundaries, automatic detection,
Austrian German, acoustic features

1. Introduction
Investigations in speech science and technology require the de-
velopment of corpora for the languages studied, as well as for
their varieties. One of the most time-consuming and costly as-
pect of developing speech resources is their annotation. For
the creation of phonetic segmentations, automatic tools have
been based on forced alignment (e.g., [1, 2]). The advantage of
such tools is that errors that occur are mostly systematic and can
therefore be taken into account in the analysis. Given the higher
complexity of prosodic phenomena, their manual annotation re-
quires even more time and yields lower inter-labeler agreements
than segmental transcriptions. This paper contributes to the
body of work on prosodic annotation tools with a special focus
on developing variant-independent prosodic boundary annota-
tions for German. The aims of this paper are two-fold: The
first aim is to develop a tool that facilitates the currently on-
going prosodic transcription process of GRASS, the first large
scale database for Austrian German, containing both read and
conversational speech [3]. So far, only a small portion of the
recorded speech materials have been manually annotated for
prosodic boundaries. With the help of the tool presented here,
we intend to annotate the rest of the corpusbe means of a semi-
automatic approach (similar to e.g., [4] for French). The second

aim is to analyse how strongly the acoustic features used by our
system contribute to the perception of boundaries by German
vs. Austrian listeners (as given by the perception-based annota-
tions). We hope that this analysis will allow us to improve the
proposed system, while shedding further light on how prosodic
boundaries are marked across German varieties.

1.1. Prosodic boundary detection tools

Several prosodic annotation systems have been previously pro-
posed. Some of them combine acoustic, lexical and syntactic
features (e.g.,[5] for American English, [6] for French), others
use lexical and syntactic information alone (e.g.,[7] for Dutch).
Since our aim is to build a tool that can be incorporated into the
annotation process of a not-yet annotated database and also into
an automatic speech recognition (ASR) system, the requirement
for the system is to exclusively use acoustic information.

For German, only a few prosodic annotation tools have been
built that use acoustic features alone. For instance, N. Braun-
schweiler [8] proposed ProsAlign, a system that automatically
produces GToBI labels, does not require a pre-segmentation of
the speech stream and should, in principle, be language inde-
pendent. The proposed approach discovers 56% of the man-
ually established labels and could, thus, be integrated in a
semi-automatic annotation procedure. Since the development
of ProsAlign, other prosodic annotation systems, not based on
GToBI, have been developed for German (e.g., KIM, DIMA)
showing certain advantages compared to existing approaches
[9]. For Austrian German, no tool is available at this point.

This paper investigates a tool based on a system previ-
ously proposed by Ludusan and Dupoux [10]. It posits prosodic
boundaries based on four acoustic cues: duration of the follow-
ing pause, duration of the syllable nucleus, the nucleus-onset-
to-nucleus-onset duration, and f0 reset. These cues have been
shown to be employed for boundary identification in a wide va-
riety of languages, being exploited even by infants in the pro-
cess of early language acquisition.

1.2. Perception of prosodic boundaries

Among the acoustic cues have been found to be relevant for the
perception of prosodic boundaries, the existence of a pause in
the speech signal is considered to be one of the most salient. Be-
sides numerous linguistic studies that investigated the relation-
ship between pause and boundary perception (e.g., [11, 12]),
the electrophysiological study by Männel and Friederici [13]
revealed that 3-year-olds perceive the boundary also when the
existence of a pause is the only acoustic cue marking the bound-
ary. This is in line with the findings of Petrone et al. [14],
showing that adult German listeners give categorical responses



for prosodic boundaries in the case of pauses, while more grad-
ual transitions were observed with f0 and final lengthening cues.
Their experimental design, however, did not allow to show the
weights of these three cues. Final lengthening is another well
studied cue to prosodic boundaries (e.g., [15, 16, 17]). In ad-
dition to longer segment durations before a phrase boundary,
domain initial speech sounds may be produced with a stronger
contact between articulators and with a decreased coarticulation
to the previous context [18].

For Austrian German, only a few studies have focused on
prosody (e.g., [19, 20]), and even less is known about the pro-
duction and perception of prosodic boundaries. Ulbrich [21]
compared prosodic phrasing in the three German standard vari-
eties (Germany, Austria, Switzerland). She based her analysis
on the following measures: number of intra-sentential bound-
aries, number and duration of intra-sentential pauses, f0 re-
set, and phrase initial and phrase final syllable duration. She
found that, whereas f0 reset and pausing was used equally
among the different varieties, German speakers followed more
closely the punctuation marks (syntax-prosody relationship)
and had the lowest change in speech rate across boundaries.
Recently, Schuppler and Zellers [22] found that plosives at
prosodic boundaries are produced differently in German and
Austrian German read speech. While Austrian speakers tend to
lengthen the duration of the closure of plosives, German speak-
ers lengthen the duration of the burst.

2. Materials and Methods

2.1. Read speech material

We tested the system on read speech from two corpora, the
Kiel Corpus of Spoken German [23], which contains speech
from, mainly, Northern Germany, and the Graz Corpus of Read
and Spontaneous Speech (GRASS; [3, 24]), which contains
speech from eastern-Austrian speakers. As these corpora were
annotated with different methods (manual phonetic segmenta-
tions for the Kiel corpus vs. semi-automatic segmentations for
GRASS) and wanting to have comparable input data for a more
accurate comparison, we created automatic segmentations for
both corpora, using MAUS [1]. These automatic annotations
were subsequently manually corrected, which was especially
necessary for the Austrian data, as MAUS has no acoustic mod-
els for the Austrian German variant. At the prosodic level, a
subset of GRASS was manually annotated for prosodic bound-
aries, using the same criteria as for the Kiel Corpus. Each utter-
ance was annotated by one phonetically trained transcriber and
checked by two other transcribers. This procedure was cho-
sen to guarantee a high transcription quality. Based on a small
validation set of 269 words from 47 utterances, which were ran-
domly presented to the transcribers during the transcription pro-
cess, we calculated Cohen’s kappa for the decision whether a
boundary should be placed after a word or not. The obtained
inter-annotator agreement was good to high.

For the present study, we chose the recordings correspond-
ing to the components Nordwind and Buttergeschichte, which
exist in both corpora. For the GRASS corpus, we used a num-
ber of additional recordings containing materials which can be
found also in the Kiel dataset. This resulted in 391 and 368 sen-
tences (from 38 and 30 speakers) for the GRASS dataset and
Kiel corpus, respectively.

Figure 1: Waveform, transcription and the obtained prominence
detector function for the utterance: ”Nun gut, wie Sie wollen”.
The syllables corresponding to the local maxima of the function
are represented by a red asterisk. Prosodic boundaries will be
placed after these syllables.

2.2. Prosodic boundary detection

For the detection of prosodic boundaries, we employed a previ-
ously proposed system [10], which posits boundaries based on
four acoustic cues:

• duration of the following pause

• duration of the syllable nucleus

• the nucleus-onset-to-nucleus-onset duration

• f0 reset

They represent the acoustic correlates of a number of phenom-
ena associated with prosodic structure (pausing, final lengthen-
ing, initial strengthening and pitch reset). Furthermore, these
cues have been shown to mark prosodic boundaries in a variety
of languages, being also employed by infants in early language
segmentation. The values of these cues is computed for each
syllable in the utterance and and then, for each cue only the local
maxima are considered. Based on these values, the system com-
putes a syllable-based detector function, by summing the values
of the individual cues. Before the summation, the features were
normalized between [0, 1] and were given the same weight in
the calculation of the detector function. Prosodic boundaries are
placed in correspondence to the local maxima of the obtained
detector function. An example, based on a sentence contained
in the employed corpus, is given in Figure 1.

We ran the algorithm separately on the sentences belonging
to each speaker from the two corpora. This being a preliminary
study, we extracted the duration features from the automatic
segmentation, while f0 was extracted using Praat [25]. The au-
tocorrelation method was used for this, with a pitch range set
between 75 and 400 Hz. For the syllabic nuclei for which no f0
value was found using Praat (for example, in the case of creaky
voice), we employed the SWIPE algorithm [26] to obtain f0 val-
ues for the nucleus. All utterance-internal prosodic boundaries
found by the system were evaluated against the manual bound-
aries, by means of precision, recall and F-score (the harmonic



Figure 2: Precision-recall curves obtained on the two datasets
with the automatic detection system (solid lines) and with a ran-
dom baseline (circles).

mean of the former two measures). In order to observe the be-
haviour of the system on the input data, we varied the threshold
used for placing boundaries, deriving a precision-recall curve.
For an easier comparison between the two language varieties,
we employed the area under the precision-recall curve (AUC)
as evaluation metric. The proposed approach was then com-
pared to a baseline, which posits randomly, for each utterance,
a number of boundaries equal to the number of manually anno-
tated prosodic boundaries for that utterance.

2.3. Statistical analysis

In order to investigate the contribution of the acoustic features
to the perception of a prosodic boundary in German vs. Aus-
trian German, we built linear mixed effects regression models
with boundary (Y, N) as dependent variable and the previously
mentioned acoustic measures Pause (Y, N), Nucleus (duration)
and f0 Reset as independent variables. As the nuclesu-onset-to-
nucleus-onset duration heavily correlates with Pause and Nu-
cleus (r = 0.36. p<0.001), the variable was orthogonalized and
its residuals were added as a variable Onset to the models. We
included also the factor Variety (German, Austrian), as well as
the random intercepts Speaker (68 values), Word (606 values)
and Syllable (1717 values). For a more detailed analysis of
speaker dependency, separate models were built with Speaker
random slopes, for each of the four acoustic cues.

The mixed effects logistic regression models were built us-
ing the glmer() function of the lme4 package in R [27]. We
started with full models, including all independent variables and
their interactions (two-way or three-way). We, then, iteratively
removed non-significant predictors and interactions as long as
the model would still significantly improve given their AIC val-
ues, their degrees of freedom [28, 29] and a model-comparison
using the anova() function. The threshold significance value
was set at α = .05 for all tests.

3. Results and Discussion
3.1. Prosodic boundary detection performance

We present in Figure 2 the precision-recall curves obtained for
boundary detection in the two varieties of German. Averaging
across all speakers in a dataset, we attained an AUC of 0.308 for
Kiel and an AUC of 0.215 for GRASS (difference significant at
p < 0.01). As seen in the figure, the system performed bet-

Figure 3: Precision-recall curves obtained on the two datasets.
Solid lines are used for illustrating the results over the entire
corpus, while each semi-transparent line represents the curve
obtained for one speaker.

ter on both datasets compared to our random baseline (red and
blue circles). Considering the parameter values giving the best
performance on the two datasets, an F-score of 0.582 and 0.370
would be obtained for Kiel and GRASS corpus, respectively.

While significant differences have been obtained between
the two datasets, we were also interested to analyse how the
tool performed on a per-speaker basis. Figure 3 illustrates the
per-speaker precision-recall curves for the two corpora, as well
as the overall curve. One can observe important differences
between speakers of the same variety, sometimes even larger
than the differences in performance between the varieties them-
selves.

3.2. Contribution of features in the two varieties

To analyse how strongly the acoustic features used by our sys-
tem contribute to the perception of boundaries by German vs.
Austrian listeners (as given by the perception-based annota-
tions), a mixed effects logistic regression model was built with
the perceived boundary labels as dependent variable. Table 1
shows the final model. All acoustic cues contribute significantly
to the perception of a boundary, with Pause having the highest
effect size (β = 10.80) 1 and f0 Reset having the lowest ef-
fect size (β = −1.23). We also found a significant interaction
between Onset and Pause: The effect of onset is significantly
lower in the presence of a pause (∆ = 0.37) than in its absence
(∆ = 0.52), indicating that even the orthogonalized onset cue
contains information that is similar to the one included in the
pause feature.

With respect to variety, the existence of a Pause showed to
be an equally strong cue in both varieties. In the German data,
however, the difference in Onset duration across words with no
boundary separating them and those with boundaries between
them tended to be significantly lower (0.43) than in the Austrian
data (0.49). The contrast in f0 reset between boundary and non-
boundary tokens was significantly higher in the German (0.15)
than in the Austrian data (0.13). Overall, significantly fewer
boundaries were perceived in the German read speech sentences
(0.12% of the tokens were followed by a boundary, compared
to 0.15%, in the Austrian data).

These results are, generally, in line with those obtained by

1Since all acoustic measures range between 0 and 1, the effect size
equals the estimate of the model.



Table 1: Model for human perception of prosodic boundaries as
predicted by the four acoustic measures. The models include the
significantly contributing random intercepts Speaker, Syllable,
and Word. N = 15.046, AIC = 3596, 7.

estimate z-value p-value

Intercept -6.80 -18.64 < 0.001
Variety(G) -0.85 -3.62 < 0.001
Onset 8.98 9.70 < 0.001
Pause(Y) 10.80 17.65 < 0.001
f0 Reset -1.23 -3.06 < 0.01
Nucleus 4.06 16.60 < 0.001
Variety(G):Onset -5.86 -6.48 < 0.001
Variety(G):Pause(Y) -0.45 -0.37 <1.0
Variety(G):f0 Reset 2.87 5.89 < 0.001
Onset:Pause(Y) -3.82 -2.51 <0.05

Ulbrich [21], based on recordings made with trained broadcast
speakers. She found a significantly smaller number of sentence-
medial phrase boundaries in the German data (as in our data)
and that German speakers exhibited smaller changes in speech
rate between boundary/non-boundary conditions (which corre-
sponds to the smaller changes in onset duration for German
than for Austrian speakers, in our data). Whereas she reported
that f0 reset was equal among all varieties, we observed here
that Austrians show less variation with respect to that feature
than German speakers. Most importantly, our results show that
the existence of a pause, independent of its absolute length, is
a variety-independent cue to prosodic boundary perception in
German.

Taking into account the findings of previous studies show-
ing that boundaries in German tend to be generally marked not
only by one, but multiple acoustic cues (e.g. [17]), we analysed
also the distribution of the cues at boundary positions. It re-
vealed that 81.4% and 77.3% of the prosodic boundaries (in the
Austrian German and German data, respectively) are marked by
more than one cue. Seeing how frequent is the use of multiple
cues for marking boundaries in both varieties, one can envision
the use of this information in the detection system.

Table 2: Speaker-dependency of acoustic cues: ANOVA
comparisons of models with and without random Speaker
slopes, separately for the different acoustic cues, separately
for the German and Austrian data. N GRASS = 6955;
N KIEL = 8091.

Features Variety ∆AIC χ2 p-value

Pause Germany 31,1 37.07 < 0.001
Austria 74.2 78.18 < 0.001

f0 Reset Germany 45,8 0 < 1
Austria 24.3 26.31 < 0.001

Onset Germany 2.8 1.18 <0.55
Austria 44.0 47.92 < 0.001

Nucleus Germany 24.5 30.49 < 0.001
Austria 33.4 37.44 < 0.001

3.3. Speaker dependency of acoustic cues

Besides the observed language-variant significant difference,
we also noted important inter-speaker variation (AUC stan-
dard deviation of 0.119 and 0.120 for the GRASS and the Kiel
corpus, respectively) For that reason, we will investigate next
whether these four acoustic cues are used in a language-variety
versus speaker-specific manner.

In order to analyse any possible speaker dependency of the
cues, we built models with Speaker random slopes, for each of
the four acoustic cues and separately for the German and Aus-
trian data. Models with and without random slopes where then
compared using the anova() function to estimate whether
their contribution to the models is significant. Table 2 shows
the results of the ANOVA comparisons by means of the follow-
ing statistical measures: ∆AIC, χ2 and p-values.

For Austrian German, the random speaker slopes signif-
icantly improve the models in combination with all acoustic
cues, indicating that all of these features are highly speaker de-
pendent. In the German data, only the existence of pauses and
the nucleus duration are speaker dependent, f0 reset and onset
duration seem not to be speaker dependent. The latter result is
in line with the findings of Holzgrefe-Lang and colleagues [17]
which showed that both pitch reset and final lengthening need
to occur simultaneously in order for native Germans to per-
ceive an intonational phrase boundary. The necessity of these
two cues for the perception of a prosodic boundary in German
would explain why they were found to be used by the majority
of speakers in our German data, although it is surprising to see
that nucleus duration (another cue marking final lengthening)
was employed in a speaker-dependent manner.

4. Conclusions

To summarize, we have compared here a signal-based prosodic
boundary annotation tool on two varieties of German. We have
seen a difference in performance between the two datasets,
which seems to be congruent to the differences found in
prosodic boundary marking between the two varieties. Further-
more, these differences are largely consistent to the findings of
previous studies. In terms of the performance reached, we ob-
tained encouraging results for using the system as a first pass
annotation tool followed by a manual correction step.

The present study represents a feasibility study for variety-
independent prosodic boundary detection. In the next step, we
would like to expand the investigation to more spontaneous
speech materials. Since important differences exist between
read and spontaneous speech, it would be interesting to in-
vestigate how the proposed approach scales to conversational
speech. Another direction this study opens is the integration
of linguistic knowledge into the annotation tool, by exploring
different ways of combining the individual cues.
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