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1. Introduction and Motivation

Since the first description by Arthur Ashkin in 19701 optical tweezers have become a wide-
spread tool in biophysical laboratories. With optical tweezers a tightly focused laser beam
can be used to three-dimensionally trap and move small particles like cells or polystyrene
beads. Not only do optical tweezers enable the micromanipulation of these particles, they
can also be used to measure the forces acting on them in the very small regime of just a
few piconewtons. Thus optical tweezers have also become a standard tool in single molecule
force spectroscopy, which seeks to study the motions and forces of biological molecules and
other biological activity2.
This fundamental role of optical tweezers in modern biophysical research was ultimately

recognised in 2018: Half of the 2018 Physics Nobel Prize “for groundbreaking inventions in
the field of laser physics” was awarded to Arthur Ashkin “for the optical tweezers and their
application to biological systems”3.
Deoxyribonucleic acid (DNA) is the macromolecule carrying the genetic information of

the vast majority of known organisms. As such, it is a highly interesting subject of single
molecule force spectroscopy. In conjunction with optical tweezers, one can either attach a
DNA molecule to one bead on either end to stretch it, or one can attach only one end of a
DNA molecule to a bead and thread the other end into a small nanopore, e.g. by applying an
electrical potential.
By attaching ligands to the DNA during either experiment, the force behaviourwill change.

This can be used to analyse the binding energy and kinetics of the ligand, which is a base for
further investigation of the role or potential harm of specific ligands.
Previously, I introduced video-based force detection for optical tweezers as my Bachelor

thesis4,5. For my Master thesis, I evaluated the viability of ultra thin solid state membranes
for DNA translocation experiments6. The first part of this dissertation is a continuation of
these two previous works. As a first step, I introduce a new camera into the optical tweezers
setup to allow for high-speed force detection. This is then used to analyse the translocation
of DNA through extremely small nanopores in atomically thin solid state membranes in a
variety of conditions.
On the other side of the spectrum of interesting biological entities for force spectroscopy

13



1. Introduction and Motivation

are whole cells. The correct mechano-elastic properties of cells are essential for both their
health and their function. This is perhaps best illustrated by the cells forming the heart
muscle.
The study of cell elasticity of cells suffering certain diseases, foremost cardiovascular dis-

eases, or genetic mutations has therefore direct applications in the field of medicine and drug
development. With optical tweezers, it is possible to attach beads on opposite sides of cells
and stretch or squeeze them. By observing the response of the cell both during and imme-
diately after external stimuli, it is possible to derive both elastic and viscous properties of
the cell. These can then be compared to known healthy cells to get further insights into the
pathomechanisms of diseases.
The second part of thiswork describes the cell elasticity investigationwith Elasto-Tweezers.

Elasto-Tweezers is a ROCKET∗ joint project between Ionovation GmbH (hardware setup),
Bielefeld University (software and experiments), HDZ NRW (cell supplier and know-how),
University of Twente (microfluidic design and prototyping), and Micronit Microtechnologies
(microfluidic fabrication).
In this thesis, I present the optical tweezers setup developed in this project as well as mi-

crofluidic designs to facilitate cell elasticity experiments. I demonstrate this setup’s capability
to perform cell elasticity measurements on cell from the HEK293 cell line7,8, which is a well
known reference cell line widely used in cell biology.
This dissertation is therefore structured in multiple parts. The first part consists of this

introduction and an introduction into microfluidics, optical tweezers, the theory of nanopore
translocation and the theory of cell elasticity in chapters 2–5, respectively.
The second part describes the DNA translocation experiments. First, I explain the exper-

imental setup and the changes introduced in this work. Then, I show the preparation of
monolayer membranes of both boron nitride and molybdenum disulphide and the milling of
nanopores in the latter material. Finally, I present the results obtained from various DNA
translocation experiments through molybdenum disulphide nanopores.
The third part focusses on the cell elasticity investigations with Elasto-Tweezers. First, I

describe the setup of the optical tweezers, the microfluidics and the software. Then, I present
experimental protocols, followed by the results.
The twomain parts each close with conclusions and an outlook. I summarise these findings

in chapter 14, presenting an overall conclusion and an outlook on future experiments and
setup.

∗ROCKET (RegiOnal Collaboration on Key Enabling Technologies) is supported by the European Union, the
Dutch Ministry of Economics, the Dutch provinces Gelderland and Overijssel, the State Chancellery of
Lower Saxony and the Ministry of Economics of North Rhine-Westphalia within the scope of INTERREG
Deutschland-Nederland
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The appendix contains the user manuals for the software I wrote during the dissertation
as well as supplementary material and a list of publications and conference contributions.
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2. Microfluidics

Microfluidic systems are structures for manipulating fluids (mostly liquids) at themicrorange.
Typical dimensions of structures are in the range of tens to hundreds of micrometers, and the
total liquid volume is in the range of microlitres or less9–11. As surfaces scale with 𝑑2 and
volumes scale with 𝑑3,12 surface effects play a dominant role in microfluidic designs13,14. This
gives rise to unique and novel methods for flow control15 and accentuates the importance of
proper surface preparation and coating16.
In this chapter, I will introduce the relevant phenomena in the fields of hydrodynamics and

electrokinetics. I will also emphasize Brownian motion and diffusion which not only play an
antagonistic role in trapping objects but also can serve as an important calibration tool for
optical tweezers.

2.1. Hydrodynamics

2.1.1. Navier-Stokes equation

Except for the rare and exotic superfluids17, every fluid exhibits viscosity18, which is es-
sentially internal resistance to flow – a form of energy dissipation. Therefore, a theoretical
description of fluid flow must account for viscosity. This description is performed by the
Navier-Stokes equation†:

𝜌 (
𝜕𝑣
𝜕𝑡

+ (𝑣∇⃗)𝑣) = −∇⃗𝑝 + 𝜂Δ𝑣 + (𝜉 +
𝜂
3
) ∇⃗(∇⃗𝑣) + ⃗𝐹ext (2.1)

This already assumes constant (dynamic) viscosity 𝜂 as well as constant second / volume
viscosity 𝜉 throughout the fluid. For aqueous solutions, we can additionally assume incom-
pressibility. This gives ∇⃗𝑣 = 0 and therefore simplifies the Navier-Stokes solution even fur-
ther to18–20

𝜌 (
𝜕𝑣
𝜕𝑡

+ (𝑣∇⃗)𝑣) = −∇⃗𝑝 + 𝜂Δ𝑣 + ⃗𝐹ext (2.2)

†A derivation of the Navier-Stokes equation falls outside the scope of this thesis. For a brief description, see
e. g. §15 of Landau and Lifschitz [18]

17



2. Microfluidics

The questions of existence of smooth and globally defined solutions for the Navier-Stokes
equation is one of the Millenium Prize Problems and remains unproven to date. For all but
the most trivial problems, numerical solutions to the Navier-Stokes equation are sought. Es-
pecially considering the multitude of possible external forces acting on the liquid, especially
electrical fields, this is quite sensible.

2.1.2. Hagen-Poiseuille flow

From the Navier-Stokes equation, we can derive the flow profile and rate of a steady flow
(𝜕𝑣/𝜕𝑡 = 0) through channels with constant cross-section.

2.1.2.1. Channels with circular cross-section

For a circular cross-section (e. g. a pipe with radius 𝑅) working in a cylindrical coordinate
system, we have 𝑣𝑟 = 𝑣𝜃 = 0 as well as 𝜕𝑣/𝜕𝜃 = 𝜕𝑣𝑧/𝜕𝑧 = 0. This greatly reduces the
complexity of the Navier-Stokes equation as the left side becomes 0. Assuming no external
forces, this gives

1
𝑟
𝜕
𝜕𝑟

(𝑟
𝜕𝑣𝑧
𝜕𝑟

) =
1
𝜂
𝜕𝑝
𝜕𝑧

(2.3)

With boundary conditions 𝑣𝑧(𝑟 = 𝑅) = 0 (no slip at the pipe wall) and 𝑣𝑧(𝑟 = 0) < ∞ (finite
flow velocity in the centre of the pipe), the flow profile can be obtained as

𝑣𝑧(𝑟) = −
1
4𝜂

𝜕𝑝
𝜕𝑧

(𝑅2 − 𝑟2) (2.4)

which is a parabolic flow profile.

Integrating over the cross-section gives a volumetric flow rate of

𝑄 = −
𝜋𝑅4

8𝜂
𝜕𝑝
𝜕𝑧

(2.5)

or, in the more common relation describing the pressure drop along a pipe with length 𝐿,

Δ𝑃 =
8𝜂𝐿𝑄
𝜋𝑅4

(2.6)

Such a flow is called a Hagen-Poiseuille flow with eq. 2.6 being the Hagen-Poiseuille equa-
tion21, named after the seminal independent papers describing it by Gotthilf Hagen22 and
Jean Poiseuille23,24.
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2.1. Hydrodynamics

2.1.2.2. Channels with rectangular cross-section

Whilst circular cross-section is important in everyday life, in microfluidics rectangular or ap-
proximately rectangular cross-sections are most often encountered. For a rectangular cross-
section with flow along the x-axis, height ℎ (with 0 ≤ 𝑦 ≤ ℎ) and width 𝑙 (similarly with
0 ≤ 𝑧 ≤ 𝑙), Joseph Boussinesq derived25,26:

𝑣(𝑦, 𝑧) = −
1
2
𝑦
𝜂
𝜕𝑝
𝜕𝑥

(ℎ− 𝑦)+ 4
ℎ2

𝜂𝜋3
𝜕𝑝
𝜕𝑥

∞
∑
𝑛=0

sinh ( (2𝑛+1)𝜋𝑧
ℎ

) + sinh ( (2𝑛+1)𝜋(𝑙−𝑧)
ℎ

)

(2𝑛 + 1)3 sinh ( (2𝑛+1)𝜋𝑙
ℎ

)
sin (

(2𝑛 + 1)𝜋𝑦
ℎ

)

(2.7)

𝑄 = −
ℎ3𝑙
12𝜂

𝜕𝑝
𝜕𝑥

+
16ℎ4

𝜋5𝜂
𝜕𝑝
𝜕𝑥

∞
∑
𝑛=0

cosh ( (2𝑛+1)𝜋𝑙
ℎ

) − 1

(2𝑛 + 1)5 sinh ( (2𝑛+1)𝜋𝑙
ℎ

)
(2.8)

These equations exemplify the analytical difficulties that the Navier-Stokes equation poses.
In this specific case, a very good approximation is available as27

𝑄 =
12ℎ3𝑙
𝜂

𝜕𝑝
𝜕𝑥

(1 −
192
𝜋5

ℎ
𝑙
tanh (

𝜋𝑙
2ℎ

)) for 𝑙 ≥ ℎ (2.9)

𝜕𝑝
𝜕𝑥

=
Δ𝑃
𝐿

=
12𝜂𝑄
𝑙ℎ3

1

1 − 192
𝜋5

ℎ
𝑙
tanh ( 𝜋𝑙

2ℎ
)

for 𝑙 ≥ ℎ (2.10)

For 𝑙 < ℎ we can simply rotate the system by 90°, effectively swapping 𝑙 and ℎ as well as 𝑦
and 𝑧.
For larger aspect ratios (𝑙 ≫ ℎ) the last factor (1 − ...) becomes 1, further simplifying the

equation:

𝑄 ≈
12ℎ3𝑙
𝜂

𝜕𝑝
𝜕𝑥

Δ𝑃
𝐿

≈
12𝜂𝑄
𝑙ℎ3

for 𝑙 ≫ ℎ (2.11)

2.1.3. Reynolds number

For most problems in hydrodynamics, an interesting question is that of scalability. Ideally,
we should be able to analyse problems with dimensionless numbers to facilitate scaling. The
Navier-Stokes equation eq. 2.2 obviously consists of the inertial terms on the left side (con-
taining density 𝜌) and the viscous part and forces on the right side.
We can introduce some typical scales for the system28–31, namely the typical velocity 𝑣0

and the typical length 𝐿0, giving the dimensionless:

𝑣′ ∶=
𝑣
𝑣0

∇⃗′ ∶= ∇⃗𝐿0 Δ′ ∶= Δ𝐿20 𝑡′ ∶=
𝑡
𝑡0

=
𝑣0
𝐿0

𝑡 𝑝′ ∶=
𝑝
𝑝0

= 𝑝
𝐿0
𝜂𝑣0

(2.12)
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2. Microfluidics

which corresponds to these inverse relations:

𝑣 = 𝑣′𝑣0 ∇⃗ =
∇⃗′

𝐿0
Δ =

Δ′

𝐿20
𝑡 = 𝑡′

𝐿0
𝑣0

𝑝 = 𝑝′
𝜂𝑣0
𝐿0

(2.13)

They can be used to transform the Navier-Stokes equation (with ⃗𝐹ext = 0) to

𝜌 (
𝑣20
𝐿0

𝜕𝑣′

𝜕𝑡′
+

𝑣20
𝐿0

(𝑣′∇⃗′)𝑣′) = −
𝜂𝑣0
𝐿20

∇⃗′𝑝′ +
𝜂𝑣0
𝐿20

Δ′𝑣′ (2.14)

which produces the dimensionless Navier-Stokes equation

Re (
𝜕𝑣′

𝜕𝑡′
+ (𝑣′∇⃗′)𝑣′) = −∇⃗′𝑝′ + Δ′𝑣′ (2.15)

Here, Re is the Reynolds number (coined by Arnold Sommerfeld31 after the important ex-
perimental work by Osborne Reynolds29,30). It is defined according to the above equations
as

Re ∶=
𝜌𝑣0𝐿0
𝜂

(2.16)

with fluid density 𝜌, typical / average velocity 𝑣0, fluid viscosity 𝜂 and typical size 0. The
typical size can be either the diameter of a circular or spherical obstruction or the diameter
of a circular tube / fluid channel. For rectangular channels, the hydraulic diameter 𝐷ℎ is used,
which is32

𝐷ℎ =
4𝐴
𝐶

=
2ℎ𝑙
ℎ + 𝑙

(2.17)

with cross-section surface 𝐴 and circumference 𝐶.
The Reynolds number describes the ratio between inertial forces and viscous forces. It

therefore also defines whether flow is laminar (i. e. streams flow parallel to each other and
velocity at any point in the stream is time-invariant for constant boundary conditions) or
turbulent (i. e. quasi-random flow motion in both space and time). A direct consequence of
laminar flow is thatmixing only occurs in the direction of flow or by diffusion (see section 2.3).
The ranges of the regimes vary in the literature and depend in detail on the specifics of

the particular system of interest31,32. However, the consensus is that for values Re ≪ 100,
especially Re < 1we have laminar flow. For Re ≫ 1000 on the other hand, we have turbulent
flow
Typically in microfluidics and also in this thesis, we have 𝜌 ≈ 1000 kgm−3, 𝑣0 < 10mm s−1,

𝐿0 < 100 µm and 𝜂 ≤ 1mPa s. This gives us Re < 1, placing microfluidics firmly into the
laminar regime.
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Fig. 2.1.: Correction factor for a particle moving perpendicular to a single plane wall accord-
ing to Happel & Brenner34

2.1.4. Stokes friction

Rewriting the Navier-Stokes equation eq. 2.2 for Re → 0, we get the simple relation

∇⃗𝑝 = 𝜂Δ𝑣 (2.18)

Stokes showed that this can be used to derive the friction force acting on a spherical particle
(with radius 𝑅) in such a flow (at velocity 𝑣) at low Reynolds numbers as28,33

𝐹 = −6𝜋𝜂𝑅𝑣 (2.19)

However, this is only the case if the liquid reservoir is large enough. Once walls are less
then ten to twenty times the particle size away from the particle, correction terms need to be
considered. We will consider the two different cases relevant to the two experimental parts
of this thesis.

Moving a particle perpendicular (i. e. towards or away from) a single plane surface, Happel
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Fig. 2.2.: Correction factor for a particle moving parallel to and centred between two plane
walls according to Happel & Brenner34 and Faxén35

and Brenner34 give a correction term 𝛽 for 𝐹 = −6𝜋𝜂𝑅𝑣 ⋅ 𝛽 as:

𝛽 =
4
3
sinh 𝛼

∞
∑
𝑛=1

𝑛(𝑛 + 1)
(2𝑛 − 1)(2𝑛 + 3)

(
2 sinh(2𝑛 + 1)𝛼 + (2𝑛 + 1) sinh 2𝛼

4 sinh2(𝑛 + 1
2 )𝛼 − (2𝑛 + 1)2 sinh2 𝛼

− 1) (2.20)

where 𝛼 = cosh−1 𝑑/𝑅 with distance 𝑑 between the particle centre and the wall.

For the motion of a sphere parallel to and centred between two plane walls distanced 2𝑙
apart (i. e. the centre of the particle is 𝑙 from both walls), Faxén found, in part by numerical
integration, the value35

𝛽 = (1 − 1.004
𝑅
𝑙
+ 0.418

𝑅3

𝑙3
− 0.169

𝑅5

𝑙5
)
−1

(2.21)

In their newer publication34, Happel and Brenner add the fourth-order summand 0.21𝑅
4

𝑙4
,

citing Faxén and stating the source of this additional summand as private communication.
Unfortunately, for small channels the two equations diverge significantly, as illustrated in
fig. 2.2.

Thomas Töws of the Condensed Matter Theory Group at Bielefeld University kindly per-
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2.1. Hydrodynamics

Fig. 2.3.: Simulation (blue) of the correction factor for a particlemoving parallel to and centred
between two plane walls compared with the results of Faxén (green) and Happel &
Brenner (red). Graph and simulation provided by Thomas Töws, Condensed Matter
Theory, Bielefeld University

formed a simulation with linear discretisation for the channel size relevant in this work. The
result is shown in fig 2.3. Clearly, the simulation agrees with Faxén’s original description,
which I will use henceforth.
In addition to the need for consideration of these correction factors, calibration based on

Stokes’ Law has a few other disadvantages. The most significant is simply the need to move
the particle at all. This requires large enough moving space so that the movement time and
therefore the amount of data is sufficient (for 3 µm particles and 10 pN force, the speed is
already 397 µm s−1). Also, each movement of the particle induces a risk to trap dirt or another
particle.

2.1.5. Surface potential and the electrical double layer

Surfaces in contact with aqueous ionic solutions often exhibit a surface potential, which de-
pends on the pH value of the solution. In this thesis, we are typically working with buffered
solutions and can assume pH 7.
Charged surfaces attract counter ions from the solution and therefore appear electrically

neutral from a distance. Of course, surface effects play a major role in microfluidics and
we therefore cannot simply discard the behaviour at the interface. The assembly of counter
ion directly at the surface forms the Stern layer36. Here, we can assume the counter ions
to be immobilised at the surface. The layer is of molecular thickness. At its boundary, the
remaining potential difference to the bulk solution is the 𝜁 potential, which is a material
property.
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2. Microfluidics

Fig. 2.4.: Sketch of the potential near a charged surface (at 𝑥 = 0). Adapted from Kuhn et al.36

The immobile Stern layer is followed by a layer of mobile counter ions, the Debye layer.
were the potential follows an exponential decay with the Debye length 𝜆𝐷 as the critical
length. It can be calculated as

𝜆𝐷 =
√

𝜀𝑘𝐵𝑇
2𝑁𝐴𝑒2𝐼

width 𝐼 =
1
2
∑
𝑖
𝑐𝑖𝑧2𝑖 (2.22)

where 𝜀 is the permittivity of the solution (𝜀 = 𝜀0𝜀𝑟) and 𝐼 is the ionic strength, calculated from
the charge numbers 𝑧𝑖 and concentrations 𝑐𝑖 of each ion in solution.
The resulting potential landscape is illustrated in fig. 2.4. The Stern layer and Debye layer

together are commonly referred to as the electrical double layer.
Taking potassium chloride solutions as an example, we have 𝐼 = 𝑐where 𝑐 is the potassium

chloride concentration. For a high concentration of 1M, this gives a Debye length of 𝜆𝐷 =
0.3 nm, whereas a low concentration of 1mM gives 𝜆𝐷 = 9.7 nm. We can therefore assume
that the width of the electrical double layer is typically less than 10 nm.

2.2. Electrokinetics

Combining microfluidic with electrical fields offers a new toolbox for introducing move-
ment. Here, I will briefly describe both electrophoresis and electroosmosis, as well as di-
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2.2. Electrokinetics

electrophoresis.

2.2.1. Electrophoresis and electroosmosis

Applying a DC voltage along a flow channel creates an electric field, which we will assume
to be homogeneous. In microfluidic channels the electrical double layer is formed at the
channel boundaries, creating areas of non-zero net charge. These areas, the Debye layers at
the walls, are subject to field induced movement of velocity 𝑣 = 𝜇𝐸𝑂𝐸. This phenomenon is
called electroosmosis.
Assuming the no-slip condition, i. e. the flow at the surface is zero, and a channel that is

large compared to 𝜆𝐷, the electroosmotic mobility 𝜇𝐸𝑂 can be derived from the Navier-Stokes-
equation as37

𝜇𝐸𝑂 = −
𝜀0𝜀𝑟𝜁
𝜂

(2.23)

We can of course apply this phenomenon not only on a fluid moving relative to a wall.
Let us instead consider a particle moving within a solution. This particle also exhibits an
electrical double layer and we can obtain similarly a velocity due to electrophoresis, which is
𝑣 = 𝜇𝐸𝑃𝐸 with

𝜇𝐸𝑂 = +
𝜀0𝜀𝑟𝜁
𝜂

(2.24)

Electrophoresis and electroosmosis can therefore be consideres as the same effect onlywith
a different frame of reference. This also means that it is not possible to move a particle whose
𝜁 potential (and therefore surface properties) are identical to the wall with electrophoresis, as
the simultaneously occurring electroosmosis will negate the movement.

2.2.2. Dielectrophoresis

For the above discussion of electrophoresis and electroosmosis, we have considered a ho-
mogenous electrical field. However, whenever we encounter changes of width of a microflu-
idic channel or e. g. a nanopore, the field becomes inhomogeneous.
For a dipole (with dipole moment 𝑝 in an inhomogeneous electric field, we get the potential

energy 𝑊 = −𝑝 ⋅ 𝐸, resulting in a non-zero force 𝐹 = 𝑝∇⃗𝐸. However, we can also induce a
dipole moment with the electric field, which is 𝑝 = 𝛼𝐸 with polarisability 𝛼. This gives rise
to the dielectrophoretic force ⃗𝐹DEP = 𝛼∇⃗𝐸2.
If we now apply a AC voltage instead of a DC voltage, dielectrophoresis will still occur,

with
⃗𝐹DEP = 𝛼∇⃗∫

2𝜋/𝜔

0
𝐸2 =

1
2
𝛼∇⃗𝐸2 (2.25)
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However, electrophoresis will not occur as the time-averaged electric field is zero. This allows
for dielectrophoretic trapping of polarisable particles such as biological molecules and cells.

2.3. Brownian motion and diffusion

Small particles in a fluid medium are never truly at rest. One of the first and the most promi-
nent description of such movement was made by Robert Brown in 182838 on pollen grains.
A first thorough theoretical description of this Brownian motion was performed by Albert
Einstein in 190539. In this explanation, the Brownian motion is described based on molecular
kinetic thermodynamics due to the molecular motion of the surrounding particles. He uses
the Fokker-Planck equation to calculate the time evolution of the probability density of a
Brownian particle.

Three years later, Paul Langevin published his alternative derivation of Einstein’s result40,41.
It is effectively a simple application of Newton’s second law to a particle under a stochastic
force, given by the equipartition theorem. The resulting equation for a particle with position
𝑥, mass 𝑚, and drag coefficient 𝛾 in an external potential Φ is the so-called Langevin equation:

𝑚
𝑑𝑥
𝑑𝑡2

+ 𝛾
𝑑𝑥
𝑑𝑡

+ Φ′ = 𝜉(𝑡) (2.26)

The Brownian noise is 𝜉 (𝑡). It is a Gaussian white noise which follows the fluctuation-
dissipation theorem

⟨𝜉 (𝑡)⟩ = 0 ∀𝑡 ⟨𝜉 (𝑠)𝜉 (𝑡)⟩ = 2𝛾𝑘𝐵𝑇 𝛿(𝑡 − 𝑠) ∀𝑠, 𝑡 (2.27)

For spherical particles at laminar flow (low Reynolds numbers), the drag coefficient 𝛾 is
described by the Stokes’ law28 as

𝛾 = 6𝜋𝜂𝑅 (2.28)

where 𝑅 is the radius of the particle and 𝜂 is the dynamic viscosity of the surrounding liquid.

Let us now consider the case of no or constant external potential, that is Φ′ = 0. We also
multiply eq. 2.26 with 𝑥, giving

𝑚𝑥
𝑑𝑥

𝑑𝑡2
+ 𝛾𝑥

𝑑𝑥
𝑑𝑡

= 𝑥𝜉 (2.29)

We can use these two identities to incorporate the extra factors 𝑥 into the differentials:

𝑥
𝑑𝑥
𝑑𝑡

=
1
2
𝑑𝑥2

𝑑𝑡
𝑥
𝑑2𝑥
𝑑𝑡2

=
1
2
𝑑2𝑥2

𝑑𝑡2
− (

𝑑𝑥
𝑑𝑡
)
2

(2.30)

26



2.3. Brownian motion and diffusion

This gives
𝑚
2
𝑑2𝑥2

𝑑𝑡2
− 𝑚(

𝑑𝑥
𝑑𝑡
) +

𝛾
2
𝑑𝑥2

𝑑𝑡
= 𝑥𝜉 (2.31)

Let us now take the time-average of this equation, considering both the relation ⟨𝜉 ⟩ = 0 from

the fluctuation-dissipation theorem as well as the equipartition theorem 𝑚( 𝑑𝑥
𝑑𝑡
)
2
= 𝑘𝐵𝑇:

𝑚
2
⟨𝑑2𝑥2⟩
𝑑𝑡2

− 𝑘𝐵𝑇 +
𝛾
2
⟨𝑑𝑥2⟩
𝑑𝑡

= 0 (2.32)

⟨𝑑2𝑥2⟩
𝑑𝑡

+
𝛾
𝑚
⟨𝑑𝑥2⟩
𝑑𝑡

=
2𝑘𝐵𝑇
𝑚

(2.33)

Introducing 𝛼 ∶= ⟨𝑑𝑥2⟩
𝑑𝑡

gives us a first-order differential equation

�̇� +
𝛾
𝑚
𝛼 =

2𝑘𝐵𝑇
𝑚

(2.34)

To general solution to this is

𝛼 =
2𝑘𝐵𝑇
𝛾

+ 𝐶 exp (−
𝛾
𝑚
𝑡) (2.35)

For large times 𝑡 ≫ 𝑚
𝛾
∗, we can easily use this result to obtain a value for ⟨𝑥2⟩ by integration:

⟨𝑥2⟩ =
2𝑘𝐵𝑇
𝛾

𝑡 = 2𝐷𝑡 (2.36)

with 𝐷 = 𝑘𝐵𝑇
𝛾

the coefficient of diffusion.
Specifically, for spherical particles the coefficient of diffusion is given by the Stokes-Einstein

equation39,42,43

𝐷 =
𝑘𝐵𝑇
6𝜋𝜂𝑅

(2.37)

This treatment so far has been for the one-dimensional case. For multi-dimensional cases,
we can easily see that the mean-square displacements in all dimensions are identical (⟨𝑥2⟩ =
⟨𝑦2⟩ = ⟨𝑧2⟩). This gives for the multi-dimensional displacement the general relation ⟨𝑟2⟩ =
𝑛⟨𝑥2⟩ with the dimensionality 𝑛, leading to the general diffusion relationship

⟨𝑟2⟩ = 2𝑛𝐷𝑡 (2.38)

∗Considering polystyrene particles in water at room temperature, for a 15 µm particle we require 𝑡 ≫ 12.5 µs.
For a 3 µm particle, this value is further reduced to 0.5 µs. We can therefore safely assume that the limit is
satisfied throughout this thesis
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Optical Tweezers are a fundamental tool in modern biophysics. Its chief developer, Arthur
Ashkin, was awarded half of the 2018 Physics Nobel Prize for this groundbreaking invention.
I start this chapter with a brief historical introduction, followed by the required laser theory.
Then, I explain the theory of optical trapping with the relevant laws and effects describing
both the trapping and the behaviour of trapped particles. Afterwards, I discuss the different
methods to perform force analysis in the experimental setup. I also quickly describe some
interference effects that are observed near weakly reflecting surfaces. Finally, I discuss the
various methods to perform force calibration for optical tweezers with an emphasis on issues
relevant to this work.

3.1. History

The first basis for what we call optical tweezers nowadays was laid by Arthur Ashkin in his
1970 paper1 “Acceleration and Trapping of Particles by Radiation Pressure”, which describes
that when a bead approaches a TEM00-mode laser beam, it is both “accelerated in the direction
of the light” and “drawn in to the beam axis”. This effect, the 2D or radial optical trapping, is
the fundamental effect on which every optical tweezers is based.
There are multiple possibilities to use this effect to create a 3D optical trap. On the one

hand, a 2D optical trap can be coupled with another force countering the acceleration along
the optical axis. For example, another optical trap1 or a setup using gravitation (leading to
the term Optical Levitation44) can be used. On the other hand, a single beam can be focused
tightly, creating a 3D single beam optical trap without the need for any external forces, as
first demonstrated 1986 by Ashkin et al.45 Such a 3D single beam optical trap is commonly
called optical tweezers.
Optical tweezers soon became a standard tool for single molecule force spectroscopy (next

to atomic force microscopy and, more recently, magnetic tweezers)2. Here, the studied mo-
lecules are attached to a trapped bead. Famous works depending on optical tweezers include
the characterisation of the kinesin mulecular motor system by Steven Block et al. in 199046

and the description of the entropic elasticity of 𝜆 phage DNA (according to the worm-like
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3. Optical Tweezers

chain model) by Carlos Bustamante et al. in 199447.
At the experimental biophysics group in Bielefeld, optical tweezers have been introduced

by Andy Sischka in 200148. They were first used for DNA stretching experiments between an
optically trapped bead and a bead trapped by a micropipette49,50. A second optical tweezers
systemwas introduced byAndy Sischka in 2006. In 2007, one of the systemswas reconfigured
and is now dedicated to investigating the translocation of DNA through nanopores and fea-
tured force analysis based on backscattered light detection51. In 2012, I added a video-based
force analysis method to that system4.

3.2. Gaussian and laser optics

Optical trapping is based on the distinct properties of laser beams. Strictly speaking, using
a laser is not necessary but rather stems from convenience and practicability. Therefore, in
this section I briefly introduce and review the theory of Gaussian optics with a focus on the
required theory for optical trapping as well as the practical realisation and differences to an
ideal Gaussian beam. I also briefly explain the theory of lasers with a focus on fibre lasers as
used in this thesis. Finally, I describe the polarisation of light and how it can be utilised and
manipulated for dual-beam optical tweezers.

3.2.1. Free space Gaussian optics

Light as an electromagnetic wave is subject to the Maxwell equations. For the light field
strength 𝐸 in an euclidian coordinate system, the wave equation can be derived as∗:

(
𝜕2

𝜕𝑥2
+

𝜕2

𝜕𝑦2
+

𝜕2

𝜕𝑧2
−

1
𝑐2

𝜕2

𝜕𝑡2
) 𝐸 = 0 (3.1)

Apart from the rather simple plane wave solution to this partial differential equation,
spherical waves form another common group of solutions. Their general form is

𝐸(𝑟 , 𝑡) =
𝐴
𝑟
exp(−𝑖(𝑘𝑟 − 𝜔𝑡)) (3.2)

with 𝑟 being the distance to the wave origin point. As usual, 𝑘 denotes the angular wave
number, for which the relation 𝑘 = 2𝜋/𝜆 holds.
Obviously, we could centre the wave at the origin of the coordinate system. However, it

is also possible to assume the center to be at the complex location (0, 0, −𝑖𝑧𝑅) with 𝑧𝑅 ∈ ℝ
∗The derivations in this subsection are covered in most textbooks on optics and lasers. Here, I perform the
derivations following the texts of Eichler and Eichler52, Svelto53, and Silfvast54.
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the so-called Rayleigh length. We can then furthermore introduce 𝑞 ∶= 𝑧 + 𝑖𝑧𝑅 and use the
cylindrical notation with 𝑟 = √𝑥2 + 𝑦2 to get

𝐸(𝑟 , 𝑧, 𝑡) =
𝐴

√𝑞2 + 𝑟2
exp (−𝑖(𝑘√𝑞

2 + 𝑟2 − 𝜔𝑡)) (3.3)

Since we are only interested in the far-field behaviour near the optical axis, the paraxial
approximation 𝑟 ≪ |𝑞| can be used to simplify this to

𝐸(𝑟 , 𝑧, 𝑡) ≈
𝐵
𝑞
exp (−𝑖

𝑘𝑟2

2𝑞
) exp (𝑖(𝜔𝑡 − 𝑘𝑧)) (3.4)

with 𝐵 = 𝐴 exp(𝑘𝑧𝑅) just like 𝐴 before a constant of amplitude.
This equation is the fundamental description of a Gaussian beam, which is also the primary

mode of most lasers, the TEM00 mode. It is therefore of essential importance in the field of
optical tweezers.
For better understanding, the complex value 1/𝑞 (which also depends on 𝑧) is often sepa-

rated into real and imaginary parts:

1
𝑞(𝑧)

=
𝑧 − 𝑖𝑧𝑅
𝑧2 + 𝑧2𝑅

=
1

𝑅(𝑧)
− 𝑖

2
𝑘𝑤2(𝑧)

(3.5)

with 𝑅(𝑧) = 𝑧 +
𝑧2𝑅
𝑧

and 𝑤(𝑧) =
√

2
𝑘𝑧𝑅√

𝑧2 + 𝑧2𝑅 (3.6)

We introduced two new values, 𝑅(𝑧) and 𝑤(𝑧). 𝑅(𝑧) is the wave front radius of curvature at
distance 𝑧 along the axis. As can easily be seen, we have the two behaviours 𝑅(𝑧) ≈ 𝑧 for
|𝑧| ≫ 𝑧𝑅 and 𝑅(𝑧) → ∞ for 𝑧 → 0. This can be interpreted as a Gaussian beam being a mixture
between spherical and plane wave due to the complex origin.
The parameter 𝑤(𝑧) denotes the beam waist. If we look at the intensity distribution (with

𝐼 = |𝐸|2) perpendicular to the optical axis, we get the beam profile

𝐼
𝐼max

= exp (−
2𝑟2

𝑤2(𝑧)
) (3.7)

This profile is obviously a Gaussian, thus the name Gaussian beam. At the beam waist 𝑟 = 𝑤,
the intensity is reduced to 1/𝑒2 = 0.135 of the maximum intensity.
As we can see, the beam waist is minimal at 𝑧 = 0. In datasheets, one commonly finds

the minimum beam waist 2𝑤0 = 2𝑤(0) = 2√2𝑧𝑅/𝑘 = 2
√

𝜆𝑧𝑅
𝜋

as a parameter to describe a
Gaussian beam. In fact, this parameter together with the position of minimum beam waist
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(i.e. the position of 𝑧 = 0), the wavelength 𝜆, and the laser power completely specifies a
Gaussian beam.

Alternatively the divergence angle is often used in laser characterisation. Is is defined as

𝜃 = lim
𝑧≫𝑧𝑅

𝑤(𝑧)
𝑧

=
𝑤0
𝑧𝑅

=
𝜆

𝜋𝑤0
(3.8)

3.2.2. Focused Gaussian optics

For calculating the form of a Gaussian beam after optical components, ray transfer matrix
analysis, also known as ABCD matrix analysis, can be used. In general, ray transfer matrix
analysis is valid for paraxial systems and gives a relation between the parameters (𝑟1, 𝜃1) of
an input beam (that is, the distance from the optical axis and the angle with the optical axis)
and (𝑟2, 𝜃2) of an output beam as55:

[
𝑟2
𝜃2
] = [

𝐴 𝐵
𝐶 𝐷

] [
𝑟1
𝜃1
] (3.9)

Using this method, the calculation of field propagation in a paraxial system only depends
on knowledge of the ABCD matrices for the relevant optical components. In our case, two
matrices are important: The free space propagationmatrix𝑀𝑓 (with distance 𝑧) and thematrix
for a thin lens 𝑀𝑙 (with focal length 𝑓). They are:

𝑀𝑓 = [
1 𝑧
0 1

] 𝑀𝑙 = [
1 0
−1
𝑓

1
] (3.10)

For Gaussian beams, the complex beam parameter 𝑞 is changed by the ABCD matrix as
follows54,56:

𝑞2 =
𝐴𝑞1 + 𝐵
𝐶𝑞1 + 𝐷

(3.11)

As can be seen trivially, for free space propagation along the axis for length 𝑧, we get
𝑞2 = 𝑞1 + 𝑧, which is exactly the definition of 𝑞.

Let us now take a look at a focused Gaussian beam, illustrated in fig. 3.1. If the beam waist
is a distance 𝑎 in front of a thin lens with focal length 𝑓, we have immediately before and after
the lens:

𝑞1 = 𝑎 + 𝑖𝑧𝑅 𝑞2 = −𝑎′ + 𝑖𝑧′𝑅 (3.12)

32



3.2. Gaussian and laser optics

With eqs. 3.10 and 3.11, we also get

1
𝑞2

=
1
𝑞1

−
1
𝑓

(3.13)

This finally leads to the relations52

𝑎′ = 𝑓 +
𝑓 2(𝑎 − 𝑓 )

(𝑎 − 𝑓 )2 + 𝑧2𝑅
(3.14)

𝑧′𝑅 = 𝑧𝑅
𝑓 2

(𝑎 − 𝑓 )2 + 𝑧2𝑅
(3.15)

𝑤′
0 =

𝑤0𝑓

√
(𝑎 − 𝑓 )2 + (𝜋𝑤

2
0

𝜆
)
2

(3.16)

Typical non-divergent laser beams have a Rayleigh length in the range of 𝑧𝑅 ∼ 1m. There-
fore, we can assume 𝑧𝑅 ≫ 𝑓. Also, typically we have either 𝑎 ≈ 𝑓 or 𝑎 = 0. Thus, we get the
approximations

𝑎′ ≈ 𝑓 (3.17)

𝑤′
0 ≈

𝜆𝑓
𝜋𝑤0

(3.18)

Notably, the focus is at the focal length of the lens and a smaller focus spot is obtained by
using a wide beam before the lens. This can be obtained with a beam expander. In practise,
the limit is the size of the lens. Typically the focal length is similar to the radius of the lens

Fig. 3.1.: Focussing of a Gaussian beam by a thin lens with focal length 𝑓 with initial beam
waist 𝑤0 a distance 𝑎 in front of the lens. The resulting beam waist 𝑤′

0 is distanced
𝑎′ from the lens. Image adapted from Eichler and Eichler [52]
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and thus the beam waist. Therefore the practical limit of spot size is

𝑤min ≈
𝜆
𝜋

(3.19)

3.2.3. Real Gaussian beams

Until now, we have only described the properties of an ideal Gaussian beam. This however
holds only true for a single-mode TEM00 laser without any optical aberrations.
For a quantitative description of the laser beam quality, let us consider the beam parameter

product, which is the product of beam divergence and beam waist54. It corresponds to the
étendue in classical optics. If we now look at the minimum value this parameter can obtain,
we get

𝑤0 𝜃 =
𝜆
𝜋

(3.20)

A real laser beam can now be described as an ideal beam with a wider divergence and
larger beam waist. Let us take the divergence and minimum waist of a real beam as

Θ = 𝑀𝜃 𝑊0 = 𝑀𝑤0 (3.21)

We then get

𝑊0Θ = 𝑀2 𝜆
𝜋

(3.22)

This𝑀2 is the beam quality factor. It can be measured with commercially available instru-
ments and is part of the specification of most high-quality lasers.
Let us now have a look at the propagation of a 1064 nm laser with a starting 2𝑤01 of 1.5mm

after a 60× Zeiss objective (tube length for Zeiss microscopes is 𝑡 = 165mm, therefore 𝑓 =
2.75mm). In this case, we have 𝑧𝑅 = 1.66m ≫ 𝑓 and therefore the minimum beam waist
is at the focal length. The resulting spot size is 2𝑤02 = 2.48 µm, which is well above the
wavelength. This behaviour is illustrated in the top graph of fig. 3.2
Let us now introduce a beam expander, which expands the beam to 2𝑤01 = 5.7mm, the

back aperture size of the objective. We have 𝑧𝑅 = 24.0m, so again 𝑧𝑅 ≫ 𝑓. The resulting spot
size is now 2𝑤02 = 0.654 µm. This is illustrated in the bottom graph of fig. 3.2. From eq. 3.19,
we would expect 2𝑤min ≈ 0.677 µm, so we are in very good agreement.
Also shown in the two graphs is the beam waistline for non-ideal beams with M² of 1.1,

1.2, and 1.3. Whilst the beam quality factor has an effect on the beam profile, it is negligible
compared to the effect of proper beam expansion. Of course, if beam expansion is already
used as far as practically possible, M² still plays an important role. For the shown quality
factors here, the beam expands by 4.9%, 9.5%, and 14.0%, respectively.
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Fig. 3.2.: Intensity Profile of an ideal Gaussian beam and beamwaists for an ideal beam as well
as three real beams with M² of 1.1, 1.2, and 1.3. The beam is focused by a 60× Zeiss
objective (𝑓 = 2.75mm). (top): incident beam waist 2𝑤0 = 1.5mm (bottom): 2𝑤0 =
5.7mm
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𝐸1, 𝑁1

𝐸2, 𝑁2
photon absorption

𝛾

spontaneous emission

𝛾

stimulated emission

𝛾 𝛾
𝛾

Fig. 3.3.: Illustration of the mechanisms of photon absorption, spontaneous emission and
stimulated emission

3.2.4. Laser

Until now, we have seen howGaussian beams propagate and how real Gaussian beams, which
are emitted by lasers, differ from this idealisation. We will now explain what exactly a laser
is and how it works.
The laser (light amplification by stimulated emission of radiation) is an oscillator that am-

plifies light by creating a population inversion in the laser medium (which gives a specific
laser its name). This amplification takes place in an optical cavity, which forms the oscillator
and allows only a fraction of the light to escape on one side, creating the laser beam.
Briefly, let us consider atoms with two energy levels 𝐸1 and 𝐸2 with 𝐸2 > 𝐸1 and the

corresponding number of atoms in each state 𝑁1 and 𝑁2. If we now apply an electromagnetic
field, it can couple to the atom which absorbs a photon to move into an excited state (photon
absorption). That excited state can now either decay spontaneously into a photon with a
specific half-life (spontaneous emission), or it can again couple to the electromagnetic field
and emit a photon in phase with the field (stimulated emission). These three mechanisms are
illustrated in fig. 3.3.
If we take a look at the rate equations for these three processes, we get the simple relations

𝑑𝑁1
𝑑𝑡

= −𝐵12 𝑁1 𝜌(𝜈) (photon absorption) (3.23)

𝑑𝑁1
𝑑𝑡

= 𝐴21 𝑁2 (spontaneous emission) (3.24)

𝑑𝑁1
𝑑𝑡

= 𝐵21 𝑁2 𝜌(𝜈) (stimulated emission) (3.25)

Here, 𝐴21, 𝐵12 and 𝐵21 are the Einstein coefficients and 𝜌(𝜈) is the spectral energy density
of the electromagnetic field at the frequency 𝜈 corresponding to the transition energy Δ𝐸 =
𝐸2 − 𝐸1. In thermodynamic equilibrium, we require the sum of those three processes to be
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nought. Since the energy distribution is known by the Maxwell-Boltzmann distribution and
the background radiation is known by Planck’s law, we can derive the following universal
relations between the three coefficients:

𝐴21
𝐵21

=
8𝜋ℎ𝜈3

𝑐3
(3.26)

𝐵21 = 𝐵12 (3.27)

assuming that the two states are not degenerated.
We can see that spontaneous emission is of course not dependent on the electromagnetic

field, but only on the number of atoms in the excited state. Also, spontaneous and stimulated
emission are competing processes. For a strong stimulated emission, we need a long lifetime
of the excited state (so that 𝐴21 is low), a high spectral density at the correct frequency, and
a high number of atoms in the excited state.
An electromagnetic wave passing a medium is of course changing its intensity due to

absorption according to Beer’s law as

𝐼 (𝑧) = 𝐼0 exp(−𝛼𝑧) (3.28)

with the absorbance 𝛼, which is dependent on the frequency of the wave. It can be calculated
as57

𝛼 = (𝑁1 − 𝑁2) 𝜎(𝜈) (3.29)

with the frequency-specific absorption cross section 𝜎(𝜈). As we can see, 𝛼 becomes negative
for 𝑁2 > 𝑁1, which would lead to an exponential increase of the intensity.
Obviously, that cannot be true in thermal equilibrium. In fact, from Maxwell-Boltzmann

statistics we can calculate that in thermal equilibrium, the ratio between the two populations
is

𝑁2
𝑁1

= exp (−
Δ𝐸
𝑘𝐵𝑇

) (3.30)

which is less than unity for positive temperatures.
Therefore, we need a way to artificially create this population inversion. In a strict two-

state system with non-degenerate states, this is not possible, since photon absorption and
stimulated emission are coupled. Ideally, we should completely decouple the laser process
from the pumping process, which is done in the four-state system illustrated in fig. 3.4.
Here, we take the ground state 𝐸1 and pump it optically to a short-lived intermediate-state

𝐸4. The atom then transitions fast and radiationless into the relatively long-lived upper laser
state 𝐸3, from which it radiates to the lower laser level 𝐸2. This state is again short-lived and
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𝐸1, 𝑁1
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𝐸3, 𝑁3

𝐸4, 𝑁4

optical pumping

fast, radiationless transition

laser radiation

fast, radiationless transition

Fig. 3.4.: Four level energy diagram for a laser

a radiationless transition to the ground state occurs. Due to this last transition, the lower
laser level is very sparsely populated, enabling an easy and efficient population inversion
and therefore lasing.

As a lasermedium, awide variety of differentmaterials are suitable. In solid state lasers, the
active laser material are ions that are doped in a crystalline or glass medium. A typical solid
state laser is the Nd:YAG laser, which consists of an yttrium aluminium garnet (Y3Al5O12)
doped with neodymiun ions. In a gas laser, discharges from gasses such as a helium neon
mixture (where the helium is pumped and transfers the energy to the neon, which performs
the laser transition) or carbon dioxide are used. Lasers using fluorescent dyes are also used,
both in liquid solution and embedded in a solid-state matrix. Diode lasers operate at a p-n
junction in semiconductors. Most notably, laser diodes can be pumped electronically. As
they are also available in a wide range of wavelengths, they are mostly used to provide the
optical pumping for other laser types.

Independent of the type of laser medium, an optical cavity has to be formed around it to
create a laser. This cavity allows the laser to oscillate, which enables a high amplification. If
the amplification is greater then the losses of the resonator, an (initially) exponential rise in
power is observed. However, the higher intensity also means that the excited laser state is
depleted faster, which ultimately leads to an equilibrium state. The output power can now
only be increased by increasing the pump power, which has practical limits. As we can
see however, a modulation and regulation of the pump power allows the laser power to be
modulated and regulated as well

The way the cavity is formed depends on the specific type of laser. For solid state lasers,
the edges are typically polished and coated with a mirror. Usually, mode selecting elements
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are introduced as well to limit unwanted laser modes from being activated. These selectors
are generally based on interference effects. It should be noted that every laser mode always
has a non-zero width due to line broadening effects. Most notably are broadening by the
uncertainty of the energy states due to their short lifetime and the Stark effect, which shifts
and splits the energy levels in the presence of an electric field, like that of ions of the laser
medium in a surrounding matrix in solid-state lasers.

3.2.5. Fibre laser

Optical fibres are thin threads of glass with a higher index of refraction at the core. Due to
total internal reflection, the fibre acts as a waveguide. Proper doping of the fibre creates a
special type of solid state laser, the fibre laser. Compared with other laser types, fibre lasers
offer very high optical quality due to the self-focussing properties of a fibre. Since they can
easily form a cavity several kilometres long, high output power are also achievable. Finally,
the laser light is inherently coupled into the fibre. This allows for easy delivery to the required
destination without having to deal with long beam paths.

Depending on the size of the fibre core, multiple different light modes can exist. However,
reducing the core size to the order of magnitude of the wavelength limits themodes until only
a single (ground) mode is exhibited. Such fibres are called single-mode optical fibre58. This
mode is not the TEM00 mode of a Gaussian beam, but instead the so-called LP01 mode. The
form of this mode strongely depends on the geometry and especially on the radial distribution
of the refraction indices. An analytical solution is impossible in most cases55. A Gaussian
beam ismostly a sufficient approximation of the groundmode, with typical fibre lasers having
𝑀2 ≈ 1.1.

By using multiple layers in the fibre, it is possible to keep the laser light in the fibre core
whilst having an outer cylindrical layer with the pumping light. This pumps the laser along
the whole length of the fibre, further increasing power output. Such a fibre is called a double-
clad fibre59.

3.2.6. Polarisation

Since light is an electromagnetic wave, it has both an electric and amagnetic field component.
These components are perpendicular to each other and to the direction of travel (i. e. 𝑧). The
direction of the field component oscillations can vary within the 𝑥𝑦 plane perpendicular to
the propagation. For simplicity, let us only consider the electric field.
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The temporal field distribution at a specific point within the wave can be described as

�̂�(𝑡) = �̂�𝑥(𝑡) + �̂�𝑦(𝑡) = 𝜀𝑥 sin(𝜔𝑡 + 𝜙𝑥)�̂� + 𝜀𝑦 sin(𝜔𝑡 + 𝜙𝑦)�̂� (3.31)

with unit vectors �̂� and �̂�.

If we have either 𝜀𝑥 or 𝜀𝑦 zero, or 𝜙𝑥 = 𝜙𝑦, we get a purely linear polarised wave. For 𝜀𝑥 = 𝜀𝑦
and 𝜙𝑦 = 𝜙𝑥 ± 𝜋/2 the wave is circular polarised. For the general case 𝜀𝑥 ≠ 𝜀𝑦 ≠ 0, the wave
is elliptical polarised.

Of course, 𝜀𝑥 and 𝜀𝑦 themselves do not have to be constant over time. In this case, the wave
is said to be unpolarised.

Some special optical components are selective to the polarisation of the light passing
through. For example, birefringent materials have a refractive index that depends on the
direction and polarisation of the light passing through. This can be used to both split light
depending on the polarisation and to introduce a selective phase shift in one of the two field
directions, due to the changed local speed of light. The former allows the creation of a po-
larising beam splitter, whilst the latter generates a waveplate. If the phase shift is 180°, cor-
responding to half the wavelength, this is called a half-wave plate. If the phase shift is 90°,
we get a quarter-wave plate. Whilst a half-wave plate rotates the polarisation of linear po-
larised light, a quarter-wave plate can be used to transform linear polarised light into circular
polarised light.

The combination of waveplates and beam splitters allows a wave to be split in two halves
and rejoined without (noticeable) losses. To this end, the polarisation is first transformed
to a circular one, if necessary. Since a circular polarised wave can be described as two per-
pendicularly linear polarised waves of equal intensity, the polarising beam splitter will split
that wave into two halves of linear polarised light with orthogonal polarisation direction.
Another beam splitter (used in reverse) can then rejoin them again. Whilst this is possible
with a classical beam splitter (a half-mirror) as well, the joining beam splitter loses 50% of
both beams, which the polarising variant does not.

Another possible combination is to pass linear polarised light through a beam splitter and
afterwards through a quarter-wave plate. If that light is reflected, the circular polarisation
direction switches from right-handed to left-handed (or vice-versa). Therefore, it is linear
polarised perpendicular to the incoming light after the quarter-wave plate and can thus be
split with the beam splitter, for example towards a detector.

Polarised light can be created with polarisers at a loss of power. Alternatively, most lasers
directly generate polarised light. For fibre lasers, special polarisation maintaining fibres (PM
fibres) have to be used to create light in a reliable polarisation state. The core of these fi-
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bres is intentionally distorted in an elliptic fashion to prevent unintended coherent crosstalk
between different polarisation modes56.

3.3. Theory of optical trapping

Optical trapping can be performed in two different regimes: In the Mie regime, particles
larger then the wavelength of the trapping light are used. Such particles are typically spher-
ical beads of glass or polystyrene with a functionalised surface. In the Rayleigh regime, par-
ticles smaller then the wavelength of the light are analysed. Typical particles here are single
atoms and molecules in the context of laser cooling.
In this thesis, I am attaching the studiedmolecules and cells to polystyrene particles. There-

fore, I will only explain optical trapping in the Mie regime. First, I describe the mechanics of
optical trapping in two dimensions. Then, I show how this can be modified to enable optical
trapping in three dimensions with just a single trapping beam. I also investige the effects
of non-Gaussian beam profiles on the trapping. Finally, I explain Hooke’s Law for optical
tweezers and I describe the Langevin equation for optical trapping.

3.3.1. 2D optical traps

We will now use the properties of a Gaussian beam to explain the effect of optical trapping.
Since we are working the the Mie regime 𝑟 ≫ 𝜆 (with 𝑟 the particle radius), we will use geo-
metric ray optics to easily explain trapping first in 2D and then in 3D. For much smaller parti-
cles in the Rayleigh regime 𝑟 ≪ 𝜆, we could describe trapping as a form of dielectrophoresis,
which is covered extensively in literature45,60.
Using ray optics, the two important phenomenons are refraction and reflection. For typical

systems used in optical tweezers, like glass/water and polystyrene/water, the reflectivity of
the particles is very small. Therefore, the main effect is refraction.
In both refraction and reflection, the direction of the light changes. However, photons

carry a momentum 𝑝 = ℎ/𝜆. Since the momentum is conserved, there has to be an induced
momentum on the particle surface.
The reflection and refraction of a beam by a spherical polystyrene particle is illustrated

in fig. 3.5. If the bead is centred within the symmetrical (Gaussian) beam profile, the radial
forces acting on the bead are symmetric to the optical axis. Thus, only forces in axial direc-
tion contribute to the total force. The bead is pushed along the beam direction by radiation
pressure.
Assuming the bead is now radially deflected, the beam profile is no longer symmetrical to

the axis of the bead. Therefore, radial forces now also contribute to the total force. This is
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𝑛W = 1.33

𝑛PS = 1.57

𝑥

𝑧, 𝐼

Fig. 3.5.: Light paths (red, intensity distribution in orange) and resulting forces (blue) for re-
fraction (saturated) and reflection (pale) at a polystyrene bead suspended in water.
The resulting total force is shown in violet.

𝑛W = 1.33

𝑛PS = 1.57

𝑥

𝑧, 𝐼

Fig. 3.6.: Light paths (red, intensity distribution in orange) and resulting forces (blue) for re-
fraction (saturated) and reflection (pale) at a displaced polystyrene bead suspended
in water. The resulting total force is shown in violet.
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3.3. Theory of optical trapping

illustrated in fig. 3.6. Since the beam is more intense near the optical axis, the forces acting
on the bead there are also stronger. Those forces pull the bead back towards the optical axis.
Since the radiation pressure is still acting as well, a 2D optical trap can be achieved.
Obviously, this requires a suitable beam profile with the intensity decreasing with distance

to the beam centre, at least on the scale of the particle size. Conveniently, Gaussian beams
fulfil that requirement.

3.3.2. 3D optical traps

For a 3D optical trap, we could now either use an opposing force (like gravitation or a second
beam), or form the beam in such a way that the radiation pressure is cancelled. Focusing the
beam is one such way.
Fig. 3.7 illustrates the forces acting on a bead which is radially centred in a focused beam.

In fig. 3.7a, the bead is placed behind the focal point. The – at this point divergent – laser
beam induces forces on the bead which pull it towards the source of the laser beam and
thus towards the focus. In fig. 3.7b, the bead is placed in front of the focal point. Here, the
convergent beam enhances the radiation pressure and induces forces away from the laser
source.
We therefore can trap a particle in the axial direction by focussing a laser beam. It should

be noted that the particle is not trapped at the exact focal position, but a bit behind it, due to
radiation pressure. Combining this axial trapping by a focussed beam with the 2D trapping
by a suitable beam profile, such as a Gaussian, creates a single-beam 3D optical trap, called

𝑛W𝑛PS

𝑥

𝑧

(a) Bead displaced away from laser source

𝑛W 𝑛PS

𝑥

𝑧

(b) Bead displaced towards laser source

Fig. 3.7.: Light paths (red) and resulting forces (blue) for refraction (saturated) and reflection
(pale) at a polystyrene bead suspended in water. The resulting total force is shown
in violet.
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3. Optical Tweezers

optical tweezers.

3.3.3. Non-Gaussian beam profiles

Especially for axial optical trapping, we have seen that high angles of incidence of the light
on the particle are the most relevant for strong trapping. It might therefore be beneficial
to use a beam profile that provides ample power at the edge of the beam whilst still being
suitable for 2D trapping.
One such beam profile is the special TEM01* mode, the so-called doughnut profile, which

is illustrated in fig. 3.8. It is created by superimposing two Gaussian beams with TEM01 and
TEM10 mode. Alternatively, it can be approximated by blocking the center part of a Gaussian
beam with an obstruction filter. The resulting beam has a rotation invariant beam profile of

𝐼 = 𝐼0 (
𝑟

𝑤(𝑧)
)
2
exp (−

2𝑟2

𝑤2(𝑧)
) (3.32)

Numerical integration of the forces acting on a displaced particle by each individual beam
ray was performed by A. Ashkin61 to quantify the total trapping forces. For a TEM01* beam,
he found that compared to a TEM00 beam (both with the size of the lens aperture equal to
𝑤0) maximum trapping forces of an axially displaced bead are increased by 33.3% and 28.9%
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Fig. 3.8.: Beam profiles of TEM00 and TEM01* modes
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3.3. Theory of optical trapping

for a backwards and forwards displaced particle, respectively. For a radially displaced bead
however, the maximum trapping force is decreased by 15.2%.

This shows that the use of a non-Gaussian beam profile can enhance the axial trapping
capabilities of optical tweezers at the cost of decreased radial strap stability. Therefore, a
suitable beam profile for each individual use-case should be employed.

3.3.4. Hooke’s Law

For quantitative optical tweezers experiments, we are not only interested in trapping (and
moving) particles, but primarily in the forces acting on them. Unfortunately, direct mea-
surement of the forces is not possible. However, the deflection of the bead from the rest
position can usually by determined quite easily. Therefore, we only need a way to convert
these deflections into forces.

For small displacements of the trapped particle 𝑥, 𝑦, and 𝑧 (using the same coordinate
system as previously, so that 𝑥 and 𝑦 are radial deflections and 𝑧 is the axial deflection), the
assumption of a harmonic potential seems reasonable:

Φ(𝑥, 𝑦, 𝑧) =
1
2
(𝑘𝑥𝑥2 + 𝑘𝑦𝑦2 + 𝑘𝑧𝑧2) (3.33)

As shown before, the system is typically radially symmetrical, so we can set 𝑘𝑥 = 𝑘𝑦 = 𝑘𝑟.
For the forces, we then get Hooke’s Law:

𝐹 = −∇⃗Φ(𝑥, 𝑦, 𝑧) = −
⎛
⎜⎜
⎝

𝑘𝑟𝑥
𝑘𝑟𝑦
𝑘𝑧𝑧

⎞
⎟⎟
⎠

(3.34)

Of course, this relation is only valid if the initial assumption of a harmonic potential holds
true. By numerically integrating the forces acting on the bead, we can verify that. Arthur
Ashkin performed such calculations61. The results are shown in fig. 3.9 together with linear
approximations.

As can be seen in fig. 3.9a, for axial displacements a linear force response can be reasonably
assumed for displacements smaller then 0.3𝑅 towards the laser and smaller then 0.5𝑅 away
from the laser. For radial displacements, we can see in fig. 3.9b that a displacement of less
than 0.5𝑅 is required for a linear force response.
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Fig. 3.9.: Numerical integration and linear approximation of the trapping forces for axial and
radial displacement. Numerical integrations by A. Ashkin61.

3.3.5. Langevin equation

As we have seen before in section 2.3 particles in fluid medium are subject to Brownian
motion, which can be described by the Langevin equation 2.26:

𝑚 ̈𝑥 + 𝛾 ̇𝑥 + Φ′ = 𝜉(𝑡)

In an optical tweezers system, the external potential is harmonic, as shown in the last
subsection. Therefore, Φ′ = 𝑘𝑥.
As we have also seen earlier, the dampening time in the systems used in this thesis are in

the microsecond range. As were are only observing in the millisecond range and above, we
can consider the system overdamped and ignore the mass inertia term.
Therefore, the final Langevin equation for optical tweezers is

𝛾 ̇𝑥 + 𝑘𝑥 = 𝜉 (𝑡) (3.35)

We will utilise this result later in section 3.6 to perform force calibration on the system.

3.4. Force analysis

As mentioned before, force analysis for optical tweezers is based on measuring the deflec-
tion of the particle from rest position. Forces can then be calculated using Hooke’s law as
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discussed earlier. It is even conceivable to use the non-linear relationship between force and
displacement instead of the linear approximation. Especially if dealing with large forces /
displacements, this should be considered.

For measuring the displacement of the trapped particle, scattered light analysis has been
used for a long time. I will discuss it briefly below. However, in this work we are only
using a newer, video-based detection method. Since I introduced it in my Bachelor thesis5,
an interested reader might refer to it for a more detailed, in-depth discussion. However, this
method is explained here as well, with a few updates.

3.4.1. Scattered light analysis

The analysis of the scattered trapping light is the straightforward method for deflection de-
tection in optical tweezers. In the easiest setup, a second objective is used to capture the
forward-scattered light. A four-quadrant photodiode is then used for detection62. Radial dis-
placement of the beads also leads to radial shift in laser intensity on the photodiode in the
same direction. Axial displacement leads to a change in total intensity.

The advantage of this method is directly obvious: Since a photodiode is used, the measured
quantities are analogue. This allows for inherently high data rate acquisition. However, the
disadvantages are equally obvious: Other particles in the immediate vicinity of the trapped
particle also contribute to the scattered light, thus distorting themeasurement. Also, a second
objective is required. Since we now have one objective on either side of the sample, thickness
quickly becomes an issue. With typical working distances of 250 µm, thin microfluidics have
to be used and incorporation of other instruments is rather difficult.

Of course, the backscattered trapping light can be used as well63. Good signals can be
obtained by exploiting polarisation. To that end, a linear polarised laser is used. It first passes
a polarising beam splitter and then a quarter-wave plate. The now circularly polarised laser
changes the polarisation direction on backscattering and is converted back into orthogonal
linearly polarised light, which can be filtered out with the beam splitter.51,64.

Detection of the displacement is then performed just as in the forward-scattered case. The
disadvantage of requiring a second objective is overcome. However, we now require a po-
larised trapping laser and a – at least partially – reflective trapped particle. A higher reflec-
tivity of the particle directly corresponds with less detector noise. This is an issue both for
trapping biological particles, where the reflectivity cannot be tuned, as well as for experi-
ments near weakly reflecting membranes, as explained in the next section.
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3.4.2. Video-based analysis

Considering the issues with scattered light analysis, video-based analysis offers a simple and
highly versatilemethod to detect the displacement of trapped particles at the cost of decreased
temporal resolution. Here, we simply take a video of the particle and automatically detect its
position and size with suitable algorithms on a PC. Obviously, the position corresponds to ra-
dial displacement. For axial displacement, typically the apparent size of the particle changes,
mostly due to diffraction. The latter however is highly dependent on the experimental setup,
especially on the lighting.
To achieve reasonable temporal resolution high-speed video cameras should be used. For

immediate user feedback, the detection should be performed in real-time. Nevertheless, it
is often advisable to also record the raw video for improved offline detection. This demands
a great amount of processing power and data storage capability from the used PC. Fortu-
nately, processing power and storage capacity has increased exponentially in the last few
decades65,66. There is also the requirement of sufficient lighting for noise-free high frame
rate images, which must be taken into account when designing the setup.
For improved spatial resolution the image is typically passed through a telescopic post-

magnification after the objective. It should be configured in such a way that the image of the
trapped particle is half as large as the camera chip. This way, if the particle at rest is centered
in the camera image, then the particle is still fully visible at maximum radial displacement.
In this work, I use the principal particle detection algorithm that I developed in my Bach-

elor thesis5. The polystyrene particles that are used in this work can be characterised as a
dark ring. After manual selection of an annular region of interest, up to 360 radial spokes
are considered. Using a built-in LabView function, we analyse the brightness gradients along
the spokes. From inside to outside, the image first gets darker (from bead centre to bead
edge) and then lighter again (from bead edge to background). The two extreme values of the
gradient of each spoke therefore correspond to an edge from bright to dark and from dark to
bright. Taking the point centred between those then gives us the position of the bead edge
along that specific spoke. We then fit a circle through all edge position points to get the final
position and size of the particle. This process is illustrated in fig. 3.10.
All camera images are subject to noise. Furthermore, minute dirt grains can adversely

effect the edge detection. Therefore, we do not simply take the intensities exactly along each
spoke as the basis for the edge detection. Instead, along each spoke neighbouring pixels
are averaged along a width specified by the user. Also, the gradient is determined using a
convolution with a gradient kernel. The larger this kernel, the more robust the system is to
noise and disturbances. The kernel size can also be specified by the user.
The region of interest only has to be selected once for an optical trap. However, it has
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to be adjusted for larger radial forces. To this end, the result of the last frame can be used
as the new position. Furthermore, for sudden increases in force a two-pass method can be
used: First, using the previous result as a starting value the edge-detection is performed with
reduced parameters (i. e. width, kernel size and spoke spacing). Then, that result is taken as
the basis for a second pass with higher fidelity.

Fig. 3.10.: Still frame of the measurement camera with a trapped polystyrene particle. The
annular regions of interest for the falling (bright to dark) and rising (dark to bright)
edges are illustrated by two circles in green and red, respectively. Within these
circles, spokes are added (blue arrows). For clarity, here we only show one spoke
every 5°, instead of every 1°. The edge points are found along the spokes (green and
red, for falling and rising, respectively) and the centre point (orange) is calculated.
Finally, a circle (yellow) is fitted through those (orange) points, giving a centre
position (yellow dot) and a radius.
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3.4.2.1. Online versus offline analysis

Video-based force detection can generally be performed online, that is in real-time, or offline.
For online analysis, the video does not need to be saved. However, average performance
needs to be real-time. In contrast, for offline analysis performance the video is recorded to
(temporary) storage and analysed later. This allows the user to review the detection, fine-tune
parameters and perform the analysis with higher fidelity then possible online.
With currently available computer systems, parallelisation must be exploited to achieve

high frame rates. A typical workstation computer nowadays is capable of running between
8 and 64 threads in parallel. For the video-based analysis, this typically means that multi-
ple frames are analysed in parallel. As a direct consequence, the results of an immediately
preceding frame are not (yet) available. This is a severe limit for the two-pass strategy for
rapidly changing radial forces.
As stated before, in this thesis we use a hybrid approach exclusively: For user feedback,

online analysis is performed, albeit with reduced fidelity and, in the case of the DNA translo-
cation setup, with reduced time resolution. Considering the prototypical nature of the setups
used in this work, this seems appropriate.
In our setups, data rates are in the range of 200MB s−1 to 250MB s−1, which equates to

720GBh−1 to 900GBh−1. With typical hard disk capacities of 8000GB, long-term storage
of the raw video data is not sustainable. Instead, offline analysis needs to be performed and
verified regularly, allowing old raw video data to be deleted.

3.5. Interference effects in the vicinity of surfaces

Optical trapping is typically performed in microfluidic structures of some kind. In closed
fluidic systems, there is always a surface perpendicular to the laser beam beyond the trapped
particle. This surface, just as the trapped particle, reflects the trapping laser light, creating a
standing wave. Even though the laser is divergent at this place and the reflectivity is typically
in the range of 1%51,67, it nevertheless cannot be neglected4,5.
The result of this standingwave is a displacement of the axial zero force position of the bead

when approaching, or moving away from, a surface. For experiments where axial forces are
measured, such as DNA translocation experiments, this is an undesired artefact. Fortunately,
the magnitude depends on both the reflectivity of the surface as well as the reflectivity of
the trapped particle. Whilst the surface cannot be modified in most cases, the reflectivity of
the trapped particle for a specific wavelength can be changed by using internal destructive
interference68.
Quite intuitively, for larger particles (diameter 𝐷, refrective index 𝑛; 𝑛 𝐷 ≳ 2𝜆) the optimal
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particle size for minimal reflectivity is found as slightly less than68

𝑛 𝐷 = (𝑙 +
1
2
) 𝜆 𝑙 ∈ ℕ (3.36)

3.6. Force calibration

Until now, force values have been acquired in arbitrary units, which we shall call ̆𝑥with zero-
force value ̆𝑥0. Sometimes (e. g. for radial forces with video-based detection), but not always,
the conversion factor 𝜁 of these units into a physical displacement is known, i. e. 𝑥 = 𝜁 ( ̆𝑥− ̆𝑥0).
Whilst in these cases a direct conversion might theoretically be possible by calculating the
trap spring constant, it would require exact knowledge of trap geometry, laser power, and
particle geometry. These values might fluctuate and are not readily available. Therefore,
empirical calibration protocols are employed. They commonly fall into two categories: drag
force based analysis and analysis of the Power Spectral Density (PSD).

3.6.1. Stokes’ Law

As we have seen before, a sphere with radius 𝑅 moving in a laminar flow of speed 𝑣 (i. e. at
low Reynolds numbers 𝑅𝑒 = 𝑣𝑅𝜌/𝜂 ≪ 1with particle density 𝜌) through a fluid with dynamic
viscosity 𝜂 is subject to Stokes’ drag force.

𝐹 = −6𝜋𝜂𝑅𝑣𝛽 (3.37)

were 𝛽 is the correction term for moving close to the vicinity of a surface, according to eq. 2.20
or 2.21.
Measuring the arbitrary unit value ̆𝑥, we get a force value as

𝐹 = 𝑘𝜁 ( ̆𝑥 − ̆𝑥0) (3.38)

Calibration now seems to be quite simple at first glance: We simply determine ̆𝑥0 at rest
and move the particle with constant velocity through the surrounding liquid to calibrate the
factor 𝑘𝜉 = −6𝜋𝜂𝑅𝑣𝛽

̆𝑥− ̆𝑥0
. However, due to the surface correction 𝛽, this is not straightforward. We

require precise knowledge of the distance from any close walls to perform correct calibration.
Furthermore, for calibration perpendicular to the plane, we need to take into consideration
that 𝛽 depends on the distance to the wall (via 𝛼 = cosh−1 𝑑/𝑅 with distance 𝑑) and is thus
not a constant.
In addition to the need for consideration of these correction factors, calibration based on

Stokes’ Law has a few other disadvantages. These are simply based on the need to move
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the particle at all. This requires large enough moving space so that the movement time and
therefore the amount of data is sufficient (for 3 µm particles and 10 pN force, the speed is
already 397 µm s−1). Also, each movement of the particle induces a risk to trap dirt or another
particle.

3.6.2. Power Spectral Density (PSD) analysis

Due to these disadvantages, a calibration method that does not require the bead to be moved
is desired. Fortunately, every trapped particle is subject to Brownian motion (in a harmonic
potential) as described earlier in section 3.3.5. We can use the distinct power spectrum of this
noise to perform a calibration without moving the particle.

3.6.2.1. Fourier transform

The Fourier transform converts a signal from the time domain into the angular frequency
domain (with the angular frequency 𝜔 = 2𝜋𝑓). It is defined as

ℱ (𝑓 (𝑡)) = ̂𝑓 (𝜔) = ∫
∞

−∞
𝑓 (𝑡) exp(−𝑖𝜔𝑡) d𝑡 (3.39)

Of course this definition is only valid for integrable functions over ℝ. For measured signals,
discrete formulations are used – typically the algorithm by Cooley and Tukey69, which is
simply called a fast Fourier transform algorithm, or FFT.
Care must be taken regarding pre-factors. In typical analysis software, Fourier conversion

is carried out with frequencies instead of angular frequencies, leading to an additional factor
of 2𝜋 for Fourier transforms and 4𝜋2 for power spectra. Some conventions also split this pre-
factor into √2𝜋 for both the Fourier transform and the inverse Fourier transform. I will not
use that in this work and stick to the definition as stated above, occasionally switching from
angular frequencies to frequencies depending on the context.
As can be seen quite easily from the definition, Fourier transforms offer linearity, that is

for numbers 𝑎 and 𝑏 and functions 𝑓 and 𝑔, we have ℱ (𝑎𝑓 (𝑡) + 𝑏𝑔(𝑡)) = 𝑎 ̂𝑓 (𝜔) + 𝑏�̂�(𝜔). Also,
the Fourier transform of 𝑓 (𝑡) = 1 is ̂𝑓 (𝜔) = 2𝜋𝛿(𝜔) with the Dirac delta function 𝛿(𝜔). We
also have ℱ ( ̇𝑓 (𝑡)) = 𝑖𝜔 ̂𝑓 (𝜔).
The power spectral density (PSD) of a signal 𝑥(𝑡) is

𝑆𝑥𝑥 = ⟨|�̂�(𝑡)|2⟩ (3.40)

Additionally, the Wiener–Khintchine theorem states that the PSD of a stationary random
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Fig. 3.11.: PSD of a 3 µm particle in water at 25 ∘C in an optical trap with 𝑘 = 50 pN µm−1.
The corner frequency is 𝑓𝑐 = 𝑘/2𝜋𝛾 = 316Hz.

process is related to the its autocorrelation function by70,71

𝑆𝜉 𝜉 = ⟨| ̂𝜉 |2⟩ = ∫
∞

−∞
e𝑖𝜔𝑡0⟨𝜉 (𝑡)∗𝜉 (𝑡 − 𝑡0)⟩d𝑡 (3.41)

We can now apply these formulas to our specific problem. Our random process follows the
fluctuation-dissipation theorem (eq. 2.27). Taking the Langevin equation eq. 3.35, performing
a Fourier transform and squaring the absolutes gives us

𝛾 ̇𝑥 + 𝑘𝑥 = 𝜉 (3.42)

𝛾 𝑖𝜔�̂� + 𝑘�̂� = ̂𝜉 (3.43)

�̂� =
̂𝜉

𝛾 𝑖𝜔 + 𝑘
(3.44)

𝑆𝑥𝑥(𝜔) = |�̂� |2 =
𝑆𝜉 𝜉

𝛾 2𝜔2 + 𝑘2
=

𝑘𝐵𝑇
1
2
𝛾 (𝜔2 + 𝑘2

𝛾 2
)

(3.45)

𝑆𝑥𝑥(𝑓 ) =
𝑘𝐵𝑇

2𝜋2𝛾 (𝑓 2 + 𝑓 2𝑐 )
with 𝑓𝑐 =

𝑘
2𝜋𝛾

(3.46)
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For calibration, we now once more take a look at the force as given by eq. 3.38:

𝐹 = 𝑘𝜁 ( ̆𝑥 − ̆𝑥0)

First, we again determine ̆𝑥0 at rest. For simplicity, let us assume ̆𝑥0 = 0. We then have
𝐹 = 𝑘𝜁 ̆𝑥 and, more importantly

̆𝑥 =
𝑥
𝜁

(3.47)

We then perform a FFT and square the absolute, giving the power spectrum as:

𝑆 ̆𝑥 ̆𝑥 = |FFT( ̆𝑥)|2 = |||ℱ (
𝑥
𝜁
)|||

2
=
|
|
|
�̂�
𝜁
|
|
|

2
=

𝑘𝐵𝑇
1
2
𝜁 2𝛾 (𝜔2 + 𝑘2

𝛾 2
)
=

𝑘𝐵𝑇
2𝜋2𝜁 2𝛾 (𝑓 2 + 𝑓 2𝑐 )

(3.48)

A PSD for a 3 µm particle in water at 25 ∘C in an optical trap with 𝑘 = 50 pN µm−1 – all
typical values – is shown in fig. 3.11. As can be seen, the PSD can be split into two parts:

𝑆 ̆𝑥 ̆𝑥 =
𝑘𝐵𝑇
𝑘2𝜁 2

2𝛾

for 𝑓 ≪ 𝑓𝑐 (3.49)

𝑆 ̆𝑥 ̆𝑥 =
𝑘𝐵𝑇

2𝜋2𝛾 𝜁 2𝑓 2
for 𝑓 ≫ 𝑓𝑐 (3.50)

We can therefore use the behaviour for low frequencies to easily determine the factor 𝑘𝜁,
giving us the required parameter for force conversion. To get separate values for 𝑘 and 𝜁, we
have to look at the behaviour for high frequencies.

For scattered light analysis, this method works very well and should be the preferred cali-
bration method. However, video-based analysis has the disadvantage of a low data rate. For
a data rate 𝑓𝑎𝑞, with FFT we can only get the PSD up to 𝑓𝑎𝑞/2. For our setups, this is at most
778Hz, which does not fulfil 𝑓 ≫ 𝑓𝑐 in typical cases. Unfortunately, the quality of FFT is
better the larger the frequency. A measured PSD is shown in fig. 3.12.

Another issue with video-based analysis is the inherent averaging caused by video cam-
eras. Until now, we have assumed that every data point ̆𝑥 is a momentarily recording of the
particle position. However, a video-camera exposes every single frame. This corresponds to
an averaging as long as the shutter is opened. In our case, we can assume that for a frame
rate 𝑓𝑠, every frame / data point is an average over the duration 𝜏𝑠 = 1/𝑓𝑠. Mathematically,
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Origin Fit k = (11.94 ± 0.55) pNµm−1

Gnuplot Fit k = (34.61 ± 0.12) pNµm−1

Allan Fit k = (35.39 ± 0.25) pNµm−1

Fig. 3.12.: Measured PSD of a 3.05 µm polystyrene particle on a glass slide trapped with
approx. 750mW laser power. FFT performed by Matlab on a 82 s long data set
recorded with 800 fps. Data fitted to the aliasing-corrected eq. 3.53 with both Ori-
gin and Gnuplot. Also shown is the result of Allan variance analysis on the same
data set as fitted with Gnuplot
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3. Optical Tweezers

this corresponds to a convolution of the signal with a boxcar function Π:

𝑥𝑖 = [𝑥 ∗ Π𝜏𝑠](𝑡𝑖) Π𝜏𝑠(𝑡) = {
1/𝜏𝑠 if |𝑡 | < 𝜏𝑠/2

0 otherwise
(3.51)

This convolution can be handled rather easily, since the Fourier transform of a convolution
is the product of the Fourier transform of the convolution components – in this case, this
simply adds a factor

sin2 (𝜋𝑓 𝜏𝑠)
(𝜋𝑓 𝜏𝑠)2

(3.52)

to the PSD.

However, this correction only accounts for the low-pass filtering due to the averaging.
Additionally, there is an aliasing effect, which causes the PSD at frequency 𝑓 to also contain
contributions from the frequencies 𝑓 + 𝑛𝑓𝑠 with 𝑛 ∈ ℤ72. The effects of this aliasing were
calculated by Lansdorp and Saleh72, giving the final low-pass and aliasing corrected PSD as

𝑃∗(𝑓 ) =
2𝑘𝐵𝑇 𝛾
𝑘3

(𝑘 +
2𝛾𝑓𝑠 sin2 (

𝜋𝑓
𝑓𝑠
) sinh ( 𝑘

𝛾𝑓𝑠
)

cos (2𝜋𝑓
𝑓𝑠
) − cosh ( 𝑘

𝛾𝑓𝑠
)
) (3.53)

Overall, these corrections are shown in fig. 3.11 in comparison to the uncorrected PSD.The
low-frequency behaviour is still unchanged and could be used for calibration.

3.6.2.2. Allan variance

Allan variance (AV or 𝜎2𝐴) however offers an improved calibration protocol specifically for
video-based analysis with optical tweezers. Originally developed by David Allan for use in
atomic frequency standards, it is defined as half of the averaged squared difference between
consecutive, locally averaged samples. In contrast to PSD analysis, it takes place in the time-
domain, with the length of the local averaging as the independent variable:

𝜎2𝐴(𝜏 ) =
1
2
⟨( ̄𝑥𝜏 ,𝑗+1 − ̄𝑥𝜏 ,𝑗)

2⟩ ̄𝑥𝜏 ,𝑗 = [𝑥 ∗ Π𝜏] (𝑗𝜏 ) (3.54)

Since every frame is already a local average over time 𝜏𝑠, the AV can be estimated from the
measured data quite easily for averaging times 𝜏 = 𝑛𝜏𝑠 with 𝑛 ∈ ℕ. For calibration, we of
course need to know how the AV should look like in theory. Fortunately, Barnes et al.73 have
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Fig. 3.13.: AV of a 3 µm particle in water at 25 ∘C in an optical trap with 𝑘 = 50 pN µm−1.

derived the relationship between AV and PSD as: ∗

𝜎2𝐴(𝜏 ) = 2∫
∞

−∞
𝑃(𝑓 )

sin4 𝜋𝑓 𝜏
(𝜋𝑓 𝜏)2

d𝑓 (3.55)

This integral can be solved analytically and yields

𝜎2𝐴(𝜏 ) =
2𝑘𝐵𝑇 𝛾
𝑘2𝜏

(1 +
2𝛾
𝑘𝜏

e
−𝑘𝜏
𝛾 −

𝛾
2𝑘𝜏

e
−2𝑘𝜏
𝛾 −

3𝛾
2𝑘𝜏

) (3.56)

This result is illustrated in fig. 3.13. As can be seen, we again have two distinct parts for low

∗We use eq (23), with 𝜎 2
𝐴(𝜏 ) = ⟨𝜎 2

𝑦 (2, 𝜏 , 𝜏 )⟩ and thus 𝑟 = 1 (as stated leading up to eq. (11)). The derivation of
eq (23) can be found in Appendix I of the paper. Since we use the two-sided definition of the PSD (the integral
goes from −∞ to +∞ instead of from 0 to +∞) in contrast to Barnes et al.73, we need to expand the integration
bounds accordingly.

Comparing this equation with eq. (16) in the Lansdorp and Saleh paper72, they have an additional factor
2 in the integral. This factor seems to be erroneous, since it does not give their (otherwise correct) result of
eq. (17).
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3. Optical Tweezers

and high times, corresponding to high and low frequencies in the PSD:

𝜎2𝐴(𝜏 ) =
2𝑘𝐵𝑇 𝜏
3𝛾

for 𝜏 ≪
𝛾
𝑘

(3.57)

𝜎2𝐴(𝜏 ) =
2𝑘𝐵𝑇 𝛾
𝑘2𝜏

for 𝜏 ≫
𝛾
𝑘

(3.58)

Let us now again look at the measured force as given by eq. 3.38:

𝐹 = 𝑘𝜁 ( ̆𝑥 − ̆𝑥0)

First, as before we determine ̆𝑥0 at rest. For simplicity, let us again assume ̆𝑥0 = 0, giving us
𝐹 = 𝑘𝜁 ̆𝑥 and

̆𝑥 =
𝑥
𝜁

(3.59)

Since the AV depends linearly on the PSD (if we ignore any components of 𝑓) and the PSD
– as seen before – incorporates any pre-factors squared, we then get for the measured AV

�̆�2𝐴(𝜏 ) =
2𝑘𝐵𝑇 𝛾
𝜁 2𝑘2𝜏

(1 +
2𝛾
𝑘𝜏

e
−𝑘𝜏
𝛾 −

𝛾
2𝑘𝜏

e
−2𝑘𝜏
𝛾 −

3𝛾
2𝑘𝜏

) (3.60)

For long measuring times 𝜏 ≫ 𝛾/𝑘, we get

�̆�2𝐴(𝜏 ) =
2𝑘𝐵𝑇 𝛾
𝜁 2𝑘2𝜏

(3.61)

which allows us to calibrate the product 𝑘𝜁. Just as with PSD, we need high frequencies / low
measuring times to get separate values for 𝑘 and 𝜁.
Apart from the use for calibration, we can also use Allan variance analysis to characterise

the noise and drift behaviour of our system. For more intuitive results, I use the Allan de-
viation 𝜎𝐴 = √𝜎

2
𝐴 here. With the calibrated product 𝑘𝜁 we can easily convert the Allan

deviation from arbitrary units to forces in Newton. The resulting values can be understood
as an analogue to the standard deviation typical for this measurement system in the relevant
time regime 𝜏.
It should be noted that in the case for longer times, the Allan variance in terms of force

becomes independent of the trap stiffness, as eq. 3.58 then becomes

𝜎2𝐴,𝑓 𝑜𝑟𝑐𝑒(𝜏 ) =
2𝑘𝐵𝑇 𝛾

𝜏
for 𝜏 ≫

𝛾
𝑘

(3.62)
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4. Theory of Nanopore translocation

The theory of the translocation of biological molecules, especially DNA, through nanopores
is a highly complex interplay of hydrodynamics, electrokinetics and the entropic behaviour
of polymer chains. Notably, free translocation is a non-equilibrium process74, further com-
plicating theoretical explanation. Andreas Meyer from the Condensed Matter Theory group
in Bielefeld collaborated with our group to describe the theoretical background of both free
DNA translocation as well as controlled DNA translocation with optical tweezers. The results
are presented in his PhD thesis75.
Here, I will only briefly describe the structure, role and entropic behaviour of DNA as well

as a simple model for the resistance of nanopores.

4.1. DNA

4.1.1. Structure and role

Deoxyribonucleic acid (DNA) is a macromolecular polymer. The monomers of the DNA are
nucleotides, consisting of the sugar 2-deoxyribose with one of the nucleobases adenine (A),
guanine (G), cytosine (C), or thymine (T) attached to the 1’-C atom. These bases are linked
together by phosphate groups, forming phosphodiester bonds.
Single stranded DNA (ssDNA) therefore consists of a negatively charged phosphate back-

bone linking bases. This is illustrated in fig. 4.1a.
Two pairs of anti-parallel strands can form double strandedDNA (dsDNA). In physiological

conditions, this forms a right-winded double helix called B-DNA. The phosphate backbone
is on the outside. On the inside, pairs of bases are linked by hydrogen bonds. Here, A only
binds to T with two hydrogen bonds and G only to C with three hydrogen bonds. The strands
are therefore complements of each other. This is illustrated in fig. 4.1b
In B-DNA, the distance between neighbouring base pairs is 0.34 nm. Rotation between two

pairs is 35.9°. The diameter of the helix is 2.37 nm.
The importance of DNA in biology is due to its role as the carrier of genetic information.

The order of bases encodes all genetic information of a living organism. For DNA viruses, in
contrast to RNA viruses, DNA also carries their genetic information. Reading out the order
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4. Theory of Nanopore translocation

Deoxyadenosine

Deoxycytosine

Deoxythymidine

Deoxyguanosine

(a) The four bases in a single strand of DNA (b) Double-helical structure of B-
DNA

Fig. 4.1.: Components and structure of DNA, from [76]
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4.1. DNA

of bases in a DNA strand is called sequencing of the DNA. Various methods for sequencing
DNA have been developed over the years77. Most recently, Oxford Nanopore Technologies
has introduced a pore-based sequencing device which works by monitoring the electrical
current during translocation through a biological nanopore78–83.

4.1.2. Entropic behaviour

dsDNA is best described by the worm like chain (WLC) model84,85. We can describe it as a
flexible rod, which is characterised by the persistence length 𝑙𝑝 for which there is no significant
curvature. With bending stiffness 𝜅, it is defined as

𝑙𝑝 =
𝜅
𝑘𝐵𝑇

(4.1)

In physiological conditions, for dsDNA 𝑙𝑝 = (53 ± 2) nm.

To describe the typical shape of a polymer molecule, we can use the mean squared end-to-
end distance ⟨𝐿2⟩. In the WLC, for a molecule with contour length 𝐿0, we can calculate

⟨𝐿2⟩ = ∫
𝐿0

0
𝑑𝑠 ∫

𝐿0

0
𝑑𝑠′ exp (

−|𝑠 − 𝑠′|
𝑙𝑝

) = 2𝑙𝑝𝐿0 − 2𝑙2𝑝 (1 − exp (−
𝐿0
𝑙𝑝
)) (4.2)

To stretch a DNA molecule longer than ⟨𝐿2⟩, we need to apply a force. To stretch it to
length 𝑥 with 𝑥 < 𝐿0, the force can be modelled as47:

𝐹(𝑥) =
𝑘𝐵𝑇
𝑙𝑝

(
1

4(1 − 𝑥/𝐿0)2
−
1
4
+

𝑥
𝐿0

) (4.3)

For DNA, the asymptotic force behaviour when approaching 𝐿0 only holds partially. For
forces in the range of 65 pN, the double strand instead begins to melt into two parallel single
strands. This results in a large elongationwithout significant force increase. Once themelting
has completed and we have two parallel single strands the force rises again asymptotically.
Of course, at certain forces either the DNA itself ruptures, or the adhesion of DNA to the
anchor, e. g. an optically trapped bead, is severed.

In this thesis, we are working with dsDNA of bacteriophage 𝜆 of E. coli. It has 48 502
basepairs and therefore a contour length of 𝐿𝑜 = 16.5 µm. One end of the DNA is biotinylated,
allowing it to bind to streptavidin coated polystyrene beads.
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4. Theory of Nanopore translocation

4.2. Electrical resistance of nanopores

For determining the resistance of nanopores, we have to take into account two partial resis-
tances. Assuming a buffer with specific resistance 𝜌 = 1/𝜎, which is the reciprocal of the
specific conductivity, a cylindrical channel with radius 𝑟 and length 𝑙 has a resistance of

𝑅𝑝 =
𝜌𝑙
𝜋𝑟2

(4.4)

However, here we are working with very small channels, namely nanopores. For these, the
resistance to access the pore cannot be neglected. For each side, we have an access resistance
of86

𝑅ac =
𝜌
4𝑟

(4.5)

Furthermore, we have to regard further resistivity between electrodes and nanopore. In
our setup, the membrane containing the nanopore is placed on one side of a larger micropore
(see fig. 6.3). Additionally, we have resistivity by the bulk medium in the channel between
nanopore and electrode.
All these resistances act in series and can therefore be added. Let us therefore consider

a nanopore of radius 𝑟𝑝 in a membrane of thickness 𝑙𝑝 at the end of a micropore with ra-
dius 𝑟𝜇𝑃 and thickness 𝑙𝜇𝑃. We further assume that one electrode is placed directly at the
nanopore. The other electrode is placed after a channel of length 𝑙𝐶 with cross section area
𝐴𝐶. Combined, this gives a total resistance of

𝑅 = 𝑅𝑁𝑃
𝑝 + 2𝑅𝑁𝑃

ac + 𝑅𝜇𝑃𝑝 + 1𝑅𝜇𝑃ac + 𝑅𝐶 =
𝜌𝑙𝑝
𝜋𝑟2𝑝

+
𝜌
2𝑟𝑝

+
𝜌𝑙𝜇𝑝
𝜋𝑟2𝜇𝑝

+
𝜌

4𝑟𝜇𝑝
+
𝜌𝑙𝐶
𝐴𝐶

(4.6)

For ease of future calculations, let us split off the resistances in addition to the pore:

𝑅 =
𝜌𝑙𝑝
𝜋𝑟2𝑝

+
𝜌
2𝑟𝑝

+ 𝑅𝜉 with 𝑅𝜉 =
𝜌𝑙𝜇𝑝
𝜋𝑟2𝜇𝑝

+
𝜌

4𝑟𝜇𝑝
+
𝜌𝑙𝐶
𝐴𝐶

(4.7)

For a typical setup with a 20 nm thick chip with a 1 µm pore and a 13mm long channel with
cross section 1000 µm × 60 µm, the additional resistance is 𝑅𝜉 = 742 × 103m−1𝜌. Comparing
this to a nanopore with diameter 20 nm in a 0.67 nm thick membrane, we have 𝑅 − 𝑅𝜉 =
52.1 × 106m−1, which is two orders of magnitude higher.
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5. Theory of Cell Elasticity

Cells are the building blocks of life87. Whilst this thesis deals only with human cells, the
descriptions herein can easily be generalised to at least cover the whole class of Mammalia,
if not even to all eukaryotic organisms. Below, whenever cells are mentioned, I implicitly
assume human cells.
Cells are closed vessels bounded by the cell membrane, a complex phospholipid bilayer

wall that contains transmembrane protein channels as well as various other protein and
lipid structures. Inside the cell, the cytoplasm contains small organised structures, called
organelles. These are surrounded by cytosol, a fluid consisting of approx. 70% water88.
In this chapter, I will briefly describe the biological setup of a cell with emphasis on the cell

membrane. I also describe the general concepts of viscoelasticity and introduce viscoelastic
models, which can be used for analytical description and approximation of the viscoelastic
behaviour of cells.

5.1. Setup of a cell

The typical structure of a cell is shown in fig. 5.1. As stated above, the cell is surrounded
by the cell membrane. This membrane is a lipid bilayer mostly made of phospholipid, which
are held together mainly by non-covalent interactions89. The membrane not only serves to
distinguish the inside from the outside of the cell.

Fig. 5.1.: Structures of a typical cell, from Alberts et al.89
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5. Theory of Cell Elasticity

Fig. 5.2.: Structures of the cell membrane, consisting of lipid molecules (red) and protein mo-
lecules (green). From Alberts et al.89

It also anchors membrane proteins, which in typical cells make up half the mass of the
membrane. These proteins provide a wide range of functions and can be anchored in the
membrane in various ways. Transmembrane proteins pass through the membrane and allow
for specific transport into and out of the cell. Other proteins are placed either inside the cell or
outside and are anchored to the membrane either with amphiphilic parts (replacing one layer
of the lipid double layer there) or with covalently bound lipid chains. Finally, somemembrane
proteins do not directly interact with the membrane but instead bind non-covalently to other
directly membrane-bound proteins.

Within the cell, the structure is stabilised by a system of filaments called the cytoskeleton.
Briefly, the three major types of filaments are Actin filaments responsible for the overall cell
shape andmovement of the cell, Microtubules which direct intracellular transport and anchor
organelles, and Intermediate filaments responsible for mechanical strength.

The remaining volume in the cell is typically occupied half by various organelles and half
by the cytosol, which as stated above consists of approx. 70%water88 and 30% proteins. This
high protein concentration also has significant impact on the viscosity of the cytosol, which
is typically much higher than that of water88,90,91.
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5.2. Viscoelasticity

5.2. Viscoelasticity

Most materials exhibit both elastic and viscous properties. Viscoelasticity is the study of
these materials with a special interest in solid mechanics∗92. As we have seen, a cell consists
of both mainly elastic parts (such as the membrane and the cytoskeleton) and mainly viscous
parts (such as the cytoplasm). Therefore, a cell cannot be described in term of purely elastic
or purely viscous behaviour. Instead, we need to utilize viscoelastic descriptions.
In three dimensions, the mathematical description of viscoelastic processes can quickly

become quite complicated due to the multitude of directions that external strain can apply
and cause internal stress.
For simplicity, here we will assume the special 1D uniaxial normal stress case. That means

that forces and displacements are only acting along one axis; we will not encounter any
shear-forces. Furthermore, we will assume a homogeneous isotropic material. Of course, as
we have seen above, a cell is far from homogenous. However, we will use viscoelastic models
to incorporate the distinct properties of the various parts of the cell, most importantly of the
cell membrane and the intracellular matrix.

5.2.1. Stress and Strain

Normal stress 𝜎 is the average tensile force applied on an object divided by the normal (or-
thogonal) cross-section:

𝜎 =
𝐹
𝐴

(5.1)

𝜎 is positive if the applied forces are tensile, i. e. they are pointing outside of the object. If
the forces are compressing the object, 𝜎 is negative. The unit of stress is that of a pressure.
The cross-section 𝐴 is always determined under zero load.
The strain 𝜀 of an object is the relative change of length:

𝜀 =
Δ𝐿
𝐿0

=
𝐿 − 𝐿0
𝐿0

(5.2)

As with stress, the strain is positive if the object is elongated and negative if it is shortened.

5.3. Viscoelastic models

A few differentmodels are commonly used to describe the behaviour of viscoelastic materials,
which I will describe here.

∗The study of primarily fluid viscoelastic materials is commonly called rheology

65



5. Theory of Cell Elasticity

5.3.1. Purely elastic behaviour (spring)

For purely elastic behaviour, a formula similar to Hooke’s Law is used:

𝜎 = 𝐸𝜀 (5.3)

with Young’s modulus 𝐸93.
For simplicity, let us call the purely elastic element a spring. In model diagrams, we will

draw it as .

5.3.2. Purely viscous behaviour (dashpot)

For purely viscous behaviour, stress only occurs during changes of the strain. This is similar
to Stoke’s law:

𝜎 = 𝜂 ̇𝜀 (5.4)

For simplicity, we will call the purely viscous element a dashpot and draw it as .

5.3.3. Series and parallel behaviour

To describe viscoelastic materials, we need to combine the purely elastic and purely viscous
behaviour. This can be represented by multiple purely viscous or elastic elements that are
connected in series or parallel. Let us name the stress applied to each individual element
𝜎𝑖 and the strain for each element 𝜀𝑖. Similarly, the elements are described by either 𝐸𝑖 (for
springs) or 𝜂𝑖 (for dashpots).
In a series connection, we have

𝜎s = 𝜎𝑖 ∀ 𝑖 𝜀s = ∑
𝑖
𝜀𝑖 (5.5)

Conversely, for a parallel connection we get

𝜎p = ∑
𝑖
𝜎𝑖 𝜀p = 𝜀𝑖 ∀ 𝑖 (5.6)

Of course, these relations still hold true if both sides are differentiated with respect to time.
These relations allow us to derive the behaviour of multiple springs or dashpots in series

or parallel:

𝐸𝑝 = ∑
𝑖
𝐸𝑖 𝐸𝑠 = (∑

𝑖

1
𝐸𝑖
)
−1

(5.7)
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𝜂𝑝 = ∑
𝑖
𝜂𝑖 𝜂𝑠 = (∑

𝑖

1
𝜂𝑖
)
−1

(5.8)

As we can reduce models with purely serial or parallel springs or dashpots to a single spring
or dashpot, I will not consider them true multi-element models. It should also be noted
that series and parallel connections of viscoelastic elements are commutative: The series
connection (𝐸1 ∘ 𝜂1 ∘ 𝐸2 ∘ 𝜂2) is the same as (𝐸1 ∘ 𝐸2 ∘ 𝜂1 ∘ 𝜂2) and thus as (𝐸𝑠 ∘ 𝜂𝑠). Likewise, the
parallel connection (𝐸1 ∥ 𝜂1 ∥ 𝐸2 ∥ 𝜂2) is the same as (𝐸1 ∥ 𝐸2 ∥ 𝜂1 ∥ 𝜂2) and thus as (𝐸𝑝 ∥ 𝜂𝑝).
This of course also holds true with and within sub-parts of a more complex model.
Complexmodels involving dashpots quickly become difficult to derive using normalmeans.

This is because each dashpot element is in fact a differential equation, from which variables
need to be eliminated. Therefore, let us utilise the Laplace transform94:

ℒ{𝑓 }(𝑠) = ̄𝑓 (𝑠) = ∫
∞

0
𝑓 (𝑡) 𝑒−𝑠𝑡 𝑑𝑡 𝑠 ∈ ℂ (5.9)

This transform has the major advantage that differentiation as well as integration are trans-
formed to multiplication and division, respectively. The most important properties that we
are exploiting are:

𝑓 (𝑡) ̄𝑓 (𝑠)

𝑎𝑓 (𝑡) + 𝑏𝑔(𝑡) 𝑎 ̄𝑓 (𝑠) + 𝑏 ̄𝑔(𝑠)
̇𝑓 (𝑡) 𝑠 ̄𝑓 (𝑠) − 𝑓 (0)∗

𝑐, 𝑐 ∈ ℂ 𝑐/𝑠

∗In the context of Laplace transforms, 𝑓 (0) refers to lim
𝑥→0−

𝑓 (𝑥), that is 𝑓 (𝑥) if 𝑥 approaches 0 from the negative
side. In the following, wewill further assume 𝑓 (0) = 0. As our functions are stress and strain, this corresponds
to the completely relaxed starting condition
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5. Theory of Cell Elasticity

5.3.4. Multi-element models

The simplest viscoelastic models consist of two elements: a spring and a dashpot. The series
configuration is called theMaxwell model, whilst the parallel configuration is the Kelvin-Voigt
model.

5.3.4.1. Maxwell model

𝜂 𝐸

Fig. 5.3.: Maxwell model

The equations governing the Maxwell model (see fig. 5.3) are:

𝜎1 = 𝐸𝜀1 (5.10)

𝜎2 = 𝜂 ̇𝜀2 (5.11)

𝜎 = 𝜎1 = 𝜎2 (5.12)

𝜀 = 𝜀1 + 𝜀2 (5.13)

Performing a Laplace transform provides

̄𝜎1 = 𝐸 ̄𝜀1 (5.14)

̄𝜎2 = 𝜂𝑠 ̄𝜀2 (5.15)

̄𝜎 = ̄𝜎1 = ̄𝜎2 (5.16)

̄𝜀 = ̄𝜀1 + ̄𝜀2 (5.17)

which can be solved to
𝜂𝑠 ̄𝜀 =

𝜂
𝐸
𝑠 ̄𝜎 + ̄𝜎 (5.18)

that corresponds to
𝜂 ̇𝜀 =

𝜂
𝐸
�̇� + 𝜎 (5.19)

Obviously, applying a constant stress 𝜎 to the Maxwell model creates a linearly increasing
strain 𝜀. As a direct consequence, the deformation is non-reversible. This creep behaviour
might be reasonable for liquids but is definitely not correct for solids and solid-like objects.

68



5.3. Viscoelastic models

As the wall of a cell is a fixed lipid membrane, this model does not correctly describe the
behaviour of cells.

5.3.4.2. Kelvin-Voigt model

𝐸

𝜂

Fig. 5.4.: Kelvin-Voigt model

Similarly to eq. 5.10 to 5.13, the Kelvin-Voigt model (see fig. 5.4) is governed by these equa-
tions:

𝜎1 = 𝐸𝜀1 (5.20)

𝜎2 = 𝜂 ̇𝜀2 (5.21)

𝜎 = 𝜎1 + 𝜎2 (5.22)

𝜀 = 𝜀1 = 𝜀2 (5.23)

which solves to
𝜎 = 𝐸𝜀 + 𝜂 ̇𝜀 (5.24)

The corresponding creep behaviour is reversible and decays exponentially, which is quite
realistic for a solid. However, expanding or compressing the Kelvin-Voigt model (i.e. ̇𝜀 ≠ 0)
leads to sudden stress peaks which are not observed in real materials. Therefore, we need to
further expand our model.

5.3.4.3. Zener-Kelvin model

The Zener-Kelvin model is a series connection of a Kelvin-Voigt model with an additional
spring (see fig. 5.5). We can therefore use the result for the Kelvin-Voigt model (eq. 5.24) in
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5. Theory of Cell Elasticity

𝐸1

𝜂

𝐸2

Fig. 5.5.: Zener-Kelvin model

the governing equations:

𝜎1 = 𝐸1𝜀1 + 𝜂 ̇𝜀1 (5.25)

𝜎2 = 𝐸2𝜀2 (5.26)

𝜎 = 𝜎1 = 𝜎2 (5.27)

𝜀 = 𝜀1 + 𝜀2 (5.28)

Again utilizing the Laplace transform, we can quite easily solve this to get

𝜎 +
𝜂

𝐸1 + 𝐸2
�̇� =

𝐸1𝐸2
𝐸1 + 𝐸2

𝜀 +
𝐸2𝜂

𝐸1 + 𝐸2
̇𝜀 (5.29)

As we can see from the differential equation, the issue of the Kelvin-Voigt model regarding
̇𝜀 ≠ 0 has been addressed by the additional spring 𝐸2. It is therefore the simplest possible
viscoelastic model to sufficiently describe solid-like viscoelastic materials.

5.3.4.4. Generalised model

𝐸0

𝐸1

𝜂1

𝐸2

𝜂2

𝐸𝑛

𝜂𝑛

𝜂

Fig. 5.6.: One possible representation of a generalised model
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As an arbitrary number of models are possible and to simplify fitting routines for later, it
could be useful to consider a generalised viscoelastic model. We might simply expand the
Zener-Kelvin model into a more generalised model as shown in fig. 5.6. However, this is but
one possibility.
The general solution to such a model will be a differential equation of arbitrary order (de-

pending on the model). As we are only interested in the behaviour and not in the model
representation per se, we can use generalised factors:

𝑝0𝜎 + 𝑝1�̇� + 𝑝2 ̈𝜎 + 𝑝3 ⃛𝜎 + ... = 𝑞0𝜀 + 𝑞1 ̇𝜀 + 𝑞2 ̈𝜀 + 𝑞3 ⃛𝜀 + ... (5.30)

We can also write this in the shorthand notation

̂𝑃𝜎 = �̂�𝜀 with ̂𝑃 =
𝑛
∑
𝑖=0

𝑝𝑖
𝜕𝑖

𝜕𝑡 𝑖
, �̂� =

𝑛
∑
𝑖=0

𝑞𝑖
𝜕 𝑖

𝜕𝑡 𝑖
(5.31)

Usually, we also normalise the system by setting 𝑝0 = 1. In this case, the units are [𝑝𝑖] = si

and [𝑞𝑖] = Pa ⋅ si.

5.4. Experimental determination of viscoelastic parameters

Once we have selected a viscoelastic model, we need to determine the model parameters
experimentally. We cannot use most special apparatus designed to determine the viscoelastic
properties as they do not respect the requirements of viable biological samples95–97.
For biological samples, only four ways to determine viscoelastic properties are commonly

used. These are the creep recovery test, the stress relaxation test, oscillatory analysis methods
involving the complex modulus, and a general method for arbitrary stimuli via numerical
solutions to the differential equation.

5.4.1. Creep recovery test

The creep-recovery test analyses the strain behaviour when a constant stress is applied and
released. The stress 𝜎0 is applied at time 𝑡0 and released at 𝑡1.
The difficulty of this test lies in applying a constant stress instantaneously. The instan-

taneous application of the stress is not strictly necessary as a linear application with well-
known loading rate can also be accounted for. However, most methods of applying stress in
a microfluidic environment required for viable biological samples rely on force-clamping for
this. That means that the apparatus constantly adjusts the applied force / stress to reach the
target value via a feedback loop. This inevitably introduces perturbations on the time-scale
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5. Theory of Cell Elasticity

of the feedback loop.
Additionally, only observing relaxation behaviour might not give a complete picture of

the viscoelastic properties of the observed object. Especially for discerning the validity of
different models, relaxation behaviour alone does not provide sufficient data.

5.4.2. Stress relaxation test

Similarly to the creep recovery test, in the stress relaxation test a constant strain 𝜀0 is applied
and the stress response is monitored.
As with the creep recovery test, we are only observing relaxation behaviour which might

not provide enough data.

5.4.3. Oscillatory analysis

Let us now assume that an oscillatory strain 𝜀(𝑡) = 𝜀0𝑒𝑖𝜔𝑡 is applied. Let us further assume
that the stress response is also oscillatory, of form 𝜎(𝑡) = 𝜎0𝑒𝑖𝜔𝑡+𝛿, that is phase-shifted by 𝛿.
We can now simply express the stress-strain relationship with the complex Young’s modulus
𝐸∗:

𝜎(𝑡) = 𝐸∗𝜀(𝑡) = 𝜀0𝐸∗𝑒𝑖𝜔𝑡 (5.32)

In fact, a relationship between 𝐸∗ and the generalised parameters 𝑝𝑖 and 𝑞𝑖 can be shown94

as:

𝐸∗ =
∑𝑛

𝑗=0 𝑞𝑗 ⋅ (𝑖𝜔)𝑗

∑𝑛
𝑗=0 𝑝𝑗 ⋅ (𝑖𝜔)𝑗

(5.33)

Obviously, 𝐸∗ is frequency dependent. Measuring it at multiple frequencies (ideally over
a wide range of magnitudes) then allows to recover the constituting parameters 𝑝𝑖 and 𝑞𝑖 up
to whichever order is required to accurately describe the observed system.
It is also interesting to note the complex composition of 𝐸∗. Usually, the real and complex

components are denoted as the storage modulus 𝐸′ = ℜ(𝐸∗) and the loss modulus 𝐸″ = ℑ(𝐸∗)
(that is, 𝐸∗ = 𝐸′ + 𝑖𝐸″). If we take a look at the work done on the system during one
cycle (which is lost to internal friction and ultimately heat as we return to the exact starting
conditions), we get94

Δ𝑊 = ∮𝜎 d𝜀 = ∫
2𝜋/𝜔

0
𝜎 ̇𝜀 d𝑡 = 𝜋𝜀20𝐸″ (5.34)

Whilst oscillatory analysis allows for a detailed analysis of the the viscoelasticity of a sam-
ple with quite basic computational demands, it requires strict adherence to the sinusoid os-
cillation. This is for example the case in AFM measurements in tapping mode98,99. In cases
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5.4. Experimental determination of viscoelastic parameters

where this is not possible, such as with our optical tweezers setup, other methods must be
used.

5.4.4. General method

A much more general approach to viscoelasticity analysis is to perform a priori arbitrary
actions on the sample. Since both stress 𝜎 and strain 𝜀 are recorded, they can be derived
numerically∗. This can then be used to fit the parameters either of the governing model
chosen, or of the generalised factors 𝑝𝑖 and 𝑞𝑖 up to the order desired.
By performing a multitude of actions (ideally both with positive and negative stress and/or

strain) over a variety of loading rates (ideally over a wide range of magnitudes as with the
oscillatory analysis), a solid base for parameter fitting can be obtained.
However, a few practical issues arise. First, the derivatives of 𝜎 and 𝜀 are not independent,

which should be respected in a fit. Additionally, the data has to be derived numerically, which
can be done using central finite differences with coefficients given e. g. by Fornberg [100].
Even for completely noise-free data, this is usually not practical beyond the first few orders,
limiting the order of the generalised model that can be used. For more noise-intensive data,
either smoothing of the data prior to differentiation can be performed or a higher order of
accuracy is used. In both cases, time resolution is invariably lost.
In this thesis, I am using optically trapped particles as handles on a cell. The spacing

between the particles and therefore the strain 𝜀 is rather well known and only subject to
minor noise (due to corrections for the trap stiffness, if we want to correct for that prior to
analysis). However, the force and therefore the stress 𝜎 are subject to non-negligible noise.
Therefore, my approach is different:
I calculate 𝜀, ̇𝜀 and 𝜎 from the available data. I also limit the model to a first-order differen-

tial equation for 𝜎. This implies that I treat 𝜀 and ̇𝜀 as independent functions of time that only
act as (time-dependent) quasi-constants. Then, I solve the governing differential equation
numerically. This numerical solution, let us call it �̊�, is of course subject to parameters. I am
fitting the numerical solution �̊� to the measured data set 𝜎, optimising the parameters as usual
with the Levenberg-Marquardt least-squares fitting routine101,102 included in Gnuplot103. Of
course, during fitting the numerical solution is performed once per fitting iteration. This pro-
cess is quite slow but produces better results then achievable by numerically differentiating
𝜎.
The numerical solution of the differential equation can be performed in a few ways. Here,

∗I am assuming that there is no practical way to get these derivations experimentally. If, for some specific setup,
derivatives are experimentally accessible, they should of course be used and a few of the following limitations
might not apply.
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5. Theory of Cell Elasticity

I use the Runge-Kutta method104,105 RK4.
Generally, the RK4 algorithm for solving the initial value problem ̇𝑦 = 𝑓 (𝑡, 𝑦) with initial

condition 𝑦(𝑡0) = 𝑦0 is:

𝑡𝑛+1 = 𝑡𝑛 + ℎ (5.35)

𝑘1 = 𝑓 (𝑡𝑛, 𝑦𝑛) (5.36)

𝑘2 = 𝑓 (𝑡𝑛 + ℎ/2, 𝑦𝑛 + ℎ𝑘1/2) (5.37)

𝑘3 = 𝑓 (𝑡𝑛 + ℎ/2, 𝑦𝑛 + ℎ𝑘2/2) (5.38)

𝑘4 = 𝑓 (𝑡𝑛 + ℎ, 𝑦𝑛 + ℎ𝑘3) (5.39)

𝑦𝑛+1 = 𝑦𝑛 + ℎ/6 (𝑘1 + 2𝑘2 + 2𝑘3 + 𝑘4) (5.40)

In our case, we are solving for 𝜎 with

�̇� =
𝐸1 + 𝐸2

𝜂
(

𝐸1𝐸2
𝐸1 + 𝐸2

𝜀 +
𝐸2𝜂

𝐸1 + 𝐸2
̇𝜀 − 𝜎) (5.41)

for the Zener-Kelvin model, or

�̇� =
1
𝑝1

(𝑞0𝜀 + 𝑞1 ̇𝜀 − 𝑝0𝜎) (5.42)
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6. Experimental setup

The experimental setup for this part is based on the setup used for my Bachelor5 and Master6

thesis. It was also described in multiple papers4,51. Compared to my Master thesis, the polar-
ising beam splitter with the analogue, backscattered light based detector has been removed.
Also, the diode-pumped solid state laser lost a lot of power due to ageing and was replaced
with a 2W fibre laser. Most significantly however, the measurement camera was exchanged
for a much faster sCMOS camera.

6.1. Optical setup

The setup is based on an Axiovert 100 microscope (Carl Zeiss, Germany) with a 60× water
immersion trapping objective (UPL-APO60W/IR, Olympus, Japan).
Until 2018, a diode pumped Nd:YAG laser (LCS-DTL-322-1000106, Laser 2000, Germany;

1064 nm, 1000mW, linear polarised TEM00, full divergence angle 1.6mrad, beam diameter
(1.2 ± 0.1)mm) with a long-pass filter and beam expander was used. The telescopic beam-
expander increased the diameter of the beam to approx. 9mm51, overfilling the back aperture
of the objective for tighter focussing (compare to section 3.2.2 and fig. 3.2).
In 2018, I noticed a significantly reduced trapping power and trap stability compared to

earlier measurements. Careful analysis revealed a remarkable loss in laser intensity: Set-
ting the desired laser power to 750mW (typical for our experiments) resulted in a measured
laser power (directly behind the long-pass filter, measured with a FieldMate PS10Q, Coher-
ent, USA) of approx. 170mW. Therefore, I replaced the laser with a Ytterbium doped fibre
laser (Faserlasermodul 1060nm 2W Yb-1x33 V1.0, Fibotec Fiberoptics, Germany; 1060 nm,
2W, non-polarising fibre, collimated output of 9mmwide beam via 12mmwide pigtail) with
the kind assistance of Dr. Andy Sischka, who constructed an adapter for easy incorporation
of the pigtail adapter into the setup. This updated setup is shown in fig. 6.1.
The laser light then passes a central obstruction filter. This is essentially a 1.1mm wide

circular gold layer sputtered on an optical window with a 0.4mm edge51. This transforms
the TEM00 beam into a TEM*

01-like intensity profile for increased axial trapping performance
(see section 3.3.3).

77



6. Experimental setup
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Fig. 6.1.: Schematic setup of the optical tweezers system

It then passes a quarter-wave plate, which is not used in this setup. Then, a dichroic mirror
(TFP1064nm56°, Laseroptik, Germany) reflects the trapping light towards to objective, whilst
letting the illumination light pass through.
Illumination is performed with a KL-2000 LED cold light source (Schott, Germany; 7 × 9W

high power LEDs, 1000 lm output at the end of the light guide). The image is projected
both on a DCM130 microscope CMOS camera (Hangzhou ScopeTek Opto-Electric Co., Ltd.,
Hangzhou, Zhejiang, China), which replaces one of the two oculars, as well as through a
10× post-magnification optics onto a water-cooled Zyla 4.2 USB 3.0 sCMOS camera (Andor,
Belfast, Northern Ireland; 2048 px × 2048 px, 16 bit depth, 72% QE, 0.04 e px−1 s−1 dark cur-
rent, 1.6 e rms read noise).
The sCMOS (scientific ComplementaryMetal–Oxide–Semiconductor) sensor in the camera

is essentially halved. Each sCMOS pixel converts the incoming light into a voltage (in contrast
to simply collecting charges as in a CCD sensor). During readout, each column in the upper
half of the chip is read-out with two AD-converters, one for high-gain and one for reduced
noise, which are combined into a single value107. Read-out of the pixels in each column is
performed sequentially, with the pixels closer to the edge being read out first107. Of course,
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Fig. 6.2.: Overview of the sample chamber layout for nanopore experiments. The nanopore
separates the top reservoir from the bottom channel, which is accessible by two
reservoirs. Via electrodes, a transmembrane voltage can be applied with the Axo-
patch which also measures the transmembrane current. In the channel immediately
below the nanopore, beads with attached DNA are trapped to perform translocation
experiments.

only the columns in the region of interest are read out, and within each column only those
rows that are in the region of interest. The complete read-out hardware is replicated in the
lower half of the chip, which is therefore read-out simultaneously107. By vertically centring
the region of interest on the sensor higher frame rates can be achieved, since each half only
has to read half of the image.
The sample chamber is mounted on a P-517.3CD piezo stage (Physik Instrumente, Karlsru-

he, Germany; closed loop travel range 100 µm × 100 µm × 20 µm, 1 nm x/y resolution, 0.1 nm
z resolution) controlled by a E-727 controller (also Physik Instrumente, Karlsruhe, Germany).
The piezo stage has a central aperture for the objective.

6.2. Microfluidic setup

Themicrofluidic setup of the sample chamber is illustrated in fig. 6.2 and fig. 6.3. For prepara-
tion, glass cover slips #1 (approx. 150 µm thickness, size 24mm × 60mm) are cleaned. Micro-
scope slides (75mm × 26mm) are cleaned as well and silanised by placing them in a desiccator
together with a few drops of (Tridecafluoro-1,1,2,2-tetrahydrooctyl)trichlorosilane (see fig. 6.4)
for approx. 30 minutes. Both cover slips and silanised microscope slides are then spincoated
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Fig. 6.3.: Detail view of the setup with a nanopore in a monolayer membrane. The monolayer
membrane covers a larger hole in the silicon nitride membrane on top of a silicon
chip. In the lower, cis reservoir, the microbead is optically trapped and attached to
the (ds)DNA. The applied transmembrane voltage induces an electrical force acting
on the DNA, threading it through the nanopore and pulling on the bead. This pull
is counteracted by the force of the optical trap.

with approx. 40 µm thick PDMS (poly(dimethylsiloxane)), which is created by mixing SYL-
GARD 184 silicone elastomer and primer (DowChemical Company, Midland, Michigan, USA)
in 10:1 ratio∗. They are then cured in a drying oven for two hours at 85 ∘C.
The cover slip forms the base of the microfluidic flow cell. With a scalpel, a 26mm × 1mm

strip is cut out of the PDMS coating and removed with tweezers. This channel forms the cis
reservoir. From the microscope slide, a rectangle of PDMS is cut out (and not yet removed)
that completely covers the channel. In the middle of that rectangle, a 1.5mm hole is punched
out. For hydrophilisation, both the cover slip with the PDMS channel and the microscope
slide with the hole in the PDMS are treated in oxygen plasma for 30 s. The plasma is created

∗Whenever PDMS is mentioned in this thesis without annotation, this component is used

Cl
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Cl FF
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F F

FF

F
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F

Fig. 6.4.: Chemical structure of (Tridecafluoro-1,1,2,2-tetrahydrooctyl)trichlorosilane
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in a vacuum chamber initially flooded with nitrogen atmosphere, which is first reduced to
8 × 10−3mbar with a vacuum pump and afterwards flooded with 0.1mbar oxygen with the
vacuum pump still running. In this continuous oxygen flow a plasma is ignited by applying
an alternating voltage of 20 kV to 45 kV at 500 kHz.
The rectangle is then carefully lifted from the microscope slide with two pairs of tweezers

and placed on the cover slip in such a way that the channel is completely covered, the hole is
over the middle of the channel, and the side of the PDMS that was previously touching the
silanised glass is now in contact with the PDMS on the cover slip. This provides a tight seal
and positions the PDMS hole beneath the membrane and nanopore illustrated in fig. 6.2.
Finally, two 3.0mm holes are punched through both layers of PDMS at the ends of the

channel to fabricate reservoirs 1 and 2, as illustrated in fig. 6.2. Placing a large buffer droplet
on the centre hole completely fills the channel due to capillary forces. This is shown in
fig. 6.5a.
To prevent capillary forces from ripping the nanopore membrane apart, all further steps

should be performed completely immersed in the buffer solution used for later experiments.
For illustration purposes, the photos in fig. 6.5 were taken outside of the water.
An alignment helper, sample holder and the channel are placed under buffer solution. Any

air bubbles trapped in holes or on the surface are manually removed and the channel is placed
in the sample holder baseplate.
The chip with the membrane is prepared as described in the next chapter. As a base chip,

we use TEM sized (octagonal chips fitting into a 3mm diameter circle) 200 µm thick silicon
chips with a 50 µm × 50 µm silicon nitride membrane (Silson, Southam, Warwickshire, United
Kingdom). Thickness of the membrane varied between 20 nm to 500 nm, as different batches
with different parameters were used. Chips were partially provided with a pre-drilled micro-
pore or the micropore was milled in-house with helium ion microscopy (ORION Plus helium
ion microscope, Zeiss, Germany) or gallium ion microscopy (Helios NanoLab 600 DualBeam,
Thermo Scientific, Hillsboro, Oregon, USA).
The chip containing the membrane is placed in 50% ethanol for 30 minutes for hydrophili-

sation and to ensure that no air bubbles are trapped at the chip. This is also visually con-
trolled. For ease of handling, I designed a small rectangular basin with a central channel that
allows the chip to be placed over it, only supported by its edges. This way, the membrane
is floating free. The channel, filled with the 50% ethanol solution is then also placed under
buffer solution. Then, the chip is carefully placed over the central hole in the cover of the cis
channel.
Afterwards, the sample chamber is assembled by first attaching the sample holder base to

the baseplate with four screws (fig. 6.5b). Then, an annular gasket is punched out of approx.
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(a) Channel filled with buffer medium placed in the baseplate (b) Channel with chip, baseplate, and
sample holder base

(c) Background: The alignment helper holding
the baseplate with sample holder base. Fore-
ground: The sample holder top.

(d) Completed sample ready for experiments

Fig. 6.5.: Photos of the microfluidic setup

0.6mm thick PDMS (inner diameter 1.5mm, outer diameter 3.0mm). It is placed on top of
the chip, making sure not to introduce air bubbles. Alternatively, it can be placed on the
opening of the sample holder top, as shown in fig. 6.5c. However, when working completely
immersed in buffer solution, the gasket tends to detach from the top. Therefore, it is easier to
place it directly on the chip which is not moved afterwards. Finally, the sample holder top is
added and screwed in place (fig. 6.5d). The PDMS on both sides of the silicon chip creates a
tight seal, separating the cis reservoir below the chip (accessible with the two side reservoirs
1 and 2) and the trans reservoir above (accessible with reservoir 3).
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6.3. Software

The setup is controlled by a software that I wrote in LabVIEW (National Instruments, Austin,
Texas, USA) 2015 SP1. Unfortunately, there is no native support for the measurement camera
in LabVIEW. However, Andor supplied their own DLL based LabVIEW driver and VIs. One
of the limits of the driver is that only one frame can be requested from the camera at once.
Since the camera is set up to deliver 1555 fps at a resolution of 512 px × 128 px, this means
1555 image transfers per second via the USB 3.0 interface. Whilst the bandwidth is more then
sufficient (we use 204MB s−1, USB 3.0 realistically supports108 400MB s−1 ), the number of
individual requests puts a strain on the USB subsystem of the operating system (Windows 7
Enterprise, Microsoft Corporation, Redmond, WA, USA).

In early experiments, I found that the strain on the USB subsystem is too great as e. g. the
piezo controller also communicates this way. Also, whilst performing edge detection, the user
interface is not very responsive. As a solution, I split the software into two parts that run on
two dedicated PCs which communicate via a dedicated, private 1000BASE-T/IEEE 802.3ab109

(Gigabit Ethernet over copper) network.

The detail camera is now attached to a separate, relatively powerful PC (tweezer4, In-
tel Core i7-4790K with four cores (eight threads) overclocked to 4.6GHz, 16GB DDR3-1600
memory). This PC gets the individual frames from the camera, saves them to a local hard disk
array (since ordinary Gigabit Ethernet only supports transfer up to 125MB s−1, array is four
2 TB hard drives in RAID-0 mode), and performs live edge detection at a rate of 20 fps. The
results of the edge detection as well as the corresponding image are then transferred over to
a second, less powerful PC (pcd1sk). This PC controls all other devices (piezo stage, lighting,
overview camera, Axopatch, function generator), records their respective data, and presents
the user interface.

Additionally, a user-defined region of the overview image can be analysed in an autofocus-
like fashion. Within that region, a straight line is searched and its strength measured. If the
line is in focus (i. e. the camera is focused on the chip containing themembrane), that strength
is maximal. Therefore, for calibration the z axis of the piezo stage is moved its full range (with
the manual focus set in such a way that during this movement we will pass the focus) and
the edge strength is recorded. Then, for the portion that is below the membrane, the function
𝑓 (𝑧) = 𝑎

𝑧𝑐−𝑏
is fitted to the strength profile and themaximum value 𝑧max is stored. Afterwards,

by computing the edge strength 𝑠 the distance from the membrane can be approximated as

𝐷 = (
𝑎
𝑠
+ 𝑏)

1
𝑐 − 𝑧max (6.1)
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6. Experimental setup

Data is at first stored in a binary format for higher speed. Notably, video data is saved
exactly as delivered from the cameras, including the metadata for the Andor Zyla camera.
After the experiment, this video data is repacked into a more compact format: Each single
frame is compressed lossless (PNG (portable network graphic) for the overview stream, TIFF
with ZIP compression for the detail stream). To prevent a filesystem slowdown, as in the raw
data 15 s are saved into one file with a separate index file that contains the timestamps and
locations within the files of each individual frame.
For final analysis of the data, I developed a separate analysis tool. Here, the raw data can

be read, a batch edge detection with higher quality can be performed and the forces can be
calibrated. Finally, the results can be saved into a regular text file.
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7. Monolayer membrane and nanopore
preparation

As shown in fig. 6.3 the microfluidic setup contains a silicon chip with a silicon nitride mem-
brane. This membrane contains a large hole that is covered by the monolayer membrane,
which in turn contains the nanopore.

For experiments, there are therefore three crucial steps that need to be performed before-
hand. First, the monolayer membrane needs to be manufactured. Then, the membrane has
to be transferred to the chip intact. Finally, a nanopore has to be milled in the monolayer
membrane.

InmyMaster thesis6 I have evaluatedmultiplematerials regarding their suitability as a base
material for ultra thin solid state membranes: Silicon nitride, graphene, carbon nanomem-
branes, molybdenum disulphide, molybdenum diselenide, and tungsten diselenide. To briefly
summarise: Silicon nitride is quite thick. Graphene allows for atomically thinmembranes but
is not suitable for use with optical tweezers. Carbon nanomembranes are either too thick or
do not provide a closed membrane. On the other hand, transition metal dichalcogenides are
very interesting as they allow for easy manufacturing of thin and stable membranes. Molyb-
denum disulphide is the most prominent representative of this group of materials as it is
readily available and offers a few peculiar and useful properties, as we will see below. It is
therefore used in this thesis as well.

The slight disadvantage of molybdenum disulphide is the thickness of three atoms per
layer. Graphene with only one atom per layer is one of the thinnest possible materials but
not suitable here. However, there are graphene analogue materials available. One of them is
𝛼 boron nitride, which I am investigating in this thesis as well.

This chapter will introduce these two materials and present the used techniques to create
and identify monolayer membranes. In the section for molybdenum disulphide, I will also
describe in depth the possible methods to transfer the membranes and mill nanopores in
them.
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7. Monolayer membrane and nanopore preparation

7.1. Boron nitride

Boron nitride (BN) is a material isoelectronic to carbon110. Therefore, like carbon, it crys-
tallises in twomain forms: The diamond-analogue 𝛽 boron nitride, and the graphite-analogue
𝛼 boron nitride or hexagonal boron nitride. Here, I am only interested in the latter form.

7.1.1. Material properties

The crystal structure of α−BN is quite similar to graphite. The unit cell is 𝑎 = 2.504Å, 𝑐 =
6.6612Å111,112, compared to 𝑎 = (2.464 ± 0.002)Å, 𝑐 = (6.711 ± 0.004)Å for graphite112,113.
Similar to graphene, which is single-layer graphite114, single-layer boron nitride can also
be prepared with the well-known mechanical exfoliation / cleavage method pioneered by
Novoselov, Geim, et al.115. For graphene as well as for single-layer boron nitride, the layer
thickness is usually considered as the interlayer distance, which is 𝑐/2 = 3.33Å for boron
nitride and 𝑐/2 = 3.35Å for graphene.
Graphene is a semiconductorwith zero band-gap, giving it it’s special electronic and optical

properties. Polystyrene particles that are trapped in an optical tweezer start to rapidly melt
or disintegrate when brought in the immediate vicinity of free-standing graphene6. Since
this behaviour is only occuring for graphene membranes, I am strongly assuming that the
effect is caused by this special zero-band-gap structure.
In stark contrast, boron nitride is an insulator both in bulk116 and as a single layer117 with

a band gap commonly reported between 4 eV to 6 eV.

7.1.2. Exfoliation

Preparation of few and single-layer flakes is performed by mechanical exfoliation. This
method was pioneered by the group of Geim and Novoselov in 2004 for graphene115, which
was awarded with a Nobel Prize in Physics in 2010.

Fig. 7.1.: Photo of the
hBN bulk mate-
rial source. The
bottle is approx.
1 cm diameter

The method is quite straightforward. Multi-layered flakes are
pealed from a highly ordered crystal source, which are then re-
duced in thickness by repeated pealing. The pealing is performed
mechanically with adhesive tape.
In this work, I used Nitto tape (SPV 224P, Nitto Denko, Os-

aka, Japan). The boron nitride bulk material source (Manchester
Nanomaterials, Manchester, United Kingdom) are small crystals
approx. 1mm × 1mm × 0.1mm. Due to their size, it was not pos-
sible to just peal a single flake from the crystal and reuse it after-
wards. Instead, Adhesive tape is fixed to the table surface with
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7.1. Boron nitride

Fig. 7.2.: Illustration of the hBN master tape preparation process. Starting from a single crys-
tal on adhesive tape, we create two tapes with a large area of flakes.
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7. Monolayer membrane and nanopore preparation

Fig. 7.3.: Photo of the hBN master tapes. The area containing flakes is marked with black
brackets. Reflections of the flakes can be seen near the lower edge of the bottom
master tape.
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7.1. Boron nitride

the adhesive side up. Then, the crystal is placed on the tape. A second tape is placed with its
adhesive size on that crystal and pealed off again. This process is repeated with a slight offset
in position, producing two flakes on each tape. This is further repeated until a single column
of flakes has been formed, and then further to yield an area full of flakes. This process is
illustrated in fig. 7.2. These master tapes with approx. 32 by 32 flakes each can then be used
as a master for transfer onto a substrate. A pair of master tapes is shown in fig. 7.3

7.1.3. Transfer to substrate

For identification of usable few-layer and monolayer flakes, the material needs to be trans-
ferred from the master tape to a substrate. This transfer is performed by simply pressing the
adhesive tape to the substrate and removing it after a few seconds. Essentially, this creates a
further cleaving step.
As a substrate I have used a few different materials and material combinations in order to

get the best results for transfer and monolayer identification. I have used a silicon wafer with
a 90 nm silicon oxide layer, PDMS and PMMA (poly(methyl methacrylate)).

7.1.4. Monolayer identification

Identification of monolayer flakes on a silicon wafer with a uniform silicon oxide is quite
straightforward. In such a structure, the white illumination is reflected on both the silicon
oxide surface as well as the silicon oxide / silicon interface. The resulting white light interfer-
ence essentially gives a highly thickness-sensitive colour response. When a thin layer is now
added to the silicon oxide surface, the optical path length changes which also changes the
colour of the reflected light. This provides a simple method for phase contrast microscopy118.
The viability of this method for boron nitride has been shown in literature119.
However, for the pursued DNA translocation experiments, we require a free-standing

monolayer membrane. As described before in section 6.2, we want to place the monolayer
over a hole in a free-standing silicon nitride membrane on a silicon chip. Therefore, another
transfer step is required. For this transfer, which will be described in detail in the next sub-
section, it would be advantageous to identify the monolayer on a material suitable for soft
lithography, such as PDMS or PMMA.
Accordingly, I have also transferred flakes from the master tape onto various forms of

PDMS: Pure, unmodified PDMS cast into petri dishes and cut into approx. 10mm × 10mm × 2mm
large chunks, silanised PDMS, PDMS that has been plasma-oxidised for 30 s, PDMS spin-
coated on a cover slip, and PDMS spincoated on the silicon / silicon oxide wafer. Additionally,
flakes were transferred onto PMMA.
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7. Monolayer membrane and nanopore preparation
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Fig. 7.4.: Chemical structure of the used cellulose acetate butyrate

Identification of potential monolayer flakes for these substrates was performed optically in
an Olympus BX51 microcope (Olympus, Tokyo, Japan), which offers both transmission and
reflection microscopy modes. Images were acquired to a PC with a EOS 600D (Canon, Tokyo,
Japan) DSLR.
For verification of layer thickness, identified potential monolayer flakeswere transferred to

a freshly cleaved Mica surface and imaged in atomic force microscopy (AFM) measurements.
These were performed with a Multimode 8 AFM (Bruker, Billerica, Massachusetts, USA) in
tapping mode with Tap300Al-G probes (BudgetSensors, Innovative Solutions Bulgaria, Sofia,
Bulgaria).

7.1.5. Transfer to membrane

In my previous works6, transfer of flakes to the silicon nitride membrane on a chip from a
silicon wafer was performed by first coating the wafer in a cellulose polymer (3% w/v cel-
lulose acetate butyrate (𝑀𝑛 ≈ 65 000, structure shown in fig. 7.4; Sigma Aldrich, St. Louis,
Missouri, USA) in ethyl acetate). Then, a small rectangle was cut into the polymer and it was
transferred onto a water surface by wedging transfer120. The target chip is placed under wa-
ter, the polymer mechanically trapped on the surface of the water, and the chip slowly raised
until contact between the polymer containing the monolayer flake and the chip containing
the small hole in the silicon nitride membrane is established. After drying for 24 hours, the
polymer is then removed by washing in ethyl acetate.
However, the method can still leave residues of the cellulose polymer on the chip. These

residues can bond to the DNA in a translocation experiment, preventing successful translo-
cations. Additionally, this method involves capillary forces acting on the monolayer during
coating, wedging transfer, and when contacting the destination chip. These forces could also
potentially introduce defects into the monolayer.
Therefore, I used a dry transfer method based on viscoelastic stamping121,122, which is
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7.2. Molybdenum disulphide

Fig. 7.5.: Setup for dry transfer method. The chip is fixated with double-sided tape on a glass
slide, which is in turn fixated on the transfer apparatus. The stamp containing the
monolayer flakes is adhered to another glass slide, which is mounted in a 3-axis
micromanipulator. The setup is placed on a microscope to facilitate the alignment
between stamp and target chip

illustrated in fig. 7.5. The PDMS or PMMA stamp containing the flakes is aligned under a
microscope (here, I used the same Olympus BX51 microscope used for monolayer identifica-
tion) over the target chip with two axis of the micromanipulator. Then, the stamp is lowered
whilst alignment is continually checked and adjusted until contact has been established. This
can be seen easily in the microscope. Then, the stamp is very slowly peeled off from the chip.
Typically, the contact interface should move laterally with a speed of approx. 2 µmmin−1

during peeling.

7.2. Molybdenum disulphide

Molybdenumdisulphide (MoS2) like α−BN assumes a hexagonal structure like graphite. How-
ever, the monolayer consists in fact of three individual layers: In the hexagonal honeycomb,
there is alternately a boron atom in the central layer, or there are two sulphur atoms, one
each in the top and bottom layer.
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7. Monolayer membrane and nanopore preparation

Fig. 7.6.: Calculated band structure from Splendiani et al.127. a) bulk MoS2 b) quadrilayer
MoS2 c) bilayerMoS2 d) monolayerMoS2. With thinner layers, the indirect band gap
becomes larger. Eventually for the monolayer the barely changed direct excitonic
transition at the Κ point becomes the transition with the lowest energy.

7.2.1. Material properties

The hexagonal unit cell of the crystal structure of MoS2 is 𝑎 = 3.16Å, 𝑐 = 12.3Å123–126. As
with graphene and boron nitride, a single layer can be cleaved mechanically. As we expect
from the three-layer sandwich structure, the thickness 𝑐/2 = 6.15Å is quite large compared
to graphene and boron nitride.

Molybdenum disulphide is a semiconductor with a peculiar band gap behaviour. In bulk,
molybdenum disulphide exhibits an indirect band gap of 1.29 eV128. However, the band gap
gradually increases with decreased thickness. For the single layer material, the band gap
finally becomes direct with a magnitude of 1.9 eV127–129. Notably, this leads to an increase of
the photoluminescence intensity of single layerMoS2 by three orders of magnitude compared
to the double layer127,128. The behaviour is illustrated in fig. 7.6 for bulk, quadrilayer, bilayer
and monolayer MoS2.
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7.2. Molybdenum disulphide

7.2.2. Exfoliation

Preparation was performed by mechanical exfoliation as well. In contrast to boron nitride,
the source crystal of molybdenum disulphide (hq graphene, Groningen, The Netherlands) is
large enough (approx. 10mm × 10mm × 3mm) to directly peal the first flake from the bulk
crystal. Then, the Nitto tape is folded back on itself and pulled apart 6-8 times.

7.2.3. Transfer to substrate

The exfoliated flakes were transferred with a final cleaving step onto a silicon wafer with
a 90 nm silicon oxide layer as well as small (10mm × 10mm × 2mm) pieces of unmodified
PDMS. Due to the insights gained in the experiments with boron nitride, only unmodified
PDMS was used for molybdenum disulphide.

7.2.4. Monolayer identification

For the initial experiments with a silicon wafer as substrate, monolayers were identified by
colour contrast as described for boron nitride. Due to both the increased layer thickness and
lower material transparency, identification in this way is quite straightforward. However,
this method does not provide definite verification that a certain flake is indeed a monolayer
and not a double layer.
For flakes on PDMS substrate, identification of potential monolayer flakes was done op-

tically as well. These were marked and verified in a fluorescence microscopy setup (micro-
scope: Axiovert 200, Zeiss, Germany; mercury lamp: HB050, Zeiss, Germany; objective: LD
Achroplan 20x/0,40, Zeiss, Germany). Filters were chosen to detect the vastly increased pho-
toluminescence of single-layer MoS2: excitation filter: bandpass 540 nm to 552 nm, dichroic
mirror: 560 nm, emission filter: longpass 620 nm.
This two-step approach of first identifying potential monolayers which are then verified

was chosen due to the overall still quite low photoluminescence efficiency. Meaningful sig-
nals can only be obtained for high magnifications (40× or higher) and long exposure times
(5 s per frame). Scanning a complete substrate with this method is therefore not feasible.

7.2.5. Transfer to membrane

The identifiedmonolayerswere transferred to the silicon nitridemembrane on the destination
chip bywet transfer (for siliconwafer substrates) as well as dry transfer (for PDMS substrates)
as described for boron nitride.
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7. Monolayer membrane and nanopore preparation

7.2.6. Nanopore milling

For the milling of the nanopore, different methods can be used. On the one hand, accel-
erated particle based scanning microscopes are the de facto standard method for nanopore
milling130–136. They can offer intricate control over nanopore size, shape, and position, as
well as allow imaging of the membrane and resulting pore.
On the other hand, the electrochemical breakdown method137–140 can be integrated into

the normal experimental process and apparatuswithout requiring additional labour-intensive
steps and expensive equipment. This method can potentially offer more control over the size
of very small nanopores and has been proven to work with molybdenum disulphide mono-
layer membranes140.
In this thesis, I am evaluating both helium ion and transmission electron microscopy (HIM

& TEM). In addition to these accelerated particle based scanning microscopy techniques, I
am also evaluating electrochemical breakdown as an alternative.

7.2.6.1. Helium Ion Microscopy

In previous works, I have used helium ion microscopy for both the milling of the micropores
in the silicon nitride membranes as well as for the milling of nanopores. In this work, I
partially use chips which already have a micrometer sized hole. For other chips, helium ion
microscopy or gallium ion microscopy is used to mill this micropore. Additionally, some
nanopores were milled with the helium ion microscope.
Here, I use an ORION Plus helium ionmicroscope (Zeiss, Germany) with activated electron

flood gun to prevent surface charging of the chips during microscopy.
For nanopore milling, typical parameters are 25 kV acceleration voltage and a current of

0.5 pA to 1.0 pA. During milling, the beam is held at the target location for less then two min-
utes. In preparation, focussing and testing should be done on the silicon nitride membrane
and not on the monolayer membrane to avoid unintended damage by the high momentum
of the ions (13.7MeV c−1).

7.2.6.2. Transmission Electron Microscopy

The tendency of the helium ion microscope to damage monolayer membranes calls for an-
other particle scanning microscopy technique.
Here, we use a JEM-2200FS field emission transmission electron microscope (JEOL, Tokyo,

Japan), which can be operated with an acceleration voltage of 80 kV and 200 kV. This provides
momentums of 0.3MeV c−1 and 0.5MeV c−1.
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7.2. Molybdenum disulphide

Similarly to the operation of the helium ion microscope, for milling of the nanopores the
beam is focussed on a single spot for a very short amount of time, typically just one second.
However, imaging of the resulting pore is possible without introducing additional damage.

7.2.6.3. Electrochemical breakdown

Molybdenum disulphide is known to exhibit electrochemical behaviour such as catalytic hy-
drogen generation fromwater141. This can be exploited to perform electrochemical nanopore
formation. When a critical voltage of at least 800mV is applied140, a nanopore starts to form
from a single atom vacancy or other defect, where available. This nanopore expands as long
as the applied voltage remains above the critical threshold.
As we have seen in the theoretical description of a nanopore, we can determine its size

(radius 𝑟𝑝) by analysing the electrical resistance 𝑅:

𝑅 =
𝜌𝑙𝑝
𝜋𝑟2𝑝

+
𝜌
2𝑟𝑝

+ 𝑅𝜉 (7.1)

Here, we are already applying a voltage. Assuming the zero-point is correctly set for both
voltage and current, we can estimate the resistivity by measuring the current. This in turn
provides an estimate for the nanopore radius

𝑟𝑝 = (
𝜌

4(𝑅 − 𝑅𝜉)
+
√
(

𝜌
4(𝑅 − 𝑅𝜉)

)
2

+
𝜌𝑙𝑝

𝜋(𝑅 − 𝑅𝜉)
) (7.2)

with the (often negligible) contact and access resistance 𝑅𝜉, buffer solution resistivity 𝜌, and
nanopore length 𝑙𝑝 = 0.67 nm for a monolayer MoS2 membrane.
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8. Results

8.1. High-speed force detection

As a first step, let us analyse the performance of the new high-speed force detection. To this
end I have optically trapped a 3.05 µm polystyrene bead in an otherwise empty flow chamber
with a chip to provide a comparable lighting situation to translocation experiments.
To achieve a frame rate of 1555 fps, the region of interest is restricted to 512 px × 128 px. A

typical 3.05 µm bead has a radius in the range of 128 px, therefore the top and bottom quarter
of the bead are cut off from the image, as illustrated in fig. 8.1.
As the corner frequency is proportional to the trap stiffness, which in turn should be pro-

portional to the laser power, a first test was performed with the laser power reduced to
250mW. The resulting Allan deviation is shown in fig. 8.2. Due to the lower corner fre-
quency, the non-linear area has moved towards larger times 𝜏, which enables us to not only
fit the total conversion factor 𝜁 𝑘, but to instead fit both 𝜁 and 𝑘 individually, which also allows
us to determine the maximum trapping force at which we expect a linear response, which
is 0.5 𝑅 𝑘 (with bead radius 𝑅) as shown in fig. 3.9. Here, we get 𝜁𝑧 = (5.76 ± 0.08) µm and
𝑘𝑧 = (19.5 ± 0.4) µm.
For 𝑥 and 𝑦, results for the respective Allan deviations are also shown in fig. 8.2. For an

ideal system, we would expect those to overlap. In fact, as we cut off the top and bottom edge
of the particle, detection accuracy in the 𝑦 direction is severely limited. This is also clearly

Fig. 8.1.: Detail view of an optically trapped 3.05 µm bead with a region of interest restricted
to 512 px × 128 px. Found edges and resulting circle as well as the detection regions
of interest are embedded analogue to fig. 3.10
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Fig. 8.2.: Allan deviation analysis of a 3.05 µm bead trapped at 250mW
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Fig. 8.3.: Allan deviation analysis of a 3.05 µm bead trapped at 750mW
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Fig. 8.4.: Allan deviation analysis at 750mW converted to forces

visible from the Allan variance, as it is significantly higher across all timescales 𝜏 for the 𝑦
axis compared to the 𝑥 axis and does only barely conform to the theoretical shape. These are
clear signs that detection noise is a dominant and limiting factor in force detection in the 𝑦
axis in this setup, as expected.

However, in 𝑥 axis we are able to individually determine the conversion factor 𝜁𝑥𝑦 =
(11.76 ± 0.33) nmpx−1∗ as well as the trap stiffness 𝑘𝑥 = (54.3 ± 1.7) pNµm−1. As expected,
trapping is more stable (higher trap stiffness) in the lateral plane than along the axial direc-
tion.

As we can see, we have some deviations of the measured Allan variance from the theoret-
ical model. For the 𝑧 axis, both noticeable deviations for small times 𝜏 < 3ms as well as a
smaller deviation for large times 𝜏 > 0.4 s are observed. For the 𝑥 axis, we only see deviations
for larger times 𝜏 > 0.1 s. The deviations for the large time scales can be easily understood
as drift. The deviations for short time scales characterise the detection noise. Since we don’t
experience deviations for the 𝑥 axis, our system is limited not by detection noise but rather
by the physical limitations due to Brownian motion. For the 𝑧 axis however, detection noise
limits the accuracy of our results. As we can see by the different force factors, the detection

∗It should be noted that for normal microscopy, this would be amassive oversampling as the resolution is limited
by diffraction to approximately half the wavelength, so at best 200 nm or 17 px

99



8. Results

of axial forces is two to three orders of magnitude more sensitive than the detection of radial
forces, explaining these differences between the axes.
In experiments, we are typically using a laser power of 750mW. Repeating the test with the

same particle with this increased laser power yields Allan deviations as shown in fig. 8.3. As
the corner frequency is higher, we are reusing the conversion factors 𝜁 from above and only
fitting the spring constants 𝑘. For the 𝑧 axis, we get a stiffness of 𝑘𝑧 = (51.4 ± 0.2) pNµm−1

and for the 𝑥 axis a value of 𝑘𝑥 = (149.9 ± 0.7) pNµm−1. Compared to the values for 250mW,
this is a (2.63 ± 0.06)-fold increase for 𝑘𝑧 and a (2.76 ± 0.09)-fold increase for 𝑘𝑥.
From the laser power increase, we would expect a 3-fold increase of both values. However,

laser power is controlled by an analogue 0V to 10V signal. The look-up table for the relation
between control input and laser power was provided as a graph from the supplier and might
not be accurate at the specific operating conditions during the experiment. The agreement
between the increases for 𝑘𝑥 and 𝑘𝑧 with regards to their respective errors also points towards
a laser power increase by only a factor of 2.7 ± 0.1.
Furthermore, this agreement serves as a verification that the high-speed video-based force

detection aswell as force calibration byAllan variance analysis is indeedworking as intended.
Finally, taking our calibration results, we can easily convert the Allan variance from arbi-

trary units of displacement to forces. As shown in fig. 8.4 in the case of 750mW laser power,
we have a maximum Allan deviation for both 𝑥 and 𝑧 axes of below 0.5 pN.

8.2. Boron nitride

The results shown in this thesis are the first results for boron nitride in our workgroup. As
we already have some expertise with molybdenum disulphide from previous works6, the goal
is to achieve free-standing single-layer boron nitride membranes. As we are only interested
in membrane thickness and single layer molybdenum disulphide membranes are comparable
to double-layer boron nitride membranes, only single-layer boron nitride is an improvement
to previous results.

8.2.1. Silicon wafer substrate

As already described before, due to white light interference thin films can be easily identified
on silicon wafers with a silicon oxide layer. Here, a 90 nm thin oxide layer is used. Fig. 8.5
shows boron nitride flakes of varying thickness that have been exfoliated onto such a wafer.
A small bulk flake can be seen at the left edge of the image (yellow area). Furthermore, some
large areas of few-layer (in the range of a dozen layers) are visible. Additionally, some very
thin, light blue areas are visible which are possibly monolayers. The colouring is comparable
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8.2. Boron nitride

Fig. 8.5.: Potential monolayers of boron nitride (light blue areas marked with red circles) on
a silicon + silicon oxide wafer

to graphene monolayers, although they appear more faint as graphene monolayers have a
high absorbance of 2.3% of all visible light142. This is also in accordance with literature119.

As we wish to transfer the membrane to the chip via soft lithography, we need to first
transfer it to a material suitable for soft lithography, such as PDMS. I have tried to transfer
these potential monolayers to cured PDMS, cured silanised PDMS, and cured plasmaoxidised
PDMS. In all cases, no transfer of the material from the silicon wafer to the PDMS occurred.

Coating the chip with uncured PDMS which was then cured for two hours at 85 ∘C as usual
lead to a transfer of the potential monolayer to the PDMS. However, these flakes could not
be stamped viscoelastically to the target chip, in contrast to material directly exfoliated on
the PDMS after curing.

Spincoating PDMS directly onto the wafer (9900 rpm for 600 s) followed by curing yields
a PDMS layer of at least 3 µm, judged by the interference pattern of the PDMS layer on the
chip. This thickness is in agreement with literature values143. Exfoliating boron nitride onto
that PDMS layer does not produce interference-based colour changes to monolayers, thus
not providing any advantage to using pure PDMS without wafer.

Whilst thinning the PDMS layer even further by longer spin coating time and by diluting
the (uncured) PDMS in a solvent143,144, both results (i.e. better visibility due to white-light
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interference) and practicability with regards to the transfer from the spincoated wafer onto
the chip remain questionable. Therefore, this was not pursued further.

8.2.2. PDMS substrate

Direct exfoliation on PDMS as a substrate allows for easy transfer via soft lithography to
the target chip. According to our expectations the transfer is as straightforward as it is for
molybdenum disulphide shown in my earlier works6. This is also in agreement with litera-
ture121.
However, the reliable identification of monolayers is very challenging. Unlike monolayer

graphene, we do not encounter a significant contrast of few-layer boron nitride on PDMS. I
have tested visibility on silanised PDMS, plasmaoxydised PDMS, and PDMS spincoated on a
coverslip, as well as PDMS in front of a white and black background. No change in contrast
or visibility of few-layer boron nitride was detected.
Additionally, I tested the visibility on PDMS blackened with carbon black pigment which

was originally used in our group for UV fluorescence experiments145. As the individual pig-
ment particles become visible in high magnifications, visibility was noticeably worse.
To test the thickness of the thinnest flakes that I could notice, I transferred one such flake to

Mica via soft lithography. This sample was then imaged with atomic force microscopy (Multi-
mode IIIa, Bruker, Bilerica, Massachusetts, USA; Tap300AL-G cantilever; tapping mode). The
resulting microscopy image (mirrored to correspond to the AFM image) and AFM image are
shown in fig. 8.6. Reflection microscopy was used due to better contrast compared to trans-
mission microscopy. The flake has a thickness of more than 1 nm at its thinnest part. As this
flake was representative for the thinnest flakes found in a dozen exfoliations on PDMS, we
can conclude that either monolayer flakes are not exfoliated onto PDMS, or that monolayer
flakes are not visible on PDMS.

8.2.3. PMMA substrate

Exfoliation on PMMA yields more flakes compared to PDMS. However, visibility was com-
parable and no thinner flakes than the one shown in fig. 8.6 were found. Also, a stamping
transfer from the PMMA to the final chip was not possible.

8.3. Molybdenum disulphide

As we could not achieve free-standing single-layer boron nitride membranes, we will now
focus on monolayer molybdenum disulphide. With the insights gained for boron nitride, we
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(a) Reflection microscopy (mirrored and rotated) (b) Enhanced contrast
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Fig. 8.6.: Microscopy and AFM images of the thinnest boron nitride flake found on PDMS
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Fig. 8.7.: Reflection microscopy image of PDMS with exfoliated MoS2. The four red dots used
to mark the location are visible at the edge of the image. Scalebar is 50 µm

will only use unmodified PDMS as a substrate here.

8.3.1. Identification of monolayer flakes on PDMS

After exfoliation onto PDMS, typically two to three potential monolayer flakes with a size
in the range of 10 µm × 10 µm were found with optical microscopy in reflection microscopy
mode, typically next to thicker regions of bulk material (see fig. 8.7).
A typical monolayer flake is shown in fig. 8.8, which is a magnification of fig. 8.7. The

flake is shown in reflection microcopy, transmission microscopy, and fluorescence / photo-

(a) Reflection microscopy (b) Transmission microscopy (c) Photoluminescence

Fig. 8.8.: Reflection microscopy, transmission microscopy and photoluminescence images of
a MoS2 monolayer. All images show the same area. Scalebar is 10 µm.

104



8.3. Molybdenum disulphide

Fig. 8.9.: Residue of cellulose polymer on the silicon chip after wedging transfer. Images taken
by Dennis Kreft146

luminescence microscopy. The latter verifies that the two large areas are monolayers. As
we can see, bulk material blocks background photoluminescence. We also see a small area
of dual-layer molybdenum disulphide, which is visible in the photoluminescence image with
reduced intensity.

8.3.2. Wedging transfer

In the beginning of this work, monolayers were exfoliated onto silicon wafers and a wedg-
ing transfer with a cellulose polymer was performed. However, in experiments we often
encountered DNA sticking to the nanopore immediately after threading the DNA in. We hy-
pothesised that this is caused by residue of the cellulose polymer. Some residue was already
visible in optical microscopy, as shown in fig. 8.9.

To further analyse this issue, AFM images were taken by Dennis Kreft for his diploma
thesis under my supervision, as shown in fig. 8.10. Here, we show the phase image which is
selective to different surface materials. Obviously, there are multiple sub-micrometer sized
residues on this small area of chip. Notably, the residue was not only found on the chip but
also on top of a single-layer molybdenum disulphide flake.

We can therefore conclude that residue of the used cellulose polymer remain throughout
the chip. Even keeping the chip in ethyl acetate for multiple days with a magnetic stirrer and
cleaning the surface of the ethyl acetate with a water aspirator prior to removing the chip
could not completely remove the residue.

Therefore, we switched to a dry transfer by viscoelastic stamping.
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Fig. 8.10.: AFM phase image of the surface of the chip next to the free-standing membrane. A
small flake of single-layer MoS2 with a few air bubbles between flake and chip can
be seen as well as various sub-micrometer sized residues. Images taken by Dennis
Kreft146

8.3.3. Transfer by viscoelastic stamping

The viscoelastic transfer proved to be a reliable, high-yield and easy to use alternative to
wedging transfer. In my experiments with chips which were milled by the manufacturer by
gallium ion microscopy, I achieved a success rate of 100% for transfers, not counting a few
chips where the monolayer was misaligned. In some cases, the transfer was not immediately
successful with a stamp-chip contact time of a few minutes, i. e. the material was not trans-
ferred to the chip. In these cases, re-contacting chip and PDMS stamp with higher force and
keeping the contact for at least half an hour always led to a successful transfer.
In his Master thesis147 under my supervision, Julian Cremer noticed a reduced yield by

approx. 25% when using chips milled by helium ion microscopy compared to gallium ion
microscopy. We are assuming that the milling procedure influences the surface charge of the
chip, thus resulting in different yield.

8.3.4. Nanopore milling

8.3.4.1. Electrochemical breakdown

Nanopore milling by electrochemical breakdown occurs at applied voltages of at least 800mV
according to literature140. I was unable to monitor nanopore formation with voltages up to
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1000mV, the maximum voltage that can be applied with the used Axopatch patch clamp
amplifier148. Therefore, a 1.5V type AA battery was used in conjunction with two resistors
to add approx. 750mV voltage, as illustrated in fig. 6.1. This way, the applied voltage range
was shifted from −1000mV to 1000mV to −250mV to 1750mV.
Of course, the maximum current measurable with the system remains unchanged by this

procedure at 20 nA148. For the maximum voltage of 1750mV this would correspond to a re-
sistance of 87.5MΩ. Assuming we want to manufacture a nanopore with a diameter of 5 nm,
we can use eq. 7.1 to determine the minimum resistivity of the buffer solution as 0.37Ωm
(which is 26.8mS cm−1). Extrapolating conductivity data from literature149 gives a maxi-
mum KCl concentration of 208mM. Conversely, for a 20 nm nanopore we get a maximum
concentration of 44mM.
It should be noted that in literature, to achieve breakdown at 800mV a 1M KCl buffer

solutionwas used. With the above limits, themaximumnanopore diameter we couldmeasure
with this buffer concentration at 800mV would be 1.8 nm. At 1750mV this reduces further
to 1.0 nm.

8.3.4.1.1. Sudden pore formation A sudden pore formation at 1.7V is shown in fig. 8.11.
Here, we use 200mM buffer solution. The data shown in fig. 8.11b is calculated based on the
unfiltered 100 kHz signal from the patch clamp amplifier. As we can see, pore formation oc-
curs in discrete steps. The initial formation of a 0.4 nm pore takes only 60 µs as measured with
this setup. Themajor step from less than 1 nm to approx. 3.9 nm takes 180 µs. Afterwards, we
see a gradual reduction in pore size followed by a two-step increase from 3.4 nm via 3.9 nm
to 4.3 nm. The first step takes 120 µs, the second step is more gradual, taking 250 µs.
Of course, the pore sizes determined here are based on just individual measurements of

voltage and current. To get a definite and accurate pore size, after milling a voltage-current
curve is recorded to fit the final resistance. This gives us a value of (91.38 ± 0.04)MΩ, corre-
sponding to a pore diameter of (4.97 ± 0.01) nm.

8.3.4.1.2. Gradual pore formation In contrast, a gradual pore formation is shown in
fig. 8.12. This formation already occurred at 1.0V, which might be an explanation for the
difference in pore formation and widening behaviour. Ultimately, a pore of (5.1 ± 0.2) nm
was formed.
It should be noted that even with averaging of the raw 100 kHz signal down to 1 kHz, the

noise in the current signal is still too high to be able to see individual steps of pore formation.
This is caused on the one hand by the flow cell design, which is not optimised for low-noise
current measurements but instead for suitability for optical tweezers experiments. On the
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Fig. 8.11.: Sudden pore formation of a 5 nm diameter pore in 200mM buffer solution. The
voltage is increased in steps to 0.0V, 0.1V, 0.2V, 0.4V, 0.6V, 0.8V, 0.9V, 1.0V,
1.1V, 1.2V, 1.3V, 1.4V, 1.5V, 1.6V, and 1.7V
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Fig. 8.12.: Gradual formation of a 5 nm diameter pore in 200mM buffer solution. Voltage was
increased in steps to 0V, 0.5V, 0.7V, 0.8V, 0.9V, and 1.0V

other hand, the used patch clamp amplifier is not of sufficient quality to allow the detection
of individual steps in pore formation. However, this was not the goal of this work. The step
by step opening has been shown for example by Feng et al.140.

8.3.4.1.3. Capacitive effects due to insufficient wetting In this work, insufficient
wetting proved to be a major complication. Not only does the electrochemical breakdown
require both sides of the chip to be wetted completely. DNA translocation experiments of
course also depend on a completely wetted chip.

Fig. 8.13 shows a current curve of a chip scheduled for electrochemical breakdown. Obvi-
ously, especially for large voltages we can see a significant exponential decay in the current
signal. This is due to insufficient wetting of the chip. The introduced thin air layer acts as a
parallel-plate capacitor, which forms an RC circuit.

This can be used as an indicator whether complete wetting of a chip was achieved. Overall
wetting was greatly improved by the introduction of the 30 minutes hydrophilisation in 50%
ethanol in the preparation process.

109



8. Results

0

5

10

200 220 240 260 280

Cu
rr

en
t

[n
A]

Time [s]

0.0

0.5

1.0

1.5

2.0

Vo
lta

ge
[V

]

Fig. 8.13.: Current curve of a chip in 200mM buffer solution showing large exponential decay
after voltage changes

(a) Reflection microscopy (b) HIM

Fig. 8.14.: Reflection microscopy and HIM images of a chip with a 1 µm pore covered by a
MoS2 double layer. The reflection microscopy image has been rotated, cropped and
mirrored to show the same region in the same orientation as the HIM image
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8.3.4.2. Helium Ion Microscopy

Helium IonMicroscopy suffers frompoor contrast in conjunctionwith thinmaterials. Fig. 8.14
illustrates this poor contrast at a double-layer MoS2 membrane covering a 1 µm hole. Milled
nanopores are not visible in the Helium Ion Microscope due to a number of reasons: First,
the limited contrast makes it very hard to see such a pore. Second, lateral drift of the field of
view in the Helium Ion Microscope in not uncommon. As we require a large zoom to see the
small nanopores (typical nanopore size when milled with the HIM is in the range of 50 nm)
and the nanopore is milled centred on the micropore, no guiding features are available to
allow lateral drift compensation. Finally, the high momentum of the helium ions makes mi-
croscopy on these thin dimensions quite abrasive. Prolonged imaging inevitably results in a
ruptured membrane.
Throughout my work as well as the works of students Dennis Kreft and Julian Cremer

under my supervision, approximately one third of the chips milled in Helium Ion microscopy
were found to have a ruptured monolayer membrane when the resistance was measured
in the optical tweezers setup. This ruptured membrane was characterised as a calculated
nanopore size close to the micropore size.

8.3.4.3. Transmission Electron Microscopy

Experiments with Transmission Electron Microscopy were performed by Julian Cremer dur-
ing his Master thesis147 in cooperation with Dr. Inga Ennen from the group Thin Films and

Physics of Nanostructures. When using 200 kV acceleration voltage, the monolayer membrane
was destroyed in most cases. However, reducing the acceleration voltage to 80 kV lead to a
yield of 100% for all 16 pores milled.
Fig. 8.15 shows a nanopore after milling. In the residue-free areas, the hexagonal structure

of MoS2 is clearly visible. Obviously, this structure is missing in the nanopore. Julian Cremer
was able to use Raman spectroscopy and AFM to determine the residue to be PDMS with
a thickness of approx. 0.5 nm. As the residue has limited mobility on the surface, we can
assume it to be not crosslinked PDMS oligomers or even monomers. The amount of residue
also increases with increased pressure during viscoelastic transfer, which further supports
this hypothesis. More thorough mixing of the PDMS components also reduced the amount
of residue.
In addition to milling the nanopores, TEM can also be used to measure the resulting pore.

In his master thesis, Julian Cremer found agreement between the nanopore size determined
with TEM and the nanopore size calculated based on the resistance for all pores within the
margin of error of both methods (0.5 nm for TEM, 2 nm for resistance based size determina-
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Fig. 8.15.: Free-standing MoS2 membrane with PDMS residue and nanopore (centre)147
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(a) Single layer (b) Double layer

Fig. 8.16.: FFT of the TEM images of a MoS2 monolayer and a double layer147

tion).
Furthermore, as we are able to resolve individual atoms with TEM, we can use fourier

transformation to verify the crystal structure. Fig. 8.16 shows the fourier transforms of a
single layer and a double layer of MoS2, exhibiting the hexagonal structure. Obviously, the
double layer presents double peaks at the hexagonal structure, compared to the single peaks
for the monolayer. For the marked spots {100} and {110} we get distances of 𝑑100 = 2.6Å and
𝑑110 = 1.5Å.
We can use the relation

𝑑ℎ𝑘𝑙 =
𝑎

√
4
3
(ℎ2 + 𝑘2 + ℎ𝑘) + 𝑎2

𝑐2
𝑙2

(8.1)

to convert these two values back to the lattice constant 𝑎 = 3.0Å for both values. Taking the
obvious astigmatism of the FFT into account, this is in good agreement with the literature
value 𝑎 = 3.16Å123–126.

8.3.5. DNA translocation with optical tweezers

In this thesis, unfortunately only a few successful DNA translocation experiments with op-
tical tweezers could be performed. Apart from the difficulties during manufacturing of the
chip containing nanopores in monolayer membranes, two main issues presented themselves.
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First, to facilitate threading of the DNA into the nanopore, we need to bring the bead close
to the pore. This risks accidentally hitting either the monolayer membrane or the neighbour-
ing silicon nitride membrane with the bead. If that happens, in most cases the bead either
sticks to the membrane, blocking further experiments, or the membrane is ruptured.

This issue is exacerbated by the fact that the PDMS is a viscoelastic material under pressure
by the chip clamped on top and under intense illumination, leading to localised heating. In
my experiments, I repeatedly contacted the membrane at a piezo position where just a few
minutes prior no contact occurred. To explain this seeming drift in 𝑧 position, I used edge
detection in the overview camera image to get ad-hoc autofocus-like data. This was used to
analyse both the edge of the flow channel at the bottom of the flow cell and the edge of the
membrane on the chip at the top of the flow cell.

The bottom of the flow cell remained in position relative to the focal plane of the objective.
However, the chip did move (5.4 ± 0.2) µm closer to the bottom in (132.5 ± 1.5) s, which cor-
responds to an average velocity of (41 ± 2) nm s−1 or (2.46 ± 0.10) µmmin−1. Of course, this
velocity decreases over time, as the PDMS cannot contract infinitely. In my tests, turning on
the illumination at least 30 minutes before experimentation greatly reduced further chip drift.
Additionally, as a consequence of the discovery of this drifting behaviour, I implemented the
continuous monitoring of the real distance between focal point (and therefore trapped bead,
with an offset) and chip by autofocus calculation.

The second issue relates to questionable quality of the used 𝜆-phage DNA. It was pre-
pared throughout this thesis as well as earlier works by Helene Schellenberg according to
accepted and unchanged protocol. Nevertheless, towards the end of the thesis no controlled
DNA translocation experiments were successful. Furthermore, free DNA translocation ex-
periments described in the next section showed a very low translocation rate, compared to
earlier free DNA translocation experiments on silicon nitride nanopores. Finally, Dennis
Kreft’s independent experiments on stretching DNAwith another optical tweezers setup also
failed inexplicably at the same time.

As neither the preparation protocol, nor experimental protocols or the storage of prepared
DNA changed, I was assuming that the issue stemmed from old ingredients. However, even
after gradually replacing each ingredient with new ones, the issues still persisted.

Recently, a potential third issue has been described by James Wilson and Aleksei Aksi-
mentiev150. They discovered that for very small nanopores (in the range of 5 nm diameter)
in 2D materials the capture rate of DNA into the nanopore depends highly non-linear on the
applied transmembrane voltage. At certain higher voltages, the water in the buffer solution is
polarised and subject to strong dielectrophoretic forces. This leads to the build-up of pressure
in the nanopore and its immediate vicinity, which repels DNA and prevents it from entering
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Fig. 8.17.: Overview of a DNA translocation through a (41 ± 8) nm nanopore in a monolayer.
The applied transmembrane voltage is colour-coded in the force signal. The teal
line (right 𝑦 axis) shows the distance between bead and membrane. The buffer
concentration was 20mM

the nanopore.

Regardless of these issues, a few DNA translocation experiments were successful, which I
show below.

8.3.5.1. 41 nm HIM-milled pore in monolayer

A complete translocation experiment in a (41 ± 8) nm pore (as determined by pore resistance)
in amonolayermembrane is shown in fig. 8.17. This experiment was performed together with
Dennis Kreft146. First, we apply a transmembrane voltage with the bead in the immediate
vicinity of the nanopore. This leads to the threading in of two separate DNA strands 20ms
apart from each other (see fig. 8.18a). Thanks to the data rate of 1555Hz, we can resolve both
events.

We then directly move away from the membrane, before reducing the transmembrane
voltage. We then move a bit further away to measure a voltage-force curve. However, we
accidentally apply a negative voltage due to incorrect voltage offset calibration. This leads to
the immediate threading out of the DNA strands (see fig. 8.19a).
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Fig. 8.18.: Threading in of two DNA strands in a short time vs. threading in of just one DNA
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Reapplying the positive transmembrane voltage and approaching the membrane again
leads to another threading in event, this time with only one DNA strand (see fig. 8.18b).
Moving the bead away from the membrane leads to a near-constant force signal, until the
DNA is threaded out of the nanopore after 10 µm (see fig. 8.19b).

8.3.5.2. 160 nm HIM-milled pore in monolayer

Fig. 8.20 shows the translocation of DNA strands through a (160 ± 10) nm (as determined by
pore resistance) nanopore in monolayer MoS2. Throughout the measurement, a transmem-
brane voltage of 70mV was applied. The buffer concentration was 100mM.

Here, we see four distinct threading-in events. Due to the larger pore size, the individual
forces for each DNA are lower, compared to the previous measurement. Starting at the 60 s
mark, at least two DNA strands are adhering to the membrane. Eventually, the two strands
rupture in sequence. Interestingly, we then get another threading-in event even though we
have already increased the distance to the membrane by 6 µm. Finally, the remaining DNA
continues to adhere to themembrane as partial rupture events are encountered. Aftermoving
10 µm from the starting position, the bead is ultimately lost from the trap as the forces became
too large.
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Fig. 8.21.: DNA strand inside the 1 µm hole in the silicon nitride membrane with applied
AC voltage (100mV peak to peak, DC offset 39.3mV, giving a voltage range of
−10.7mV to 89.3mV) of 1Hz, 5Hz, 10Hz, and 20Hz. The monolayer membrane is
defect. Distance between bead and membrane is approx. 4 µm. Buffer concentra-
tion 20mM. Measurement performed by Dennis Kreft146.

It should be noted that the bead was lost at a measured force of approx. 48 pN. Looking
back at fig. 3.9a, we have said that linearity can be assumed for displacements up to 0.5 𝑅.
Comparing the maximum force to the force at this displacement, we get that the maximum
force is 2.36 times higher. Consequently, we can only assume force linearity up to 20 pN here.
The apparent kink in the 𝑧 force graph at the first adhesion (at around 70 s) can be explained
this way.

8.3.5.3. Translocation with applied AC voltage

Fig. 8.21 shows the force behaviour of a DNA strandwith applied AC voltage. The preparation
of the chip and the measurement were performed by Dennis Kreft146 for his diploma thesis
under my supervision. Unfortunately, analysis of the UI curve for this chip gives a calculated
nanopore diameter of 818 nm (𝑅 = (4.439 ± 0.001)MΩ, 𝜌 ≈ 3.62Ωm). We can therefore
assume the membrane not to be intact, as the micropore is in the range of 1 µm. During the
measurement shown here, the bead was approx. 4 µm away from the membrane.
The applied AC voltage is 100mV peak to peak. Unfortunately, due to incorrect voltage
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Fig. 8.22.: Detailed force graph at 1Hz with colour-coded voltage. Sinusoid fit is shown in
black, voltage is also shown in green (right 𝑦 axis)
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Fig. 8.23.: Detailed force graph at 5Hz.
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Fig. 8.24.: Detailed force graph at 10Hz.
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Fig. 8.25.: Detailed force graph at 20Hz.
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f 𝜙𝐼 − 𝜙𝑈 𝜙𝐹 − 𝜙𝑈 Force amplitude

1Hz -0.059 -0.197 (5.30 ± 0.01) pN
5Hz -0.372 -1.047 (5.10 ± 0.01) pN
10Hz -0.954 -2.130 (4.80 ± 0.01) pN
20Hz -2.420 -4.358 (3.74 ± 0.01) pN

Table 8.1.: Resulting frequency-dependent phase-shifts for current and force as well as force
amplitudes

offset calibration, the DC offset was only 39.3mV instead of the intended 75mV. Therefore,
the resulting transmembrane voltage was a sinusoid voltage from −10.7mV to 89.3mV. We
start with a frequency of 1Hz, which is then increased via 5Hz and 10Hz to 20Hz. Fig-
ures 8.22–8.25 show the detailed behaviour for each frequency.

As we apply sinusoid voltage, we expect both current and force values to also have a si-
nusoid shape. As this is the case, we can determine amplitude and phase shift by fitting the
general function 𝑓 (𝑡) = 𝐴 sin(2𝜋𝑓 ⋅ 𝑡 +𝜙)+𝐶. Of course, we are not interested in the absolute
phase 𝜙 but instead in the phase shift between voltage and current or force.

The phase shifts, as well as the force amplitudes, are shown in table 8.1. Noticeably, the
phase shift of the current becomes less than −𝜋/2 at 20Hz, which cannot be explained by a
simple RC circuit.

However, in this setup the generated voltage is not monitored. Therefore, a slight delay in
the voltage signal might by possible. Assuming the current phase shift is in the range of zero
to −𝜋/2, the voltage signal delay has to be in the range of 6.8ms to 9.4ms. Nevertheless, the
phase shift behaviour does not fit to the

Δ𝜙 = tan−1(−2𝜋𝑓 𝑅𝐶) (8.2)

relation we expect from a parallel RC circuit for any of the possible voltage delays. To prevent
unknown delays in the voltage signal in the future, the setup was changed to also record the
voltage alongside the current signal.

We also note the phase shift of the force signal. Counter-intuitively, this phase shift is
independent of the current phase shift. We also see that the force amplitude is reduced with
increased frequency.

Overall, the force behaviour in this setup is quite peculiar and can only be explained as the
interplay between entropic and electrokinetic forces.

Let us take a deeper look into the threading-out behaviour of the DNA, which is shown in
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Fig. 8.26.: Detailed force graph of the threading-out behaviour.

fig. 8.26. It takes 2ms or 3 datapoints. At the point of threading out, the force is just past its
maximum and the applied voltage is 37mV, 12ms past its minimum. However, the current
is negative at this point, at −1.74 nA.
We can therefore conclude that a more in-depth analysis of the AC force behaviour is war-

ranted. Unfortunately, due to the multitude of issues encountered with DNA translocation
experiments in general, as described at the beginning of the section, no further experiments
were successful.

8.3.6. Free DNA translocation

Due to the low yield of successful controlled DNA translocation experiments and to test the
quality of the used DNA, Julian Cremer performed free DNA translocation experiments on
nanopores milled in TEM147. Here, I will only briefly describe the experiments and results.
In free DNA translocation experiments, DNA is introduced in front of the nanopore and a

transmembrane voltage is applied. We thenmonitor the current signal, detecting peaks when
the DNA translocates. Due to the sample chamber layout, here the DNA is introduced in the
normally cis reservoir (Reservoir 3 in fig. 6.2) and a negative voltage is applied, ensuring that
the DNA is introduced at the side of the negative electrode.
Fig. 8.27 shows the typical translocation types encountered in free translocation experi-
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8.3. Molybdenum disulphide

Fig. 8.27.: Different translocation event types encountered with a 17.7 µm MoS2 monolayer
pore. Buffer concentration 1M. Transmembrane voltage 100mV. Measurements
and graph by Julian Cremer147
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8. Results

ments, based on actual results obtained for a 17.7 nm pore in monolayer MoS2. However,
these events were extremely rare. In a typical 20min long experiment, 10 to 40 events were
recorded. Compared to comparable earlier experiments in our group with silicon nitride
nanopores151 as well as comparable reports in literature on graphene120,152 and molybde-
num disulphide153,154 nanopores, this event rate is at least three orders of magnitude below
the expected rate.
This, in conjunction with the issues faced by Dennis Kreft in his experiments with the

same DNA strongly indicate that there are indeed some deeper issues with the used DNA.
Investigations into the cause and exact nature of these issues are still ongoing.
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In this work, I have upgraded the existing optical tweezers setup for high-speed video-based
force detection, working reliably at a frame rate of 1555 fps. This upgraded data rate enables
in-depth studies on the forces acting on DNA translocating nanopores. It enables the distinc-
tion of multi-DNA thread-ins from single DNA thread-ins not just by force magnitude, but
by individually resolving each thread-in event.
For boron nitride as a potential membrane material we must conclude that is does not

seem possible to create free-standing monolayers by viscoelastic stamping transfer. On the
one hand we require the stamping transfer for reliable, non-damaging and residue-avoiding
transfer of membranes to the chip. On the other hand, the creation of free-standing molybde-
num disulphide monolayers with stamping transfer is possible. Therefore, this work focusses
on the MoS2 monolayer membranes.
For molybdenum disulphide, I have successfully introduced photoluminescence as a reli-

able monolayer verification method. Transfer of the monolayers to the chip via stamping
transfer also proved to be an easy and reliable method.
I investigated the milling of nanopores with Helium Ion and Transmission Electron Mi-

croscopy as well as by electrochemical breakdown. Whilst the high momentum of helium
ions is unsuitable for monolayer membranes, transmission electron microscopy is shown to
be a straightforward and suitable method for the milling of nanopores in the 10 nm to 15 nm
range.
Electrochemical breakdown as an alternate method of milling very small nanopores in the

5 nm range were also evaluated successfully. Here, a limiting factor is the used patch clamp
amplifier. Exchanging this for a unit with a higher maximum current would allow the use of
higher concentrated buffer solutions, possibly increasing yield.
In performing controlled DNA translocation experiments, two main issues limited the ex-

perimental success. First, the risk of accidentally contacting the monolayer membrane with
the trapped bead was increased by the slow drift of the chip towards the microcopy objective
and therefore the focal plane. This is caused by the viscoelasticity of PDMS, which we use as
a material for our flow cell. With the incorporation of an autofocus-like measurement of the
distance between the focal plane (and therefore the bead) and membrane, I could reduce this
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risk.
The second issue is the still ongoing investigation into the quality of the DNA used for

experiments. With the low success rates both in my experiments as well as independent
experiments by colleagues with the same DNA, as well as comparison of the translocation
event rate during free translocation with both earlier works in our group as well as literature,
I succinctly showed that poor DNA quality is the most likely explanation for my low yield.
Nevertheless, in thiswork I show that the controlled translocation of 𝜆-phageDNA through

nanopores in monolayer molybdenum disulphide membranes is possible. The high data rate
not only enables discrimination of single and multiple DNA thread-in events. It also allows
the investigation of DNA behaviour with an applied AC voltage. In this work, I have shown
a first glimpse into the peculiar frequency-dependent behaviour of the forces acting on DNA
in a nanopore with applied AC voltage.
For future work, the issue of DNA quality must be addressed. The field of solid-state

nanopores in 2D material membranes, especially in conjunction with optical tweezers, is still
in its early steps. With the preparation protocols presented herein, a high yield of nanopores
is possible. Once sufficient DNA quality is ensured, I suggest experiments of the pore size de-
pendence of the translocation force as well as an in-depth study of the AC voltage behaviour
of the force.
As this work establishes nearly atomically thin membranes for nanopores, future work

should also investigate if these pores can be used for DNA sequencing using the force sig-
nal. Whilst the potential for current-based sequencing in MoS2 nanopores has already been
shown154, the unique possibility of optical tweezers to seek to any position along the DNA
could aid in the sequencing of challenging areas of DNA.
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Part III.

Cell elasticity investigation with
Elasto-Tweezers
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10. Experimental setup

10.1. Optical tweezers setup

Theoptical tweezers setup for Elasto-Tweezers was conceived andmanufactured by Dr. Andy
Sischka. It is based on an IX50 inverted microscope (Olympus, Tokyo, Japan) with a 60×
water immersion objective (UPlanSApo 60x/1.20W, Olympus, Tokyo, Japan) ). As we want
to perform stretching experiments on cells, we require a double-trap optical tweezers setup.
We therefore must split the laser into two beams and modify them in such a way that two
distinct focal points emerge. The optics required for this all reside in a microscope deck,
which is illustrated in fig. 10.1.
The incoming laser light polarisation is first rotated by a 𝜆/2 plate and then split by a

polarising beam splitter. Assuming the incoming light is linearly polarised in such a way
that after the 𝜆/2 plate, it is rotated 45° in relation to the beam splitter, this gives a 50:50 split
as discussed in section 3.2.6. One beam passes straight ahead through a shutter.
The other beam passes a system of four lenses (first and fourth lens: LBF254-100-C; second

and third lens: LE1234-C; all converging lenses with 𝑓 = 100mm; Thorlabs, Newton, New
Jersey, USA). These lenses are mounted on three linear stages powered by ultrasonic piezo
motors (U-521.23 stages controlled by two C-867 controllers, Physik Instrumente, Karlsruhe,
Germany). Additionally, this beam also passes through a shutter. Both shutters are config-
ured to be normally closed (NC) and require energy input to stay open.
The first two lenses, mounted on stages moving in 𝑥 and 𝑦 direction, slightly tilt the beam

when positioned off-center. Of course, as the two lenses are placed directly behind each
other, the focal length of this combination can be approximated as half of the focal length of
each individual lens†. Therefore, the second pair of lenses is placed 100mm in front of the
first pair of lenses. This recreates a parallel beam which is shifted from the centre axis if the
two initial lenses are shifted. Additionally, the second pair of lenses is mounted on a stage
moving in the 𝑧 direction (along the beam propagation). It can therefore also create a slightly
convergent or divergent beam. In combination with the microscope objective, this allows not

†With 𝑀𝑙(𝑓 ) = [ 1 0
−1/𝑓 1], we get 𝑀𝑙(𝑓 )2 = [ 1 0

−2/𝑓 1] = 𝑀𝑙(𝑓 /2)
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10. Experimental setup

Fig. 10.1.: Optical flow of the laser beams (red) and visible light (grey) in the main microscope
deck. Coming from the fibre laser, the beam is split in two by the first polarising
beam splitter (green). One of the resulting beams passes through a shutter (yellow)
directly into the second polarising beam splitter (green). The other beam passes
through two pairs of lenses (red) and a shutter (yellow). In the first pair of lenses,
the first lens is mounted (violet mounts) on a linear stage (dark blue, movement
direction indicated with white arrows) in 𝑥 direction. The second lens is mounted
on a linear stage in 𝑦 direction. The second pair of lenses is mounted on a linear
stage in 𝑧 direction. After being merged by the second polarising beam splitter, the
laser light gets reflected towards the objective (not shown) by a dichroic mirror
(light green).
The visible light passes this dichroic mirror and 80% gets reflected to the camera
system (the remainder goes to the oculars). Again, a mirror (light green) reflects
80% through a lens onto the detail camera, whilst the remaining 20% gets passed
to the overview camera.
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only to shift the beam sideways, but also allows for axial shifts.
The two beams which were split by the first beam splitter are then rejoined by a second

beam splitter. They are then projected through the microscope objective via a dichroic mirror.
As a laser source, we initially used the Faserlasermodul 1060nm 2W Yb-1x33 V1.0 which

was later used in the nanopore translocation setup. The idea was to tightly wind the fibre to
induce an asymmetry into the normally non-polarising fibre. Whilst we were able to obtain
polarisation this way, it ultimately proved to be subject to drift (see results section 12.2).
Therefore, we replaced this module by a similar module with a PM fibre (Faserlasermodul
1060nm 2W Yb-1x33 PM, Fibotec Fiberoptics, Germany).
In our setup, only one of the two optical traps is moveable, the other is static. To still be

able to move both traps independently relative to the microfluidical structures, we also use a
three-axis piezo stage similar to the nanopore setup, albeit with a larger movement range (P-
527.3CD, Physik Instrumente, Karlsruhe; closed loop travel range 200 µm × 200 µm × 20 µm,
2 nm x/y resolution, 0.1 nm z resolution). For automation, an additional step-motor powered
xy-stage is mounted on top (step size: 10 µm, movement range: 20.0mm × 19.5mm).
For force detection and automation, the system is equipped with two cameras. After the

dichroic mirror, the visible light passes a 80:20 mirror which reflects the majority of the light
towards the cameras, whilst still letting some light pass through to the oculars for study. In
the camera path, another 80:20 mirror reflects the majority of the light towards a relatively
high-speed CMOS camera (Mako U-029B, USB 3.0, 640 px × 480 px, 550 fps, 50% QE; Allied
Vision Technologies, Stadtroda, Germany) through a lens for additional magnification. This
camera is adjusted to only show the particle trapped in the static trap. An overview camera
(UI-3272LE-M, USB 3.1, 2056 px × 1542 px, 57 fps∗; IDS Imaging Development Systems, Ober-
sulm, Germany) sits behind the mirror and collects the remaining light in the camera path.
It shows the complete image projected by the objective and is used both for an overview for
the experimenter as well as for experiment automation.

10.2. Microfluidics setup

Themicrofluidics setup consists of the microfluidic chip itself, containing the individual traps
and experimental areas, as well as the connections, pumps, switches and reservoirs required
to provide beads and cells to the chip and drive them through it in a controlled fashion.
The size of the used beads is a critical parameter for the design of the microfluidics. On

the one hand, we want to have beads as large as possible to increase the contact area be-
∗The maximum frame rate of 57 fps is only achievable with proprietary drivers and the manufacturer’s .NET
API, which puts noticeable CPU strain on the system. I therefore opted to use the camera in USB3 Vision
compatible mode with only 25 fps which imposes negligible CPU strain
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tween beads and cells. On the other hand, smaller particles exhibit an increased trap stiffness
compared to larger beads when trapped with constant laser power.
We use beads with a diameter of 15 µm in this work. This size was chosen as it is similar

to the size of cells analysed in this work. Therefore, we are maximizing the contact area
between cells and beads whilst keeping within the geometric profile necessitated by the cells
themselves.

10.2.1. General setup

The general fluid setup is illustrated in fig. 10.2. It consists of three six-port two-position
valves. These switches connect the six ports in one of two possible combinations without
actuating the connected liquids during the switch. Two primer setups are used to introduce
beads and cells to the setup. In the teal configuration, the load is injected manually with a
pipette. The injection is performed until the load exits the switch at the port connected to
the waste. This ensures that the loop is completely filled. Then, the orange configuration is
activated and the carrier can push the load towards the microfluidic chip.
The loop can also be used to block flow by clamping it manually, e. g. with a binder clip.

This clamping should only be done in the teal configuration, as this prevents the clamping
induced flow from effecting the microfluidics.
After the microfluidic chip, another switch is used. Here, two ports are blocked. This way,

only one of the chip outlets is connected to the waste, whilst the other is blocked off.
As a carrier solution, we use Dulbecco’s phosphate-buffered salide (DPBS)155 (Gibco DPBS,

Thermo Fisher Scientific, Waltham, Massachusetts, USA) with 1% w/v Pluronic F-108 (BASF,
Ludwigshafen, Germany). The carriers are placed in 15mL falcon tubes. The flow is con-
trolled via applied pressure with aMFCS-EZ flow control system in conjunction with Fluiwell
1C-15 reservoir caps (Fluigent, Le Kremlin-Bicêtre, France; pressure range 0mbar to 345mbar
independently settable for both carrier channels).

10.2.2. Microfluidic chip

In this work, our goal is to produce constructs consisting of a cell wedged between two
beads to perform cell elasticity measurements. Therefore, we require the microfluidic chip
to catch both cells and beads from their respective flows. To be able to reasonably perform
automation of the experiment, we want to always trap exactly two beads and one cell reliably
in the same position both relative to each other and relative to a predetermined position on
the chip. Furthermore, we require a dedicated experimental area that is isolated from the rest
of the chip to limit the impact of accidental fluid flow on the experiment.
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Cell in  

Cell waste 

Cell carrier

Bead in  

Bead waste 

Bead carrier

Waste

Fig. 10.2.: Illustration of the microfluidics setup. One primer setup each for beads (top) and
cells (left) is connected to the microfluidic chip (grey, centre). The outlets of the
chip are connected to a switching setup and then to waste. The three six-port two-
position valves connect the ports in either the teal or the orange connection.
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Additionally, a straight wall of at least 45 µm length should be available in the experimental
area as a support against rotation. As optical tweezers cannot apply torque and therefore
can’t prevent rotation of trapped particles (at least for standard particles and optical tweezers
configurations), by leaning the bead-cell-bead complex against a wall we can prevent the
formation of a kink during indentation / compression experiments.

Here, we are investigating three different basic cell designs: A design with long corridors
and adjacent trapping and experimentation chambers, a simple linear design, and a cross
design with separate, orthogonal flows for beads and cells.

The different chip layouts were designed by Bastien Venzac from the University of Twente.
Chips in PDMS were manufactured by Bastien as well. Chips in COC were manufactured by
Micronit under lead of Elwin Vrouwe.

10.2.2.1. Design 1: Corridors with adjacent trapping chambers

The first microfluidic design is shown in fig. 10.3. Fluid flows from the top to the bottom.
First, beads are introduced in one of the inlets at the top. They are divided into the eight long
channels (corridors).

As shown in fig. 10.4, small chambers are placed at these corridors in regular intervals. At
each chamber, the fluid flow splits into a branch passing through the chamber and a branch
bypassing it along the corridor. The length of the bypass is tuned in such a way that the flow
resistance along the bypass is higher then through the chamber.

A particle that flows along the corridor will therefore prefer the branch going through
the chamber. However, the entry into the chamber along the fluid flow is too small for the
particle. It therefore gets trapped in the entry and thereby blocks the bypass, increasing its
flow resistance above that of the corridor bypass. Subsequent particles will therefore use the
bypass until they encounter the next non-blocked chamber entrance.

Once all chamber entrances are blocked by particles, the flow is briefly reversed. This leads
to the particles entering the previous chamber through the backflow entrance. There, they
are further trapped by ratchet-like structures that prevent them from exiting the chamber in
forward flow.

By performing this loading sequence three times, first with beads, then with cells, and
finally again with beads, the components required for elasticity measurements are all placed
within the chambers ready for use.

Bastien Venzac evaluated different structures for the trapping chambers themselves, as
shown in fig. 10.5.
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10.2.2.2. Design 2: Linear design

To improve trapping efficiency and packing density, a simpler linear design was evaluated.
The design is illustrated in fig. 10.6 and 10.7. It consists of five areas with five by twenty sets
of trapping structures, providing a total of 600 sets per chip.
Each set of trapping structures consists of two traps for beads on one trap for cells. The

individual traps consist of a narrowing, 8 µm long path between two barriers. The traps for
the beads start with a 15 µm wide opening which constricts to a width of 10 µm. For the cell
traps, constrictions down to 3 µm, 5 µm, and 7 µm were evaluated with the opening being
5 µm wider in each case.
Due to the elasticity of the cells, they will pass through the 10 µm constriction of the bead

traps when sufficient pressure / flow is applied. For loading the chip, we now first introduce
cells until all or most of the cell traps are filled. Then, after flushingwith buffer solution, beads
are introduced which will be trapped in their respective trapping structures. Afterwards,
experiments can be carried out in the free space between the trapping structures.
Obviously, backflowmust be avoided at all costs, as this would remove particles from their

traps.

10.2.2.3. Design 3: Cross design with integrated experimental areas

The earlier designs either lacked in trapping efficiency (design 1) or had no separate areas
for stretching experiments (design 2). This third design takes the general approach for high
efficient trapping by placing the traps in the middle of laminar flow carrying the particles to
be trapped. By using a cross design with two orthogonal flow directions, dedicated traps for
beads and cells are possible. As we require two beads per cell, the bead traps are sized to fit
two beads whilst the cell traps only fit a single cell each.
The overview of the design with inlets and outlets is shown in fig. 10.8. A single microflu-

idic chip contains four layouts, each rotated by 90° in such a way that the two inlets and two
outlets are placed at the edge of the chip.
The central structure and the layout of the individual trapping structures are shown in

fig. 10.9. Loading of beads and cells is performed sequentially: First, the cell inlet and outlet
are closed and beads are introduced. The flow of beads should remain active until most or all
trapping structures have two beads trapped. After clearing out any non-trapped beads with
buffer solution, the bead inlet and outlet are closed and the cells can be introduced in turn.
Again, once the cell traps are filled, we flush with buffer solution.
Due to the trap layout, the trapped beads are not affected by the flow of cells. However,

the system is quite sensitive to backflow which must be avoided.
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Fig. 10.3.: Overview of design 1.
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Fig. 10.4.: Detail of design 1.

Fig. 10.5.: Different chambers for design 1
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Fig. 10.6.: Overview of design 2.
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Fig. 10.7.: Detail of design 2.
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1000 µm

Fig. 10.8.: Overview of design 3. Teal circles are inlets / outlets. Grey areas are 20 µm high,
Yellow areas are 5 µm high.
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Fig. 10.9.: Detail view of design 3. The central area consists of 135 identical trapping struc-
tures shown in the inset at the top right. The channels in each trapping structure
are 20 µm wide and 20 µm high with 5 µm high barriers. The barriers separate the
trapping structures into a trap for two beads (left), a trap for a single cell (top) and
an area for stretching experiments (bottom).
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After filling the trapping structures, experiments can be performed. To this end, first a
bead is taken from the trap and moved into the experimental area. This is followed by a cell
and then another bead. As the optical forces that can be applied to cells are rather small,
care must be taken when moving them. In practise, it is typically better to use the cell from
the trapping structure below the one where experiments are performed, as this limits the
distance that the cells have to travel. This limitation still leaves 120 traps for experiments.
When experiments are finished, the assembled bead-cell-bead complexes are kept in the

experimental area. Here, forward flow must be avoided and backflow provides no issues.
This can be used to introduce cell viability indicators like trypan blue after the stretching
experiments have been performed.

10.2.3. Temperature control

For optimal results with cell experiments, temperature should be controlled at 37 ∘C. To pre-
vent convective flow due to temperature gradients, the complete microfluidic system should
be temperature-controlled to the same value. Therefore, the optical tweezers setupwas placed
in a 60 cm × 60 cm × 80 cm PMMAbox (thickness: 6mm) for thermal isolation. Heating is pro-
vided by a 400W silicone heater (thermo Flächenheizungsgesellschaft, Rohrbach, Germany)
with profile heat sinks and two fans. The heater is controlled by a digital on/off temperature
control device (ESM-3710-N; Emko Elektronik, Bursa, Turkey). The Pt100 temperature sensor
for control is placed next to the chip. Target temperature is set to 37 ∘C with the hysteresis
set to 2 K. This means that the heating element is switched on when the temperature drops
below 35 ∘C and is switched off once it reaches 37 ∘C
For testing the system, additional thermocouples are installed. One thermocouple is at-

tached to the microscope objective. A second thermocouple is placed next to the six-port
switches.

10.3. Software

The setup is controlled by a software that I wrote in LabVIEW. The particle detection algo-
rithm used is the same as in the nanopore setup. Due to the ever increasing core count of
modern processors156, the software is designed for easily adjustable parallelisation.
The software runs on a single workstation (Precision Tower 5820, Dell Technologies, Round

Rock, Texas, USA; Intel Xeon W-2155 10 × 3.3GHz, 16GB DDR4-2666 ECC memory, array
of four 3 TB hard drives in RAID-0 mode, nVidia GeForce GTX 1050 for use with CUDA157).
This system is capable of performing real-time edge detection at the full frame rate of 550 fps.

142



10.3. Software

However, the system becomes quite unresponsive when performing this detection with high-
est quality settings.
In this setup, we are interested in radial forces acting on the trapped particles, which can

also become quite large, thus leading to large particle deflections from rest position. This
poses a challenge to edge detection, as obviously the optimum region of interest for a de-
flected particle is shifted as well, as described in section 3.4.2. Here, we use the moving av-
erage of the last 100 detected particle positions to prevent a single wrong detection to move
the region of interest beyond the sensible range.
For live feedback during experimentation, this system is completely sufficient. However, as

this work is explorative we still record the raw video footage of both the detail and overview
camera similar to the nanopore setup. This data is originally stored in an uncompressed
raw format. After experimentation, the video is repacked into files comprising 15 s of either
overview or detail camera footage with each frame compressed lossless as a PNG string. In
the offline analysis batch edge detection process, a two-pass process is used where a first pass
determines the position of the region of interest for the second pass, which in turn is used
as the region of interest for the first pass of the next frame. The result of the first pass is
sanity-checked and the first pass repeated with the user-defined starting region of interest if
necessary.
With the third microfluidic design and using COC chips with known orientation, the sys-

tem is further able to perform cell elasticity measurements automatically. It can detect the
location of trapping structures and evaluate if the required number of cells and beads are
available. It then automatically traps beads and cells and moves them into the experimental
area. It then performs stretching cycles as defined.
This automation is only available for the final COC chip layout as it requires a predefined

orientation of the chip to reliably perform the automated detection of the trapping structure.
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11.1. Cell culture

Cell culture was performed in T25 flasks in an incubator at 37 ∘C with 5% CO2. Culture
medium was exchanged three times per week (Monday / Wednesday / Friday or Tuesday /
Thursday / Saturday depending on batch). Once per week, passaging down to 10% is per-
formed during cell culture medium exchange. The remaining 90% are filled into Eppendorf
tubes for use in experiments that or the next day.
Experiments in this work are carried out on HEK-293 cells. This cell line was derived from

human embryonic kidney cells by transfection with sheared adenovirus type 5 DNA7. The
cell line is characterised as being very easy both to grow in culture as well as to transfect.
For this reason, it is a widespread used cell line8 and serves as a model cell line in this work.
For HEK-293 cells, a cell medium of 500mL DMEM, 50mL FBS, and 5mL Amp/Strep is used.
In addition to HEK-293 cells, we also cultured fibroblasts provided by the Heart and Dia-

betes Center NRW which were sampled from patients both with and without genetic muta-
tions. Cells were provided blinded. Due to the issues encountered in this work, no results
were achieved for the fibroblasts. For culture, we use the cell medium for HEK293 cells with
added 25mL 0.5M HEPES, 5mL NEAA, and 450 µL 𝛽-Mercaptoethanol.

11.2. Manufacture of microfluidic chips

11.2.1. PDMS chips

PDMS chips are manufactured by Bastien Venzac. Silicon wafers are prepared by standard
lithography methods. These are then used as a mold. The liquid PDMS is poured onto the
wafer and cured. Individual chips are cut out and inlets and outlets are added with a hole
puncher. Similarly to the description in section 6.2, the PDMS pieces and glass coverslips are
treated in oxygen plasma for hydrophilisation. They are then combined to form amicrofluidic
chip.
This method follows the established methodology10,11,158,159 and is most suitable for mi-

crofluidic prototypes.
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Fig. 11.1.: Chemical structure of cyclic olefin copolymer (COC)

11.2.2. COC chips

Cyclic olefin copolymer (COC, see fig. 11.1 for the chemical structure of the polymer) chips
are manufactured by Micronit, who have a wide range of experience in the manufacture
and optimisation of COC microfluidics160,161. Structures are created with lithography and
micromilling in a silicon wafer. This is then used to create re-useable silicone rubber stamps.
These stamps are heated and the structures embossed in COC. The chips are sealed with a
100 µm thick COC foil.
Due to the lithographic production process, design-specific preparationmust be performed

which is both time and cost intensive. Therefore, only the final microfluidic design, once
evaluated positively in PDMS, was used for the production of COC chips.

11.3. Bead surface modifications

Cell elasticity experiments can be performed in two regimes: we can either indent cells to
squeeze them, or pull on the cell to stretch them. Whilst squeezing experiments do not put
special demand to the interaction between beads and cells, for stretching experiments those
do exist.
For optimal stretching experiments, we require a rapid and stable binding between beads

and cells. To enable flexibility with regards to the cells analysed, non-specific binding should
be sought. However, care must be taken that the beads do not interact with the microfluidic
chips, which are made of PDMS or COC.
Here, we are using polystyrene beads, which are standard particles for experiments with

optical tweezers45,50,68,162 and have been used in the first part of this thesis as well. We use
uncoated particles as well as both amino and carboxyl coated particles. The amino coated
particles have a functional group density of 0.3 nmolmg−1, which corresponds to a surface
density of 4.7 × 105 µm−2. For the carboxyl coated particles, we get values of 2.5 nmolmg−1

and 3.76 × 106 µm−2. The particle diameter is 15 µm in all cases.
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11.4. Declogging of microfluidic switches

The six-port two-position valves used as switches in our microfluidic setup are prone to clog-
ging, especially in conjunction with the used 15 µm beads. Therefore they should be rinsed
regularly, preferably after each experiment.
For rinsing, the valve head is disassembled and the switch heads are placed in ethanol and

manually rinsed with cotton swabs. After reassembly, we first repeatedly pass ethanol trough
all 6 possible connections in both directions at high pressure (e. g. with a syringe attached to
tubing). This is followed by a rinsing cycle with pure water to prevent ethanol residues.

11.5. Preparation of solutions

As a basic buffer solution, we use PBS with 1% w/v Pluronic F-108 as described in sec-
tion 10.2.1. For the bead solution, wemix 50 µL from the stock solution (2.5%w/v) with 500 µL
basic buffer solution. This results in 141 × 103 particles or a concentration of 1286 µL−1

Cells are prepared by first vortexing the Eppendorf tube for 30 s on level 3 with a Vortex-
Genie 2 (Scientific Industries, Bohemia, New York, USA). We then quickly aspirate and dis-
pense 75 µL at the bottomof the tube five times. The sixth aspiration of 75 µL is then dispensed
into another tubewith 500 µL basic buffer solution and gently stirredwith the pipette tip three
times. It is then again vortexed for 30 s on level 3. Afterwards, it should be used immediately
in the experiment. If there is a delay between preparation and use, the tube should be stored
in a water bath at 37 ∘C and vortexed again for 30 s on power level 3 immediately before use.

11.6. Installation and preparation of microfluidic chip

First, the falcon tubes for the carrier solution are filled with our basic buffer solution and
capped with the Fluiwell 1C-15 reservoir caps. Whilst the falcon tube for the beads’ carrier
solution should be filled completely, the tube for the cells’ carrier solution should leave a few
mL space for initial filling. Three falcon tubes for the waste lines are taped to the side of the
microscope, one each for bead waste, cell waste and waste from the chip (see fig. 10.2).
The chip is visually inspected for any damage and placed in the chip holder with the Mi-

cronit logo in the top-right corner and the reservoir openings on the upper side. The tubing
is connected according to fig. 11.2, taking care to add the ferrules to prevent leakages.
Taking care that both input switches as well as the output switch are set to the orange

position (according to fig. 10.2), a pressure of 1000mbar is applied to the bead inlet. This
quickly fills the chips as well as the bead outlet line and, via backwards filling, the cell inlet
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Cells inlet

Beads inlet

Cells
outlet

Beads
outlet

Fig. 11.2.: Schematic of the chip layout showing the Micronit logo, Elasto-Tweezers label and
inlets / outlets. Only the four orange inlets / outlets are used.

line. During filling, both inlets should be switched to the teal position for a few seconds
intermittently to ensure that no air pockets are trapped there. As soon as the level in the
waste reservoir rises, the outlet switch should be set to the teal position. Once it rises again
along with the level in the falcon tube for the cells’ carrier solution, the pressure is switched
off.

For introducing beads into the chip, first the outlet switch is set to the orange position. The
cell valve is switched to the teal position. Then, the cell loop is clamped shut and the cell valve
switched to the orange position. Then, the bead valve is switched to the teal position. The
bead solution is pipetted into the bead inlet at the valve until the bead loop is completely filled
and the solution reaches the tubing towards the bead waste. Typically, 100 µL of solution are
sufficient for this. Then, the bead valve is switched to the orange position and pressure is
applied. For beads, the maximum pressure of 1000mbar is used.

For introducing cells, the same process is used. First, the outlet switch is set to the teal po-
sition. The bead loop is clamped shut and the cells are introduced into the cell loop analogue
to the instructions above. The applied pressure should be limited to 300mbar for fibroblasts.
For HEK293 cells, 1000mbar can be used without damaging the cells.
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11.7. Cell viability verification

After experiments, the viability of the tested cells should be verified. Here, I am using trypan
blue (0.4% solution in PBS; GE Healthcare, Chicago, Illinois, USA) to perform the standard
dye exclusion test163. The trypan blue solution is introduced into the microfluidic chip in a
way to prevent the tested cells from moving. For the third design, this means introducing
the solution from the cell outlet port.
After incubation for 3min, the cells are checked for dye stains. Unstained cells have an

intact cell membrane and can be considered viable. Stained cells no longer have an intact
cell membrane and are therefore considered non-viable. Care must be taken to limit the
incubation time to below 5min as trypan blue itself is cytotoxic and longer incubation will
therefore lead to cell death and false results.
Even though the cell viability is only accessed indirectly by determining the intactness of

the cell membrane, it is nevertheless an important tool for result selection. Only the results
of cells determined to be viable after experimentation should be used for statistical purposes
afterwards.
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12.1. Temperature control

As discussed earlier, we wish to perform experiments at 37 ∘C and need to avoid convective
flows due to temperature gradients. This posed a greater problem then originally anticipated,
as I show below.
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Fig. 12.1.: Temperature behaviour in temperature isolation box. T1: Thermometer / hygro-
meter on the bottom of the box. T2: Thermocouple two thirds towards to top of
the box. Heating element is switched off at 14:35 (dashed line)

As we can see in fig. 12.1, the heating power is sufficient to heat up the box to 37 ∘C in
1.75 h. However, we can also see that there is a noticeable temperature gradient between the
thermometer at the bottom of the box (T1) and a thermocouple that is attached two-thirds of
the way up on a side panel of the box.
We further notice that with the temperature controller set to 37 ∘C, temperatures mea-
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sured at the valves fluctuate by ±5 K. In this range, the density of water fluctuates by 1.7‰
to 1.9‰164. Assuming the reasonable tubing length of 0.5m between reservoirs and chip,
this results in a liquid movement of up to 1mm both in forward and backflow. For stable
microfluidic trapping, this is of course completely unacceptable.

In fact, even a temperature gradient of just 0.1 K along 0.5m of tubing results in a fluid
shift of 10 µm. Therefore, a simple temperature control is not possible for this setup.

There are two possible solutions to this issue: First, we could significantly reduce tubing
length by integrating all valves and switches into the microfluidic chip. For an end product,
this is the preferred solution as it not only mitigates temperature gradient issues, but also
reduces the amount of liquids, cells, and beads required for experiments. Due to the proto-
typical nature of this experiment and difficulties in production of microfluidic chips by our
partner Micronit, this solution was not possible here.

Therefore, I chose the second solution, which is to forgo temperature control in this way
and instead only raise the temperature in the laboratory as far as possible with heating and
window insulation. This allowed for approx. 25 ∘C fluid temperature.

12.2. Polarisation

A constant polarisation is a prerequisite for constant trapping power and therefore constant
force conversion factors. To verify that this is fulfilled with the non-polarising fibre laser
module with the tightly wound to induce a polarisation, I moved both traps to the same
position and trapped one 4.37 µm bead, regularly switching which trap is active. From the
resulting data, Allan variance was calculated and automatically fitted to each 1 s block of data.

The resulting time-dependency of the trap stiffness is shown in fig. 12.2. Quite obviously,
the trap stiffness is neither identical for the two traps, nor is it constant. Here, the secondary,
moveable trap is stronger than the primary trap. A similar evaluation four days prior, after
keeping the laser on continuously for six hours, is shown in fig. 12.3. Here, trap stiffness is
relatively stable over 12min.

However, both measurements were performed with the system tuned to equal trap stiff-
ness. As waiting multiple hours for the laser to warm up for a relatively stable polarisation
and making sure that the laser power is split 50:50 before each measurement is not feasible,
we replaced the laser module with a polarising fibre laser module.
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start of this measurement.
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12.3. Bead surface modifications

12.3.1. Carboxylated beads

In the early stages of the project, I investigated the adhesion between beads in cells in a single
beam optical tweezers setup that is usually employed for the investigation of the stretching
behaviour of DNA. Here, we partially aspirated a cell with a glass micropipette for immobil-
isation. A carboxylated 15 µm bead is optically trapped.
For force detection, we record the low-framerate video (25 fps) to an AVI file for later a-

nalysis. Using the backscattered light based force detection integrated in the setup does not
yield meaningful results due to the immediate vicinity of the cell.
The cell and bead were brought in contact with varying forces for approx. 10 s. Afterwards,

we pull on the bead until we see a rupture of the adhesion. The resulting data is shown in
fig. 12.4.
From the results, we can observe two conclusions. First, when applying a certain force to

a cell-bead complex with carboxylated beads for 10 s, the complex will typically withstand
an equal pulling force before rupture.
Second, even after rupture of the primary binding between cell and bead, we still observe

a slight and constant pulling force acting on the bead in the range of 10 pN to 30 pN. This
force cannot be observed after the first, very slight coupling with only 14 pN applied force,
but only after the second, much stronger coupling with up to 153 pN force. This behaviour
can be explained by the formation of cell tethers165–167.
Since the surface of the carboxylated beads is charged, beads adhering to the walls of the

microfluidic structures as well as beads clogging tubing and valves were a major issue. This
could be alleviated partially, but not completely, by using 1% w/v F108.

12.3.2. Amino coated beads

In addition to carboxylated beads, I also investigated amino coated particles. Results both
with regards to adhesion to cells as well as adhesion to microfluidic structures were compa-
rable to carboxylated beads.

12.3.3. Uncoated beads

In contrast to carboxylated beads and amino coated beads, unmodified polystyrene beads did
not exhibit immediate adhesion to cells upon contact. However, applying approx. 40 pN force
for five minutes reliably leads to a cell-bead adhesion that is stable to up to 150 pN.
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Fig. 12.5.: Example of clogging near the inlet (to the left) of a PDMS chip with design 1

As expected, the adhesion to tubing, valves and the wall of microfluidic channels is also
greatly reduced compared to coated particles. By using 1% F-108 in the carrier solution, this
adhesion could be suppressed completely. Conversely, reducing the F-108 concentration to
0.5% reintroduces adhesion issues.
As this work focusses mostly on the evaluation of microfluidic layouts and experimental

protocols, I found uncoated beads to be a suitable tool which is used for most of the work.
The great reduction of beads adhering to microfluidic components is well worth the reduced
adhesiveness to cells. Indentation experiments can still be performed without adhesion and
for stretching experiments, the five minute adhesion period provides a possibility for exper-
iments, albeit at a lower rate.

12.4. Microfluidic design performance

12.4.1. Design 1: Corridors with adjacent trapping chambers

There are three main challenges with the first microfluidic design. First, due to the overall
length of the fluid channels in the chip, it exhibits a high fluid resistance. It therefore requires
relatively high forces to yield even moderate flow velocities. Additionally, the higher length
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of narrow channels provides ample opportunities for clogging.
Clogging however is not a major issue in the long channels. The major clogging issues

are instead found directly at the inlets and outlets. As the chips with this design are made
out of PDMS, a 0.8mm hole puncher is used to create the inlets. PEEK tubing is inserted in
these holes to provide microfluidic access. Both partial channel collapsing due to integrity
loss by hole punching as well as difficulties in height adjustment of the PEEK tubing intro-
duced a large clogging potential near the inlet areas, further restricting the flow towards the
microfluidic trapping structures. An example of complete clogging near the inlet is shown
in fig. 12.5.
Finally, whilst trapping of beads and cells in the channel entrances during the forward

flow was successful in the vast majority of cases, the transfer to the chambers by backflow
was not. Here, approximately half of the trapped particles did not enter the chamber and
instead bypassed it’s entrance. Whilst originally, a backflow-preventing gate was intended
to be placed between the forward and backflow entrances of each chamber, this could not be
implemented in a simple few-layer PDMS chip.
The further exacerbate the issue, trapping in the different ratchet structures within the

chamber also provided only mildly successful results. Combined with the aforementioned
issues, the overall trapping efficiency was too low to allow for meaningful experimentation.

12.4.2. Design 2: Linear design

In contrast to the first design, the second design limits the amount of narrow channels and
provides a much higher density of trapping structures. In fact, the overall trapping perfor-
mance was acceptable for further experimentation. Whilst the aspect ratio, i. e. the ratio
between width and height of channels, was challenging in the narrow openings of the trap-
ping structure, this could easily be solved by using a two-layer design and not only limiting
the width but also the height at the trapping structure.
However, the lack of separate areas for stretching measurements introduced a few issues.

Primarily, when building the bead-cell-bead constructs, we first trap the first bead and the
cell and attach them. Then, we grab this construct only at the bead and try to attach the
second bead. However, the bead-cell construct can rotate freely around the bead, as optical
tweezers in standard setups cannot apply torque168. Here, we can use walls in the chip layout
to limit rotation. As we don’t have narrow channels, this only limits the rotation partially,
typically to 180° instead of 360°.
Furthermore, as experiments need to be carried out in the bulk areas, they are not shielded.

Residual fluid flows and stray particles can disturb experiments and data gathered therein.
Finally, as we still use the same flow paths for both beads and cells, there still is the pos-
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(a) Swelling of COC structures (b) Incorrect alignment

Fig. 12.6.: Different artefacts encountered in COC chips. Both types of artefacts result in
smaller trapping structures and experimental channels. The size of a 15 µm particle
is shown at the bottom right for scale. The artefacts restricted the structures too
much for experimentation, as channel width was around 15 µm

sibility of accidental complex formation by residual beads and cells. As these complexes can
become arbitrarily large, care must be taken to thoroughly flush all channels between the
cells and beads to prevent the formation of complexes large enough to clog the flow.

12.4.3. Design 3: Cross design with integrated experimental areas

The third design combines the advantages of the first two designs. The trapping structures
are concentrated in a bulk area and reuse the principle design of the second chip layout. To
further improve trapping efficiency, they are staggered. To prevent the premature formation
of complexes, cells and beads take different flow paths which only cross in the limited bulk
area.
On the other hand, each trapping structure comes with a dedicated experimental area

which is only 20 µm wide. This enables the easy formation of complexes with regards to
rotation issues whilst still allowing experiments in free-flow, i. e. not attached to any walls.
The experimental area is also shielded from bulk flow.
As this last design is the most promising, it was used not only for the creation of PDMS

chips but also for COC chips. As the COC manufacturing process at Micronit is not yet
matured, yield was as low as 25%. I received chips in two batches: A first batch of 16 chips,
only 4 of which had a completely intact seal between the bulk structure and the COC foil. The
second batch of 15 chips was completely sealed, however they all either exhibited artefacts
as shown in fig. 12.6 or had a height of only 15 µm instead of 20 µm. Both issues made all
chips of the second batch unsuitable for experimentation.
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12.5. Cell elasticity measurements

Due to the issues encountered with the microfluidic performance, unfortunately no measure-
ments of a statistically significant number of cells could be performed. However, I didmanage
to perform elasticity measurements on HEK-293 cells on six occasions, which are presented
in this section.

12.5.1. Cluster of HEK-293 cells and PDMS residue

I obtained first results with a cluster of HEK-293 cells and some PDMS residue in a PDMS
chip with the first design. Here, amino coated beads are used, as well as H2O + F108 as the
liquid solution instead of the later used PBS. Cells were injected together with unmodified
cell culture medium.

(a) Complex at rest (b) Complex stretched

Fig. 12.7.: Cluster of HEK-293 cells with some PDMS residue (large structure near the top
bead) relaxed and stretched.

160



12.5. Cell elasticity measurements

To test the behaviour at different loading rates, the cluster was repeatedly stretched with
velocities increasing in 20 µm s−1 steps from 20 µm s−1 to 120 µm s−1. Within each velocity,
the force-distance behaviour was comparable.

The resulting behaviour for the different velocities is shown in fig. 12.8. Notably, for slow
loading rates (20 µm s−1) we see mostly elastic behaviour with negligible hysteresis. For
higher loading rates (60 µm s−1 and higher) however we do see a noticeable hysteresis be-
tween the pulling and retraction. This is a clear indicator of the viscous properties which
only emerge at higher loading rates.

For 120 µm s−1, the highest applied velocity, we can determine the spring constant of elastic
behaviour of the complex as (47 ± 3) pNµm−1. Path integration yields awork of approx. 2.3 aJ
that is being performed on the complex per cycle.

12.5.2. Single HEK-293 cell with one static bead

The next results were obtained for a single HEK-293 cell attached to two beads at oppo-
site sides. This corresponds to the desired configuration. The beads are plain, uncoated
polystyrene particles and the experiment was performed in a PDMS chip with the third de-
sign. However, only one of the beads is trapped optically. The other bead is trapped mechan-
ically. This is illustrated in fig. 12.9.

Here, we use the optically trapped bead to periodically indent the cell with velocities rang-
ing from 10 µm s−1 to 500 µm s−1. On pulling back, the cell is also stretched slightly. The
resulting stress and strain curves for both extremes are shown in fig. 12.10. Here, we are also
fitting the Zener-Kelvin model to our data for the first time.

Overall, we get a very good fit of the data. Notably, for the large loading rate the relaxation
behaviour at the large (indentation) strain of −0.72 is not fitted well whereas the relaxation at
the (stretching) strain of 0.28 is fitted very good. This is probably a limitation of the rheolog-
ical model which cannot consider the inhomogenity of the cell, which in this case of extreme
stretching is becoming evident.

Notably for analysis, the size of the cell was shrinking between the first indentations with
10 µm s−1 and the last indentations with 500 µm s−1 ten minutes later. In the beginning, cell
size was determined to be (10.8 ± 0.1) µm, whereas at the end it was (9.8 ± 0.1) µm. This cell
size is the length of the cell along the line between the centres of the two beads.

Fitting parameters at the beginning were 𝐸1 = 16 Pa, 𝜂 = 30 Pa s, and 𝐸2 = 1.9 Pa. In
the end, the parameters were 𝐸1 = 24 Pa, 𝜂 = 14 Pa s, and 𝐸2 = 2.4 Pa. Uncertainty for all
parameters can only be estimated at 10%, as manual tuning of the fitting parameters and only
selective, iterative fitting was successful.
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Fig. 12.8.: Force-distance graphs of the complex behaviour at different loading velocities. For
each velocity, 8 runs are shown in different colours.
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(a) Complex at rest (b) Complex compressed

Fig. 12.9.: Bead-cell-bead complex with a single HEK-293 cell. Only the bottom bead is
trapped optically. The top bead is mechanically trapped, adhering to the PDMS

In terms of general, model-independent rheological parameters, we can convert these fig-
ures to 𝑞0 = 1.7 Pa, 𝑞1 = 3.2 Pa s, and 𝑝1 = 1.7 s for the beginning with 10 µm s−1 and
𝑞0 = 2.2 Pa, 𝑞1 = 1.3 Pa s, and 𝑝1 = 0.5 s for the end with 500 µm s−1.
The change in cell size during the experiments as well as the significant changes especially

of the viscous element (and therefore 𝑝1 and 𝑞1) indicate a structural response of the cell to
the external stress.

12.5.3. Single HEK-293 cell with two optically trapped beads

Finally, I was also able to perform experiments on a single HEK-293 cell between two optically
trapped, plain polystyrene beads. This experiment was also performed in a PDMS chip with
the third design.
In the experiment, no adhering between the second bead and the cell was achieved. There-

fore, in the results shown in fig. 12.12 the strain as well as the fit models for strain were
capped to negative values only.
Whilst at first glance the elastic model might seem sufficient, it cannot explain the non-

linear stress response to increased strain as shown by the bad match to the stress data in the
first three, shallower indentations. In contrast, the viscoelastic Zener-Kelvin model is able to
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(a) Indentation at 10 µm s−1 which corresponds to a loading rate of 224 pN s−1
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Fig. 12.10.: Stress-strain curves of a single HEK-293 cell with one static bead
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Fig. 12.11.: Bead-cell-bead complex with a single HEK-293 cell. Both beads are optically
trapped during experiments
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Fig. 12.12.: Stress-strain graph with indentation velocity 100 µm s−1. Both a fit of the Zener-
Kelvin model as well as a purely elastic fit are shown.
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Fig. 12.13.: Bead-cell-bead complex with a single, very stiff HEK-293 cell. Both beads are op-
tically trapped during experiments. The patterns in the background are artefacts
from the chip production process which do not affect the experiment.

describe this behaviour.

For the purely elastic model, the fit provides a Young’s modulus of 𝐸 = (4.35 ± 0.02) Pa. For
the Zener-Kelvinmodel, we get 𝐸1 = (5.6 ± 50 600 000.0) × 10−6 Pa (sic), 𝐸2 = (4.20 ± 0.02) Pa,
and 𝜂 = (21 ± 254) kPa s. The relative agreement between the pure Young’s modulus and the
purely elastic component 𝐸2 serves as an additional indicator of sensible results. We can
also notice the extremely high errors of the viscous component. This is both due to the
complicated fitting of the numerical solution of a differential equation as well as due to the
lack of velocity variance in the data.

12.5.4. Very stiff single HEK-293 cell

Fig. 12.13 shows a bead-cell-bead complex with a HEK-293 cell between two plain, uncoated
15 µm beads. The experiment was performed in a PDMS chip with the third design. Both
beads are optically trapped.

The resulting stress-strain graph is shown in fig. 12.14. Immediately we can note that the
strain is only very minimal in the range −0.04 to 0.02 and rather noisy. To calculate the
strain, we take the distance between the two optical traps, subtract one bead diameter and
correct for the acting forces with the spring constant of the optical tweezers system. In this
measurement, the spring constant was 39.9 pN µm−1. As both beads are optically trapped,
the effective spring constant of the system is only half that value.
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Fig. 12.14.: Stress-strain graph with indentation velocity of 10 µm s−1. The fitted model can-
not adequately explain the measured data

The spring constant of the optical tweezers system acts in series to the viscoelastic model
of the cell. If the cell is stiffer than the optical tweezers, the tweezers dominate the system.
Correcting for the optical tweezers stiffness then only provides minute strains. As the ab-
solute noise and absolute drift of the optical tweezers system is constant, this will lead to a
large relative noise and drift of the resulting, corrected strain.

Here, we see that the two indentations result in approximately the same stress but in two
very different strains. In fact, the strain of the second indentation is only half of the strain of
the first indentation. This of course is a result of drift and noise, rather then a real measure-
ment result. Consequently, the fit cannot and does not adequately describe the results.

In such a situation the only recourse is to increase the stiffness of the optical tweezers
system. This can be done by increasing the laser power, increasing the optical density of the
trapped beads, and by decreasing the size of the beads. Only the latter method is practicable
with the currently available setup. It should be noted that the increased stiffness of the system
with a smaller bead still results in the same maximum trapping power, as the maximum
deflection is of course also reduced.
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12.6. Cell viability verification

Unfortunately, cell viability verification could not be performed for the cells experimented
upon herein. When introducing the trypan blue solution, either the modification of the mi-
crofluidic connections itself already introduced sufficient backflow to remove the cells from
their locations during experiment, or small air bubbles were introduced accidentally, leading
to the same results.
Tests with trypan blue showed that even though we only use black and white cameras

in the system, we can nevertheless reliably determine if a cell has been stained or not. As
an example, fig. 12.15 shows some cells after incubation with trypan blue. Whilst the blue
staining of the background is only visible in direct comparison of the image to one before the
introduction of trypan blue, the stained cells are clearly visible and noticeably darker then
their unstained counterparts.
Therefore, we are able to reliably identify cells without intact membrane with the trypan

blue dye exclusion test in our setup.

Fig. 12.15.: Image taken with the black and white overview camera of a cluster of cells after
incubation with trypan blue. Only the cell in the centre of the cluster as well as
the small cluster to the far right are dyed blue.
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In this work, I have shown that the determination of viscoelastic model parameters for the
description of cell elasticity behaviour is possible with a dual-beam optical tweezers setup. I
have created the software required to control the setup and run stretching experiments both
manually and automatically. Further, I have developed an offline analysis program for video-
based force detection with higher precision than possible in real-time. I also developed an
analysis tool to convert the resulting force data into stress and strain curves for viscoelastic
analysis.

Unfortunately, I was not able to perform experiments on a significant amount of cells or
on different cell types. Both issues with the microfluidic design and the fabrication of mi-
crofluidic chips limited the amount of experiments possible. Therefore, further work is still
required.

Regarding the issues with microfluidic, the third design is a promising basis. Currently,
the system still requires external pumps, switches and reservoirs which introduce a multi-
tude of possible error sources. For further revisions, I strongly recommend to incorporate as
many features as possible into the microfluidic chip to limit external influences. With this
miniaturisation, the amount of cells and beads required can also be reduced. Furthermore,
this should enable thermostatic control. This is currently not viable due to the long tubing
and resulting sensitivity to even minute changes in temperature and therefore fluid density.

Regarding the fabrication of microfluidic chips, a major improvement in yield must be
accomplished. Completely cleaning and reusing a chip is neither sensible nor desirable as
residues could always remain. Therefore, each experiment requires at least one new chip.
As COC is still a rather new material, perhaps alternative materials such as glass should be
considered.

A general issue with measuring the elasticity of objects is of course the stiffness of the
sensor. Ideally, the stiffness is multiple orders of magnitude higher than the measured object.
This way, it can be assumed to be infinitely stiff, greatly simplifying the computational ana-
lysis. In this setup, this is not the case. Instead, we have seen that the stiffness of the cells is
in the same order of magnitude or sometimes even higher than that of the optical tweezers.
Therefore, the use of smaller and optically denser particles should be considered. Whilst the
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refractive index of polystyrene is already high with 1.58, some mineral glasses are available
with even higher optical density. In addition, the use of a significantly more powerful laser
should be evaluated. Depending on the laser power and its effects on cell viability, it might
be sensible to keep the current particle size of 15 µm to prevent the cell from coming into
contact with the full-powered laser beam.
Overall, the cell elasticity investigation with dual-beam optical tweezers shows great po-

tential despite its complications. For the analysis of adherent cells, AFM force spectroscopy
already provides an ideal tool, especially if used with oscillatory analysis98,99. However, for
the analysis of non-adherent cells no other tool provides the combination of time-resolution,
time-scale, quality of force measurement and overall versatility than the Elasto-Tweezers
setup presented here.
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14. Summary and Outlook

In this thesis, I have demonstrated two optical tweezers setups with high speed video-based
force detection. Though similar at first glance, the two setup each serve a specialised exper-
imental niche.

In the field of nanopores experiments, I have introduced new protocols for the reliable
preparation of nanopores in free-standing monolayer molybdenum disulphide membranes.
With this method, small solid-state nanopores in atomically thin membranes are readily
available. I demonstrated that both electrochemical breakdown and transmission electron
microscopy are useful for specific size ranges of nanopores. The optical tweezers setup pro-
vides low-noise, high-speed detection of axial forces and is tuned for axial trap strength. I
established the capabilities of this setup by time resolving the threading of multiple DNA
strands into a nanopore in monolayer molybdenum disulphide. Furthermore, the high-speed
force detection enables the monitoring of forces acting on DNA in a nanopore with applied
AC voltage at various frequencies. As I demonstrated, the peculiar force behaviour during
such experiments warrants further investigation.

A prerequisite for further successful research with DNA and nanopores is the establish-
ment of truly reliable procedures for the preparation of DNA in our lab. Unfortunately, all
data points towards insufficient quality of DNA as the root cause for the problems experi-
enced in this and other work. Here, I have established a toolbox for experiments ranging from
the force behaviour with applied AC transmembrane voltage to the viability of controlled
DNA translocation through atomically thin solid-state nanopores for DNA sequencing.

On the other end of the size spectrum, experiments on single cells are also viable with a
dedicated optical tweezers setup. In the Elasto-Tweezers setup, the dual-beam optical tweez-
ers allows for controlledmanipulation, indentation and stretching of single cells and cell com-
plexes. Here, the high-speed video-based force analysis allows close interaction of trapped
beads with neighbouring cells without disturbing the force signal. In this work, I demon-
strate the potential of microfluidic design to provide and prepare an environment allowing
fully automated cell elasticity experiments. I also show first experiments on cell elasticity,
whilst exposing some limitations of both the microfluidic designs as well as the optical tweez-
ers. I am confident that the limitation imposed by the microfluidic design and fabrication can
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be overcome with further research. The limitations posed by the optical tweezers are of a
more fundamental nature, as we are inherently limited by the relative softness of the optical
trap compared to the elasticity of cells. Nevertheless, for non-adherent cells Elasto-Tweezers
provides a combination of features rivalling other methods.
Further research must concentrate on improving the microfluidic design and fabrication

first. The integration of microfluidic valves and reservoirs into the microfluidic chip as well as
switching to alternate chip materials such as the well-established glass should be evaluated.
Once these limitations have been cleared, statistically significant numbers of model cells as
well as healthy and diseased cells can and should be tested with this system to evaluate its
performance.
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A. User manual for the nanopore setup

A.1. Safety information

Danger: This setup contains a class 4 laser according to DIN EN 60825-
1:2001-11 with 𝑃0 = 2100mW at 𝜆 = 1060 nm. The setup contains no
safety interlock. Before opening the front hatch, always make sure that
the shutter is closed.

A.2. System overview

A.2.1. Hardware overview

• Axopatch: Axon Instruments, Axopatch 200B
Patch clamp amplifier for applying transmembrane voltage and measuring transmem-
brane current

• function generator: Stanfort Research Systems, DS345
Function generator controlled by the measurement software (via GPIB), providing the
voltage signal for the Axopatch

• piezo controller: Physik Instrumente, E-727
Controller of the xyz stage. Controlled by the measurement software via USB

• laser: Fibotec Fiberoptics, Faserlasermodul 1060 nm 2W Yb-1x33 V1.0
Fibre laser module. Power controlled by an applied voltage 0V to 10V

• detail camera: Andor, Zyla 4.2 USB
Water cooled measurement camera with 10× post-magnification optics

• LED light: Schott, KL-2000 LED
Fibre optics illumination, 1000 lm output at fibre

• overview camera: ScopeTek, DCM130E
Overview camera placed in ocular holder of microscope
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Fig. A.1.: Photo of the experimental setup

A.2.2. Software overview

Before going into detail regarding the individual software components, it is important to note
how the software saves measurement data.
Raw video data is stored during measurement in uncompressed raw form, that is into

binary files (each for 15 s of data) containing the raw data received by the camera. This data
contains the individual frames as well as, for each frame, metadata. This data is stored on
a RAID-0 (a volume of multiple hard disks striped together for increased performance and
capacity, which looses all data if even a single drive fails). After each experiment, typically
during the night this data should be packed and pushed into backup. In packed format, the
images are stored in binary files consisting of TIFF files with ZIP compression. Additionally,
for each binary file a plain text index file is created. It contains for each frame the timestamp
as well as starting position and length (in bytes) within the binary file. Both files must be kept
together, as it is very difficult to extract the individual images from the binary files without
the index (and impossible to extract the timestamps).
All other data (piezo positions, currents, voltages, etc.) is stored in a binary format con-

taining for each datapoint the timestamp and the value.
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frames

piezo data

current data

frames

piezo data

current data

Fig. A.2.: Illustration of the data interpolation process. Top: Video frames, piezo data, and
current data all have data points (black circles) at different times. Bottom: If we
are primarily interested in data from the video frames, we interpolate the piezo and
current data (red circles) at those times where video frames are available.

For analysis, we need to perform the edge detection for each frame, calibrate and zero the
resulting bead positions to get displacements / forces and finally align that data with the other
data. Since all data has its own timebase (a frame is recorded at a different timestamp than
a piezo position), we align by selecting the primary data (typically this would be the force)
and then linearly interpolate all remaining data for each timestamp at which primary data is
available. This principle is illustrated in fig. A.2 for better understanding.

It should be noted that this interpolation does introduce artefacts into the resulting data.
Most notably, noise in the current signal increases: We only interpolate the data, even if the
data set has a higher rate then the interpolation base. No averaging is performed. In the case
that e. g. both force and current signal are important and should be plotted or analysed, I
recommend that the current signal is taken as a separate interpolation base.

The software used for measurement is Andor.vi and Tweezer2.vi, running on tweezer4

and pcd1sk, respectively. Andor.vi controls the camera, performs limited real-time edge
detection and saves the raw camera feed to the hard disk array. It is usually only started and
then runs by itself. Tweezer2.vi contains the main user interface and controls all hardware
apart from the Andor Zyla camera, saving it as well.

After the experiments pack.vi is used on both computers. It is simply started and performs
its work without any user interaction, only displaying a progress bar and an estimation of
the remaining time. It takes the raw video data, packs it and saves it both to backup storage
and to local storage, deleting the raw video data on successful conversion.

For analysis of the data and export into a user-readable format, offline.vi is used. This
VI also performs batch edge detection on the packed video data.
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A.3. Performing experiments

A.3.1. Turning the system on

To turn the system on (the following order is suggested but not necessary):

• turn on PC tweezer4

• turn on PC pcd1sk

• turn on function generator

• turn on Axopatch, making sure that no electrodes are connected

• close shutter, then turn on laser (switch at power outlet left of tweezer4). Danger:
Depending on the state of the voltage output AO1, it is possible that this enables the
laser with maximum power. Always take appropriate safety measures to prevent direct
and indirect exposure to the laser beam.

• turn on detail camera

• activate water cooling (target flow rate: 1 lmin−1)

• turn on piezo controller

• add immersion water to objective

• place sample chamber

• on pcd1sk connect via remote desktop to tweezer4, placing the remote desktop win-
dow in full-screen mode on the lower (centre) screen

• on both PCs load Tweezer2.lvproj

• on pcd1sk open Tweezer2.vi and place it maximised onto the left screen

• on tweezer4 open Andor.vi

• start both VIs within a few seconds of each other (order does not matter)
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Fig. A.3.: Screenshot of andor.vi
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Fig. A.4.: Screenshot of tweezer2.vi with Scripting tab

A.3.2. Controlling andor.vi

The user interface of andor.vi is shown in fig. A.3. Apart from starting the VI, no user
input is required during experiments. However, the two boldly marked indicators Camera
Restarts and Current Lag [s] should be watched regularly.

Due to issues with the driver for the detail camera it sometimes times out. The software
detects such timeouts and restarts the camera, incrementing the Camera Restarts indicator.
During such a restart, typically between one and two seconds of data is irrevocably lost.

If the software is not able to process the data in a timely fashion, the Current Lag [s]

indicator increases. It shows the time difference between the acquisition of an individual
frame and the finished processing of it. If this lag reaches a value in the range of 1.5 s, the
camera restarts as described above.

Sometimes, the restarts due to lag appear quite often, i. e. multiple times per minute. In
such a case it is advisable to stop the software, turn off the detail camera, restart tweezer4
and turn the detail camera on again after roughly a minute. This normally solves the issues.
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A.3.3. Controlling tweezer2.vi

tweezer2.vi presents the main user interface for experiments. It should be placed on the
left screen and will show the overview video in full-screen mode on the right screen when
it runs. At the top left, two graphs show user-selected data for a user-selected time (default:
10 s). In the top right, the detail image is shown with a user-selected overlay showing the
results of the edge detection. Below and left of this image, the piezo position in X, Y and Z
can be modified. The piezo movement speed and the corresponding Stokes’ drag force can
also be selected below the image.
Below that, a measurement comment can be entered. It is saved upon exiting the text input

field or pressing return with the current timestamp. This way, specific moments during the
experiment can be easily annotated. It can of course also be used to identify the experiment
or experimental parameters for later use.
Below the measurement comment, a cluster of arrows is visible. The arrows in the cross

formation move the piezo in the indicated direction in X and Y, whilst the six arrows to the
left of it move the piezo in Z. The distance moved by each button can be selected by the user;
the default value is 0.01 µm for the innermost buttons, 0.1 µm for the middle buttons and 1 µm
for the outermost buttons.
Also below the measurement comment, the laser power can be set. It should be noted that

the power is not reduced back to zero if the program stops – this only happens when pcd1sk

is turned off or restarted, or when it is explicitly set back to zero.
The most important setting is the red recording button Record data left of the measure-

ment comment. Raw video data is only saved to disk when this button is activated (bright
red). It is therefore of utmost importance that this button is activated during the experiment as

soon as relevant experimental phases are occurring.

Below the recording button, the averaging time for current measurements can be adjusted.
Current and voltage data is acquired with a rate of 100 000 S s−1. This raw data is saved in
one file. Additionally, blocks of averaging time (default: 2ms) length are averaged into a
single data point that is saved as U-avg and I-avg channels and displayed in the software.
Further below, the calculated autofocus distance is displayed. This is explained in detail

in section A.3.3.8. There is also a display showing the remaining data capacity on pcd1sk as
well as the current data rate and remaining time until the disk is full.
Finally, a stop button should be used to stop the program (instead of aborting execution

in LabView or quitting LabView altogether) to ensure that all hardware communication is
ended gracefully and all data in RAM is saved to disk.
In the bottom left, different tabs can be selected for specific settings and operations. These

will be discussed in detail below.
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Fig. A.5.: Screenshot of the Scripting tab

A.3.3.1. Scripting

The Scripting tab allows scripting of some of the program features for repetitive or semi-
automatable tasks. The large script array contains the script can be modified directly. How-
ever, most of the time a script is edited externally with a text editor and then loaded into the
software.
The scripting language is based on BASIC. It is line oriented and runs as fast as possible,

stopping execution once the current line number exceeds the number of rows in the script
array. Script files are expected to be plain text files with tab separation. The first column de-
notes the line number. It must be a strictly increasing number between 0 and 2 147 483 647,
inclusive. Gaps in numbering are allowed and in fact encouraged to facilitate later introduc-
tion of code passages without having to change all following line numbers. Common practise
is to use increments of 10 or 100 in coding, i. e. lines are numbered 10, 20, 30, … or 100, 200,
300, …
The second column contains the code instruction. Case is ignored, although all caps is

encouraged. The following columns contain the arguments to the code instruction, if any.
Valid code instruction are (in general notation CMD ARG1 ARG2 ARG3 ARG4):

• NOOP: no operation

• GOTO int: goes to line ARG1

• SLEEP val: sleeps for ARG1 milliseconds

• SET var val: sets the value of ARG1 to ARG2

• ADD var val: sets the value of ARG1 to (ARG1 + ARG2)
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• IFGOTO var cmp val int: if the comparison ARG2 of ARG1 with ARG3 is true, then go
to line ARG4 (else continue with the next line)

Where

• int is a positive integer between 0 and 2 147 483 647, inclusive, consisting solely of the
digits 0-9. If another character is found, reading stops. If no digit is found, 0 is used.

• var is a valid variable name. Valid variable names are X, Y, Z, V, U, FMAX, BR, VAR0, VAR1,
VAR2, VAR3, VAR4, VAR5. Case is ignored, although all caps is encouraged. The variables
X, Y, Z, V correspond to the piezo positions in x, y, z, and the piezo speed. Values are as
shown in the UI in µm or µm s−1. U is the offset voltage . FMAX is the maximum force
in pN according to Stokes, thus also setting the piezo speed. BR is the brightness of the
illumination, between 0 and 1000. The other five variables do not correspond to a real
value and can be used as internal variables.

• val is either a valid variable name or a floating point number. A floating point number
consists of the digits 0-9, at most one decimal point (.), at most one letter e or E, and at
most two minus signs, one at the beginning and one immediately following an e or E.

• cmp is one of <, >, >=, <=, =, or !=. Comparison is performed floating point save: before
comparison values are cast into single-precision floating point numbers and machine
epsilons are added or subtracted to the first argument for >/>= or </<=. For equal / non-
equal checks, the software tests whether the single-precision value of the first number
is within ±𝜖 of the second number with machine epsilon 𝜖.

When loading a script file, the lines are inserted into the script array at the specified line
numbers. Empty lines are filled with NOOP.

A.3.3.2. Force Calibration

The Force Calibration tab contains all relevant parameters and routines for force calibra-
tion that is used to display the live force data. It is only used for the live data. During offline
data analysis, a separate force calibration is used. Therefore, during experiments the force
calibration capabilities should only be used to get a rough insight into the forces acting on
the trapped particle to perform appropriate actions.
Axial Forces are calculated as

𝐹 = 𝑘 (
𝑟0
𝑟
− 1) (A.1)

Radial forces should be calculated as 𝐹 = 𝑘(𝑥 − 𝑥0), however the focus was never on radial
forces and this calculation is therefore not implemented in the software yet.
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Fig. A.6.: Screenshot of the Force Calibration tab

As a first step for force calibration, the zero force radius 𝑟0 needs to be determined. For this,
three different methods are available: The first, basic method simply takes a static value for 𝑟0.
As long as the button Zero Force Calibration is activated, the detected radii are averaged
to yield 𝑟0. In most cases, this is sufficient for a rough glimpse into the force behaviour.

However, the zero force radius 𝑟0 is in fact not constant in most cases. It is instead de-
pendent on the distance between the focal point and the membrane. Therefore, two further,
distance dependent calibration modes are available. It should be noted that for these meth-
ods, the calibration is based on the z piezo position. Therefore, the focus should be manually
set as optimal as possible before calibration. After calibration, focus changes should only be
done by using the z piezo axis and not manually.

The simple force correction method calculates 𝑟0(𝑧) as a linear interpolation between to
values 𝑟0(𝑧1) and 𝑟0(𝑧2). First, at 𝑧 close to 0 the usual Zero Force Calibration is performed.
Then, at large 𝑧 the Simple Focus Correction Calibration is performed in the same way.
The simple force correctionmethod can then be activated with the button Use Simple Force

Correction.

A common error is to not move the piezo z axis between the two calibration steps. As both
𝑟 and 𝑧 are fluctuating constantly, we will get 𝑧1 ≠ 𝑧2 but 𝑧1 ≈ 𝑧2 and 𝑟0(𝑧1) ≠ 𝑟0(𝑧2) but
𝑟0(𝑧1) ≈ 𝑟0(𝑧2) Since the noise in 𝑟 is much greater and non-uniform then the noise in 𝑧 (and
therefore |𝑟0(𝑧2)− 𝑟0(𝑧1)| ≫ |𝑧2−𝑧1|), this will result in a linear interpolation slope Δ𝑟0

Δ𝑧
→ ±∞,

giving pointless force results.

The advanced force correction methods also works based on linear interpolation, but with
multiple sampling points. Activating Advanced Focus Correction Calibration overrides
the current script to this:
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0 SET V 100

1 SET VAR2 inc1

2 SET Z start

3 SLEEP 100

4 SET VAR1 1

5 SLEEP 1000

6 SET VAR1 0

7 IFGOTO Z >= end 99

8 IFGOTO Z >= mid 11

9 ADD Z VAR2

10 GOTO 3

11 SET VAR2 inc2

12 GOTO 9

wherein the values start, mid, end, inc1, and inc2 are replaced by the values of the input
fields From z=, Via z=, To z=, and the two inputs In Steps of. As long as VAR1 is set to
true and Advances Focus Correction Calibration is activated, the values of 𝑧 and 𝑟 are
recorded, averaged and added as a sampling point for later linear interpolation.
As long as the button Use Advanced Force Correction is activated, this data is used to

calculate 𝑟0 for force calculation.
After having performed the necessary prerequisites for determining 𝑟0, the axial force fac-

tor 𝑘 needs to be set. For this, the usual method is an iterative one: First, move the piezo
z position to a relatively low value and make sure that movement to 𝑧 = 20 µm is possible.
Then, press either the 5 pN, 10 pN, or 15 pN button or set a desired force and corresponding
maximum movement speed manually. Then, repeatedly press the button Move to 20 µm an
even number of times. Whenever this button is active, the set z value is ignored and instead
the piezo is moved to 𝑧 = 20 µm. During the movement, watch the z force and adjust the
Axial Force Factor in such a way that the displayed force (roughly) corresponds to the
selected speed / force.

A.3.3.3. Current Settings

The Current Settings tab contains the controls for the function generator that controls the
voltage applied to the chip by the Axopatch. Communication with the function generator is
performed by manufacturer-supplied control VIs. The settings in this tab correspond to the
voltage applied to the chip by the Axopatch and are converted appropriately.
The function output of the function generator is connected to the front-switched external
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Fig. A.7.: Screenshot of the Current Settings tab

command input of the Axopatch. This input is set to accept a command signal of 20mVV−1

with an input impedance of 10 kΩ148. However, the function generator output has an impedance
of 50Ω169. Since the output is terminated into a much higher impedance, the output voltage
is doubled169. Therefore, we internally scale all voltages that the DS345 provides with a factor
of 0.025VmV−1.
The user interface first allows to set an Offset Voltage 𝑈DC, a Waveform Amplitude 𝑈AC,

a Waveform Frequency 𝑓 and as Waveform Function one of Sine, Square, Triangle, Ramp,
and Noise.
As long as 𝑈AC is set to 0V, a constant voltage of 𝑈DC is applied. For 𝑈AC ≠ 0V, the selected

function is generated with an amplitude (zero-to-peak) of 𝑈AC and frequency 𝑓, offset by 𝑈AC.
It must be ensured that 𝑈DC+𝑈AC ≤ 200mV. Also, 𝑓 = 0Hz at 𝑈AC ≠ 0V provides undefined
behaviour.

A.3.3.4. Video Settings

The Video Settings tab contains the controls of the video-based force detection as well
as the illumination brightness control. For the Illumination Brightness setting to work
(which is in per mille of maximum brightness), the LED light needs to be connected to pcd1sk
via USB and be set up in the system as COM3 (this can be done in NI MAX).
The Detection Settings contain the internal settings for edge detection. The default

values as shown in the screenshot are tuned for typical experiments on this system. The only
parameters that should usually be changed are the checkboxes in Display Setup to select
or deselect the edge detection result overlays in the detail image. In case of frequent lags
in andor.vi that are not resolved by a reboot, setting Step size to a larger value will also
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Fig. A.8.: Screenshot of the Video Settings tab

help. Edge detection is performed along radial spokes. This parameter determines the angle
(in degrees) between these spokes: 1 corresponds to 360 spokes, 2 to 180 spokes, and so on.
If at any point particles that yield a bright annulus (instead of a dark one) are used, the

Scan Direction should be inverted to Outside To Inside.
The ROI Settings select the position of the annular region of interest (ROI) within the

frame. Center X and Center Y set the overall position. Inner Radius 𝑟𝑖 and Inner Half

Width 𝑤𝑖 select the radius of the annulus for the inner edge (from bright to dark with default
particles): It is from (𝑟𝑖 − 𝑤𝑖) to (𝑟𝑖 + 𝑤𝑖). Analogously, the Outer Radius and Outer Half

Width determine the radius of the outer edge (from dark to bright with default particles).
Finally, the annulus can be confined between two angles. These are set by the values of
Start Angle [°] and End Angle [°]. Those values can be outside the range from 0° to
360° as well for easier configuration. The software automatically takes the entered values
modulo 360°. The direction is counter-clockwise, with 0° corresponding to the three o’clock
/ positive x axis position.

A.3.3.5. Camera Settings

The Camera Settings tab is intentionally left blank. It was not deleted due to the way Lab-
View addresses tab controls.

A.3.3.6. Misc. Settings

The Misc. Settings tab contains a few rarely used settings. First, the parameters for the
conversion between piezo speed and force due to Stokes can be selected: The particle size
and the fluid viscosity.
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Fig. A.9.: Screenshot of the Misc. Settings tab

The three checkboxes for inverting the piezo axis are currently not used. However, it
should be trivial to implement them in the three event cases [1] to [3] of the main event
structure, if desired.
The Auto-Zero button performs the AutoZero routine of the piezo controller. The vendor

recommends this to be performed once after switching on the controller. Beware that the
AutoZero routine might move all three piezo axis along the whole travel range, possibly
even exceeding the range available in software by up to 20%. Therefore, Auto-Zero should
only be pressed when there is not sample or the sample is far away from the microscope
objective.
The three settings Small Step, Medium Step, and Large Step are the values that the stage

moves when of the arrow cluster buttons is pressed, as described earlier.
The SSD input selects the path where all raw data is stored. As with the last parame-

ter, Current Sampling Rate [S/s] that selects the sampling rate of both transmembrane
current and voltage, any changes take effect on program restart. For the sampling rate, it
should be noted that the hardware limit is 200 000 S s−1 across all channels. Since we record
two channels (voltage and current), the default value of 100 000 S s−1 is already the maximum
value. Setting higher values does not necessarily result in any directly noticeable error. How-
ever, artefacts in the returned data and random misbehaviour are induced if the value is set
too high.

A.3.3.7. Graph Settings

The Graph Settings tab should be self-explanatory. Both graphs have the ability to display
up to four y values on two axis (two values on the left y axis and two values on the right y
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Fig. A.10.: Screenshot of the Graph Settings tab

axis) with an arbitrary x axis. However, x axis values that are not time t are untested and
will probably require manual scaling settings.
The data to be displayed is internally cached in fixed-size buffers that hold the last approx.

50 s of data. If more data should be displayed, the buffers’ sizes need to be changed in the
code. In this case the increased memory usage and processing power for interpolation has to
be taken into account.

A.3.3.8. Autofocus

Fig. A.11.: NI Vi-
sion Tools
palette with
point tool
selected

Finally, the Autofocus tab allows for mostly piezo-independent dis-
tance detection. In experiments with PDMS channels, theywill heat
up over time due to illumination. As they heat up, the become more
flexible. In typical nanopore experiments with chips tightly held
by screwed on caps, this will reduce the overall channel height as
the constant force applied to the chip by the holder will further in-
dent the more elastic PDMS. In turn, the reduced channel height
will also move the chip closer to the microscope objective. This
movement is in the order of multiple micrometer during an exper-
imental run of 15min. Therefore, to better judge the true distance
between the trapped particle and the membrane / chip, Autofocus
Calibration can be used.
For autofocus calibration and calculation, the strength of the

strongest vertical edge within the given Rectangle is determined.
Therefore, after calibration the chip should not be moved in the ver-
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Fig. A.12.: Screenshot of the Autofocus tab

tical direction and onlyminimally in the horizontal direction so that
the same part of the edge is examined. This can easily be prepared
by perfoming the calibration with the laser spot position placed over the nanopore. If move-
ment is required, it is advisable to mark significant positions in the image to be able to later
re-move the chip back to its original position. For this, select the point tool in the NI Vision
Tools palette (see fig. A.11) and, holding CTRL, click where you want to place a new point
within the image. Existing points can be moved by first selecting the top-left cursor tool.

The four components of the Rectangle array are the left, top, right, and bottom position
of the rectangular region of interest. This ROI as well as the detected edge points and the
resulting edge are all shown in the overview image.

Prior to performing the autofocus calibration, move the piezo to 𝑧 = 0 µm and make sure
that you are beyond the focal point. Set the velocity to a low value such as 𝑣 = 1 µm s−1.
Now, pressing Autofocus Calibration will move the piezo to 𝑧 = 20 µm whilst recording
the edge strength as the autofocus value. The piezo should move in such a way that the
focal plane and maximum edge strength are reached at approx. 5 µm. It will continue to
move until it has reached 𝑧 = 20 µm and then automatically deactivate the button. Then, a
fit should appear in the graph, with the fit function also shown in the fit text output. Also,
the focus at z= output should show a reasonable value.

After calibration, in the main window the Autofocus distancewill display the calculated
distance between membrane / chip and focus. Note that particles are trapped roughly in the
centre of the focus and that therefore one particle radius needs to be subtracted to get the
distance between nanopore and particle surface.

190



A.4. Packing data

A.4. Packing data

During experiments data is only recorded in raw, uncompressed format. To save disk space,
the raw video data is compressed afterwards with pack.vi. It also copies the data to a user-
defined backup location (such as a network volume) if desired.

Fig. A.13.: UI of pack.vi

To start the packing, simply load pack.vi, verify and adjust
the selected data paths and whether a backup should be taken
and the original (uncompressed) files be deleted afterwards, and
start the VI. After starting, no user interaction is required. The
program automatically searches for all suitable uncompressed
measurement data (not just the most recent) and compresses it
according to the settings. It also automatically detects which
PC it is running on (pcd1sk or tweezer4) by performing a re-
verse name lookup of the primary IP address of the PC. It then
performs the relevant compression steps.

The parameter tmp root path is only used on tweezer4 and
points to the location where the raw video data from the de-
tail camera is stored. Data root path is the root path where
the compressed data is stored. On pcd1sk it is also the path
where the raw video data from the overview camera as well as
all other raw data is stored. On tweezer4, this should point to
the mapped network share volume \\pcd1sk\8tb – that is for
the intended operation, the network share \\pcd1sk\8tb must
be mapped to the drive letter E.

The Backup root path is the location to which all com-
pressed data is copied for backup purposes. It is only used when the Backup toggle switch is
enabled. Finally, the Delete original files toggle switch enables or disables the deletion
of the original files after successful compression. Also, if it is disabled the other measurement
data sets (for piezo, voltage, and other data) are copied instead of moved to the new location.

The compressed data is stored together with all other required data files in the location
Data root path\\YYYY\MM\DD, where YYYY, MM, and DD are the four-digit year, two-digit
month and two-digit day (all with leading zero if required) of the date the experiment was
performed. For example, all data belonging to experiments performed on February 28th, 2019
is found in E:\2019\02\28 and U:\sknust\backup\2019\02\28 with default settings.

During compression of the detail camera recordings, the program also checks whether a
file consists solely of noise by checking if the standard deviation for every single frame is less
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Fig. A.14.: Screenshot of offline.vi showing the initial Measurement Selection tab

then 5 (typical frames with a trapped particle have a standard deviation in the range of 30 –
40). If that is the case, the file is deleted.
If the default parameter of one of the values should be changed, simply change the param-

eter and afterwards, right-click on it and selectData Operations ▶ Make Current Value Default.
Then, save the VI.

A.5. Analysing data

To get high-resolution force data, the recorded video needs to be analysed. The is done by
the program offline.vi interactively in a few steps. The program guides the user through
these steps in the form of different tabs in the main UI.

A.5.1. Measurement selection

In the first step, the user is prompted to select the measurement to be analysed. First, se-
lect the year. Then, from the list of measurements on the left side, select the measurement.
The comments for that measurement are then loaded into the central comment display to
help identify the correct measurement. Also, on the right side potential corresponding detail
recording from the same day are displayed. The correct detail recording has a timestamp
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Fig. A.15.: Screenshot of the Frame Selection & Edge Detection Settings tab

very close to the selected measurement. Select it and deselect the Read detailed current

switch, as the detailed current is not used in further analysis and only occupies memory.
Finally, confirm your choices by clicking the OK button.
Next, a progress bar will show the process of reading the measurement metadata.

A.5.2. Frame Selection & Edge Detection Settings

In the next step, the data recorded during the experiment is shown in a single graph similar
to the two graphs in Tweezer4.vi. In the centre of the screen, you can select the data to be
displayed in the graph. Also, note that by right-clicking on the x-axis of the graph (or in fact
any axis in a LabView VI), you can enable or disable AutoScale. The graph also contains a
cursor, the black vertical line shown in the screenshot in fig. A.15. If the cursor is not visible,
it might be outside the shown data range. In this case, right click on the cursor in the cursor
information box (left below the graph) and select Bring to Center. Alternatively, selecting
one of the comments and then clicking on the Go to comment button will move the cursor
to the timestamp associated with the comment.
The overview and detail image closest to the current cursor position are displayed on the

right monitor and in the top left of the program, respectively. For the detail image, edge
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detection is performed according to the Detection Settings and ROI Settings, with the
result being displayed in the image (if selected in Detection Settings) and in Radius w/

Timestamp. Also, the Rising Radius and Falling Radius are displayed, which can be used
as a basis for optimising Outer Radius and Inner Radius.

The small + and - buttons can be used to zoom in and out of the graph at the cursor position.
They only work as intended if AutoScale is disabled.

For optimal edge detection settings, it is advisable to first zoom into an area with high
applied forces. Optimise the settings in such a way that all detected edges lie within the
regions of interest both with and without applied force. Also, make sure that the same edges
are detected. If the primary edge lies outside the region of interest, a edge for a higher-order
Airy disk might be detected unintentionally.

Select the time-region for detection by either moving the cursor to beginning and end
and clicking the relevant down-arrow buttons with the cursor at the timestamp to be used.
Alternatively, you can also manually enter start and end time in the two fields at the lower
right.

After selecting the time range, you can use Export detail video or Export overview

video. In both cases, the video is exported as a series of single-frame images (in PNG format
for the overview camera, in TIFF format for the detail camera). If required, use third-party
tools such as ffmpeg to convert the images into a true video format. An exemplary ffm-

peg command could be ffmpeg -i overview-%06d.png -c:v h264 -b:v 2000k overview.mp4

or ffmpeg -i %08d.tiff -c:v h264 -b:v 2000k detail.mp4. Note that using this method
for the detail camera images creates a super slow motion video slowed down by a factor
of 1555/25 = 62.2.

Finally, pressing the Start batch edge detection button initiates the edge detection of
the selected time range. In the next screen, the progress is shown with an estimate of the
remaining time. Edge detection takes roughly four to five times the length of the selected
time range. Therefore, it might be advantageous to only perform the detection on several
small intervals instead of one large interval.

A.5.3. Autofocus calibration

After performing the edge detection, the program also performs an autofocus calculation
using an FFT (fast fourier transform) method. In the Autofocus Calibration tab, you can
currently only export that data into a text file for further analysis outside the software.
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Fig. A.16.: Screenshot of the Force Analysis tab

A.5.4. Force Analysis

The Force Analysis tab presents the results of the batch edge detection. In the top graph,
the detected positions and radii are displayed along with the calculated forces. Also, the 𝑧
piezo axis is shown as well as the laser power. Graphs can be shown, hidden, and customised
by right-clicking on the name or icon in the graph legend.

This graph contains two cursors which are used to directly select a time range for multiple
operations. As with the frame selection, right-click on a cursor to use Bring to Center if
necessary. If both cursors are outside of the shown range, use it on one cursor and move it
afterwards in the direction that enlarges the yellow section between the two cursors.

In the bottom left, you can either select a comment and move the currently active (last
used or manually selected) cursor to its corresponding timestamp. Alternatively, the state of
the advanced focus correction calibration (AFCC) is shown.

The first step in analysis should be to select a time range where the force is zero and then
click on the Zero selected data button. This averages the positions and radii within the
range and sets the Zero force X, Zero force Y, and Zero force Z input fields to these
values. They are then used as zero force positions 𝑥0 and 𝑦0 as well as zero force radius 𝑟0.

To perform an AFCC, first select a region of rising or declining piezo position, ideally mov-
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ing slowly through thewhole range. Then, click on the Perform advances focus correction

on selected data button. The software then builds clusters of data points: The first 𝑧 posi-
tion is used as a reference and further positions are compared to it. As long as the deviation is
less then Epsilon (in µm, default value 0.05 µm) it belongs to the current cluster. If it deviates
more, the current cluster is averaged (in both 𝑧 and 𝑟) if it contains move then 50 valid radii
and a new cluster is started, with the current piezo value as a new reference. The results of
this analysis is shown in the graph on the left (if visible) and can be saved by clicking Save

AFCC. This is especially useful if multiple intervals in the same experiment are analysed. For
further intervals, the AFCC can then be loaded by clicking Load AFCC. For both buttons, a
file dialogue opens and prompts for a location. That file is also human-readable.

If Use AFCC is enabled, the value of Zero force Z is ignored. Instead, the zero-force radius
𝑟0 for force calculation is determined by first linearly interpolating the piezo 𝑧 position for
each timestamp and then linearly interpolating the corresponding 𝑟0 from the AFCC data set.
Therefore, the AFCC data set must span the complete range of 𝑧 values encountered during
the measurement.

The graph on the bottom right shows the results of an Allan variance analysis. The sat-
urated line with dots is the result and the unsaturated band shows one standard deviation.
The thinner line shows the best fit. Additionally, the grey line shows the Allan variance
corresponding to the value in Plot AV if it is for either 𝑥 and 𝑦, or for 𝑧 (as selected by Axis).

For Allan analysis, a short period (less then 10 s) should be selected. In this period, no
forces should be applied. The analysis will then be performed for 200 values of 𝜏 logarithmi-
cally equidistant between Minimum tau or the average distance between subsequent frames,
whichever is larger, and Maximum tau or half the duration of the selected range, whichever is
smaller. For the fit, a starting value for 𝑘 of k start value is used. The results are shown in
the graph and, in suitable units (pNpx−1 for 𝑥 and 𝑦, pN for 𝑧), displayed in the three Allan
result outputs. On purpose the values of the Force factor input fields are not overwritten.

Generally, you should perform Allan variance analysis for a few time intervals and always
check whether the fit is meaningful. Here, the most important area is in the middle range
around 𝜏 = 0.01 s. For lower values, noise is an issue. For larger values, drift becomes chal-
lenging. Also, always take surface effects into account when performing analysis close to a
membrane. Ideally, the results of Allen variance and Stokes’ drag calibration give comparable
results.

For radial forces, i. e. 𝐹𝑥 and 𝐹𝑦, note that the system is much more accurate for horizontal
forces 𝐹𝑥. For larger particles, such as the 3.05 µm bead used in this manual, the top and
bottom of the particle are cropped in the detail camera. Those are however key to determining
the vertical position, as the left and right sides of the particle are most important for the
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Fig. A.17.: Screenshot of the Results tab

horizontal position.
Finally, when the force calibration was performed, clicking the Done button leads to the

final Results tab.

A.5.5. Results

The Results tab once again shows the data in two customisable graphs. It also allows for
data export. For this, select the desired output columns in the Export Columns array on
the right. As described earlier and illustrated in fig. B.1, one or more interpolation bases
need to be selected. This can be done by simply checking the corresponding Interpolation
Base checkbox. If multiple interpolation bases are selected, the export will contain data at
the timestamps of all interpolation bases, sorted chronologically. That means that a later
separation and allocation into the individual interpolation bases is not possible; the exported
data is one chronological data set.
If a later separation is required, multiple exports can be performed with different export

column configuration. In this case, simply check one interpolation base for the first export
and other interpolation base(s) for subsequent export(s).
The data is exported by clicking the Export data button. This prompts the user to specify

the desired export file location. The file will be a tab-separated plain-text file. Numbers are
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output as plain decimal numbers (no E-notation) with six decimal places (e.g. 12345.678901
or 0.000012). Timestamps are formatted according to ISO 8601-1:2019170 in format
[YYYY][“-”][MM][“-”][DD][“T”][HH][“:”][MM][“:”][SS][“.”][ssssss], e. g. 2018-

01-19T12:34:56.789012.
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B.1. Safety information

Danger: This setup contains a class 4 laser according to DIN EN 60825-
1:2001-11 with 𝑃0 = 2100mW at 𝜆 = 1060 nm. Do not override the safety
interlock. Do not open the sides of the microscope deck whilst the laser
is operating.

B.2. System overview

B.2.1. Hardware overview

The system is based on an Olympus IX50 inverted microscope and offers a static primary trap
as well as a secondary trap that can move in all three dimensions. Both traps offer identical
trap stiffness. We use three ultrasonic piezo motor stages (PI U-521.23) to move the lenses
for 𝑥, 𝑦, and 𝑧 shift of the laser beam and therefore the secondary trap. They are controlled
by a pair of PI C-867 controllers (one for 𝑥 and 𝑦, one for 𝑧). To move both traps in relation
to the microfluidic flow cell, the base plate is mounted on a combination of a stepper-motor
𝑥𝑦-stage and a 𝑥𝑦𝑧 piezo stage. The stepper motors are controlled by a Ionovation control
board. The piezo stage is controlled by a PI P-527.3CD unit.
The PI controllers are connected via Ethernet. They are connected to a dedicated network

card in the PC (IPv4 address: 10.0.0.1) via a switch. The Ionovation controlled is connected
to the PC via USB and identifies as a HID171 device (device ID 0483:574E).
Illumination, laser power and shutters are controlled by a separate Ionovation control

board, which also connects to the PC via USB and identifies as a HID device (device ID
0483:5750).
The detail camera (Allied Vision TechnologiesMako U-029B) and the overview camera (IDS

Imaging Development Systems UI-3272LE-M) connect to the PC via USB 3.0 and USB 3.1,
respectively.
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Fig. B.1.: Illustration of the data interpolation process. Top: Video frames, data from the piezo
xyz-stage, and data for the position of the lenses all have data points (black circles)
at different times. Bottom: If we are primarily interested in data from the video
frames, we interpolate the piezo and lens data (red circles) at those times where
video frames are available.

B.2.2. Software overview

Before going into detail regarding the individual software components, it is important to note
how the software saves measurement data.

Raw video data is stored during measurement in uncompressed raw form, that is into bi-
nary files (each for 15 s of data) containing the raw data received by the camera. This data
is stored on a RAID-0 (a volume of multiple hard disks striped together for increased perfor-
mance and capacity, which looses all data if even a single drive fails). After each experiment,
typically during the night this data should be packed and pushed into backup. In packed
format, the images are stored in binary files consisting of PNG files. Additionally, for each
binary file a plain text index file is created. It contains for each frame the timestamp as well as
starting position and length (in bytes) within the binary file. Both files must be kept together,
as it is very difficult to extract the individual images from the binary files without the index
(and impossible to extract the timestamps).

All other data (piezo positions, shutter status, …) is stored in a binary format containing
for each datapoint the timestamp and the value.

For analysis, we need to perform the edge detection for each frame, calibrate and zero the
resulting bead positions to get displacements / forces and finally align that data with the other
data. Since all data has its own timebase (a frame is recorded at a different timestamp than
a piezo position), we align by selection the primary data (typically this would be the force)
and then linearly interpolate all remaining data for each timestamp at which primary data is
available. This principle is illustrated in fig. B.1 for better understanding.

The software used for measurement is ET.vi. On startup, it will open overview.vi on the
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Fig. B.2.: Screenshot of ET.vi with Scripting tab

secondary monitor.

After the experiments pack.vi is used. It is simply started and performs its work without
any user interaction, only displaying a progress bar and an estimation of the remaining time.
It takes the raw video data, packs it and saves it both to backup storage and to local storage,
deleting the raw video data on successful conversion.

For analysis of the data and export into a user-readable format, offline.vi is used. This
also performs an offline edge detection for higher accuracy.

Finally, analysis-flexible.vi can be used to calculate stress and strain from force data
exported with offline.vi.

B.3. Performing experiments

B.3.1. Turning the system on

To turn the system on, make sure that all three piezo controllers are switched on. They
should run for at least one minute before starting ET.vi. Also power on the laser and the
two Ionovation controllers before starting the software.
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B.3.2. Controlling ET.vi

ET.vi in conjunction with overview.vi presents the main user interface for experiments.
At the top left of ET.vi, two graphs show user-selected data for a user-selected time (default:
10 s). In the top right, the detail image is shown with a user-selected overlay showing the
results of the edge detection. Below and left of this image, the position of the piezo stage can
be modified with the sliders X, Y, and Z. Similarly, the piezos controlling the secondary trap
can be controlled with X2, Y2, and Z2. Units of X, Y, and Z is in µm, units of X2, Y2, and Z2
is in mm. The piezo movement speed and the corresponding Stokes’ drag force can also be
selected below the image. For the secondary trap, this speed is converted to ensure that the
trap position, not the individual piezos, move with the selected velocity.
To ensure that both traps are in the same plane, the value of Z2 should be set to 10.350.
Below that, a measurement comment can be entered. It is saved upon exiting the text input

field or pressing return with the current timestamp. This way, specific moments during the
experiment can be easily annotated. It can of course also be used to identify the experiment
or experimental parameters for later use.
Between the detail image and the slides, there are a few indicators at the top showing

the frames per seconds and datapoints per second, averaged over 1 s and 15 s, of the image
acquisition (only 1 s averaging), force calculation, and piezo data acquisition.
Below these indicators, a cluster of arrows is visible. The arrows in the cross formation

move the piezo stage in the indicated direction in X and Y, whilst the six arrows to the bottom
left of it move the piezo stage in Z. The distance moved by each button can be selected by
the user; the default value is 0.01 µm for the innermost buttons, 0.1 µm for the middle buttons
and 1 µm for the outermost buttons.
Next to the arrows, a stop button should be used to stop the program (instead of aborting

execution in LabView or quitting LabView altogether) to ensure that all hardware communi-
cation is ended gracefully and all data in RAM is saved to disk. Above, the lag between the
timestamp of the last analysed frame and the current time is shown. If this value becomes
larger than 0.5 s, an audible alarm “Lag!” is played. In that case, edge detection should be
turned off (see below) temporarily and it should be ensured that no background tasks are
running, reducing system performance. Reducing the step size in Video Settings can also
alleviate the problem. If this does not help, rebooting the computer can be used as a last
resort.
The most important setting is the red recording button Record data left of the movement

speed selector. Raw video data is only saved to disk when this button is activated (bright
red). It is therefore of utmost importance that this button is activated during the experiment as

soon as relevant experimental phases are occuring.
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Fig. B.3.: Screenshot of the Scripting tab

Directly next to the recording button, the green button ED controls whether real-time edge
detection should be performed. As recording the data puts additional strain on the system,
edge detection should be disabled if possible when data is recorded.
Below the recording and edge detection buttons, indicators display current CPU usage,

remaining free memory, free storage capacity, current data rate, and the remaining time until
the storage is full, assuming the current data rate. When the free memory drops below 2GB,
an audible alarm “Memory!” is played. Reaction should be similar to the lag alarm.
In the bottom left, different tabs can be selected for specific settings and operations. These

will be discussed in detail below.

B.3.2.1. Scripting

The Scripting tab allows scripting of some of the program features for repetitive or semi-
automatable tasks. The large script array contains the script can be modified directly. How-
ever, most of the time a script is edited externally with a text editor and then loaded into the
software.
The scripting language is based on BASIC. It is line oriented and runs as fast as possible,

stopping execution once the current line number exceeds the number of rows in the script
array. Script files are expected to be plain text files with tab separation. The first column de-
notes the line number. It must be a strictly increasing number between 0 and 2 147 483 647,
inclusive. Gaps in numbering are allowed and in fact encouraged to facilitate later introduc-
tion of code passages without having to change all following line numbers. Common practise
is to use increments of 10 or 100 in coding, i. e. lines are numbered 10, 20, 30, … or 100, 200,
300, …
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The second column contains the code instruction. Case is ignored, although all caps is
encouraged. The following columns contain the arguments to the code instruction, if any.
Valid code instruction are (in general notation CMD ARG1 ARG2 ARG3 ARG4):

• NOOP: no operation

• GOTO int: goes to line ARG1

• SLEEP val: sleeps for ARG1 milliseconds

• SET var val: sets the value of ARG1 to ARG2

• ADD var val: sets the value of ARG1 to (ARG1 + ARG2)

• IFGOTO var cmp val int: if the comparison ARG2 of ARG1 with ARG3 is true, then go
to line ARG4 (else continue with the next line)

Where

• int is a positive integer between 0 and 2 147 483 647, inclusive, consisting solely of the
digits 0-9. If another character is found, reading stops. If no digit is found, 0 is used.

• var is a valid variable name. Valid variable names are X, Y, Z, X2, Y2, Z2, V, FMAX,
BR, SX, SY, VAR0, VAR1, VAR2, VAR3, VAR4, VAR5. Case is ignored, although all caps is
encouraged. The variables X, Y, Z, X2, Y2, Z2, V correspond to the piezo positions and the
piezo speed. Values are as shown in the UI. FMAX is the maximum force in pN according
to Stokes, thus also setting the piezo speed. BR is the brightness of the illumination,
between 0 and 4095 (inclusive). SX and SY are the position values of the stepper motor
stage. The other five variables do not correspond to a real value and can be used as
internal variables.

• val is either a valid variable name or a floating point number. A floating point number
consists of the digits 0-9, at most one decimal point (.), at most one letter e or E, and at
most two minus signs, one at the beginning and one immediately following an e or E.

• cmp is one of <, >, >=, <=, =, or !=. Comparison is performed floating point safe: before
comparison values are cast into single-precision floating point numbers and machine
epsilons are added or subtracted to the first argument for >/>= or </<=. For equal / non-
equal checks, the software tests whether the single-precision value of the first number
is within ±𝜖 of the second number with machine epsilon 𝜖.

When loading a script file, the lines are inserted into the script array at the specified line
numbers. Empty lines are filled with NOOP.
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Fig. B.4.: Screenshot of the Force Calibration tab

B.3.2.2. Force Calibration

The Force Calibration tab contains all relevant parameters and routines for force calibra-
tion that is used to display the live force data. It is only used for the live data. During offline
data analysis, a separate force calibration is used. Therefore, during experiments the force
calibration capabilities should only be used to get a rough insight into the forces acting on
the trapped particle to perform appropriate actions.
Axial Forces are calculated as

𝐹 = 𝑘 (
𝑟0
𝑟
− 1) (B.1)

although the setup is currently not able to perform axial force detection, as the detail cam-
era is in focus. For reliable video-based axial force detection, the detail camera needs to be
defocussed, which leads to changes in apparent radius during axial displacement.
Radial forces are be calculated as 𝐹 = 𝑘(𝑥 − 𝑥0).
As a first step for force calibration, the zero force needs to be calibrated. To this end, press

the Zero Force Calibration button whilst a bead is trapped in the primary trap and not
subject to forces. Wait a few seconds, then press the button again. As long as the button is
active, the detected positions and radii of the bead are collected and averaged.
Then, we can calibrate the Radial Force Factor. Press either the 5 pN, 10 pN, or 15 pN

button or set a desired force and corresponding maximum movement speed manually. Then,
move the piezo stage in any direction, preferably keeping the trapped particle away from
other objects and in the centre of microfluidic structures. In the graphs, a force signal is
shown, which should correspond to the selected force. If it does not correspond to the target
force, simply change the force factor appropriately.
The maximum movement speeds applies to all piezo axis independently. Therefore, if the
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Fig. B.5.: Screenshot of the Video Settings tab

piezo stage is moved in both x and y, equal forces in x and y are encountered and the total
force (which is not calculated or displayed in this software) is √2 times the desired force.
This calibration procedure does not take correction due to close walls into account. If

required, the correction factor can be taken in consideration when comparing the measured
force with the desired force 𝐹 – the measured force should be 𝛽𝐹 with correction factor 𝛽.
Alternatively, instead of calibrating the radial force factor, a static factor can be used and

is typically sufficient for real-time monitoring purposes. For full laser power and 15 µm
polystyrene particles, a force factor of 1.0 pNpx−1 should provide reasonable results.

B.3.2.3. Video Settings

The Video Settings tab contains the controls of the video-based force detection.
The Detection Settings contain the internal settings for edge detection. The default

values as shown in the screenshot are tuned for typical experiments on this system. The only
parameters that should usually be changed are the checkboxes in Display Setup to select
or deselect the edge detection result overlays in the detail image. In case of frequent lags
that are not resolved by a reboot, setting Step size to a larger value will also help. Edge
detection is performed along radial spokes. This parameter determines the angle (in degrees)
between these spokes: 1 corresponds to 360 spokes, 2 to 180 spokes, and so on.
If at any point particles that yield a bright annulus (instead of a dark one) are used, the

Scan Direction should be inverted to Outside To Inside.
The ROI Settings select the position of the annular region of interest (ROI) within the

frame. Center X and Center Y set the overall position. Inner Radius 𝑟𝑖 and Inner Half

Width 𝑤𝑖 select the radius of the annulus for the inner edge (from bright to dark with default
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Fig. B.6.: Screenshot of the Misc. Settings tab

particles): It is from (𝑟𝑖 − 𝑤𝑖) to (𝑟𝑖 + 𝑤𝑖). Analogously, the Outer Radius and Outer Half

Width determine the radius of the outer edge (from dark to bright with default particles).
Finally, the annulus can be confined between two angles. These are set by the values of
Start Angle [°] and End Angle [°]. Those values can be outside the range from 0° to
360° as well for easier configuration. The software automatically takes the entered values
modulo 360°. The direction is counter-clockwise, with 0° corresponding to the three o’clock
/ positive x axis position. This feature should be used to exclude parts of the bead in contact
with a cell. If detection should be performed in two disjunct angular regions, the Add. Start

Angle and Add. End Angle can be set to a second angular region. Checking the ENABLED

checkbox will perform edge detection in both regions.
To facilitate force detection evenwith large radial forces and therefore large radial displace-

ments, the software contains an AutoFollow feature. It should be enabled once a particle has
been trapped. It will then update the Center X and Center Y values every 100 frames to
the average of the last 100 detected particle positions. This works reasonably well for typical
force ramps. If however a sudden large force spike occurs, this algorithm might not be able
to keep up. In this case, the ROI will typically centre to (0, 0). AutoFollow should then be
disabled and the ROI manually centred correctly, before re-enabling AutoFollow.

B.3.2.4. Misc. Settings

The Misc. Settings tab contains a few rarely used settings. First, the parameters for the
conversion between piezo speed and force due to Stokes can be selected: The particle size
and the fluid viscosity. Default values are 15.0 µm and the viscosity of water at 37 ∘C.
The three checkboxes for inverting the piezo axis invert the direction of the piezo stage
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Fig. B.7.: Screenshot of the Graph Settings tab

when clicking the arrows between detail image and slides.

The Auto-Zero button performs the AutoZero routine for all three piezo controllers. The
vendor recommends this to be performed once after switching on the controller. Beware that
the AutoZero routine might move all three piezo axis along the whole travel range, in the
case of the piezo stage possibly even exceeding the range available in software by up to 20%.
Therefore, Auto-Zero should only be used when the laser shutters are closed.

The three settings Small Step, Medium Step, and Large Step are the values that the stage
moves when of the arrow cluster buttons is pressed, as described earlier.

The SSD input selects the path where all raw data is stored. Any changes take effect on
program restart. The name of the input stems from the historic background. Due to size
limitations in SSDs, it points to a RAID-0 array of hard disks. However, any storage can be
used as long as it supports sustained write rates of 250MB s−1.

B.3.2.5. Graph Settings

The Graph Settings tab should be self-explanatory. Both graphs have the ability to display
up to four y values on two axis (two values on the left y axis and two values on the right y
axis) with an arbitrary x axis. However, x axis values that are not time t are untested and
will probably require manual scaling settings.

The data to be displayed is internally cached in fixed-size buffers that hold the last approx.
12 s of data. If more data should be displayed, the buffers’ sizes need to be changed in the
code. In this case the increased memory usage and processing power for interpolation has to
be taken into account.
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B.3.3. Controlling overview.vi

The overview software offers a user-friendly point-and-click approach to trapping and ma-
nipulating objects. Thewindow is dominated by the camera feed of the overview camera. Su-
perimposed are two green circles, showing the positions of the optical traps. In the screenshot
shown in fig. B.8, the bottom trap is the static trap and the top trap is the mobile, secondary
trap.

Below the overview image, a slider controlling the Camera Exposure of the overview cam-
era and a numerical control for the LED Brightness. The slider works on an exponential
scale. Numerical control of the brightness is possible in a range from 0 to 4095. Illumination
begins at 800. Typically, experiments are conducted at a brightness level of 1200 to prevent
overexposure of the detail camera footage.

B.3.3.1. Moving the optical traps

The overview image also shows a green and a yellow rectangle. The green rectangle indicates
the possible positions of the secondary trap. Is always remains static with regards to the
video frame. To move the secondary trap, middle click at the desired position. The trap will
move towards the target position, which is indicated by a blinking green circle. Movement
towards destination is not in a straight line. Instead, x and y axis move independently and
with the same velocity to their respective target values, resulting in a movement that is at
first diagonal and then approximately horizontal or vertical (as seen by the slight angle of
the green rectangle the camera is slightly rotated with regards to the coordinate system of
the secondary trap).

The yellow rectangle shows the possible positions of the primary trap with regards to the
flow chip. Holding the Shift key and middle clicking on a target destination moves the piezo
stage in such a way that the primary trap (which stays static in relation to the camera image)
ends up in the indicated position. The new position of the yellow rectangle is blinking during
movement.

This way of motion moves both the primary and the secondary trap in relation to the flow
cell, whilst keeping the relative orientation between the two traps static. For only moving
the primary trap, holding the Shift and Control key whilst middle clicking will move the
secondary trap in the opposite direction. That way, only the primary trap moves in relation
to the flow cell whilst the secondary trap remains static in relation to the flow cell.

209



B. User manual for the Elasto-Tweezers setup

Fig. B.8.: Screenshot of overview.vi
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B.3.3.2. Controlling the power of the optical traps

The power of the laser is controlled by the Laser Power control. It accepts values between
0 and 4095 (inclusive) and relationship between this value and laser power is approximately
linear.
The primary and secondary trap can be turned on and off individually with shutters. These

are controlled by the button Shutter 0 (for the primary trap) and Shutter 1 (for the sec-
ondary trap). Indicators next to the buttons show the current status. In the case of severe
system stress, there might be a delay of a few seconds between toggling the switch, the action
of the shutter, and the feedback by the indicator. Themechanical switching of the shutter sta-
tus can however be heard as a click sound and can be seen as a slight disturbance (in the range
of a few nanometre) in the position signals of the piezo stage, due to induced vibrations.
To transfer a trapped particle between the two traps, only the trap currently holding the

particle should be active. After moving secondary trap to the position of the primary trap,
clicking on the Toggle button toggles both shutters simultaneously, ensuring safe transfer of
the particle between the traps.
In contrast, manual transfer cannot toggle both shutters at the same time. Disabling the

current trap preliminarily can loose the particle if net flow is occurring. Enabling the inactive
trap prematurely risks catapulting the particle out of the traps if their focal plane are not
exactly identical.

B.3.3.3. Controlling the stepper motor stage

On the first run of the program after a power off, the position sensors of the stepper mo-
tor stage need to be initialised. To this end, press the Init Motors button. Both axis are
equipped with a centre switch, which toggles at the zero position. Using the current switch
status, the system determines the direction towards centre andmoves the axis until the switch
toggles. It then moves the axis slowly in the other direction until the switch toggles again,
setting the zero position.
The controls Pos1 Set and Pos2 Set as well as the scripting variables SX and SY can be

used to control the stage position. The units are steps, where one step equals 10 µm. Move-
ment range for the x axis is −1050 to 950, the range for the y axis is −1400 to 550. This
corresponds to a useable area of 20.0mm × 19.5mm.

B.3.3.4. Measurement automation

The software offers a simple routine for measurement automation. When clicking the Start
measurement button, first the trapping structure is searched in the image. To this end, the
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Fig. B.9.: Illustration of the measurement automation workflow. First, the trapping structure
is search with the reference image (inset). The resulting position is annotated in
orange. Then, in to top red rectangle, two beads are searched (blue). The bottom
rectangle is checked for the presence of a cell. The left bead is then moved into the
trapping structure along the dark blue path, followed by the cell along the green
path and the right bead along the light blue path.
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system searches for edges in the camera feed that form a geometric pattern similar to the
edges in the reference image (shown in the inset in fig. B.9). This position in highlighted in
the image.

Depending on the position of the structure, the system moves the piezo stage to ensure
that all positions required for experiments can be reached by the optical traps. Based on the
structure position, it then checks for the existence of two circular edges in the bead trapping
portion of the structure and notes their position. It also checks the cell trapping part of the
trapping structure below the current one (the offset is known from the chip geometry). Here,
the system calculates the standard deviation of the image. If the standard deviation is larger
than 25, a cell is assumed to be trapped here. The analysis of the standard deviation is used
as a more reliable indicator of the existence of a cell compared to edge detection, due to the
lower contrast of cells compared to beads.

Then, the bead-cell-bead cluster is set up in the experimental area of the trapping structure.
The leftmost bead, then the cell, and then the rightmost bead are moved along predetermined
paths. This movement is performed with the secondary trap. At the end, the then bottom
bead is switched over to the primary trap and the secondary trap is placed on the top bead
and activated.

Finally, a series of indentation experiments is performed. For each of the velocities 1 µm s−1,
10 µm s−1, 100 µm s−1, and 1000 µm s−1, the complex is compressed and stretched three times.
For 1 µm s−1 the wait between indentations and stretches is 250ms. For the other velocities,
it is 500ms.

To facilitate quick switching between trapping structures, selecting a new entry in the Go
to drop-down menu will move to the named position with the stepper motor stage. The
naming scheme is illustrated in fig. B.10.

B.3.4. Resolving common issues

Themost common issue occurs when starting the program and the initialisation of one of the
cameras fails. In this case, stop the program, unplug the two cameras from the PC, wait ten
seconds, plug them back in and restart the software. This typically fixes all issues, probably
arising from an inconsistent firmware state in one of the cameras.

As the software puts extreme strain on the input/output capabilities of the operating sys-
tem, even slight background tasks such as Antivirus software orWindows Update can inhibit
performance. In case of lag, rapid increase of memory usage or unresponsiveness, the PC
should be restarted if possible.
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Fig. B.10.: Naming scheme of the trapping structures on the Micronit microfluidic chip
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B.4. Packing data

During experiments data is only recorded in raw, uncompressed format. To save disk space,
the raw video data is compressed afterwards with pack.vi. It also copies the data to a user-
defined backup location (such as a network volume) if desired.

Fig. B.11.: UI of pack.vi

To start the packing, simply load pack.vi, verify and adjust
the selected data paths and whether a backup should be taken
and the original (uncompressed) files be deleted afterwards, and
start the VI. After starting, no user interaction is required. The
program automatically searches for all suitable uncompressed
measurement data (not just the most recent) and compresses it
according to the settings.

The parameter tmp root path points to the location where
the raw data is stored. Data root path is the root path where
the compressed data is stored. The Backup root path is the
location to which all compressed data is copied for backup pur-
poses. It is only used when the Backup toggle switch is enabled.
Finally, the Delete original files toggle switch enables or
disables the deletion of the original files after successful compression. Also, if it is disabled
the other measurement data sets (for piezo, voltage, and other data) are copied instead of
moved to the new location.

The compressed data is stored togetherwith all other required data files in the location Data
root path\YYYY\MM\DD, where YYYY, MM, and DD are the four-digit year, two-digit month and
two-digit day (all with leading zero if required) of the date the experiment was performed.
For example, all data belonging to experiments performed on February 28th, 2019 is found in
E:\2019\02\28 and X:\2019\02\28 with default settings.

If the default parameter of one of the values should be changed, simply change the param-
eter and afterwards, right-click on it and selectData Operations ▶ Make Current Value Default.
Then, save the VI.

B.5. Force analysis

To get high-resolution force data, the recorded video needs to be analysed. The is done by
the program offline.vi interactively in a few steps. The program guides the user through
these steps in the form of different tabs in the main UI.
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Fig. B.12.: Screenshot of offline.vi showing the initial Measurement Selection tab

B.5.1. Measurement selection

In the first step, the user is prompted to select the measurement to be analysed. First, select
the year and wait for the program to load the measurement list. Whilst loading, the green
bar will fit up. Once loading has finished, the dot next to the year selector will start blinking.
Then, from the list of measurements on the left side, select the measurement. As an aid in
measurement selection, the size of the overview (O) and detail (D) video footage for each
measurement is shown after the timestamp. The comments for that measurement are then
loaded into the central comment display to further help identify the correct measurement.
Finally, confirm your choices by clicking the OK button.
Next, a progress bar will show the process of reading the measurement metadata.

B.5.2. Frame Selection & Edge Detection Settings

In the next step, the data recorded during the experiment is shown in a single graph similar
to the two graphs in ET.vi. In the centre of the screen, you can select the data to be displayed
in the graph. Also, note that by right-clicking on the x-axis of the graph (or in fact any axis
in a LabView VI), you can enable or disable AutoScale. The graph also contains a cursor,
the black vertical line shown in the screenshot in fig. B.13. If the cursor is not visible, it
might be outside the shown data range. In this case, right click on the cursor in the cursor
information box (left below the graph) and select Bring to Center. Alternatively, selecting
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Fig. B.13.: Screenshot of the Frame Selection & Edge Detection Settings tab

one of the comments and then clicking on the Go to comment button will move the cursor to
the timestamp associated with the comment. The value of the variables at the cursor position
is also shown directly below the variable selection.
The overview and detail image closest to the current cursor position are displayed in a

separate screen and in the top left of the program, respectively. For the detail image, edge
detection is performed according to the Detection Settings and ROI Settings, with the
result being displayed in the image (if selected in Detection Settings) and in Radius w/

Timestamp. Also, the Rising Radius and Falling Radius are displayed, which can be used
as a basis for optimising Outer Radius and Inner Radius. Here, a two-pass edge detection
is performed. The first pass according to the options in the First Pass tab serves to refine
the ROI for the second, more detailed and accurate pass. Here, the starting ROI of the first
pass is taken from the ROI Settings.
During batch edge detection, the result of each frame will be used as the starting point of

the ROI of the first pass for the next frame. The ROI selected in this screen are only used for
the first frame and in case of nonsensical results for a frame, which can occur if the particle
is temporarily lost or is subject to sudden displacement changes from one frame to the next.
Therefore, the initial ROI parameters should be set to the normal state of the trapped bead

during the analysed timeframe. Typically, this is a zero force state.
The small + and - buttons can be used to zoom in and out of the graph at the cursor position.

They only work as intended if AutoScale is disabled.
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Select the time-region for detection by either moving the cursor to beginning and end
and clicking the relevant down-arrow buttons with the cursor at the timestamp to be used.
Alternatively, you can also manually enter start and end time in the two fields at the lower
right.
After selecting the time range, you can use Export detail video or Export overview

video. In both cases, the video is exported as a series of single-frame images (in PNG format).
For the detail video, edge detection is also performed and the forces are calculated according
to the values in the Force Analysis tab. Therefore, typically first a complete analysis is per-
formed and the values are then reused to export the detail video footage. If Every Frame is
selected, every frame of the detail video will be exported, otherwise only the frames that cor-
respond to overview frames are exported. The Resample checkbox controls if the overview
frames should be scaled down to 50%.
If required, use third-party tools such as ffmpeg to convert the images into a true video for-

mat. An exemplary ffmpeg command could be ffmpeg -i %06d.png -c:v h264 -b:v 2000k

video.mp4. Note that using this method for the detail camera images creates a super slow
motion video slowed down by a factor of 550/25 = 22, if Every Frame is selected.
Finally, pressing the Start batch edge detection button initiates the edge detection of

the selected time range. In the next screen, the progress is shown with an estimate of the
remaining time. Edge detection takes roughly twice the length of the selected time range.
Therefore, it might be advantageous to only perform the detection on several small intervals
instead of one large interval.

B.5.3. Force Analysis

The Force Analysis tab presents the results of the batch edge detection. In the top graph,
the detected positions and radii are displayed along with the calculated forces. Also, the piezo
axis selected by Piezo Pos. Axis is shown. Graphs can be shown, hidden, and customised
by right-clicking on the name or icon in the graph legend.
This graph contains two cursors which are used to directly select a time range for multiple

operations. As with the frame selection, right-click on a cursor to use Bring to Center if
necessary. If both cursors are outside of the shown range, use it on one cursor and move it
afterwards in the direction that enlarges the yellow section between the two cursors.
In the bottom left, you can select a comment and move the currently active (last used or

manually selected) cursor to its corresponding timestamp.
The first step in analysis should be to select a time range where the force is zero and then

click on the Zero selected data button. This averages the positions and radii within the
range and sets the Zero force X, Zero force Y, and Zero force Z input fields to these
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Fig. B.14.: Screenshot of the Force Analysis tab

values. They are then used as zero force positions 𝑥0 and 𝑦0 as well as zero force radius 𝑟0.
Advanced focus correction calibration (AFCC) is implemented in the software but not used

in this setup, as it is only relevant for axial forces. Briefly, to perform an AFCC, first select a
region of rising or declining piezo position, ideally moving slowly through the whole range.
Then, click on the Perform advances focus correction on selected data button. The
software then builds clusters of data points: The first 𝑧 position is used as a reference and
further positions are compared to it. As long as the deviation is less then Epsilon (in µm,
default value 0.05 µm) it belongs to the current cluster. If it deviates more, the current cluster
is averaged (in both 𝑧 and 𝑟) if it contains move then 50 valid radii and a new cluster is started,
with the current piezo value as a new reference. The results of this analysis is shown in the
graph on the left (if visible) and can be saved by clicking Save AFCC. This is especially useful
if multiple intervals in the same experiment are analysed. For further intervals, the AFCC can
then be loaded by clicking Load AFCC. For both buttons, a file dialogue opens and prompts
for a location. That file is also human-readable.
If Use AFCC is enabled, the value of Zero force Z is ignored. Instead, the zero-force radius

𝑟0 for force calculation is determined by first linearly interpolating the piezo 𝑧 position for
each timestamp and then linearly interpolating the corresponding 𝑟0 from the AFCC data set.
Therefore, the AFCC data set must span the complete range of 𝑧 values encountered during
the measurement.
The graph on the bottom right shows the results of an Allan variance analysis. The sat-
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urated line with dots is the result and the unsaturated band shows one standard deviation.
The thinner line shows the best fit. Additionally, the black line shows the Allan variance
corresponding to the value in Plot AV for 𝑥 and 𝑦 axis.
For Allan analysis, a short period (less then 10 s) should be selected. In this period, no

forces should be applied. The analysis will then be performed for 200 values of 𝜏 logarithmi-
cally equidistant between Minimum tau or the average distance between subsequent frames,
whichever is larger, and Maximum tau or half the duration of the selected range, whichever is
smaller. For the fit, a starting value for 𝑘 of k start value is used. The results are shown in
the graph and, in suitable units (pNpx−1 for 𝑥 and 𝑦, pN for 𝑧), displayed in the three Allan
result outputs. On purpose the values of the Force factor input fields are not overwritten.
Generally, you should perform Allan variance analysis for a few time intervals and always

check whether the fit is meaningful. Here, the most important area is in the middle range
around 𝜏 = 0.01 s. For lower values, noise is an issue. For larger values, drift becomes chal-
lenging. Also, always take surface effects into account when performing analysis close to a
membrane. Ideally, the results of Allen variance and Stokes’ drag calibration give comparable
results.
To analyse fluctuations in trap stiffness, a larger selection can be analysed with Perform

Allan Drift Detection. This will cut the selected data into buckets configured by Bucket

Length [s]. For each bucket, Allan deviation is calculated, the fit is performed and displayed
and the results are recorded and saved to a selected file. This process is still experimental.
Finally, when the force calibration was performed, clicking the Done button leads to the

final Results tab.

B.5.4. Results

The Results tab once again shows the data in two customisable graphs. It also allows for
data export. For this, select the desired output columns in the Export Columns array on
the right. As described earlier and illustrated in fig. B.1, one or more interpolation bases
need to be selected. This can be done by simply checking the corresponding Interpolation
Base checkbox. If multiple interpolation bases are selected, the export will contain data at
the timestamps of all interpolation bases, sorted chronologically. That means that a later
separation and allocation into the individual interpolation bases is not possible; the exported
data is one chronological data set.
If a later separation is required, multiple exports can be performed with different export

column configuration. In this case, simply check one interpolation base for the first export
and other interpolation base(s) for subsequent export(s).
The data is exported by clicking the Export data button. This prompts the user to specify
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Fig. B.15.: Screenshot of the Results tab

the desired export file location. The file will be a tab-separated plain-text file. Numbers are
output as plain decimal numbers (no E-notation) with six decimal places (e.g. 12345.678901
or 0.000012). Timestamps are formatted according to ISO 8601-1:2019170 in format
[YYYY][“-”][MM][“-”][DD][“T”][HH][“:”][MM][“:”][SS][“.”][ssssss], e. g. 2018-

01-19T12:34:56.789012.

B.6. Stress / strain analysis

For the analysis of the stress-strain behaviour, analysis-flexible.vi can be used to con-
vert force data to stress and strain. When starting the program, the result file to be used is
prompted. After selecting the file, the columns should be set up correctly. The column con-
trols expect zero-indexed column numbers for the datetime, x- and y-force, piezo positions
for the secondary trap, and the piezo movement velocity. In the screenshot in fig. B.16, the
file has the datetime in the 1st column, followed by the positions of the secondary trap piezos,
the forces in 𝑥 and 𝑦, and the velocity.
The software crops the data for analysis to the time range selected at the top left corner.

The Autoscale button sets the range to the complete datafile. The Deleted data points

control can be used to correct for timing offsets between piezo and force, which should not
be necessary in normal operation. Positive values remove that amount of data points from
the piezo data, shifting it forward. Negative values add data points in the beginning, shifting
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Fig. B.16.: Screenshot of the analysis-flexible.vi user interface

the data backwards.

To account for experiments without bead-cell adhesion, the strain can be cropped to only
negative values. By checking the checkbox allow positive Strain, this cropping is deac-
tivated.

The PX2 Null Position and PY2 Null Position are the piezo positions where the sec-
ondary and the primary trap overlap. They should not require adjustment.

The particle diameter is used in the correction of drag force as well as in the calculation of
strain. The cell diameter plays a crucial role in strain calculation and must be tuned carefully
to ensure that zero strain is set correctly. Typically, this is done on first contact between bead
and cell and should be checked at later times to account for cell size or conformation changes.

In the View raw data tab, the unmodified force data is shown as well as the distance
between the bead centres without correction for trap stiffness. If required, force offsets can
be set up. Furthermore, as the total force √𝐹

2
𝑥 + 𝐹 2𝑦 requires a sign, the force component

determining it can be selected at Axis for sign. Furthermore, we can select the force and
distance to be used for stress and strain calculation. This should always be set to F corr and
d corr, respectively.

The View corrected data tab shows the distance data corrected for trap stiffness accord-
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ing to the force and conversion factor set in that tab. Furthermore, the force is corrected for
Stokes drag according to the selected particle size and the viscosity set in this tab.
The Stress/Strain tab then shows the calculated stress and strain data in two graphs.

To assist in the determination of the cell diameter, the Stress/Strain Combined tab shows
both curves in a combined graph, enabling fine tuning of the initial contact point.
Once all parameters have been tuned, clicking the button Finish column selection

prompts for the result file location, which contains the timestamp, stress, numerical deriva-
tive of the stress, strain, and the numerical derivative of the strain. This can then be used for
model fitting in Gnuplot or other software.
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C. Fitting numerical solutions of first-order
differential equations with Gnuplot

As described in section 5.4.4, first-order differential equations can be solved with the Runge-
Kutta method RK4. This is an iterative algorithm for solving initial value problems ̇𝑦 = 𝑓 (𝑡, 𝑦)
with initial condition 𝑦(𝑡0) = 𝑦0. Each value 𝑦𝑛+1 = 𝑦(𝑡𝑛+1) = 𝑦(𝑡0+(𝑛+1)ℎ)with step size ℎ is
calculated based only on the previous value 𝑦𝑛. As the fitting routine in Gnuplot evaluates all
data points in sequential order, we can implement the numerical solution directly in Gnuplot.
For reference, the RK4 algorithm is:

𝑘1 = 𝑓 (𝑡𝑛, 𝑦𝑛) (C.1)

𝑘2 = 𝑓 (𝑡𝑛 + ℎ/2, 𝑦𝑛 + ℎ𝑘1/2) (C.2)

𝑘3 = 𝑓 (𝑡𝑛 + ℎ/2, 𝑦𝑛 + ℎ𝑘2/2) (C.3)

𝑘4 = 𝑓 (𝑡𝑛 + ℎ, 𝑦𝑛 + ℎ𝑘3) (C.4)

𝑦𝑛+1 = 𝑦𝑛 + ℎ/6 (𝑘1 + 2𝑘2 + 2𝑘3 + 𝑘4) (C.5)

In our case, we are solving for 𝜎 instead of 𝑦 with �̇� = (𝑞0𝜀 + 𝑞1 ̇𝜀 − 𝑝0𝜎) /𝑝1. Without
restrictions we can assume 𝑝1 = 1. Of course, 𝜀 and ̇𝜀 are also measured and functions of
time.
InGnuplot code, wewill then use the relation for �̇� as function f(t, sigma, eps, epsdot)†

to express the RK4 algorithm as a single long function rk4(t, eps, epsdot) with parame-
ters 𝑡, 𝜀 and ̇𝜀:

1 f(t, sigma, eps, epsdot) = q0 * eps + q1 * epsdot - p0 * sigma

2
3 h = 1,814e-3

4 firstsigma = 0.0

5 firsteps = 0.0

6 firstepsdot = 0.0

†We don’t require or use the parameter t here. However, I chose to keep it for implicit code documentation
purposes
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7
8 rk4(t, eps, epsdot) = (

9 (t<lastt ? (lastsigma=firstsigma, lasteps=firsteps, lastepsdot=firstepsdot) : 1),

10 (t>lastt+2*h ? (lastsigma=firstsigma, lasteps=firsteps, lastepsdot=firstepsdot) : 1),

11 k1 = f(t-h, lastsigma, lasteps, lastepsdot),

12 k2 = f(t-h/2., lastsigma + h/2.*k1,(eps+lasteps)/2., (epsdot+lastepsdot)/2.),

13 k3 = f(t-h/2., lastsigma + h/2.*k2, (eps+lasteps)/2., (epsdot+lastepsdot)/2.),

14 k4 = f(t, lastsigma + h*k3, eps, epsdot),

15 lastt=t, lasteps = eps, lastepsdot = epsdot,

16 lastsigma = lastsigma + h/6.*(k1 + 2*k2 + 2*k3 + k4)

17 )

The first line defines the function to be used in RK4 as described above. Line 3 sets the
interval as the inverse of the data rate, here 551 fps. Lines 4–6 set the initial values for 𝜎, 𝜀
and ̇𝜀 and can be changed if required.
Lines 8–17 define function rk4with a few expressions that are executed in sequence. Only

the return value of the last expression (line 16) is returned by the function. Line 9 detects if
a new fit is performed by checking if the time runs backwards. If so, we reinitialise internal
variables. Likewise, line 10 detects if there is a cut in the data to be fitted. This happens
routinely if the pause between multiple stretching actions is too long. In this case, the pause
should be removed from the data set used for fitting to increase performance.
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