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1. Introduction

1.1. Convergence results

Materials appearing to be homogeneous to the naked eye are in fact quite heterogeneous on the
microscopic level with deformations that tend to lack describable pattern. In the absence of a better
approach their microscopic structure is often modeled as random. From the mathematical point of
view, an interesting endeavor is to identify macroscopic properties of a random media which depend
only on the statistical property of its random structure. Many classical books of homogenization
theory deal with such questions, see [JKO94] for instance.

Take the following problem as an example. Suppose that a symmetric, positive definite n × n
matrix field aω(x) on Rn is chosen at random (in whatever way). It is known that under the ellipticity
assumption C−1‖v‖2 ≤ (aω(x)v, v) ≤ C‖v‖2 the parabolic problem

∂tuω − div (aω∇uω) = 0. (1.1)

has a unique solution uω. One then wonders if limm→∞ uω(m2t,mx) exists almost surely, for which
kind of random aω and how to identify it. The transformation (t, x) → (m2t,mx) is the so-called
parabolic scaling and preserves solutions of Eq. (1.1) in the simplest case when aω is just a constant
matrix.

Similar questions, posed on the discrete lattice Zn and for jump type operators, will occupy our
attention throughout this thesis. In order to be more concrete, let us introduce a simplified model of
random media known as the random conductance model (see [Bis11] or [Kum18] for an introduction).
One takes the lattice Zn for any n ≥ 1 and considers on it a family of non-negative random variables
k(x, y) ≥ 0 indexed by pairs of lattice points, x, y ∈ Zn, which are symmetric in the sense that
k(x, y) = k(y, x). For every realization of k it is possible to construct a variable speed random walk
Xt, starting from 0, corresponding to the generator

Lf(x) =
∑

y∈Zn
(f(y)− f(x))k(x, y).

(see Section 9.3 for details). The distribution of such a Markov chain satisfies a discrete analogue of
Eq. (1.1), that is

∂tu− Lu = 0, (1.2)

and it is natural that questions concerning Eq. (1.2) can be rephrased in terms of Xt. We would like to
clarify a possible source of confusion here. For every realization kω of random kernel k on probability
space (Ω,F ,P) we construct a new Markov chain Xω

t in order to study Eq. (1.2). This introduces
an artificial probability measure Pω

0 describing the trajectories of Xω
t , where subscript 0 indicates the

starting point of Xω
t . The “total” probability, also called the annealed probability (denoted here by

P ), of an event in the RCM is then computed by

P (dτ) =

ˆ
Ω

Pω
0 (dτ)P(dω).

From now on, we will omit the superscript ω in the notation Xω
t and Pω

0 but it is important to keep
in mind that these objects will always depend on the realization of k.

If k(x, y) is required to be 0 whenever |x − y| 6= 1, we talk about the nearest neighbor case, which
has been studied extensively. For example, [ABDH13] proves that if k(x, y) are i.i.d. random variable
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1. Introduction

such that P(k(x, y) > 0) > pc (pc denotes the critical percolation probability), then, for almost every
realization of k, Xm2t/m converges, as m goes to ∞, to a diffusion process weakly on the Skorokhod
space D([0, T ],Rn) for every T > 0 (see [Bil99], Chapter 3 for details on the Skorokhod space). This
convergence statement is known as the quenched invariance principle (QIP) or quenched functional
central limit theorem. On the other hand, if k(x, y) are only stationary and ergodic, [ADS15] proves
that the QIP holds whenever E[k(x, y)−q] + E[k(x, y)p] < ∞ for all x, y ∈ Zn, |x − y| = 1 and some
p, q ∈ [1,∞] satisfying 1

q + 1
p < 2

n . Notice that this implicitly requires P(k(x, y) > 0) = 1 for all
x, y ∈ Zn, |x− y| = 1. It is believed that similar results should hold if the nearest neighbor condition
is relaxed to k(x, y) = 0 whenever |x− y| > R for any finite R or even to

∑
y∈Zn k(x, y)|y − x|2 <∞

a.s. for every x. Some indications of this can be found in [PZ17, PZ20, FHS19].

The case when, for almost every realization of k,
∑

y∈Zn k(x, y)|y − x|2 = +∞ is known as the long
range case and has been less studied. Our focus will be on a particular subclass where k has the
special form

k(x, y) =
c(x, y)

|x− y|n+2s
(1.3)

for some fixed number s ∈ (0, 1) and a family of random variables c(x, y), x, y ∈ Zn. There are several
arguments for choosing the weight |x−y|−(n+2s). It is the simplest weight with infinite spatial variance,
it is a jump rate of a rotationally symmetric stable process on Rn, for which a central limit theorem
type result is known, and the indications are that when s→ 1 the transition into finite spatial variance
case should occur. A family of random variables c(x, y) is what we would like to call the conductance
throughout this thesis. The quantity k can then be seen as a weighted conductance but we prefer to call
it the kernel due to its resemblance to the jumping kernels of rotationally symmetric stable processes.
Notice that in the nearest neighbor case k(x, y) = c(x, y) anyway and the distinction between c and k
is irrelevant. As far as we know, this particular setup has only been studied in [CKW18b, CKW18a]
and [FH20]. A closely related model of long-range percolation was studied in [CS12] and [CS13].

The following two results are the main contributions of this thesis to the long-range random con-
ductance model in dimension greater or equal to two. When random variables c(x, y) have the same
distribution (which is the case in all theorems in this introduction) then quantity E[c(x, y)p] (for what-
ever p ∈ R) does not depend on x or y and we will simply denote it by E[cp]. The limiting process
mentioned in following theorems is a Lévy process of pure jump type given through its Lévy measure,

see Chapter 2 of [Sat99]. For the purpose of the next two theorems, let X
(∞)
t be the rotationally

symmetric stable process on Rn with Lévy measure

µ(dy) =
E[c]

|y|n+2s
dy.

Theorem 1.1.1 (see 12.4.2). Let c be a symmetrized twofold ergodic conductance on Zn (n ≥ 2) such
that E[c−q] + E[cp] <∞ for some p, q ∈ [1,∞] satisfying

1

p
+

1

q
<

2s

n
. (1.4)

Then, for a.e. realization of the conductance c, Xm2st/m
m→∞−−−−→ X

(∞)
t in the sense of finite-dimensional

distributions.

Theorem 1.1.2 (see 12.5.3). Let c be an i.i.d. conductance on Zn (n ≥ 2) that is not identically
zero and such that E[cp] < ∞ for some p > n+1

s . Then, for P-a.e. realization of the conductance c,

Xm2st/m
m→∞−−−−→ X

(∞)
t weakly on Skorokhod space D([0, T ],Rn), for every T > 0.

By twofold ergodic in Theorem 1.1.1 we mean to say that c(x, y) is stationary and ergodic with
respect to independent shifts in x and y variables or, to be precise, with respect to shifts (x, y) →
(x+ z, y) and (x, y)→ (x, y + z), for all x, y, z ∈ Zn. Such version of ergodicity is used in [FH20] but
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1.2. Regularity results

it is a rather strong assumption. One hopes for an analogous result to be true if stationarity is only
assumed under shifts (x, y)→ (x+ z, y+ z), for all x, y, z ∈ Zn. There seems to be no results obtained
in this case so far. Note also that in this case the limiting process no longer needs to be rotationally
symmetric which makes identifying it much more difficult. Compared to the results known for the
nearest neighbor case, the convergence in finite dimension distributions proved in Theorem 1.1.1 is
weaker then the weak convergence on the Skorokhod space. However, we believe Theorem 1.1.1 to be
among the first results on the long-range ergodic random conductance model.

Theorem 1.1.2 can be seen as an improvement to Theorem 1.1 of [CKW18b]. The result in [CKW18b]
also holds when c(x, y) are only independent random variables on more general graphs than Zn but,
restricted to the i.i.d. conductance used in Theorem 1.1.2 it requires the following assumption in order
to obtain the same result. One needs to have n ≥ 4(1−s), P(c(x, y) = 0) < 2−4 and E[c−2q]+E[c2p] <
∞ for some p > max{(n+ 2)/n, (n+ 1)/(4(1− s))} and q > (n+ 2)/n. In Theorem 1.1.2 we require
that n ≥ 2 and P(c(x, y) = 0) < 1. The negative moment condition E[c−q] is not needed and the
upper moment condition is changed to E[cp] < ∞ for some p ≥ n+1

s which is an improvement when
s > 2/3.

1.2. Regularity results

In order to prove the convergence statements on Xm2st/m we first establish results concerning process
Xt that are of independent interest such as weak elliptic and parabolic Harnack inequalities, Hölder
regularity (see Theorem 10.4.1, Theorem 11.7.1) and an estimate on the expected exit time (see
Theorem 10.5.3 and Theorem 11.8.1). The reader should note that under the uniform pointwise
bound

A−1 ≤ c(x, y) ≤ A, (1.5)

for A ≥ 1, far better results are already known on general metric measure spaces. The upper and
lower pointwise heat kernel estimates have been established in [CK03] on d-sets and later on volume
regular metric measure spaces in [GHH17], [GHH18], using mostly analytic methods, and in [CKW19],
[CKW16a], [CKW16b] with probabilitic methods. These works are quite extensive and cover relations
between heat kernel estimates, Harnack inequalities, Poincaré inequalities, and other conditions in
great details. However, the case of kernels not satisfying Ineq. (1.5) remains largely unexplored. This
is comparable with the developments in the nearest neighbor case where anomalous behavior of the
heat kernel has been discovered for some conductances (for constant speed random walk Xt). The
defect is caused by emergence of so called “traps” that slow down the propagation of Xt. In the
ergodic environment, [ADS16] shows that this can happen when 1

p + 1
q <

2
n is violated and [BBT16]

gives an example of an i.i.d. conductance satisfying E[cp] +E[c−p] <∞, p < 1 for which even the QIP
fails. Furthermore, [BČ11a] (corrected in [BČ11b]) presents an example of i.i.d. conductance where
the limiting process is a fractional kinetic process instead of a diffusion.

Here is the statement of the weak elliptic Harnack inequality for the symmetrized twofold ergodic
conductance on Zn which we prove in Theorem 10.4.1. As mentioned before, the interesting case
is when either q or p is different from +∞. Notice also that assumptions on c are the same as in
Theorem 1.1.1. The nearest neighbor version of the result can be found in [ADS16].

Theorem 1.2.1 (Weak elliptic Harnack inequality). Let a symmetrized twofold ergodic conductance
c on Zn (n ≥ 2) be such that E[c−q] + E[cp] <∞ for some p, q ∈ [1,∞] satisfying

1

p
+

1

q
<

2s

n
.

Then for every x0 ∈ Zn there exist a P-a.s. finite random variable R0(x0) and non random CEH <∞
such that P-a.s. every time-independent solution u of Eq. (1.2) in 2B := B(x0, 2R), for every R ≥ R0,
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1. Introduction

satisfies  
1
2
B
u ≤ CEH inf

1
2
B
u.

The lower bound R ≥ R0(x0) is not necessary if Ineq. (1.5) is assumed. It prescribes the minimal
radius of the ball on which the weak elliptic Harnack inequality can be expected to hold and its depen-
dence on the realization of c significantly weakens the results. However, such effects are unavoidable
and similar radius bounds appear in [Bar04, ADS16] for instance. To understand this, consider, say,
an i.i.d. conductance c ≤ 1 which is not uniformly bounded from below, pick a box Q ⊂ Zn × Zn and
an arbitrary “desired” configuration of conductance in Q. Then there is a positive probability that
c is smaller than the desired configuration in Q which consequently implies that this happens with
probability 1 in some translate z + Q, z ∈ Zn. As we are free to choose the desired configuration
inconceivably bad (basically meaning that c is very close to 0 everywhere in Q) there is no hope in
proving the theorem for balls contained in Q. The role of R0 in such a situation is to adjust to local
peculiarities of c and exclude balls which are too small.

We also obtain an improved version of Theorem 1.2.1 in the case of an i.i.d. conductance. The
assumptions on c match those of Theorem 1.1.2.

Theorem 1.2.2 (see Theorem 11.7.1). Let c be an i.i.d. conductance on Zn (n ≥ 2) such that
E[cp] < ∞ for some p > n+1

s . Then there exist non random θ ∈ (0, 1), CEH < ∞ and, for every
x? ∈ Zn, a random variable R?(x?) such that P-a.s., for all R0 ≥ R?, x0 ∈ B(x?, R0), R ≥ Rθ0, every
time-independent solution u of Eq. (1.2) in 2B := B(x0, 2R) satisfies

 
1
2
B
u ≤ CEH inf

1
2
B
u.

Clearly, we removed E[c−q] < ∞ condition from Theorem 1.2.1 in Theorem 1.2.2. The other
improvement lies hidden behind the claim θ < 1 and “quantifier structure” ∀x0 ∈ B(x?, R0), ∀R ≥ Rθ0.
Effectively, this means that the random radius that controls the local behavior of the conductance
from Theorem 1.2.1 can be chosen locally uniformly. To be precise, the control radius Rθ0 will work
for all points x0 with |x? − x0| < R0 provided that R0 is large enough. The point is that Rθ0 is on
the lower order scale compared to R0 which, after rescaling, essentially gives a statement for balls of
all sizes. To restate it yet again, this mean that the control radius R0(x) behaves asymptotically like
R0(x0) � |x0 − x?|θ. In contrast to this, it is not hard to see that in the ergodic environment one can
have R0(x) � |x−x0| which is not good enough. The choice of the “quantifier structure” is motivated
by [Bar04] where a very similar construction is used for the definition of a “very good ball”.

1.3. Techniques

In order to obtain convergence in finite-dimensional distributions in both Theorem 1.1.1 and Theo-
rem 1.1.2 we make use of Mosco convergence results developed in [FH20] and [CKK13] respectively.
These results alone imply the convergence in finite-dimensional distributions if the limiting process
is started from an absolutely continuous (with respect the Lebesgue measure) initial distribution and
the approximating processes from discrete approximations of said initial distribution. See [CKK13]
for details. What we contribute here is the regularity result (for both ergodic and i.i.d. conductance)
which improves the previous statement by allowing the processes to start from any given point.

The regularity result mentioned above is obtained with the help of De Giorgi, Nash, Moser tech-
niques. To be precise, we modify the version of the nonlocal Moser iteration from [FK13] and adopt it
to the setting of general, volume regular, metric measure space. These modifications are in the spirit
of [ADS16] and [ACDS18] but further modifications are needed due to the existence of long-range
jumps, especially concerning the quantity ν(x) introduced there. In order to perform the iteration
one needs to have Sobolev and Poincaré inequalities as well estimates on the energy density of cutoff
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1.4. Limitations of the method

functions readily available. For the sake of exposition, let us only consider the Sobolev inequality
which, in our opinion, is the most interesting one:

‖f2‖Lρ ≤ C
∑

x,y∈Zn

(f(y)− f(x))2

|x− y|n+2s
c(x, y) (1.6)

for some ρ > 1, C ≥ 0 and all functions f on Zn. The main difficulty is that such an estimate can
not hold with constants uniform throughout the space without the uniform lower estimate on the
conductance. We circumvent this difficulty by considering localized versions of the aforementioned
inequality and devote significant effort to proving them for both ergodic and i.i.d. conductance. It
turns out that the negative moment condition E[c−q], for q > n/(2s), is sufficient to inherit the Sobolev
inequality from Zn through an application of Hölder inequality to the right hand side of Ineq. (1.6).
On the other hand, such a method does not work if c is allowed to be zero with positive probability
like it is in Theorem 1.1.2. In that case we prove the following version of the Sobolev inequality by
adopting the techniques from [DNPV12]:

‖f2‖Lρ ≤ C
∥∥λ−11supp f

∥∥
Lr

∑

x,y∈Zn

(f(y)− f(x))2

|x− y|n+2s
c(x, y) (1.7)

where ρ > 1, C, r < ∞ and λ : Zn → (0,∞) is a function that depends on the realization of the
conductance c. The advantage compared to Ineq. (1.6) is that local random deformations can now
be incorporated into the function λ which is then averaged out allowing for the law of large numbers
to kick in. Using such localized versions of Sobolev and Poincaré inequalities it is possible to run
the iteration machinery and obtain weak elliptic/parabolic Harnack inequalities as well as Hölder
regularity type estimates.

We improve on these results using maximum principle techniques from [GHH17] and [GHH18] which
allow us to also obtain the expected exit time and survival estimates for process Xt. This is as far as
we can get in the ergodic case. On the other hand, if the conductance is i.i.d., we make use of “very
good” counterparts of previous estimates in combination with Markov property of Xt and tightness
criteria from [Ald78] to prove weak convergence on the Skorokhod space just like in [CKW18b].
Note, however, that we are able to obtain these “very good” estimates only under somewhat stronger
conditions E[cp] <∞ for some p > (n+ 1)/s.

1.4. Limitations of the method

The reason why the weak convergence on the Skorokhod space works in the nearest neighbor case but
not in Theorem 1.1.1 is twofold. Proofs of the quenched invariace principle in nearest neighbor case
in [ADS16, MP07], [ABDH13] employ the so called corrector method which decomposes

Xt = Mt + ϕ(Xt)

where Mt is a martingale and ϕ : Rn → Rn is called the corrector. The proof then proceeds on by
proving that Mm2t/m coverges to a diffusion and that ϕ(Xm2t)/m tends to zero for a.e. realization of c.
The main issue is that the corrector is usually constructed using the assumption

∑
y∈Zn k(x, y)|y|2 <

∞, for all x ∈ Zn which is not available in the long-range case. Even worse, when s < 1 in Eq. (1.3)
the expectation E[Xt] does not exist so the martingale part Mt no longer makes sense. Furthermore,
supposing that s > 1 and assuming one could come up with a way of defining the corrector ϕ, the
usual way of proving ϕ(Xt)/m is through subadditivity estimate

sup
x∈B(0,R)

|ϕ(x)|
R

R→∞−−−−→ 0.

9



1. Introduction

This estimate is in turn obtained as a consequence of maximal inequality supB |ϕ| ≤ C‖ϕ‖L2(B) which
holds because ϕ solves certain elliptic PDE. The problem is that proving maximal inequalities for
irregular non-local kernels (even if they are translation invariant on Rn) is not straightforward as
so called tail terms pollute the calculation. If the aforementioned maximal inequality is true, then
essentially the Harnack inequality has to hold true as well. This is the case for some kernels, as can be
seen in [DCKP14] but fails in general as shown in [BS07] where an additional “relative Kato condition”
is identified as being decisive. Since random kernels are fundamentally not translation invariant and
since we can not see any reasonable way of imposing a kind of relative Kato condition on them, this
line of attack looks fairly bleak.

On the other hand, in the i.i.d. case we rely on estimates of the “very good” kind and restarting of
the process in the vicinity of the original starting point instead of the corrector method. This however
comes at the cost of moment condition because proving estimates of the “very good” kind requires
the upper moments of c larger than n+1

s as opposed to n
2s which might be expected from Ineq. (1.4).

Furthermore, it is plausible that condition E[cp] < ∞ in Theorem 1.1.2 is superflous since no such
condition is needed for the nearest neighbor case in [ABDH13]. However, the method of dealing with
large conductances in [ABDH13] does not seem to be applicable in the long-range case.

1.5. Outline

This thesis consists of two preliminary chapters followed by two main parts. In Chapter 2 we give a
summary of basic concepts that will be important throughout the thesis. Chapter 3 contains a list of
properties that will be used extensively in Parts I and II.

Part I studies general deterministic jump type symmetric bilinear forms on a metric measure space.
It avoids assuming pointwise estimates on the kernel and instead makes use of the assumptions pre-
sented in Chapter 3. Part I consists of five chapters and a short summary is given in Chapter 4. In
Chapter 5 we introduce the concept of weak solution for nonlocal equations. The Moser iteration in
the subsequent chapter will work for such solutions. The iteration itself is performed in Chapter 6 and
results in a weak parabolic/elliptic Harnack inequality and a large scale Hölder regularity estimate.
We extend on this in Chapter 7, where an expected exit time estimate, a survival estimate and related
results are proved. Lastly, Chapter 8 gives a sufficient condition for validity of the Poincaré-Sobolev
inequality.

Part II studies the long-range conductance model with stable like jumps on Zn, for n ≥ 2. It
consists of four chapters. The long-range i.i.d. and symmetrized ergodic conductance are introduced
in Chapter 9. Chapters 10 and 11 apply the results of Part I to the symmetrized ergodic and i.i.d.
conductance respectively. Finally, the convergence results, which are the main results of this thesis,
are obtained in Chapter 12.
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2. Preliminaries

2.1. Notation

B(x0, R) denotes the open ball of radius R around x0

aB(x0, R) := B(x0, aR) assuming center x0 and radius R are unique and a > 0

a ∧ b and a ∨ b denote the minimum and maximum of set {a, b} respectively

log a denotes the natural logarithm of a, i.e. the logarithm to the base e

f+ = f ∨ 0, f− = −(f ∧ 0) denote the positive and negative part of the function f

ess oscS f = ess supS f − ess infS f denotes the essential oscillation of function f on set S.

diamM denotes the diameter of set M

Ac denotes the complement of set A

|A| denotes the measure of set A (the choice of the measure depends on the context)

#A denotes the number of elements in the set A

supp f denotes the support of function f

E(f) is a shorthand notation for E(f, f) when E is a bilinear form

Lp(M,µ) stands for the Lp space on M with respect to measure µ

Lp(M) shortens Lp(M,µ) if µ is clear from the context

Lp+(M) contains only f ∈ Lp(M) such that f ≥ 0 a.s.

Lploc(M) denotes the space of functions f such that f ∈ Lp(K) for every compact K ⊂M
Lp(I;Lq(M)) denotes the space of function f : I → Lq(M) such that

´
I ‖f‖

p
Lq(M) <∞

p∗ denotes the conjugate exponent of p ∈ [1,∞], 1
p + 1

p∗ = 1ffl
M f(x)µ(dx) = µ(M)−1

´
M f(x)µ(dx) denotes the average of f (convention: 1/∞ = 0)

B(M) will denote the Borel σ-algebra of topological space M

C(M) denotes the space of continuous functions on M

Cc(M) denotes the space of continuous functions with compact support

C0(M) denotes the space of continuous functions that tend to 0 at infinity

Cb(M) denotes the space of bounded continuous functions

(·, ·)H or (·, ·) denote the scalar product on a Hilbert space H

Lip f denotes the Lipshitz constant of function f

C ≡ C(a, b) denotes that variable C depends only on a and b. If later we decide to specify a = α and
b = β, we will write C(α, β) or C(a = α, b = β) or C(b = β, a = α).

2.2. Inequalities

Theorem 2.2.1 (Hölder’s inequality, Corollary 2.5 [AF03]). Let (M,M,m) be a measure space and
let f, g : M → [0,∞] be M-measurable extended functions. Then, for all p, q, r ∈ (0,∞] such that
1
r = 1

p + 1
q , inequality

(ˆ
M
|f(x)g(x)|rm(dx)

) 1
r

≤
(ˆ

M
|f(x)|pm(dx)

) 1
p
(ˆ

M
|g(x)|qm(dx)

) 1
q

is true. Furthermore, if f ∈ Lp(M) and g ∈ Lq(M), this implies that

‖fg‖Lr(M) ≤ ‖f‖Lp(M) ‖g‖Lq(M) .

11



2. Preliminaries

Proof. If f /∈ Lp(M) or g /∈ Lq(M) the inequality trivially holds. If not, then the usual Hölder
inequality from Proposition 3.3.2 of [Coh13], with r/p+ r/q = 1, implies

ˆ
M
|f(x)g(x)|rm(dx) ≤

(ˆ
M
|f(x)|pm(dx)

) r
p
(ˆ

M
|g(x)|qm(dx)

) r
q

.

Theorem 2.2.2 (Jensen’s inequality). Let (M,M,m) be a measure space with m(M) = 1 and ϕ :
R→ R a convex function. Then, for every integrable function f : M → R,

ϕ

(ˆ
M
f(x)m(dx)

)
≤
ˆ
M
ϕ(f(x))m(dx)

where the part of the claim is that the integral on the right exists in (−∞,∞].

Proof. ϕ is lower semi-continuous and thus Lebesgue measurable which show that ϕ◦f is measurable.
It is not hard to prove that there exist a, b > 0 such that ϕ(x) ≥ −a|x|−b. Thus,

´
M (ϕ◦f)−(x)m(dx) ≤

a
´
M f−(x)m(dx) + b <∞ so the integral of ϕ(f) exists in (−∞,∞]. The inequality then follows from

Theorem 1.5.1 of [Dur10].

Corollary 2.2.3. Let (M,M,m) be a measure space, f : M → [0,∞) be an integrable function and
p ∈ (−∞,∞). If p ∈ (−∞, 0) ∪ [1,∞), then

(ˆ
M
f(x)m(dx)

)p
≤
ˆ
M
f(x)pm(dx)

and, if p ∈ (0, 1], then (ˆ
M
f(x)m(dx)

)p
≥
ˆ
M
f(x)pm(dx).

(We use the conventions 0−a =∞, 0a = 0 for all a > 0.)

Theorem 2.2.4 (Minkowski’s inequality, Proposition 3.3.3 of [Coh13]). Let (M,m) be a measure
space and p ∈ [1,∞]. Then for all measurable functions f, g : M → R

‖f + g‖Lp(M) ≤ ‖f‖Lp(M) + ‖g‖Lp(M).

2.3. Bochner integral

We present some selected results concerning Bochner integral. Most of the results are stated without
the proof and taken from [Coh13], Appendix E. Additional references can be found in [Fel13], chapter
I.1.

Definition 2.3.1. Let (X,X , µ) be a measure space, (E, | · |) a Banach space and denote the Borel
sigma algebra on E by B. A function f : X → E is said to be Borel measurable if it is measurable
from X to B and strongly measurable if it is Borel measurable and has seaparate range.

Theorem 2.3.2. Function f : X → E is strongly measurable if and only if it is a pointwise limit of
simple Borel measurable functions.

Corollary 2.3.3. Let I be a measurable subset of R and (E, ‖ · ‖) a Banach space. Then every
continuous function f : I → E is strongly measurable.

12



2.3. Bochner integral

Definition 2.3.4. A function f : X → E is said to be Bochner integrable if it is measurable and´
X ‖f(x)‖µ(dx) <∞. In that case the Bochner integral of f is defined to be

ˆ
X
f(x)µ(dx) := lim

k→∞

ˆ
X
fk(x)µ(dx)

where fk : X → E is any sequence of simple, Borel measurable functions such that fk(x)→ f(x) and
‖fk(x)‖ ≤ ‖f(x)‖ for every x ∈ X.

The following two statements will be implicitly used in Part I. See also [Fel13] Proposition 1.12. for
more details and pointers to the literature.

Proposition 2.3.5. Let (M,M,m) be a σ-finite measure space, I ⊂ R an measurable set and p ∈
[1,∞). Denote by λ the Lebesgue measure and by L the σ-algebra of Lebesgue measurable sets. For
every Bochner integrable f : I → Lp(M) there exist L ×M measurable function g : I ×M → R such
that g(t, ·) = f(t) for a.e. t ∈ I.

Proof. Let us first suppose that M and I have finite measure. Since f is Bochner integrable, there is
sequence of simple functions fk : I → Lp(M) such that

´
I ‖f(t)− fk(t)‖Lp(M)λ(dt) converges to zero.

By Hölder inequality this implies that
´
I ‖f(t)−fk(t)‖L1(M)λ(dt) also converges to zero. Functions fk

are simple and can easily be extended to L×M measurable functions from I×M to R. Thus, Fubini’s
theorem implies that fk is a Cauchy sequence in L1(I×M). Denote by g its limit, which exist because
L1(I×M) is complete. Another application of Fubini’s theorem shows that

´
I ‖fk(t)−g(t, ·)‖L1(M)λ(dt)

tends to zero, which implies that f(t) = g(t, ·), as elements of L1(M) or Lp(M), for a.e. t ∈ I.

If I and M are only σ-finite, we can find increasing sequences of measurable sets Ii and Mi which
cover I and M respectively and have finite measure. Then f(t) ∈ Lp(Mi) for every t ∈ Ii so by first
part we know that there exists L×M measurable function g(i) : Ii×Mi → R such that g(i)(t, ·) = f(t)
for a.e. t ∈ Ii. If we now define g(t, x) = limi→∞ g(i)(t, x)1Ii×Mi(t, x), then g is L ×M measurable as
a function I ×M → R and g(t, ·) = f(t) for a.e. t ∈ I, which is what we wanted to show.

Proposition 2.3.6. Let (M,M,m) be a σ-finite measure space, I ⊂ R an measurable set, p ∈ [1,∞)
and v : I → Lp(R) a Bochner integrable function such that v(t) ≥ 0 for all t ∈ I. Then there exists a
version of v such that the pointwise integral

´
I v(t, x)dt is in Lp(M) and

[ˆ
I
v(t)dt

]
(x) =

ˆ
I
v(t, x)dt for a.e. x ∈M.

Proof. We consider the version of v which is equal to the positive part of function g from Proposi-
tion 2.3.5. Then v is measurable as a function from I×M to R and v ≥ 0. Denote by V =

´
I v(t)dt ∈

Lp(M) the Bochner integral on the left side of the equality. By [Coh13] Proposition E.11 for every
ϕ ∈ Lp∗(M) we know that

‖V ‖Lp(M)‖ϕ‖Lp∗ (M) ≥
∣∣∣∣
ˆ
M
V (x)ϕ(x)m(dx)

∣∣∣∣ =

∣∣∣∣
ˆ
I

(ˆ
M
v(t, x)ϕ(x)m(dx)

)
dt

∣∣∣∣ .

If ϕ ≥ 0, then by Fubini’s theorem and measurability of v

‖V ‖Lp(M)‖ϕ‖Lp∗ (M) ≥
ˆ
I

(ˆ
M
v(t, x)ϕ(x)m(dx)

)
dt =

ˆ
M

(ˆ
I
v(t, x)dt

)
ϕ(x)m(dx).

General ϕ can be split into the positive and negative part ϕ = ϕ+ − ϕ− which results in

ˆ
M

(ˆ
I
v(t, x)dt

)
|ϕ(x)|m(dx) ≤ ‖V ‖Lp

(
‖ϕ−‖Lp∗ + ‖ϕ+‖Lp∗

)
= ‖V ‖Lp‖ϕ‖Lp∗
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2. Preliminaries

and shows that the pointwise integral
´
I v(t, x)dt is an Lp(M) function. By applying Fubini’s theorem

one more time (this time for signed integrand) we obtain

ˆ
M
V (x)ϕ(x)m(dx) =

ˆ
I

(ˆ
M
v(t, x)ϕ(x)dx

)
dt =

ˆ
M

(ˆ
I
v(t, x)dt

)
ϕ(x)m(dx)

for every ϕ ∈ Lp∗(M). But this implies that V =
´
I v(t, x)dt as elements of Lp(M) and therefore also

pointwise a.e. which is what we wanted to show.

2.4. Dirichlet forms

This section presents a few concepts from the general theory of regular Dirichlet forms on locally
compact separable metric measure spaces. The first couple of definitions are taken from [FOT11],
Chapter 1.

Definition 2.4.1 (Closed symmetric form). Let H be a Hilbert space and let E be a bilinear form
on H with domain D[E ] ⊂ H which is dense in H. If E(u, v) = E(v, u) for all u, v ∈ D[E ], the form
(D[E ], E) is said to be symmetric and if D[E ] is complete in the metric E1(·) := E(·) + ‖ · ‖2H , the form
(D[E ], E) is said to be closed.

Remark 2.4.2. We will shorten E(f) := E(f, f) for bilinear form E.

Definition 2.4.3 (Markovian form). Let (M,m) be a measure space. A closed form (D[E ], E) on
L2(M) is said to be Markovian if, for every u ∈ D[E ], (u ∨ 0) ∧ 1 ∈ D[E ] and

E((u ∨ 0) ∧ 1) ≤ E(u).

Definition 2.4.4 (Normal contraction). Function v ∈ L2(M) is called a normal contraction of func-
tion u ∈ L2(M) if, for all x, y ∈M ,

(i) |v(x)| ≤ |u(x)| and

(ii) |v(y)− v(x)| ≤ |u(y)− u(x)|.

Definition 2.4.5 (Dirichlet form). A bilinear form is said to be a Dirichlet form if it is symmetric,
closed and Markovian.

Proposition 2.4.6. If (E ,D[E ]) is a Dirichlet form and v is a normal contraction of u ∈ D[E ], then
v ∈ D[E ] and E(v) ≤ E(u).

Proof. See Theorem 1.4.1 from [FOT11].

Definition 2.4.7. A metric measure space is a triple (M,d,m), where M is the state space, d is the
distance on M and m is the measure on M .

Definition 2.4.8 (Regular Dirichlet form). Let (M,d,m) be a metric measure space. A Dirichlet
form (E ,D[E ]) on L2(M) is said to be regular if Cc(M)∩D[E ] is dense in D[E ] with respect to E1 norm
and at the same time dense in Cc(M) with respect to the uniform norm.

Definition 2.4.9. Let (M,d,m) be a metric measure space. For a given Dirichlet form (E ,D[E ]), cor-
responding contractive resolvent, strongly continuous contracive semigroup and generator in L2(M,m)
are denoted by {Gβ : β > 0}, {Pt : t ≥ 0} and L respectively.

Remark 2.4.10. Operators Pt and Gβ extend to Lp(M) for all p ∈ [1,∞].

Definition 2.4.11. The semigroup Pt is said to be conservative if Pt1 = 1 m-a.e. for any/every t > 0.
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2.5. Markov processes

Definition 2.4.12 (Restricted Dirichlet form, see [GHL10]). Let (M,m, d) be a metric measure space,
U an open subspace of M and (E ,D[E ]) a Dirichlet form on L2(M). The space L2(U) is embedded
into L2(M) by extending functions from L2(U) by zero outside of U . Denote by DU [E ] the closure of
D[E ]∩Cc(U) in E1. It is known that (E ,DU [E ]) is a regular Dirichlet form on L2(U) and we call it the
restricted form. The corresponding restricted semigroup, resolvent and generator in the space L2(U)
are denoted by PUt , GUβ and LU .

Definition 2.4.13 (see 1.5 of [FOT11]). Let U be an open subset of M and (E ,D[E ]) a Dirichlet form
on M . For f ∈ L2(U) we define

SUt f =

ˆ t

0
PUs fds

where the integration is preformed in the Bochner sense in L2(U). It is known that St extends to
L1(U) and we define GUf to be the pointwise limit GUf(x) = limN→∞ SUNf(x) ∈ [0,∞]. This makes
sense because, for t1 < t2, SUt1f(x) ≤ SUt2f(x) m-a.e. as a consequence of the Markov property. If

GUf(x) <∞ m-a.e. ∀f ∈ L1
+(U)

the semigroup PUt is said to be transient, otherwise it is said to be recurrent.

Definition 2.4.14. For f ∈ L2(M) we adopt the convention

PUt f = PUt (f
∣∣
U

),

where (f
∣∣
U

) is the restriction of f to U . The same convention holds for for GU .

Proposition 2.4.15. Let {Uk}k∈N ⊂ M be a sequence of open sets of finite measure, define U =⋃
k∈N Uk and let f ∈ L∞+ (M). Then for every t ∈ [0,∞) and m-a.e. x ∈M

PUkt f(x)
k→∞−−−→ PUt f(x).

Proof. Lemma 4.17 from [GH08] proves the claim if f ∈ L2
+(U). Here we give the agument for

extending it to f ∈ L∞(U). Take any increasing sequence {fl} ⊂ L2
+(U) converging to f pointwise

(f1Ul is one such sequence). Then m-a.e. PUt fl
l→∞−−−→ PUt f by definition of extension of PUt on L∞(M).

As fl is in L2(U) for every l ∈ N, Lemma 4.17 of [GH08] proves that PUkt fl
k→∞−−−→ PUt fl m-a.e. for

every k ∈ N. Passing to the limit l→∞ we get

lim
l→∞

lim
k→∞

PUkt fl = PUt f m-a.e.

On the other hand, for every k, l ∈ N, PUkt fl ≤ PUkt f ≤ PUt f m-a.e. which proves that m-a.e.

PUkt f
k→∞−−−→ PUt f .

2.5. Markov processes

Definition 2.5.1 (Skorokhod space, see [Bil99], Chapter 3, Section 12). Let (E, dE) be a metric space.
For T ∈ (0,∞) the Skorokhod space D([0, T ];E) is the space of all functions x : [0, T ] → E which
are right continuous and have left limits (also called cadlag functions). The topology on D([0, T ];E)
is induced by the metric

d(x, y) = inf
λ∈Λ

sup
t∈[0,T ]

{|λ(t)− t| ∨ dE(x(t), y(λ(t)))}

where Λ is the set of all strictly increasing, continuous bijections from [0, T ] onto [0, T ].
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2. Preliminaries

Remark 2.5.2. The space D([0, T ] : Rn) is not complete with respect to d but it is possible to find a
metric (which generates the same topology) with respect to which D([0, T ];Rn) is complete. This and
more on the Skorokhod space can be found in Chapter 12 of [Bil99].

Next, we give the definitions of a Markov process, strong Markov and Hunt process on a state space
E and a couple of properties that will be needed later. The definitions that follow are taken from
[CF12] Appendix A. For detailed treatment of the subject the reader should consult [CF12] Appendix
A, [FOT11] Section A.2 or [CW05] Chapters 1 to 3.

We will be working under the following assumption.

Assumption 2.5.3 (see [FOT11] (1.1.7)). We assume that (M,d,m) is a locally compact and separable
metric measure space and that m is a Radon measure of full support (note that this implies that (M,m)
is σ-finite).

Definition 2.5.4. Let (Ω,M,P) be a probability space. Any increasing family {Mt; t ∈ [0,∞]} of
σ-algebras such that Mt ⊂M for all t ∈ [0,∞] is called a filtration.

Definition 2.5.5. Let E be a metric space, E∂ = E ∪ {∂} its one point compactification with a
cemetery point ∂ and B(E∂) the Borel σ-algebra on E∂. A normal Markov process Xt with time
parameter [0,∞] on the state space E is a quadruple

(
Ω,M, {Xt}t∈[0,∞], {Px}x∈E∂

)

satisfying:

1. For every x ∈ E∂, (Ω,M, {Xt}t∈[0,∞],Px) is a stochastic process with state space (E∂ ,B(E∂))
and time parameter set [0,∞] such that X∞(ω) = ∂ for every ω ∈ Ω.

2. For every t ≥ 0 and B ∈ B(E∂), Px(Xt ∈ B) is B(E∂)-measurable as a function of x ∈ E∂.

3. There exists an admissible filtration {Mt}t∈[0,∞] such that, for all x ∈ E∂, t0, t ≥ 0, A ∈ B(E∂),

Px(Xt0+t ∈ A|Mt0) = PXt0
(Xt ∈ A) Px-a.s. (2.1)

4. P∂(Xt = ∂) = 1 for every t ≥ 0.

5. Px(X0 = x) = 1 for every x ∈ E∂.

The expectation with respect to the measure Px is denoted by Ex.

Definition 2.5.6. Let {Mt}t∈[0,∞] be a filtration on measure space (Ω,M). A function τ : Ω→ [0,∞]
is called an Mt-stopping time if {τ ≤ t} ∈ Mt for every t ≥ 0. In that case we define the sigma
algebra Mτ by

Mτ = {Λ ∈M∞ : Λ ∩ {τ ≤ t} ∈ Mt for every t ≥ 0}.
Definition 2.5.7. Let Xt be a Markov process and {Mt} an admissible filtration. The first exit time
of Xt from a subset A of the state space, denoted by τA : Ω→ [0,∞], is defined by

τA(ω) := inf{t ≥ 0 : Xt(ω) /∈ A}

with convention inf ∅ =∞.

Definition 2.5.8. A Markov process Xt is said to be a strong Markov process if there exists a right
continuous admissible filtration {Mt} for which the following stronger version of Eq. (2.1) holds. For
every {Mt}-stopping time τ , every t ≥ 0, every A ∈ B(E∂) and every probability measure µ on
(E∂ ,B(E∂)),

Pµ(Xτ+t ∈ A|Mτ ) = PXτ (Xt ∈ A) Pµ-a.s.

where Pµ(B) :=
´
x∈E∂ Px(B)µ(dx) for B ∈ B(E∂).
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Definition 2.5.9. A Hunt process Xt is a normal strong Markov process on a Lusin space E that
also satisfies:

6. Xt(ω) = ∂ for every t ≥ ζ(ω) where ζ(ω) = inf{t ≥ 0 : XT (ω) = ∂} (with convention inf ∅ =∞)
is called the lifetime of the sample path of ω.

7. For every t ≥ 0 there exists a map θt : Ω→ Ω such that Xt◦θs = Xt+s for every s ≥ 0. Moreover
θ0(ω) = ω and θ∞(ω) = [∂] for every ω ∈ Ω, where [∂] denotes the special element of Ω such
that Xt([∂]) = ∂ for every t ≥ 0.

8. For every ω ∈ Ω the sample path t → Xt(ω) ∈ E∂ is right continuous on [0,∞) and has left
limits on (0,∞) in E∂.

9. There exists a right continuous admissible filtration {Mt} of X such that for every sequence of
increasing {Mt}-stopping times {τk} with τ = limk→∞ τk and every probability measure µ on
(E∂ ,B(E∂)),

Pµ

(
lim
k→∞

Xτk = Xτ , τ <∞
)

= Pµ(τ <∞).

Definition 2.5.10. Let (M,d,m) be a metric measure space. A Hunt process Xt on M is said to be
m-symmetric if, for all non-negative B(M)-measurable functions u, v : M → R,

ˆ
M
u(x)Ex[v(Xt)]m(dx) =

ˆ
M

Ex[u(Xt)]v(x)m(dx).

Definition 2.5.11. Let (M,d,m) be a metric measure space satisfying Assumption 2.5.3 and Xt an
m-symmetric Hunt process on (M,d,m). Then Pt defined for f ∈ Cb(M) by

Ptf(x) := Ex[f(Xt)] (2.2)

extends to a strongly continuous symmetric semigroup on L2(M,m). The corresponding regular Dirich-
let (E ,D[E ]) form is said to be the Dirichlet form of Xt. Furthermore, we say that Xt is properly
associated to (E ,D[E ]).

Corollary 2.5.12. Let Xt be a m-symmetric Hunt process on (M,d,m). If Pt is conservative then
the lifetime ζ of Xt is Px-a.s. infinite for m-a.e. x ∈M .

Proof. For t ∈ (0,∞) and x ∈ M , Px(ζ < t) = 1− Ex[1M (Xt)] = 1− Pt1M (x). If Pt is conservative,
then Pt1M = 1M so, for m-a.e. x ∈M ,

Px(ζ <∞) ≤
∑

t∈N
Px(ζ < t) ≤

∑

t∈N
(1(x)− Pt1M (x)) = 0.

Other way around, if Px(ζ < ∞) = 0 for m-a.e. x, then 1M (x) − Pt1M (x) ≤ Px(ζ < ∞) = 0, which
implies Pt1M = 1M so Pt is conservative.

Theorem 2.5.13 (Theorem 7.2.1 for [FOT11]). Let (M,d,m) be a metric measure space satisfying
Assumption 2.5.3 and E a regular Dirichlet form on L2(M,m). Then there exists an m-symmetric
Hunt process M on (M,B(M)) whose Dirichlet form is E.

Theorem 2.5.14. If there are two Hunt processes associated to E, then they transition functions
coincide outside of a properly exceptional set.

Theorem 2.5.15. Let (M,d,m) be a metric measure space satisfying Assumption 2.5.3, Xt an m-
symmetric Hunt process and Pt its L2(M,m)-semigroup which for all t > 0 satisfies

Pt
(
L2(M) ∩ C0(M)

)
⊂ C0(M).
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Then for all k ∈ N, t1, t2, . . . tk ∈ (0,∞), f1, f2, . . . fk ∈ C0(M) ∩ L2(M) and m-a.e. x ∈ E,

Ex [f1(Xt1)f2(Xt2) . . . fk(Xtk)]

= Pt1(f1Pt2−t1(f2Pt3−t2(. . . fk−1Ptk−tk−1
(fk) . . .)))(x).

(2.3)

Proof. By Markov property (Eq. (2.1)) of Xt (used in the third line) and definition of semigroup Pt
from Eq. (2.2)

Ex [f1(Xt1)f2(Xt2) . . . fk(Xtk)]

= Ex

[
f1(Xt1) . . . fk−1(Xtk−1

)Ex

[
fk(Xtk)|X1, . . . , Xtk−1

]]

= Ex

[
f1(Xt1) . . . fk−1(Xtk−1

)EXtk−1

[
fk(Xtk−tk−1

)
]]

= Ex

[
f1(Xt1) . . . fk−1(Xtk−1

)Ptk−tk−1
fk(Xtk−1

)
]
.

Since f̃k−1 := Ptk−tk−1
fk ∈ C0(M) ∩ L2(M) by assumption the statement is proved by an induction

in k.

Theorem 2.5.16. Let Xt be a Hunt process on Rn∂ such that its lifetime ζ is Px-a.s. strictly greater
than T for all x ∈ Rn and T ∈ (0,∞). Then measures Px, for x ∈ Rn, can be considered as probability
measures on D([0, T ];Rn).

Proof. Fix an x ∈ Rn and let Ω̃ be the set of Px probability 1 such that ζ(ω) > T for every ω ∈ Ω̃. Then
Xt(ω) ∈ Rn for all ω ∈ Ω̃ and t ≥ 0 so the mapping M : Ω̃ → D([0, T ];Rn), M (ω) = (Xt(ω))t∈[0,T ]

is well defined. Notice that paths t → Xt(ω) are right continuous and have left limits because of
Item 8 of Definition 2.5.9. By [Bil99] 12.5 (ii) M is measurable if and only if Mt : Ω̃ → Rn defined
by Mt(ω) = Xt(ω) is measurable for every t ∈ [0, T ]. Since this is true for every stochastic process we
can consider M -pushforward of Px on D([0, T ];Rn) instead of Px. This is independent of the choice
of Ω̃ because Px(Ω \ Ω̃) = 0.

2.6. Volume regularity of Zn

In this section we will consider the metric measure space (Zn, d,#), where # denotes the counting
measure on Zn and d denotes the Euclidean distance on Zn, for arbitrary n ∈ N. .

Lemma 2.6.1. For every ball B ⊂ Zn with radius R ≥ 0

#B ≥ (2
√
n)−nRn

and hence (Zn, d,#) satisfies V≥[Zn, [0,∞);n, (2
√
n)−n]. On the other hand, for every ball B ⊂ Zn

with radius R ≥ 1
#B ≤ 3nRn

which shows that (Zn, d,#) satisfies V[Zn, [1,∞);n, (2
√
n)−n, 3n] holds.

Remark 2.6.2. Notice that the second statement cannot hold for every R > 0 because any nonempty
ball in Zn has the size at least 1.

Proof. Let x0 ∈ Zn, R ≥ 0 be arbitrary and set B = B(x,R). We can approximate B with cubes from
inside and outside in the following way

(
x− R√

n
, x+

R√
n

)n
∩ Zn ⊂ B ⊂ [x−R, x+R]n ∩ Zn.

The size of these cubes is not hard to estimate. For the smaller cube take any a > 1 and notice that
the interval (xi + a, xi + a) ∩ Z (where xi is any coordinate of x) contains at least 1 + 2ba − 1c ∨ 0
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points (one is always in the center). If a < 2, then 1 + 2ba− 1c ∨ 0 ≥ 1 ≥ a/2 and otherwise if a ≥ 2,
then 1 + 2ba − 1c ≥ 1 + 2ba/2c ≥ ba/2 + 1c ≥ a/2 so we get the estimate 1 + 2ba − 1c ∨ 0 ≥ a/2 in
any case. Therefore, using the product structure of cubes in Zn, for any R > 0

#B ≥
(

#

(
x− R√

n
, x+

R√
n

)
∩ Z
)n
≥ Rn

(2
√
n)
n .

On the other hand, if a ≥ 1, then segment [x− a, x+ a] ∩ Z contains at most 2bac+ 1 ≤ 2a+ 1 ≤ 3a
elements and therefore

#B ≤ (#[x−R, x+R] ∩ Z)n ≤ 3nRn.

Definition 2.6.3. We give special names to constants from the previous theorem. Define CV L(Zn) :=
(2
√
n)−n and CV U (Zn) := 3n. The (Zn) part is sometimes omitted for brevity if it is clear from the

context.

Lemma 2.6.4. Let n ∈ N be arbitrary. For every ε > 0 there exists an RV ≡ RV (n, ε) such that for
every ball B ⊂ Zn with radius R ≥ RV

(Vn − ε)Rn ≤ |B| ≤ (Vn + ε)Rn

where Vn = π
n
2 Γ(n/2 + 1)−1 is the volume of the unit ball in Rn. In other words, (Zn, d,#) satisfies

V[Zn, [RV ,∞);n, Vn − ε, Vn + ε].

Proof. Let x0 ∈ Zn, R ≥ 0 be arbitrary and set B = B(x,R). We use subscript R to distinguish Rn
balls from Zn balls, Q(x, a) = [x− a, x+ a]n ⊂ Rn to denote the cube around x0 of side length 2a in
Rn, for x ∈ Rn, a > 0, and λ to denote the Lebesgue measure on Rn. Then

BR(x0, R−
√
n/2) ⊂

⋃

x∈B
Q(x, 1/2) ⊂ BR(x0, R+

√
n/2).

Since

#B = #
⋃

x∈B
Q(x, 1/2) = λ

(⋃

x∈B
Q(x, 1/2)

)

using λ(B(x, a)) = Vna
n we end up with

Vn
(
R−√n/2

)n ≤ #B ≤ Vn
(
R+
√
n/2

)n
. (2.4)

Rewriting Ineq. (2.4) we also see that

Vn

(
R−√n/2

R

)n
Rn ≤ #B ≤ Vn

(
R+
√
n/2

R

)n
Rn.

Since R−√n/2
R , R+

√
n/2

R → 1 as R → ∞ this shows that for every ε > 0 it is possible to find RV > 0
such that (Zn, d,#) satisfies V[Zn, [RV ,∞);n, Vn − ε, Vn + ε].

Remark 2.6.5. The previous lemma gives the simplest estimate concerning the famous Gauß cir-
cle problem. Much sharper estimates are know and a good starting place to look them up might be
[IKKN06].
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2.7. Symmetric jump type forms

Let (M,d,m) be a metric measure space for the rest of this section.

Definition 2.7.1. A function k : M ×M → [0,∞] is said to be a (jump) kernel on M if it is Borel
measurable on M ×M . A kernel is said to be symmetric if k(x, y) = k(y, x) m×m-a.e.

Definition 2.7.2. A form E acting on Borel measurable function on M is said to be of jump type if
for every Borel measurable function f on M

E(f) =

ˆ
M

ˆ
M

(f(x)− f(y))2k(x, y)dydx (2.5)

for some jump kernel k : M ×M → [0,∞].

Definition 2.7.3 (Energy density). For symmetric kernel k on M we define the carré du champ
operator Γ acting on a Borel measurable function f on M by

Γf(x) =

ˆ
M

(f(x)− f(y))2k(x, y)dy ∈ [0,∞]

for x ∈M . Γf(x)dx is then called the energy measure of f .

Proposition 2.7.4. Let E be a symmetric jump type form on L2(M) defined by Eq. (2.5) for some
symmetric kernel k. If we take D[E ] = {f ∈ L2(M) : E(f) <∞} then the form (E ,D[E ]) is closed.

Proof. We follow Example 1.2.4 of [FOT11]. Let u ∈ L2(M) be arbitrary and {ul} ⊂ L2(M) an
E1-Cauchy sequence such that ul → u in L2(M). Because ul converges to u in L2(M), we can find a
subsequence which uli which converges to u a.e. By Fatou’s lemma, for every m ≥ 0,

E(u− um) =

ˆ
M×M

lim
li→∞

[uli(x)− um(x)− uli(y) + um(y)]2 k(x, y)dydx

≤ lim inf
i→∞

E(uli − um).

The last term can be made arbitrarily small form large enough. Thus u ∈ D[E ] and E1(u−um)→ 0.

The next lemma gives an estimate on the pointwise energy density of cutoff functions for kernel
k = d(x, y)−(n+2s).

Lemma 2.7.5. Let (M,d,m) be a metric measure space, x ∈ M arbitrary and suppose that there is
a CV U > 0 such that

∀R > 0 |B(x,R) \ {x}| ≤ CV URn

for some n ≥ 2. Then there exists a C(2.7.5) ≡ C(2.7.5)(s, n, CV U ) such that, for all s ∈ (0, 1) and
bounded Lipschitz function ψ : M → R,

ˆ
M

(ψ(x)− ψ(y))2

d(x, y)n+2s
dy ≤ C(2.7.5)‖ψ‖2−2s

L∞(M)(Lipψ)2s.

Relating this to CE, the result of the theorem is equivalent to saying that form E ,corresponding to
kernel k(x, y) = d(x, y)−(n+2s), satisfies CE[M, (0,∞); s,Q =∞, γ = 0, CC = C(2.7.5)].

Proof. Let us denote L := Lipψ and ‖ψ‖∞ := ‖ψ‖L∞(M). For arbitrary a > 0

ˆ
M

(ψ(x)− ψ(y))2

d(x, y)n+2s
dy ≤

ˆ
B(x,a)\{x0}

L2d(x, y)2

d(x, y)n+2s
dy +

ˆ
M\B(x,a)

4‖ψ‖2∞
d(x, y)n+2s

dy =: I1 + I2.
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The integrals I1 and I2 will be computed separately. For I1 we use a dyadic decomposition to compute

I1 = L2
∞∑

k=0

ˆ
B(x0,2−ka)\B(x0,2−(k+1)a)

d(x, y)2−n−2sdy

≤ L2
∞∑

k=0

(2−(k+1)a)2−n−2s|B(x0, 2
−ka) \ {x0}|.

The volume in the last expression can be estimate using the assumption which gives

I1 ≤ 2n+2s−2L2a2−2s
∞∑

k=0

CV U (22−2s)−k ≤ 2n

22−2s − 1
L2CV Ua

2−2s

where the sum converges because 22s−2 < 1. The estimate of the second integral can be obtained in
a similar way,

I2 = 4‖ψ‖2∞
∞∑

k=0

ˆ
B(x0,2k+1a)\B(x0,2ka)

d(x, y)−n−2sdy

≤ 4‖ψ‖2∞
∞∑

k=0

(2ka)−n−2s|B(x0, 2
k+1a) \ {x0}|.

The volume on the right can again be estimated using the assumption which leads to

I2 ≤ 4‖ψ‖2∞
∞∑

k=0

2na−2sCV U2−2sk ≤ 2n+2

1− 2−2s
‖ψ‖2∞CV Ua−2s.

Collecting the estimates for I1 and I2 we see that for every a > 0

ˆ
M\{x0}

(ψ(x)− ψ(y))2

d(x, y)n+2s
dy ≤ 2n

22−2s − 1
L2CV Ua

2−2s +
2n+2

1− 2−2s
‖ψ‖2∞CV Ua−2s.

As the first term is increasing in a and explodes for a→∞ and the second one is decreasing in a and
explodes for a→ 0 the minimum is obtained when

d

da

(
2n

22−2s − 1
L2CV Ua

2−2s

)
+

d

da

(
2n+2

1− 2−2s
‖ψ‖2∞CV Ua−2s

)
= 0.

It is not hard to check that this happens for

a2 =
4s(22−2s − 1)

(1− s)(1− 2−2s)
‖ψ‖2∞L−2

which gives the bound

ˆ
M\{x0}

(ψ(x)− ψ(y))2

d(x, y)n+2s
dy ≤ 2nCV U

[(
s

1− s

)1−s
+

(
s

1− s

)−s]( 4

1− 2−2s

)1−s

×
(
22−2s − 1

)−s ‖ψ‖2−2s
∞ L2s

≤ 2nCV U

(
4

(1− s)(1− 2−2s)

)1−s( 1

s(22−2s − 1)

)s
‖ψ‖2−2s

∞ L2s.

The claim follows by defining C(2.7.5) ≡ C(2.7.5)(s, n, CV U ) to be the factor in front of ‖ψ‖2−2s
∞ L2s.
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Corollary 2.7.6. Let n ≥ 2 and let ψ : Zn → [0, 1] be a Lipschitz function. Then there exists a
C(2.7.6) ≡ C(2.7.6)(n, s) such that for every s ∈ (0, 1)

∥∥∥∥∥∥
∑

y∈Zn

(ψ(y)− ψ(x))2

d(x, y)n+2s

∥∥∥∥∥∥
L∞(Zn)

≤ C(2.7.6)(Lipψ)2s.

Proof. It is sufficient to notice that M = Zn with counting measure m = # satisfies the estimate

|B(x,R) \ {x}| ≤ CV U (Zn)Rn

for all x ∈ Zn, R > 0. Indeed, if R < 1, then the set on the left is empty so the statement holds and
if R ≥ 1, then this is implied by Lemma 2.6.1. Applying Lemma 2.7.5 leads to the inequality claimed
if one takes into account ‖ψ‖∞ ≤ 1, renames C(2.7.5) to C(2.7.6) ≡ C(2.7.6)(s, n, CV U (Zn)) and notices
that CV U (Zn) depends only on n.

2.8. Generalized Mosco convergence

The concept of Mosco convergence of a sequence of bilinear forms was introduced in [Mos94]. We
present here a generalization of this concept, called “generalized Mosco convergence”, introduced in
[KS03] and also in [Kim06]. The results which follow can be found in [CKK13], appendix 8.

Remark 2.8.1. It is sometimes convenient to consider symmetric bilinear forms (E ,D[E ]) on Hilbert
space H to be defined on whole H but take value ∞ outside of D[E ]. In that sense the domain D[E ] of
the form is sometimes not explicitly stated.

Definition 2.8.2. Suppose that we are given a sequence of Hilbert spaces (Hk, 〈·, ·〉k), for k ∈ N, and
a “limiting” Hilbert space (H, 〈·, ·〉). Sequences Ek : Hk → H and πk : H → Hk of bounded operators
such that

(i) πk is the adjoint of Ek, that is 〈πkf, fk〉k = 〈f,Ekfk〉 for all f ∈ H, fk ∈ Hk,

(ii) Ek is the right inverse of πk, πkEkfk = fk for every fk ∈ Hk,

(iii) supk∈N ‖πk‖H→Hk <∞,

(iv) limk→∞ ‖πkf‖Hk = ‖f‖H for every f ∈ H,

(v) 〈Ekf,Ekg〉 = 〈f, g〉k for every f, g ∈ Hk

are called extension and projection operators respectively.

Setting 2.8.3. Suppose that we are given a sequence of Hilbert spaces (Hk, 〈·, ·〉k) with a corresponding
sequence of densely defined symmetric closed bilinear forms (Ek,D(Ek)) and a “limiting” Hilbert space
(H, 〈·, ·〉) together with a closed symmetric bilinear form (E ,D(E)). Suppose also that sequences of
extension and projection operator Ek and πk are given.

Definition 2.8.4 (Generalized Mosco convergence). Under Setting 2.8.3 we say that the sequence of
forms Ek converges to E in the generalized Mosco sense if the following two statements are satisfied:

(i) If uk ∈ Hk and u ∈ H are such that Ekuk ⇀ u weakly in H, then

lim inf
k→∞

Ek(uk) ≥ E(u).

(ii) For every u ∈ H there is a sequence uk ∈ Hk such that Ekuk → u strongly in H and

lim sup
k→∞

Ek(uk) ≤ E(u).
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The following lemma is a paraphrase of [CKK13] Lemma 8.2 (see also [Kol06] Lemma 2.8).

Theorem 2.8.5. Under Setting 2.8.3, Ek converges to E in the generalized Mosco sense if, in Defini-
tion 2.8.4, Item (i) holds and instead of Item (ii) the following three statements are satisfied:

(i’) there exists a set D ⊂ H which is E1-dense in D[E ],

(ii’) πk(ϕ) ∈ D[Ek] for every ϕ ∈ D,

(iii’) for every ϕ ∈ D,
lim sup
k→∞

Ek(πkϕ) = E(ϕ).

Proof. The statement is the same as in Lemma 8.2 of [CKK13] up to notational changes.

Generalized Mosco convergence of densely defined symmetric closed bilinear forms is equivalent
to the strong convergence of the corresponding semigroups. The precise statement is given in the
following theorem which is taken from [CKK13].

Theorem 2.8.6. Under Setting 2.8.3 the following are equivalent:

(i) Ek k→∞−−−→ E in the generalized Mosco sense.

(ii) EkP
(k)
t πk

k→∞−−−→ Pt strongly on H and the convergence is uniform on any finite time interval of
t ≥ 0.

Proof. See [CKK13], Theorem 8.3.
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3. List of properties

We list here the assumption and properties that will be used throughout the thesis. For the purpose
of this chapter let (M,d,m) be metric measure space, E : L2(M)→ [0,∞] a bilinear form on L2(M),
k : M×M → [0,∞) a Borel measurable kernel on M×M and c : M×M → [0,∞) a Borel measurable
“conductance” on M ×M .

Whenever a kernel k is mentioned in properties below, it is implicitly assumed that E is the corre-
sponding energy form on L2(M) (allowed to take value +∞ for some functions) defined by

E(f) =

ˆ
M

ˆ
M

(f(x)− f(y))2k(x, y)dydx ∀f ∈ L2(M).

In that case we define, for U ⊂M ,

EU (f) =

ˆ
U

ˆ
U

(f(x)− f(y))2k(x, y)dydx ∀f ∈ L2(U).

Similarly, whenever a conductance c is mentioned in properties below, it is implicit assumed that k
is the kernel defined by k(x, y) = c(x, y)d(x, y)−(n+2s).

3.1. Local properties describing jump kernels

The following properties are used to describe a metric measure space (M,d,m), bilinear form E , kernel
k or conductance c. As a rule, these properties will apply in certain ball B of M so they will contain
parameters x0 ∈M and a radius R > 0 indicating the center and the radius of B.

Property 3.1.1 (V). We say that the measure space (M,d,m) satisfies the volume regularity property
on a ball B := B(x0, R) ⊂M with constants n,CV L, CV U ∈ (0,∞) if

CV LR
n ≤ m (B(x0, R)) ≤ CV URn.

In short we simply say that V[x0, R;n,CV L, CV U ] is satisfied. If only the lower bound holds, we say
that (M,d,m) satisfies the lower volume regularity, V≥[x0, R;n,CV L], and if only the upper bound
holds we say that (M,d,m) satisfies upper volume regularity, V≤[x0, R;n,CV U ].

Property 3.1.2 (PSI). We say that the functional Q : L1(M) → R satisfies Poincaré-Sobolev in-
equality with constants p ∈ [1, ns ), q ∈ ( nsp ,∞], CPS <∞ on a ball B := B(x0, R) if, for ρ > 1 solving
1
ρ = 1− sp

n + 1
q and every f ∈ L1(M) supported in B, the inequality

‖(f − fM )p‖Lρ(M) ≤ CPSR
n
qQ(f)

holds, where fM =
ffl
M f (by definition fM = 0 if |M | = ∞). In short, we say that PSI[x0, R; s, p, q,

CPS ] is satisfied.

Property 3.1.3 (SI). We say that the kernel k satisfies a version of Sobolev inequality with constants
ρ ∈ (1,∞), ζ ∈ [1,∞), s ∈ (0, 1), γ ∈ [0, 2s), CS1, CS2 <∞ on a ball B ≡ B(x0, R) ⊂M if, for every
f ∈ L1(B) and every σ ∈ (0, 1),

‖f2‖Lρ(σB) ≤ CS1|B|
1
ρ
−1
R2sEB(f) + CS2(1− σ)−2s−γ |B|

1
ρ
− 1
ζ ‖f2‖Lζ(B). (3.1)

In short, we say that SI[x0, R; s, ρ, ζ, CS1, CS2, γ] is satisfied.
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Property 3.1.4 (PI). We say that the kernel k satisfies the L2-Poincaré inequality with constants
s ∈ (0, 1), CP <∞ on a ball B := B(x0, R) ⊂M if, for every f ∈ L1(B),

‖f − fB‖22 ≤ CPR2sEB(f),

where fB =
ffl
B f . In short, we say that PI[x0, R; s, CP ] is satisfied.

Property 3.1.5 (CE). We say that the kernel k satisfies cutoff energy density estimate on a ball
B := B(x0, R) ⊂ M with constants Q ∈ [1,∞], s ∈ (0, 1), CC < ∞, γ ∈ [0, 2s) if for every Lipschitz
function ϕ : M → [0, 1] ( 

B
Γϕ(x)Qdx

) 1
Q

≤ CCR−2s(ξ2s−γ ∨ ξ2s+γ)

where ξ = RLipϕ. In short, we say that CE[x0, R; s,Q, γ, CC ] is satisfied.

Property 3.1.6 (AKB≥). We say that the kernel k : M ×M → [0,∞) is in average bounded from
below on the ball B(x0, R) ⊂M with constant CK > 0 if there exists a y0 ∈M \B(x0, 6R) such that

 
B(x0,R)

ˆ
B(y0,R)

k(x, y)dydx ≥ CKR−2s.

In short, we say that AKB≥[x0, R; s, CK ] is satisfied.

Property 3.1.7 (TB). We say that the kernel k satisfies truncation bound on a ball B := B(x,R) ⊂
M with constant s ∈ (0, 1), CT <∞ if

ˆ
M\B(x,R)

k(x, y)dy ≤ CTR−2s.

In short, we say that TB[x0, R; s, CT ] is satisfied.

For the following three properties the supersolutions of equations Lu = 0 and ∂tu − Lu = f are
defined as in Definition 5.1.5 and Definition 5.1.4.

Property 3.1.8 (WEHI). We say that E satisfies the weak elliptic Harnack inequality on the ball
B := B(x0, R) ⊂M with constant CEH <∞ if, for every supersolution u of Lu = 0 in 2B with u ≥ 0
on M , the inequality  

1
2
B
u(x)dx ≤ CEH ess inf

1
2
B

u

holds. In short, we say that WEHI[x0, R;CEH ] holds.

Property 3.1.9 (WPHI). We say that E satisfies the weak parabolic Harnack inequality on a ball
B := B(x0, R) ⊂ M with constants s ∈ (0, 1), CPH < ∞ if the following statement holds. For all
t0 ∈ R, f ∈ L∞(I(R);LQ(2B)) and for every supersolution u of ∂tu − Lu = f in I(R) × 2B(x0, R)
with u ≥ 0 on M the inequality

 
U	

u ≤ CPH
(

ess inf
U⊕

u+ (2R)2s sup
t∈I(R)

( 
2B
|f(t)|Q

) 1
Q

)

is true. Here

I(R) = (t0 −R2s, t0 +R2s)

U⊕ := (t0 +R2s − (R/2)2s, t0 +R2s)× 1

2
B

U	 := (t0 −R2s, t0 −R2s + (R/2)2s)× 1

2
B.

In short, we say that WPHI[x0, R; s, CPH , Q] is true.
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3.2. Conventions

Property 3.1.10 (HR). We say that E satisfies Hölder regularity in a ball B := B(x0, R) ⊂M with
constants η > 0 and CH < ∞ if the following statement holds. For all R ≥ R, t0 ∈ R and every
supersolution u of ∂tu− Lu = 0 in (t0 − 2R2s, t0)×B(x0, 2R) with u ≥ 0 on M ,

ess osc
[t0−R2s,t0]×B(x0,R)

u ≤ CH‖u‖L∞((t0−2R2s,t0)×M)

(
R

R

)η
.

In short, we say that HR[x0, R; η, CH ] is satisfied.

Property 3.1.11 (ETE). We say that E satisfies two-sided expected exit time estimates on B :=
B(x0, R) ⊂M with constants s ∈ (0, 1), C(E≤) <∞ and C(E≥) > 0 if

C(E≥)R
2s ≤ ess inf

x∈ 1
4
B
GB1 ≤ ess sup

x∈B
GB1 ≤ C(E≤)R

2s,

where GB is the potential operator from Definition 2.4.13. In short, we say that ETE[x0, R; s, C(E≤),
C(E≥)] is satisfied.

Property 3.1.12 (SE). We say that the semigroup Pt corresponding to the form E satisfies survival
estimate with parameters s ∈ (0, 1), ε, δ > 0 on a ball B := B(x0, R) ⊂M if, for all t ∈ [0, (δR)2s],

ess inf
x∈ 1

4
B
PBt 1B(x) ≥ ε.

In short we say that SE[x0, R; s, ε, δ] is satisfied.

Property 3.1.13 (BA). For p, CM ∈ R we say that the conductance c on Zn has p-average bounded
by CM around x0 ∈ Zn if

lim sup
k,l→∞
k,l∈N

1

#B(x0, k)

∑

x∈B(x0,k)

1

#B(x, l)

∑

y∈B(x0,l)

c(x, y)p ≤ CM ,

where lim supk,l→∞ f(k, l) = sup{lim supi→∞ f(ki, li) : for any ki → ∞, li → ∞}. In short, we say
that BA[x0; p, CM , n] is satisfied

3.2. Conventions

Most of the time form E , kernel k and conductance c will be clear from the context and in that case
we will simply say that certain Property holds instead of saying that it is satisfied for E , k or c.
Statements of form “Property[A, . . . ;B, . . .] holds”, where A and B are sets given in place of a
concrete parameters, are understood in the sense that Property[a, . . . ; b, . . .] holds for all choices of
parameters in a ∈ A and b ∈ B.
We will try to suggest the matching of parameters through their notation and not through the order
alone. That is, reader will not find statements of the form “WPHI[x0, R; 1, 2, 3] holds” but rather of

the form “WPHI[x0, R; s1, C
(2)
PH , Q3] holds”, where names s1, C

(3)
PH and Q2 indicate the corresponding

parameters in the definition of WPHI. If the first situation can not be avoided, we will instead write
“WPHI[x0, R; s = 1, CPH = 2, Q = 3] holds”.

The construction in the next definition is an imitation of the “very good ball” from [Bar04]. Similar
constructions are also used in [CKW18b] and [CKW18a] although they are not stated explicitly.

Definition 3.2.1. We say that some property holds on scales larger that θ ∈ (0, 1) in a ball B(x?, R?),
and write ?Property[x?, R?, θ; . . .] if the following statement is satisfied. For all R0 ∈ N ∩ [R?,∞),
x0 ∈ B(x?, R0), R ≥ Rθ0 Property[x0, R; . . .] holds.
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4. Assumptions and main ideas

Let (M,d,m) be a metric measure space and assume, for the sake of this introduction, that the volume
of a ball B ⊂ M with radius R is comparable to Rn for some n > 0. Later on, we will need such
comparability of volume only for certain balls.

Remark 4.0.1. Integration over measure m is denoted simply by dx instead of m(dx) and the m-
measure of the set is denote by | · |. Since m is the only measure used in this part such conventions
should not cause confusion.

Throughout this part we will be studying the closed symmetric bilinear form E satisfying the fol-
lowing assumption:

Assumption 4.0.2. The closed symmetric bilinear form (E ,D[E ]) on L2(M) is defined through its
action on f ∈ L2(M) by

E(f) =

ˆ
M

ˆ
M

(f(x)− f(y))2k(x, y)dydx, (4.1)

for some symmetric Borel measurable kernel k : M ×M → [0,∞), and D[E ] is its maximal domain,
i.e.

D[E ] =
{
f ∈ L2(M); E(f) <∞

}
.

Furthermore, we assume that D[E ] contains all Lipschitz functions supported on balls and that all balls
are precompact.

Form E defined in the above way is always closed, see Proposition 2.7.4, and we denote its generator
by (L,D[L]) .

We would like to develop results that will apply to kernels of the form k(x, y) = c(x, y)d(x, y)−(n+2s)

for some generic realization of random variables c(x, y), x, y ∈ Zn. Such kernels will be studied in
Part II. The theory developed in [GHH18, GHH17, GHL14] or [CK03, CKW16b, CKW16a] for kernels
satisfying pointwise bounds

A−1d(x, y)−(n+2s) ≤ k(x, y) ≤ Ad(x, y)−(n+2s), (4.2)

for some A ≥ 1, is not directly applicable because we want to allow random variables c(x, y) to be
unbounded or to take value zero for some pairs of x and y. Therefore, we need a different way of
comparing our kernel to the rotationally stable kernel d(x, y)−(n+2s). One approach, developed in
[FK13] and [DK15] for M = Rn, is to assume the comparability of energy forms corresponding to
kernels k and d(x, y)−(n+2s). That is, to assume that for some A ≥ 1, every ball B ⊂ Rn and every
function f ∈ L2(B)

A−1

ˆ
B

ˆ
B

(f(x)− f(y))2

d(x, y)n+2s
dydx ≤

ˆ
B

ˆ
B

(f(x)− f(y))2k(x, y)dydx ≤ A
ˆ
B

ˆ
B

(f(x)− f(y))2

d(x, y)n+2s
dydx.

(4.3)

See also [CS19] for recent developments. We will take a slightly different route here and postulate that
the kernel k satisfies certain functional inequalities which are satisfied for the kernel d(x, y)−(n+2s),
possibly with different constants. To be more precise, we will assume that energy form E satisfies
Poincaré inequality, Sobolev inequality and estimate of the energy density of cutoff functions given
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4. Assumptions and main ideas

in PI, SI and CE respectively (see Chapter 3). All of these inequalities follow immediately if one
assumes Ineq. (4.2) or Ineq. (4.3).

The main results of this part are Theorems 6.5.1, 6.6.3, 7.2.2, 7.3.2 and 8.1.4 and they will be applied
in Part II. Theorem 6.5.1 proves the weak parabolic Harnack inequality (WPHI) and is used to obtain
large scale Hölder regularity (HR) in Theorem 6.6.3. The latter result will be used when applying
Theorem 12.4.1 to symmetrized twofold ergodic and i.i.d. conductance respectively. Theorem 7.2.2
proves that form E is conservative which we will use to embed the paths of the corresponding process
into Sorokhod space D([0, T ],Rn). Theorem 7.3.2 gives the lower bound of the decay of restricted
semigroup PBt and is the crucial ingredient in the proof of tightness for the i.i.d. conductance in
Theorem 12.5.2. Finally, Theorem 8.1.4 will be used to obtain PI and SI for both ergodic and i.i.d.
conductance in Theorems 10.2.5 and 11.7.1 respectively.

We believe that Theorems 6.5.2, 7.1.5 and 7.2.1 are interesting by themselves but are not necessary
for Part II and will only be briefly mentioned there.
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5. Weak solution and testing lemma

The Moser iteration, presented in the next chapter, relies on energy estimates obtained by testing the
supersolutions u of the parabolic equation

∂tu− Lu = f,

where L is the generator of symmetric bilinear form E from Eq. (4.1), with test functions of the form
ϕu−β for some β ∈ (0,∞) and compactly supported Lipschitz ϕ. Once such estimates have been
obtained, the iteration does not require any additional input from the equation. The goal of this
chapter is to establish a definition of weak supersolution (Definition 5.1.4) for the above equation that
allows for the derivation of aforementioned energy estimates. Ideally, such definition would require
as little as possible a priori regularity of the solution and provide energy estimates at the same time.
However, reducing a priori regularity increases technical difficulties and for this reason we will settle on
the definition of weak supersolutions similar to the one in [GHL09] which require the a priori existence
of weak time derivative ∂tu (see Definition 5.1.4). This will not give us problems in Part II because we
will only be interested in semigroup solutions, which are known to be sufficiently regular. A discussion
on the possible solution concepts can be found in [Fel13]. In particular, the a priori existance of ∂tu
can be avoided using Steklov averages techniques.

The main result of this chapter are the weak solution concept in Definition 5.1.4 and the energy
estimate in Lemma 5.2.1. Moreover, Lemma 5.1.9 proves that semigroup solutions are weak solutions
in the sense of Definition 5.1.4.

5.1. Concept of weak solutions

Definition 5.1.1 (Weak differentiation). Let H be a Hilbert space and I an interval in R. We say
that the function u : I → H is weakly differentiable at t ∈ I if there exists a v ∈ H such that

u(t+ ε)− u(t)

ε

ε→0−−−⇀ v

where ⇀ stands for the weak convergence in H. Then v is denoted by u′(t) or ∂tu(t) and called the
weak derivative of u at t.

Definition 5.1.2 (Solution space). Let us define, loosely following [FKV15] Definition 2.1, for any
ball B ⊂M the space

VB = {v : M → R; v Borel mesurable and VB(v) <∞}

where VB is the seminorm

VB(v) =

ˆ
(Bc×Bc)c

(v(x)− v(y))2k(x, y)dydx

and Bc = M \B so that (Bc ×Bc)c = B ×B ∪B × (M \B) ∪ (M \B)×B.

Remark 5.1.3. For f ∈ DB[E ], g ∈ D[E ]

E(f, g) = VB(f, g) ≤ E(f)1/2VB(g)1/2

and VB can be considered as a subspace of E-dual of DB[E ].
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5. Weak solution and testing lemma

Following [GHL09] we now define weak supersolutions (subsolution/solution) of equation ∂tu−Lu =
f .

Definition 5.1.4 (Weak parabolic supersolution). Let Q ∈ [1,∞], finite open interval I ⊂ R, a ball
B ⊂ M and f ∈ L∞(I;LQ(M)) be arbitrary. Denote by L the L2-generator corresponding to the
closed form (E ,D[E ]).

A function u : I → VB ∩ L2(B) is said to be a weak supersolution of the equation

∂tu− Lu = f in I ×B

if the weak L2(B)-derivative ∂tu exists, ∂tu ∈ L1
loc(I;L2(B)), VB(u) ∈ L1

loc(I) and for every non-
negative ϕ ∈ DB[E ] ∩ LQ∗(B),

ˆ
B
∂tu(t, x)ϕ(x)dx+ E (u(t, ·), ϕ(·)) ≥

ˆ
B
f(t, x)ϕ(x)dx for every t ∈ I. (5.1)

u is said to be a weak subsolution if the same thing holds for non-positive ϕ and it is called a weak
solution if it holds for all ϕ.

Definition 5.1.5 (Weak elliptic supersolution). Let Q ∈ [1,∞], ball B ⊂ M and f ∈ LQ(B) be
arbitrary. Function u ∈ VB ∩ L2(B) is said to be a weak supersolution of the equation Lu = f in B if
for every ϕ ∈ DB[E ] ∩ LQ∗(B), ϕ ≥ 0,

E (u, ϕ) ≥
ˆ
B
f(x)ϕ(x)dx. (5.2)

u is said to be a weak subsolution if the same thing holds for non-positive ϕ and it is called a weak
solution if it holds for all ϕ.

Proposition 5.1.6. Let Q ∈ [1,∞], ball B in M and f ∈ LQ(B) be arbitrary. Function u ∈ L2(B)∩VB
is a weak super/sub/solution of equation Lu = f in B if and only if the function v : R → L2(B),
defined by v(t) = u, is a weak super/sub/solution of ∂tv − Lv = f in I × B for every open interval
I ⊂ R, where f(t, x) = f(x) for all t ∈ R.

Proof. From Definition 5.1.1 it follows immediately that v is weakly differentiable on every open
interval I and ∂tv(t) = 0 for all t ∈ I. Due to definitions of f(t, ·), v(t) and ∂tv = 0, Ineq. (5.1)
collapses to Ineq. (5.2) for every ϕ ∈ DB[E ] ∩ LQ∗(B). Suppose u is a weak super/sub/solution of
Lu = f and take any open interval I ⊂ R. Clearly

´
I VB(v(t))dt = VB(u)|I| <∞ and therefore v is a

super/sub/solution of ∂tv−Lv = f on I ×B. Other way around, if v is a weak super/sub/solution of
∂tu−Lu = f on every finite open interval I, then VB(u) =

ffl
I VB(v(t))dt <∞ implying u ∈ VB which

means that u is a super/sub/solution of Lu = f .

The following lemma concerning properties of weak differentiation is borrowed from [GHL09],
Lemma 5.1.

Lemma 5.1.7 (Weak differentiation). Let H be a Hilbert space with inner product (·, ·), I and open
subset of R and u : I → H.

(i) If u is weakly differentiable at t ∈ I, then u is strongly continuous at t.

(ii) (The product rule) If functions u : I → H and v : I → H are weakly differentiable at t, then
the inner product (u, v) is also weakly differentiable at t and

(u, v)′ = (u′, v) + (u, v′).
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5.1. Concept of weak solutions

(iii) (The chain rule) Let (X,µ) be a measure space and set H = L2(X,µ). Let u : I → L2(X,µ) be
weakly differentiable at t and let Φ : R→ R be a smooth real valued function such that

Φ(0) = 0, sup
R
|Φ′| <∞ and sup

R
|Φ′′| <∞.

Then the function Φ(u) maps I to L2(X,µ) and it is also weakly differentiable at t with

Φ(u)′ = Φ′(u)u′.

(iv) The conclusion of Item (iii) remain valid if function Φ is defined and smooth only on some open
J ⊂ R (possibly unbounded), with limx→0 Φ(x) = 0 in case 0 ∈ J ,

sup
J
|Φ′| <∞, sup

J
|Φ′′| <∞

and u(t, x) ∈ J for a.e. t ∈ I and µ-a.e. x ∈ X.

Proof. Just like in [GHL09] Lemma 5.1 except for Item (iv) which is not stated there. The proof
of Item (iii) in [GHL09] was corrected by the authors and is available on the webpage of Professor
Grigor’yan. The correction is as follows: It is claimed in [GHL09] that the first term on the right of
(5.3) converges to zero strongly in L2. This is not true because the use of Hölder inequality proves
that it only converges to zero strongly in L1. However, the same term is bounded in L2 by 2 sup |Φ′|
which makes it weakly compact. But then the weak L2-limit must coincide with the strong L1-limit
and the term converges to zero weakly in L2 which is sufficient to prove the statement following the
remaining arguments from [GHL09].

For Item (iv) we consider first the case 0 ∈ J . Then one only needs to extend Φ by a smooth
function Ψ onto the whole R with bounded first and second derivatives and apply Item (iii). If 0 /∈ J ,
then one has to, in addition, choose Ψ such that Ψ(0) = 0 which is possible because 0 is separated
from J .

Remark 5.1.8. Operators of type Lp(X,µ) 3 u(x) → f(x, u(x)) ∈ Lp(X,µ) are called superposition
operators and one can look them up in [AZ90].

Lemma 5.1.9. Let g ∈ L2(M) be arbitrary and let U ⊂ M be open. Let PUt be a strongly contin-
uous L2(U) semigroup corresponding to the closed symmetric bilinear form E on L2(U), see Defini-
tion 2.4.12. Then PUt g is a solution of ∂tu−Lu = 0 on (0,∞)×B, for every ball B ⊂ U , in the sense
of Definition 5.1.4. Furthermore,

lim
t→0
‖PUt g − g‖L2(U) = 0.

Proof. Let LU denote the generator of PUt on L2(U). Because PUt is symmetric and contractive,
PUt (L2(U)) ⊂ D[LU ] so the strong L2(U) Fréchet derivative exists and is equal to ∂tP

U
t g = LUPUt g.

All of this follows from the spectral theorem. Let {Eλ, λ ∈ (−∞,∞)} be a spectral family of −LU
(which is known to be non-negative and self-adjoint by [FOT11] Lemma 1.3.1) such that

LU =

ˆ ∞
0

(−λ)dEλ and D[LU ] =

{
v ∈ L2(U) :

ˆ ∞
0

λ2d(Eλv, v) <∞
}

just like in [FOT11] Chapter 1.3, (around Formula (1.3.4)), see also [Kat95] Chapter six, Section 5.
Then also PUt =

´∞
0 e−tλdEλ and

ˆ ∞
0

λ2d(EλP
U
t g, P

U
t g) =

ˆ ∞
0

λ2e−2λd(Eλg, g) <∞

implying PUt g ∈ D[LU ]. This in particular implies that L2(B)-Fréchet deriviative ∂tP
U
t g exists and

∂tP
U
t g = LUPUt f in L2(B)
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5. Weak solution and testing lemma

so PUt u is also weakly differentiable on (0,∞) in the sense of Definition 5.1.1. Note that LU commutes
with PUt and that the function PUt LUf : (0,∞) → L2(B) is continuous on (0,∞) which implies that
∂tP

U
t f ∈ L1

loc((0,∞);L2(B)). Testing the previous equation with ϕ ∈ DB[E ] we obtain

ˆ
B
∂tP

U
t g(x)ϕ(x)dx+ E(PUt g, ϕ) = 0

because
´
B(−LU )PUt g(x)ϕ(x)dx = E(PUt g, ϕ) (see Corollary 1.3.1 in [FOT11]). This shows that PUt

satisfies Ineq. (5.1) for all t ∈ (0,∞) and ϕ ∈ DB[E ]. Furthermore, from

∂tE(PUt g) = ∂t(−LUPtg, PUt g) = −2(LUPUt g,LUPUt g) ≤ 0

it follow that the function t→ E(PUt g) is decreasing so for any compact [T1, T2] ⊂ (0,∞),

ˆ T2

T1

VB(PUt g)dt ≤
ˆ T2

T1

E(PUt g)dt ≤
ˆ T2

T1

E(PUT1g)dt <∞.

Thus PUt g is indeed a solution in the sense of Definition 5.1.1 on (0,∞)×B. The convergence claim
is simply a restatement of strong continuity of semigroup PUt in L2(U).

5.2. Testing lemma

Lemma 5.2.1 (Testing lemma). Under Assumption 4.0.2 let I ⊂ R be a finite interval, B a ball
of radius R > 0, Q ≥ 1, and f ∈ L∞(I;LQ(B)). Suppose ε > 0 and a weak supersolution u of
∂tu− Lu = f in I ×B are such that

u ≥ ε+R2s ess sup
t∈I

( 
B
|f(t, x)|Qdx

) 1
Q

on I ×B.

Define

w(t, x) =

{
1

1−βu
1−β(t, x) if β 6= 1

log u(t, x) if β = 1.

Then w is continuous in t and for every β > 0, every non-negative, bounded and absolutely contin-
uous χ : I → R, every non-negative, Lipschitz ψ : M → R supported inside of B and every segment
[T1, T2] ⊂ I

[
χ(t)

ˆ
B
ψ(x)w(t, x)dx

]T2

T1

+

ˆ T2

T1

χ(t)E(u(t), ψu−β(t))dt

≥ −‖ψ‖L∞(B)

ˆ T2

T1

[
|χ′(t)|

ˆ
B
|w(t, x)|dx+ |χ(t)|R−2s|B|

1
Q

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗
]
dt,

where χ′(t) is the Radon-Nikodym derivative of χ and [a(t)]T2T1 is the shorthand notation for a(T2) −
a(T1).

Furthermore, if β 6= 1, the last two terms can be combined to give

[
χ(t)

1− β

ˆ
B
ψ(x)u1−β(t, x)dx

]T2

T1

+

ˆ T2

T1

χ(t)E(u(t), ψu−β(t))dt

≥ −‖ψ‖L∞(B)|B|
1
Q

ˆ T2

T1

( |χ′(t)|
|1− β| + |χ(t)|R−2s

)(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt.
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5.2. Testing lemma

Proof. First of all, notice that ψ ∈ D[E ] due to Assumption 4.0.2. We claim that more is true and

that in fact ψ ∈ DB[E ]. To see this, we approximate ψk := ψ − (ψ ∨ (−1/k)) ∧ 1/k
E1,k→∞−−−−−→ ψ by

[FOT11], Lemma 1.4.2 (iv). Every ψk is compactly supported inside L2(B) because ψ is Lipschitz
and zero on Bc so ψk is in DB[E ] by Definition 2.4.12. Since DB[E ] is E1-closed, ϕ ∈ DB[E ] as well.
For fixed t ∈ I we intend to test supersolution u with ϕt = ψu−β(t, ·) in Ineq. (5.1). For this we have
to check that ϕt is a valid test function. Clearly ϕt is a non-negative element of L∞(B) ⊂ LQ∗(B) by
assumptions u ≥ ε, so we only need to verify that ϕt ∈ DB[E ]. To do so, notice that u ≥ ε and that
for every a, b ∈ [ε,∞)

|a−β − b−β| ≤ βε−(1+β)|a− b| ≤ C(ε, β)|a− b|.
Now E(ϕt) = VB(ϕt) because ϕ ∈ DB(E) and thus (with elementary estimate (ab − cd)2 ≤ 2a2(b −
d)2 + 2(a− c)2d2 in mind for the first inequality)

E(ϕt) = VB(ϕt) =

ˆ
(Bc×Bc)c

(
ψ(x)u−β(t, x)− ψ(y)u−β(t, y)

)2
k(x, y)dydx

≤ 2‖ψ‖2L∞(B)

ˆ
(Bc×Bc)c

(
u−β(t, x)− u−β(t, y)

)2
k(x, y)dydx

+ 2‖u−β‖2L∞(B)

ˆ
(Bc×Bc)c

(ψ(x)− ψ(y))2 k(x, y)dydx

≤ C(ε, β)2‖ψ‖2L∞(B)

ˆ
(Bc×Bc)c

(u(t, x)− u(t, y))2k(x, y)dydx+ ε−2βE(ψ)

≤ C(ε, β)2‖ψ‖2L∞(B)VB(u(t)) + ε−2βE(ψ).

This shows that ϕt ∈ D[E ] and eventually that ϕt ∈ DB[E ] by application of Lemma 4.4 (ii) of [GT12]
because ϕt ≤ ε−βψ(x) ∈ DB[E ] together with ϕt ≥ 0. It is therefore justified to test with ϕt which
gives, for every t ∈ [T1, T2],

ˆ
B
∂tu(t, x)ψ(x)u−β(t, x)dx+ E

(
u(t), ψu−β(t)

)
≥
ˆ
B
f(t, x)ψ(x)u−β(t, x)dx.

We deal with the f term using u ≥ R2s ess supt∈I
(ffl
B |f(t, x)|Qdx

) 1
Q to estimate

ˆ
B
f(t, x)ψ(x)u−β(t, x)dx

≥ −
(ˆ

B

|f(t, x)|Q
uQ(t, x)

ψQ(x)dx

) 1
Q
(ˆ

B
u(1−β)Q∗(t, x)dx

) 1
Q∗

≥ −‖ψ‖L∞(B)R
−2s|B|

1
Q

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

and arrive at ˆ
B
∂tu(t, x)ψ(x)u−β(t, x)dx+ E

(
u(t, ·), ψu−β(t, ·)

)

≥ −‖ψ‖L∞(B)R
−2s|B|

1
Q

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

.

Multiplying both sides with χ(t) and integrating in t from T1 to T2 results in

ˆ T2

T1

χ(t)

ˆ
B
∂tu(t, x)ψ(x)u−β(t, x)dxdt+

ˆ T2

T1

χ(t)E
(
u(t, ·), ψu−β(t, ·)

)
dt

≥ −‖ψ‖L∞(B)

ˆ T2

T1

χ(t)R−2s|B|
1
Q

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

.

(5.3)
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5. Weak solution and testing lemma

Notice that two integrals on left exist because a supersolution by definition needs to satisfy ∂tu(t) ∈
L1
loc(I;L2(B)) and V(u(t)) ∈ L1

loc(I) respectively and the one on the right exists (could be infinite)
because its integrand is of constant sign. Let us now attend to the first integral in Ineq. (5.3) in

more details. By Item (iv) of Lemma 5.1.7 with X = B, Φ : (ε/2,∞) → R, Φ(a) = a1−β

1−β if β 6= 1
or Φ(a) = log(a) if β = 1 (all derivatives of Φ are bounded on (ε/2,∞) in any case) we know that
w is L2(B)-weakly differentiable and ∂tw = u−β∂tu. Together with Item (i) of Lemma 5.1.7 this
implies that w is L2(B)-strongly continuous like stated. In addition, calling (·, ·) the scalar product
on L2(U), Item (ii) shows that ∂t(ψ,w) = (∂tψ,w) + (ψ, ∂tw) = (ψ, ∂tw) so function t → (ψ,w(t)) is
differentiable. It is then also absolutely continuous, just like χ is by assumption, so an application of
integration by parts (see [Coh13] Corollary 6.3.9) allows us to rewrite the first integral as

ˆ T2

T1

χ(t)

ˆ
B
ψ(x)∂tw(t, x)dxdt = χ(T2)

ˆ
B
ψ(x)w(T2, x)dx− χ(T1)

ˆ
B
ψ(x)w(T1, x)dx

−
ˆ T2

T1

χ′(s)
ˆ
B
ψ(x)w(s, x)dxds.

Combining this with Ineq. (5.3) we end up at

[
χ(t)

ˆ
B
ψ(x)w(t, x)dx

]T2

T1

+

ˆ T2

T1

χ(t)E
(
u(t, ·), ψ(·)u−β(t, ·)

)
dt

≥ −‖ψ‖L∞(B)

ˆ T2

T1

[
|χ′(t)|

ˆ
B
|w(t, x)|dx+ |χ(t)|R−2s|B|

1
Q

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗
]
dt.

This proves the first statement. In case β 6= 1 we know that u(1−β) = (1 − β)w and we can express
the last inequality purely in terms of u. Furthermore, by Hölder’s inequality

ˆ
B
|w(t, x)|dx ≤ |B|

1
Q

(ˆ
B
|w(t, x)|Q∗

) 1
Q∗

which allows us to combine the last two terms of our main inequality and get

[
χ(t)

1− β

ˆ
B
ψ(x)u1−β(t, x)dx

]T2

T1

+

ˆ T2

T1

χ(t)E
(
u(t, ·), ψ(·)u−β(t, ·)

)
dt

≥ −‖ψ‖L∞(B)|B|
1
Q

ˆ T2

T1

( |χ′(t)|
|1− β| + |χ(t)|R−2s

)(ˆ
B
u(t, x)(1−β)Q∗dx

) 1
Q∗

dt

which proves the second statement.

5.3. Maximum principle

Here we present two maximum principles from [GHL09] and [GHH17] which we will use in Chapter 7.

Theorem 5.3.1 (Parabolic maximum principle - Proposition 5.2 in [GHL09]). Assume that metric
measure space (M,d,m) satisfies Assumption 2.5.3 and E is a regular Dirichlet form on L2(M). Let
u ∈ D[E ] be a weak subsolution of ∂tu − Lu = 0 in (0, T ) × U where T ∈ (0,∞] and U is an open
subset of M . Assume in addition that u satisfies the following boundary and initial conditions:

(i) u+(t, ·) ∈ DU [E ] for every t ∈ (0, T );

(ii) u+(t, ·) L2(U)−−−−→ 0 as t→ 0.

Then u(t, x) ≤ 0 for every t ∈ (0, T ) and m-a.e. x ∈ U .
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5.3. Maximum principle

Proof. Notice that Definition 5.1.1 requires some additional integrability on top of solution concept
in [GHL09], Chapter 5.2.

Theorem 5.3.2 (Parabolic maximum principle II - Proposition 6.1 in [GHH17]). Assume (M,d,m)
satisfies Assumption 2.5.3 and that E is a regular Dirichlet form on L2(M). Suppose we are given
T ∈ (0,∞], an open set U ⊂M and a function f ∈ D[E ] ∩ L∞(M) such that fU ≡ ‖f‖L∞(M). If

(i) u : (0, T )→ D[E ] is a subsolution of the equation ∂tu−Lu = f such that ∂tu from Definition 5.1.1
exists in the strong L2(U)-sense,

(ii) u+(t, ·) ∈ DU [E ] for every t ∈ (0, T ) and

(iii) u+(t, ·) −→ 0 strongly in L2(M) as t→ 0

then, for every t ∈ (0, T ),

‖u(t, ·)‖L2(U) ≤ 2

ˆ t

0
E(f, u+(s, ·))ds.

Proof. It is not difficult to verify that conditions of Lemma 6.1 of [GHH17] hold when u is the
subsolution in the sense of Definition 5.1.4.
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6. Parabolic Moser iteration

In this chapter we are going to develop the local version of the parabolic Moser iteration scheme. In
Part II this will allow us to obtain regularity-type bounds on the semigroups of long-range random
walks in random environments. The local parabolic version of the iteration appeared in [Mos64] (see
also [Mos67] and [Mos71]) and generalizes the elliptic version developed a few years earlier in [Mos61].
It was later adjusted to various different setting and in particular extended to discrete spaces in [Del99]
and later still to random discrete setting in [ADS16]. The nonlocal elliptic case was recently studied in
[DK15] and [CK20] while parabolic case is developed in [FK13]. Our method here is a combination of
[ADS16], which provides ideas relating to randomness of environment, and of [FK13], which contains
the calculations needed in the nonlocal case. There are four key points the reader should take note
of. Firstly, we will be working with a nonlocal energy form which prevents us from obtaining the full
Harnack inequality (sup ≤ inf) directly from the iteration. In fact, it is not clear if this could be true
for our choice of kernels k, see [BS07] for a detailed discussion. Secondly, random kernels that we would
like to handle in Part II are fundamentally space dependent (in particular, all space related scalings are
destroyed) which forces us to work locally and manifests in constants being space dependent. Thirdly,
the lack of a pointwise bound on the kernel causes the energy density Γf of a function f to behave
wildly in the pointwise sense and some averaging procedure is needed. In particular, this means that
energy measure of a Lipschitz function cannot be bounded pointwise. Instead, we bound it locally
in LQ space for appropriate Q ∈ [1,∞). Lastly, the procedure only works if the kernel k is not too
degenerate. We can give a sufficient condition for this in terms of parameters in assumed functional
inequalities SI and CE, see Ineq. (6.7). Similar condition appear in [ADS16, FH20].

For the rest of the chapter we will consider weak supersolutions of equation

∂tu− Lu = f (6.1)

in I × 2B where B is a ball in M of radius R and I is the interval (t0 − R2s, t0 + R2s) for some
t0 ∈ R (recall Definition 5.1.4). To make the main ideas clearer, let us assume that f = 0 through
this introduction. The definition of sets Z,Z	, Z⊕ used below can be found in Definition 6.1.3.

The Moser iteration procedure roughly consist of three steps. In the first step, contained in Sec-
tion 6.2, one uses an iterative argument to prove, for all σ ∈ (1/2, 1) and p ∈ [−1, 0), there is a
constant C1 such that, for every supersolution u

ess inf
Z	(σR)

u ≥ C1

( 
Z	(R)

up

) 1
p

.

The second step, in Section 6.3, is quite similar and proves that, for all σ ∈ (1/2, 1) and p ∈ (0, 1),
there is a constant C2 such that, for all supersolutions u,

 
Z⊕(σR)

u ≤ C2

( 
Z⊕(R)

up

) 1
p

.

If we restrict our attention to solutions instead of supersolutions of ∂tu−Lu = 0, then it is sometimes
possible to improve the estimate by replacing the L1 term on the left hand side with ess supZ⊕(σR) u.
We will not obtain such a result in this thesis. The third step combines the previous two estimates
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6. Parabolic Moser iteration

and proves the weak parabolic Harnack inequality. To be explicit, it proves that there is a constant
CPH <∞ such that for every supersolution u

 
U	

u ≤ CPH ess inf
U⊕

u.

This is done in Sections 6.4 and 6.5. For definition of sets U	 and U⊕ see theorem Theorem 6.5.1 and
Fig. 6.5.1. Once the weak parabolic Harnack inequality is available, a standard argument, see [FK13]
for example, proves Hölder regularity estimate of u. We present this in Section 6.6.

6.1. Iteration preparations

We need some preliminary results before we can start with the iteration.

Definition 6.1.1. Let R > 0 and x0 ∈ M be arbitrary and set B := B(x0, R). A cutoff function
between balls σB ⊂ B, for σ ∈ (0, 1), is any function ϕ that satisfies ϕ = 1 on σB, ϕ = 0 on Bc and

|ϕ(x)− ϕ(y)| ≤ d(x, y)

(1− σ)R
.

An example of such function is given by

ψ(x) =

(
R− d(x0, x)

(1− σ)R
∧ 1

)
∨ 0.

Assumption 4.0.2 guarantees that all the cutoffs from the above definition are in the energy space
of E and CE provides an estimate of its energy which we prove in the following proposition.

Proposition 6.1.2. Suppose s ∈ (0, 1), γ ∈ [0, 2s), CC < ∞, Q ≥ 1, R > 0 and x0 ∈ M are
such that CE[x0, R; s,Q, γ, CC ] holds. Let ϕ be a Lipschitz function supported in B := B(x0, R) and
ξ = RLipϕ. Then

E(ϕ) ≤ 2CC(ξ2s+γ ∨ ξ2s−γ)|B|R−2s.

In particular, if CE[x0, [R0,∞); s,Q, γ, CC ] holds for some R0 > 0, then D(E) (the maximal domain
of E) contains all Lipschitz functions with bounded support.

Proof. Start by computing

E(ϕ) =

ˆ
M

ˆ
M

(ϕ(x)− ϕ(y))2k(x, y)dydx

=

(ˆ
B

ˆ
B

+2

ˆ
B

ˆ
Bc

)
(ϕ(x)− ϕ(y))2k(x, y)dydx

≤ 2

ˆ
B

ˆ
M

(ϕ(x)− ϕ(y))2k(x, y)dydx ≤ 2

ˆ
B

Γϕ(x)dx.

Hölder inequality and CE[x0, R; s,Q, γ, CC ] imply

E(ϕ) ≤ 2

ˆ
B

Γϕ(x)dx ≤ 2

(ˆ
B

1dx

) 1
Q∗
(ˆ

B
Γϕ(x)dx

) 1
Q

≤ 2CC(ξ2s−γ ∨ ξ2s+γ)|B|R−2s.

If, for some R0 > 0, CE[x0, (R0,∞); s,Q, γ, CC ] holds, then for every Lipschitz function ϕ′ with
bounded support it is possible to find R ≥ R0 such that suppϕ′ ⊂ B(x0, R). The previous calculation
now shows E(ϕ′) <∞ and implies that ϕ′ is in D[E ].
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6.1. Iteration preparations

The geometry is going to play an important role in what follows which is why we introduce the
following definitions, borrowed from [FK13].1

Definition 6.1.3. Let x0 ∈ M , t0 ∈ R and R > 0 be arbitrary. We introduce the following intervals
in R and cylinders in R×M , see Fig. 6.1.1,

I(t0, R) = (t0 −R2s, t0 +R2s), Z(t0, x0, R) = I(t0, R)×B(x0, R),

I	(t0, R) = (t0 −R2s, t0), Z	(t0, x0, R) = I	(t0, R)×B(x0, R),

I⊕(t0, R) = (t0, t0 +R2s), Z⊕(t0, x0, R) = I⊕(t0, R)×B(x0, R).

When t0 and x0 are clear from context we will omit them in the notation and write just Z(R) instead
of Z(t0, x0, R).

t

t = t0

r2s

r2s

r

Z(R)

Z⊕(r)

Z⊖(r)

Figure 6.1.1.: “Zylinders”

We also shorten the notation by defining:

Definition 6.1.4. For σ ∈ (0, 1), s ∈ (0, 1) and γ ∈ [0, 2s),

K(σ) = (1− σ)−2s−γ + (1− σ2s)−1. (6.2)

Lemma 6.1.5. Function K : (0, 1)→ (0,∞) is increasing and

K(σ) ≤ 2s−1(1− σ)−((2s+γ)∨1).

Proof. Both terms on the right of Eq. (6.2) are increasing in σ so K is as well. If s ≥ 1
2 , then

1− σ2s ≥ 1− σ and we can estimate

(1− σ)−2s−γ + (1− σ2s)−1 ≤ 2(1− σ)−((2s+γ)∨1).

If, on the other hand, s < 1
2 , we resort to convexity of function 1 − σ2s at σ = 1 to estimate

1− σ2s ≥ 2s(1− σ) and eventually get

(1− σ)−2s−γ + (1− σ2s)−1 ≤ s−1(1− σ)−((2s+γ)∨1).

In either case,
K(σ) ≤ (1− σ)−2s−γ + (1− σ2s)−1 ≤ 2s−1(1− σ)−((2s+γ)∨1).

1The author would like to thank Prof. Dr. Moritz Kaßmann for letting him reuse source codes of images from [FK13]
in this chapter
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6. Parabolic Moser iteration

Remark 6.1.6. Due to the γ correction, which is needed in Chapter 10, we are not able to recover
the sharp dependence of constants on s. This in particular means it is not possible to use results of
this chapter to pass to the limit s→ 1. See [FK13] for more details.

6.1.1. Iteration Norms

In order to get the optimal moment condition we iterate in the following averaged space-time norms.

Definition 6.1.7. Let a, b ∈ R \ {0}, B ⊂ R and A ⊂ M measurable. Define, for measurable
u : B ×A→ R, the seminorm

〈u〉a,b,B×A :=

( 
B

( 
A
|u(t, x)|adx

) b
a

dt

) 1
b

∈ [0,∞].

Proposition 6.1.8. Let a1, a2, b1, b2 ∈ R \ {0}, B ⊂ R and A ⊂M . If a1 ≤ a2 and b1 ≤ b2, then

〈u〉a1,b1,B×A ≤ 〈u〉a2,b2,B×A.
Proof. Let us first prove that, for all c1, c2 6= 0, c1 ≤ c2,

( 
A
|u(t, x)|c1dx

) 1
c1 ≤

( 
A
|u(t, x)|c2dx

) 1
c2

. (6.3)

If c1 > 0, then c1 and c2 are both positive and Jensen’s inequality with convex function x → x
c2
c1

proves the claim. If c2 < 0, then both c1 and c2 are negative so x → xc2/c1 is concave which due to
Jensen’s inequality gives ( 

A
|u(t, x)|c1dx

)
≥
( 

A
|u(t, x)|c2dx

) c1
c2

but then rising both sides to power 1/c1 < 0 reverses the inequality and proves the original claim.
In the last case when c1 < 0 < c2 it is sufficient to prove the claim for c1 = −c2. For instance, if
c1 < −c2 we can use previously proved case to replace c1 with −c2. Then Jensen’s inequality with
convex function x→ x−1 proves

( 
A
|u(t, x)|−c2dx

) 1
−c2 ≤

( 
A
|u(t, x)|c2dx

) 1
c2

.

Altogether, this proves Ineq. (6.3).
Coming back to proving our main claim we use Ineq. (6.3) to see that

( 
A
|u(t, x)|a1dx

) 1
a1 ≤

( 
A
|u(t, x)|a2dx

) 1
a2

an then, independent of the sign of b1, we have


 
B

( 
A
|u(t, x)|a1dx

) b1
a1

dt




1
b1

≤



 
B

( 
A
|u(t, x)|a2dx

) b1
a2

dt




1
b1

.

An application of inequality analogue to Ineq. (6.3) on R instead of M gives

〈u〉a1,b1,B×A ≤



 
B

( 
A
|u(t, x)|a2dx

) b1
a2

dt




1
b1

≤



 
B

( 
A
|u(t, x)|a2dx

) b2
a2

dt




1
b2

= 〈u〉a2,b2,B×A

and proves the claim.
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6.1. Iteration preparations

6.1.2. On the choice of Sobolev inequality

The exact form of the inequality given in SI does not influence the iteration procedure too much.
There are several other alternatives and in the next proposition we prove that one particularly simple
form of the inequality implies SI under the assumption that CE is satisfied.

Lemma 6.1.9. Suppose s ∈ (0, 1), γ ∈ [0, 2s), CC < ∞, Q ≥ 1, R > 0 and x0 ∈ M are such that
CE[x0, R; s,Q, γ, CC ] holds. For every Lipschitz function η : M → [0, 1] supported in B := B(x0, R)
and ξ := RLip η

EB(ηu) ≤ E(ηu) ≤ 2EB(u) + 2CC(ξ2s+γ ∨ ξ2s−γ)|B|
1
QR−2s

(ˆ
B
u2Q∗

) 1
Q∗

.

Proof. Clearly EB ≤ E simply due to the size of the area of integration in definition of forms. For the
other inequality we estimate

E(ηu) =

ˆ
M

ˆ
M

[u(x)η(x)− u(y)η(y)]2 k(x, y)dydx

≤
ˆ
B

ˆ
B

[(u(x)− u(y)) η(x) + u(y) (η(x)− η(y))]2 k(x, y)dydx

+ 2

ˆ
B

ˆ
Bc

[u(x)η(x)]2k(x, y)dydx

≤
ˆ
B

ˆ
B

2 [u(x)− u(y)]2 k(x, y)dydx+

ˆ
B

ˆ
B

2u(y)2 [η(x)− η(y)]2 k(x, y)dydx

+ 2

ˆ
B

ˆ
Bc
u(x)2[η(x)− η(y)]2k(x, y)dydx

≤ 2EB(u) + 2

ˆ
B
u(x)2Γη(x)dx

≤ 2EB(u) + 2CC(ξ2s+γ ∨ ξ2s−γ)|B|
1
QR−2s

(ˆ
B
u2Q∗

) 1
Q∗

where Hölder inequality and CE[x0, R; s,Q, γ, CC ] were used at the same time in the last inequality.

Proposition 6.1.10. Suppose s ∈ (0, 1), γ ∈ [0, 2s), CC < ∞, Q ≥ 1, R > 0 and x0 ∈ M are such
that CE[x0, R; s,Q, γ, CC ] holds. Let q ∈ ( n2s ,∞] and CS < ∞ be arbitrary and define ρ to be the
solution of 1

ρ = 1− 2s
n + 1

q . If, for every u ∈ L1(M) with support in B := B(x0, R),

‖u2‖Lρ(B) ≤ CS |B|
1
ρ
−1
R2sE(u), (6.4)

then SI[x0, R; s, ρ, ζ := Q∗, CS1 := 2CS , CS2 := 2CSCC , γ] holds.

Proof. Fix u ∈ L1(B) and σ ∈ (0, 1). Define η : B → [0, 1] by

η(x) =

(
R− d(x0, x)

R(1− σ)
∧ 1

)
∨ 0.

so that Lip η = 1
(1−σ)R . Applying Lemma 6.1.9 (note that ξ = (1− σ)−1) proves that

E(ηu) ≤ 2EB(u) + 2CC (1− σ)−2s−γ |B|
1
QR−2s

(ˆ
B
u2Q∗

) 1
Q∗

.
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6. Parabolic Moser iteration

Combining this with Ineq. (6.4) leads to

‖u2‖Lρ(σB) = ‖(ηu)2‖Lρ(B) ≤ CS |B|
1
ρ
−1
R2sE(ηu)

≤ 2CS |B|
1
ρ
−1
R2sEB(u) + 2CSCC(1− σ)−2s−γ |B|

1
ρ
− 1
Q∗

(ˆ
B
u2Q∗

) 1
Q∗

.

The previous inequality holds for all u ∈ L1(M), σ ∈ (0, 1) proving that SI[x0, R; s, ρ, ζ, CS1, CS2 , γ]
holds if we take ζ := Q∗, CS1 := 2CS and CS2 := 2CSCC .

6.2. Iteration for negative exponents

6.2.1. Energy estimate

We follow the approach from [Kas09] and [FK13].

Theorem 6.2.1. Suppose s ∈ (0, 1), γ ∈ [0, 2s), CC < ∞, Q ≥ 1, R > 0 and x0 ∈ M are such
that CE[x0, R; s,Q, γ, CC ] holds and denote B := B(x0, R). Let ε > 0, t0 ∈ R, σ ∈ (1/2, 1) and
f ∈ L∞(I	(R);LQ(B)) be arbitrary. Then, for every supersolution u of ∂tu − Lu = f in Z	(R) ≡
Z	(t0, x0, R) such that

u ≥ ε+R2s ess sup
t∈I	(R)

( 
B
|f(t, x)|Qdx

) 1
Q

on I	 ×M

and every β > 1, both

ess sup
t∈I	(σR)

ˆ
σB

u1−β(t, x)dx ≤ 8β2(CC + 1)K(σ)|B|
1
QR−2s

ˆ
I	(R)

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt

and

ˆ
I	(σR)

EσB(u
1−β
2 (t, ·))dt ≤ 8β2(CC + 1)K(σ)|B|

1
QR−2s

ˆ
I	(R)

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt

hold. Here K(·) is is the function from Definition 6.1.4.

Proof. Let us start by introducing cutoffs ψ : M → [0, 1],

ψ(x) =

(
R− d(x0, x)

(1− σ)R
∧ 1

)
∨ 0

and χ : R→ [0, 1],

χ(t) =

(
t+R2s

R2s(1− σ2s)
∧ 1

)
∨ 0.

We apply Lemma 5.2.1 with β, χ2 and ψβ+1. By the choice of ψ and χ, |ψβ+1| ≤ 1, |χ2| ≤ 1 and
|(χ2)′| ≤ 2|χ||χ′| ≤ 2R−2s(1 − σ2s)−1. The second statement of Lemma 5.2.1, justified by β > 1,
implies that for any T1, T2 ∈ I	(R), T1 < T2,

[
χ2(t)

1− β

ˆ
B
ψβ+1(x)u1−β(t, x)dx

]T2

T1

+

ˆ T2

T1

χ2(t)E(u(t), ψβ+1u−β(t))dt

≥ −|B|
1
QR−2s

ˆ T2

T1

(
2(1− σ2s)−1

β − 1
+ 1

)(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt.

(6.5)
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6.2. Iteration for negative exponents

Let us focus on the second term on the left for a moment. Lemma 2.5 from [Kas09] states that for
every a1, a2 > 0, b > 1 and τ1, τ2 ≥ 0, defining ϑ(b) = max

{
4, 6b−5

2

}
.

(a1 − a2)
(
τ b+1

1 a−b1 − τ b+1
2 a−b2

)
≤ − 1

b− 1
τ1τ2

((
a1

τ1

) 1−b
2

−
(
a2

τ2

) 1−b
2

)2

+ ϑ(b)(τ1 − τ2)2

((
a1

τ1

)1−b
+

(
a2

τ2

)1−b)
.

(6.6)

Using this with a1 = u(t, x), a2 = u(t, y), τ1 = ψ(x), τ2 = ψ(y) and b = β we can estimate

E(u, ψβ+1u−β) =

ˆ
M

ˆ
M

(u(t, x)− u(t, y))(ψβ+1(x)u−β(t, x)− ψβ+1(y)u−β(t, y))k(x, y)dxdy

≤ − 1

β − 1

ˆ
M

ˆ
M
ψ(x)ψ(y)

[(
u(t, x)

ψ(x)

) 1−β
2

−
(
u(t, y)

ψ(y)

) 1−β
2

]2

k(x, y)dxdy

+ ϑ(β)

ˆ
M

ˆ
M

(ψ(x)− ψ(y))2

[(
u(t, x)

ψ(x)

)1−β
+

(
u(t, y)

ψ(y)

)1−β]
k(x, y)dxdy

= I1 + I2.

To estimate I1, notice that the function under the integral is non-negative so reducing the area σB
(where ψ = 1) we get

I1 = − 1

β − 1

ˆ
M

ˆ
M
ψ(x)ψ(y)

[(
u(t, y)

ψ(y)

) 1−β
2

−
(
u(t, x)

ψ(x)

) 1−β
2

]2

k(x, y)dxdy

≤ − 1

β − 1

ˆ
σB

ˆ
σB

[
(u(t, y))

1−β
2 − (u(t, x))

1−β
2

]2
k(x, y)dxdy

≤ − 1

β − 1
EσB

(
u−

1−β
2 (t)

)
.

For I2 we use the symmetry of k(x, y) and the fact that ψ
β−1
2 (x) ≤ 1B(x) (because β − 1 ≥ 0) to

estimate

I2 = ϑ(β)

ˆ
M

ˆ
M

(ψ(x)− ψ(y))2

[(
u(t, y)

ψ(y)

)1−β
+

(
u(t, x)

ψ(x)

)1−β]
k(x, y)dxdy

≤ 2ϑ(β)

ˆ
B
u1−β(t, x)

ˆ
M

(ψ(x)− ψ(y))2k(x, y)dydx

≤ 2ϑ(β)

ˆ
B
u1−β(t, x)Γψ(x)dx.

Applying Hölder inequality and CE[x0, R; s,Q, γ, CC ] (with ξ = (1−σ)−1) to the last expression gives

I2 ≤ 2ϑ(β)CC(1− σ)−2s−γ |B|
1
QR−2s

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

.

Collecting the estimates for I1 and I2 we come back to

E(u, ψβ+1u−β) ≤ − 1

β − 1
EσB(u−

1−β
2 ) + 2ϑ(β)CC(1− σ)−2s−γ |B|

1
QR−2s

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

.
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Going even further back to Ineq. (6.5), we end up with

−
[
χ2(t)

β − 1

ˆ
B
ψβ+1(x)u1−β(t, x)(t, x)dx

]T2

T1

− 1

β − 1

ˆ T2

T1

χ2(t)EσB(u−
1−β
2 )dt

≥ −|B|
1
QR−2s

(
2(1− σ2s)−1

β − 1
+ 1 + 2ϑ(β)CC(1− σ)−2s−γ

)ˆ T2

T1

‖u(1−β)‖LQ∗ (B)dt.

To keep the size of this expression manageable, let us recall the definition of K(σ) from Definition 6.1.4

and slightly overestimate the constant on the right. Since ϑ(β) = max
{

4, 6β−5
2

}
≤ 4β (because β > 1)

we can bound
2(1− σ2s)−1

β − 1
+ 1 + 2ϑ(β)CC(1− σ)−2s−γ ≤ 8β2(CC + 1)K(σ)

β − 1
.

Rearranging our main inequality now shows that

[
χ2(t)

ˆ
B
ψβ+1(x)u1−β(t, x)dx

]T2

T1

+

ˆ T2

T1

χ2(t)EσB(u−
1−β
2 )dt

≤ 8β2(CC + 1)K(σ)|B|
1
QR−2s

ˆ T2

T1

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt.

Let us now reduce the integration area of integrals on left to Z	(σR), where χ = ψ = 1, and send
T1 → −R2s, to obtain, for T2 ∈ (−(σR)2s, 0],

ˆ
σB

u1−β(T2, x)dx+

ˆ T2

−(σR)2s
EσB(u−

1−β
2 )dt

≤ 8β2(CC + 1)K(σ)|B|
1
QR−2s

ˆ T2

−R2s

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt

The first claim of the theorem now follows by ignoring the second term and taking the sup over all
T2 ∈ I	(σR), which gives

ess sup
t∈I	(σR)

ˆ
σB

u1−β(t, x)dx ≤ 8β2(CC + 1)K(σ)|B|
1
QR−2s

ˆ 0

−R2s

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt.

Similarly, the second claim follows by ignoring the first term and letting T2 → 0, which gives

ˆ
I	(σR)

EσB(u
1−β
2 (t, ·))dt ≤ 8β2(CC + 1)K(σ)|B|

1
QR−2s

ˆ 0

−R2s

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt.

6.2.2. Elementary step

Theorem 6.2.2 (Elementary step). Suppose s ∈ (0, 1), γ ∈ [0, 2s), q,Q ∈ [1,∞], CC , CS1, CS2, CV L,

CV U , n ∈ (0,∞), R > 0 and x0 ∈M are such that, with ρ :=
(

1− 2s
n + 1

q

)−1
,

(i) CE[x0, (R/2, R]; s,Q, γ, CC ] holds,

(ii) SI[x0, (R/2, R]; s, ρ,Q∗, CS1, CS2 , γ] holds,

(iii) V[x0, (R/2, R];n,CV L, CV U ] holds and

1

q
+

1

Q
<

2s

n
. (6.7)
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Then there exists a

C(6.2.2) := C(6.2.2)(s, n, q,Q,CC , CS1, CS2, γ, CV L, CV U )

fulfilling the following statement.
Set κ = 1+ 2s

n − 1
q− 1

Q > 1, B := B(x0, R) and let ε > 0, t0 ∈ R, σ ∈ (1/2, 1), f ∈ L∞(I	(R);LQ(B))
be arbitrary. For every b < 0 and every supersolution u of ∂tu − Lu = f in Z	(R) ≡ Z	(t0, x0, R)
such that

u ≥ ε+R2s ess sup
t∈I	(R)

( 
B
|f(t, x)|Qdx

) 1
Q

on Z	(R),

the inequality

〈u〉κbQ∗,κb,Z	(σR) ≥
[
C(6.2.2)(1− b)2(1− σ)−((2s+γ)∨1)

] 1
b 〈u〉bQ∗,b,Z	(R) (6.8)

is satisfied.

Proof. For β > 1 we apply Hölder inequality, with exponents 1
κ−1 and ρ for which satisfy

κ− 1 +
1

ρ
= 1 +

2s

n
− 1

q
− 1

Q
− 1 + 1− 2s

n
+

1

q
= 1− 1

Q
=

1

Q∗
,

to get

A :=

ˆ
I	(σR)

‖u(1−β)κ(t)‖LQ∗ (σB)dt ≤
ˆ
I	(σR)

(ˆ
σB

u(1−β)(t, x)dx

)κ−1(ˆ
σB

u(1−β)ρ(t, x)dx

) 1
ρ

dt

≤
(

ess sup
t∈I	(σR)

ˆ
σB

u(1−β)(t, x)dx

)κ−1(ˆ
I	(σR)

‖u(1−β)(t)‖Lρ(σB)dt

)
.

Let σ̃ = 1+σ
2 ∈ (0, 1) and let us apply SI[x0, σ̃R; s, ρ,Q∗, CS1, CS2 , γ] with larger ball equal to σ̃B and

the smaller equal to σB. Some care is needed because property SI also uses a variable σ which we
here rename to σS . Then σS = σ/σ̃ ∈ (0, 1) and

1− σS = 1− σ

σ̃
=

1+σ
2 − σ
σ̃

≥ 1− σ
2

= 1− σ̃.

This together with increasing the integration domain I	(σR) to I	(σ̃R) at various points leads us to

A ≤
(

ess sup
t∈I	(σR)

ˆ
σB

u(1−β)(t, x)dx

)κ−1 [
CS1|σ̃B|

1
ρ
−1

(σ̃R)2s

ˆ
I	(σ̃R)

Eσ̃B
(
u

1−β
2 (t)

)
dt

+ CS2 (1− σ̃)−2s−γ |σ̃B|
1
ρ
− 1
Q∗

ˆ
I	(σ̃R)

‖u1−β(t)‖LQ∗ (σ̃B)dt

]
.

Resorting to estimates of Theorem 6.2.1 we proceed by bounding

A ≤
(

8β2(CC + 1)K(σ)|B|
1
QR−2s

ˆ
I	(R)

‖u1−β(t)‖LQ∗ (B)dt

)κ−1

×
[
8CS1β

2(CC + 1)K(σ̃)|σ̃B|
1
q
− 2s
n |B|

1
Q

ˆ
I	(R)

‖u1−β(t)‖LQ∗ (B)dt

+ CS2 (1− σ̃)−2s−γ |σ̃B|
1
q

+ 1
Q
− 2s
n

ˆ
I	(R)

‖u1−β(t)‖LQ∗ (B)dt

]
.
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6. Parabolic Moser iteration

Now overestimating (1 − σ̃)2s−γ ≤ K(σ̃), K(σ) ≤ K(σ̃) (see Definition 6.1.4 and Lemma 6.1.5) and

using V[x0, (R/2, R];n,CV L, CV U ] (to get |σ̃B|− 2s
n ≤ σ̃−2sC

− 2s
n

V L R−2s ≤ 4C
− 2s
n

V L R−2s) the expression on
the right reduces to

A ≤
(

32C
− 2s
n

V L β2(CC + 1)(CS1 + CS2)K(σ̃)

)κ
|B|

1
q

+ κ
QR−2sκ

(ˆ
I	(R)

‖u1−β(t)‖LQ∗ (B)dt

)κ
.

To prevent the constant from eating up the rest of the paper we will estimate it with interest only in
its behavior with respect to β and σ. With Lemma 6.1.5 we find

(
32C

− 2s
n

V L β2(CC + 1)(CS1 + CS2)K(σ̃)

)κ

≤
(

32C
− 2s
n

V L β2(CC + 1)(CS1 + CS2)s−1(1− σ̃)−((2s+γ)∨1)

)κ

≤
(

32C
− 2s
n

V L β2(CC + 1)(CS1 + CS2)s−12(2s+γ)∨1(1− σ)−((2s+γ)∨1)

)κ
.

Setting C1 := C1(s, CC , CS1, CS2, γ, n, CV L) = 32C
− 2s
n

V L (CC + 1)(CS1 + CS2)s−12(2s+γ)∨1 relaxes our
notation to

ˆ
I	(σR)

‖u(1−β)κ‖LQ∗ (σB)dt ≤
[
C1β

2(1− σ)−((2s+γ)∨1)
]κ

× |B|
1
q

+ κ
QR−2sκ

(ˆ
I	(R)

‖u1−β‖LQ∗ (B)dt

)κ
,

which, after averaging out all space and time integrals, transforms into

〈u(1−β)κ〉Q∗,1,Z	(σR) ≤
[
C1β

2(1− σ)−(2s+γ)∨1
]κ
〈u1−β〉κQ∗,1,Z	(R)

× |σB|−
1
Q∗ (σR)−2s|B|

κ
Q∗R2sκ|B|

1
q

+ κ
QR−2sκ.

Using V[x0, (R/2, R];n,CV L, CV U ] (notice that σR,R ∈ (R/2, R]) the product in the second row can
be bounded as (with some comments after the calculation)

|σB|−
1
Q∗ (σR)−2s|B|

κ
Q∗R2sκ|B|

1
q

+ κ
QR−2sκ ≤ C−

1
Q∗

V L σ
−( n

Q∗+2s)
R
−
(
n
Q∗+2s

)
C
κ+ 1

q

V U R
n
q

+nκ

≤ C−
1
Q∗

V L 2n+2sC
κ+ 1

q

V U R
n(−1+ 1

Q
−2s+ 1

q
+κ) ≤ 2n+2sC

− 1
Q∗

V L C
κ+ 1

q

V U .

where for the last line we need to recall that σ ≥ 1/2, Q∗ ≥ 1 and κ = 1 + 2s
n − 1

q − 1
Q by

definition. Collecting everything, smuggling 2n+2sC
κ+ 1

q

V U C−1
V L into C1 we find a constant C(6.2.2) :=

C(6.2.2)(s, n, q,Q,CC , CS1, CS2, γ, CV L, CV U ) such that

〈u(1−β)κ〉Q∗,1,Z	(σR) ≤
[
C(6.2.2)β

2(1− σ)−(2s+γ)∨1
]κ
〈u1−β〉κQ∗,1,Z	(R).

Substituting b = (1 − β) < 0, rising everything to power 1
κb < 0 (which changes the inequality sign)

gives

〈u〉κbQ∗,κb,Z	(σR) ≥
[
C(6.2.2)(1− b)2(1− σ)−(2s+γ)∨1

] 1
b 〈u〉bQ∗,b,Z	(R),

which is exactly the statement from the theorem.
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6.2. Iteration for negative exponents

6.2.3. Iteration

Theorem 6.2.3. Suppose s ∈ (0, 1), γ ∈ [0, 2s), q,Q ∈ [1,∞], CC , CS1, CS2, n, CV L, CV U ∈ (0,∞),

R > 0 and x0 ∈M are such that, for ρ :=
(

1− 2s
n + 1

q

)−1
,

(i) CE[x0, (R/2, R]; s,Q, γ, CC ] holds,

(ii) SI[x0, (R/2, R]; s, ρ,Q∗, CS1, CS2 , γ] holds,

(iii) V[x0, (R/2, R];n,CV L, CV U ] holds and

1

q
+

1

Q
<

2s

n
. (6.9)

Then there is a
D(6.2.3) := D(6.2.3)(s, n, q,Q,CC , CS1, CS2, γ, CV L, CV U )

possessing the following property.
Set κ = 1+ 2s

n − 1
q − 1

Q > 1, B := B(x0, R) and choose any ε > 0, t0 ∈ R, σ ∈ (1/2, 1), −1 ≤ p0 < 0,

f ∈ L∞(I	(R);LQ(B)). Then every supersolution u of ∂tu− Lu = f in Z	(R) ≡ Z	(t0, x0, R), such
that

u ≥ ε+R2s ess sup
t∈I	(R)

( 
B
|f(t, x)|Qdx

) 1
Q

on Z	(R),

satisfies

ess inf
Z	(σR)

u ≥
[
D(6.2.3)(1− σ)

− ((2s+γ)∨1)Q∗

1−κ−1

] 1
p0

( 
Z	(R)

up0

)1/p0

.

Proof. Set Rk = (σ + 2−k(1 − σ))R and σk = Rk+1/Rk. We are going to iterate Theorem 6.2.2 over
a sequence bk = κkp0/Q

∗, Rk and σk for k from 0 to N − 1 for arbitrary N ∈ N. Notice that this is
possible because Rk ∈ (R/2, R] for every k ∈ N0. Taking

(1− σk) =
Rk −Rk+1

Rk
= 2−(k+1)(1− σ)

R

Rk
≥ 2−(k+1)(1− σ)

into account the iteration gives

〈u〉Q∗bN ,bN ,Z	(RN ) ≥
N−1∏

k=0

(
C(6.2.2)2

((2s+γ)∨1)(k+1)(1− bk)2(1− σ)−((2s+γ)∨1)
) 1
bk 〈u〉Q∗b0,b0,Z	(R).

The product on the right side can be expressed in term of an exponential as

N−1∏

k=0

(
C(6.2.2)2

((2s+γ)∨1)(k+1)(1− bk)2(1− σ)−((2s+γ)∨1)
) Q∗

κkp0

=
(
C(6.2.2)(1− σ)−((2s+γ)∨1)

)Q∗
p0

∑N−1
k=0 κ−k

× exp

(
Q∗

p0

N−1∑

k=0

κ−k
(
log 2((2s+ γ) ∨ 1)(k + 1) + log(1− bk)2

)
)
.

Now, since p2
0 ≤ 1 and (1− bk)2 ≤ 2 + 2b2k = 2 + 2κ2k(p0/Q

∗)2 ≤ 2κ2k(1 + p2
0) ≤ 4κ2k, the sum inside

the exponential can be bounded from above by

N−1∑

k=0

κ−k (log(2)((2s+ γ) ∨ 1)(k + 1) + 2k log(4κ))
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which converges because
∑∞

k=0 κ
−kk < +∞. This means that independent of N we can find a

D1 := D1(q,Q, s, γ, n) such that the exponential factor is bounded from below by D
1/p0
1 (keep in mind

that p0 < 0). Estimating
∑N−1

k=0 κ−k ≤ ∑∞k=0 κ
−k ≤ (1 − κ−1)−1 and taking into account that p0 is

negative, we obtain

〈u〉
κN+1p0,

κN+1p0
Q∗ ,Z	(RN )

≥
(
C(6.2.2)(1− σ)−((2s+γ)∨1)

) Q∗

p0(1−κ−1) D
1
p0
1 〈u〉p0, p0Q∗ ,Z	(R). (6.10)

On one hand, by Jensen’s inequality and Fubini’s theorem, the norm on the right can be estimated
by (negative p0 reverses Jensen’s inequality)

〈u〉p0, p0Q∗ ,Z	(R) =

( 
I	(σR)

( 
σB

up0
) 1
Q∗
)Q∗

p0

≥
( 

I	(σR)

 
σB

up0

) 1
p0

=

( 
Z	(R)

up0

)1/p0

.

On the other hand,

〈u〉
κNp0,

κNp0
Q∗ ,Z	(RN )

≤
(

(σR)2s|B(x0, σR)|
1
Q∗

R2s|B(x0, RN )|
1
Q∗

) Q∗

κNp0

〈u〉
κNp0,

κNp0
Q∗ ,Z	(σR)

N→∞−−−−→ ess inf
Z	(σR)

u

because, as we will show below,

〈u〉
κNp0,

κNp0
Q∗ ,Z	(σR)

=

( 
I	(σR)

( 
σB

uκ
Np0

) 1
Q∗
) Q∗

κNp0
N→∞−−−−→ ess inf

Z	(σR)
u. (6.11)

and

lim
N→∞

(
(σR)2s|B(x0, σR)|

1
Q∗

R2s|B(x0, RN )|
1
Q∗

) Q∗

κNp0

= 1. (6.12)

Equation (6.12) is due to V[x0, (R/2, R];n,CV L, CV U ] together with RN ∈ (R/2, R], σ ∈ (1/2, 1) and

Q∗κ−Np−1
0

N→∞−−−−→ 0. We now turn to proving Eq. (6.11). Plugging v := ess infZ	(σR)
u instead of u in

the middle integral gives the natural inequality (keep in mind p0 < 0)

〈u〉
κNp0,

κNp0
Q∗ ,Z	(σR)

≥ v.

Observe again that Jensen’s inequality applied to the inner integral and Fubini’s theorem imply

〈u〉
κNp0,

κNp0
Q∗ ,Z	(σR)

=

( 
I	(σR)

( 
σB

uκ
Np0

) 1
Q∗
) Q∗

κNp0

≤
( 

Z	(R)
u
κNp0
Q∗

) Q∗

κNp0

.

For arbitrary ε > 0 we now find δ > 0 such that |{u ≤ (1 + ε)v}| ≥ δ|Z	(σR)| and compute

( 
Z	(σR)

u
κNp0
Q∗

) Q∗

κNp0

≤
(
|Z	(σR)|−1

ˆ
{u≤(1+ε)v}

((1 + ε)v)
κNp0
Q∗

) Q∗

κNp0

≤ (1 + ε)vδ
Q∗

κNp0
N→∞−−−−→ (1 + ε)v.

Recalling that ε > 0 was arbitrary, 〈u〉
κNp0,

κNp0
Q∗ ,Z	(σR)

N→∞−−−−→ v follows.
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Returning to our main proof, these observations allow us to pass to the limit N →∞ in Ineq. (6.10)
and obtain

ess inf
Z	(σR)

u ≥
[
D1

(
C(6.2.2)(1− σ)−((2s+γ)∨1)

) Q∗

1−κ−1

] 1
p0

( 
Z	(R)

up0

)1/p0

.

The claim of the theorem now follows by taking

D(6.2.3) ≡ D(6.2.3)(s, n, q,Q,CC , CS1, CS2, γ, CV L, CV U ) = D1C
Q∗

1−κ−1

(6.2.2) .

6.3. Iteration for small positive exponents

6.3.1. Energy estimate

Theorem 6.3.1. Suppose s ∈ (0, 1), γ ∈ [0, 2s), CC ∈ (0,∞), Q ∈ [1,∞], R > 0 and x0 ∈ M are
such that CE[x0, R; s,Q, γ, CC ] holds and denote B := B(x0, R). Let ε > 0, t0 ∈ R, σ ∈ (1/2, 1) and
f ∈ L∞(I⊕(R);LQ(B)) be arbitrary. Then, for every supersolution u of ∂tu − Lu = f in Z⊕(R) ≡
Z⊕(t0, x0, R) such that

u ≥ ε+R2s ess sup
t∈I⊕(R)

( 
B
|f(t, x)|Qdx

) 1
Q

on Z⊕(R)

and every β ∈ (0, 1), both

ess sup
t∈I⊕(σR)

ˆ
σB

u1−β(t, x)dx ≤ 28(CC + 1)β−1K(σ)|B|
1
QR−2s

ˆ
I⊕(R)

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt

and

ˆ
I⊕(σR)

EσB(u
1−β
2 )dt ≤ 42(CC + 1)β−2K(σ)|B|

1
QR−2s

ˆ
I⊕(R)

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt

hold.

Proof. Let us start by introducing cutoffs

ψ(x) =

(
R− d(x0, x)

(1− σ)R
∧ 1

)
∨ 0

and

χ(t) =

(
R2s − t

R2s(1− σ2s)
∧ 1

)
∨ 0.

We proceed similar to the proof of Theorem 6.2.1 and use Lemma 5.2.1 with β, χ2 and ψ2. Notice that
by the choice of ψ and χ, ‖ψ2‖L∞ < 1, |χ2| < 1 and |(χ2)′(t)| ≤ 2|χ(t)||χ′(t)| ≤ 2R−2s(1−σ2s)−1. The
second statement of Lemma 5.2.1, justified by β ∈ (0, 1), implies that for all T1, T2 ∈ I⊕(R), T1 < T2,

[
χ2(t)

1− β

ˆ
B
ψ2(x)w(t, x)dx

]T2

T1

+

ˆ T2

T1

χ2(t)E(u(t), ψ2u−β(t))dt

≥ −|B|
1
QR−2s

ˆ T2

T1

(
2(1− σ2s)−1

1− β + 1

)(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt.

(6.13)
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We focus on the second term on the left for a moment. Let us start by using the symmetry of k and
ψ = 0 on Bc to estimate

E(u, ψ2u−β) =

ˆ
M

ˆ
M

[u(x)− u(y)][ψ2(x)u−β(x)− ψ2(y)u−β(y)]k(x, y)dydx

≤
ˆ
B

ˆ
B

[u(x)− u(y)][ψ2(x)u−β(x)− ψ2(y)u−β(y)]k(x, y)dydx

+ 2

ˆ
B

ˆ
Bc

[u(x)− u(y)][ψ2(x)u−β(x)]k(x, y)dydx =: I1 + I2.

By the positivity of u on M , or more precisely u(x)− u(y) ≤ u(x) for all x, y ∈M , I2 is bounded by

I2 ≤ 2

ˆ
B

ˆ
Bc
u1−β(x)(ψ(x)− ψ(y))2k(x, y)dydx ≤ 2

ˆ
B
u1−β(x)Γψ(x)dx

and then CE[x0, R; s,Q, γ, CC ] (with ξ = (1− σ)−1) implies that

I2 ≤ 2

ˆ
B
u1−β(x)Γψ(x)dx ≤ 2CC(1− σ)−2s−γ |B|

1
QR−2s

(ˆ
B
u(1−β)Q∗(x)dx

)1/Q∗

.

Recall now Lemma 3.3 (ii) from [FK13], which states that for every a1, a2 > 0, b ∈ (0, 1) and τ1, τ2 ≥ 0,
setting ζ(b) = 4b

1−b , ζ1(b) = 1
6ζ(b) and ζ2(b) = ζ(b) + 9

b ,

(a1 − a2)(τ2
1 a
−b
1 − τ2

2 a
−b
2 ) ≤ −ζ1(b)

(
τ1a

1−b
2

1 − τ2a
1−b
2

2

)2

+ ζ2(b)(τ1 − τ2)2(a1−b
1 + a1−b

2 ). (6.14)

Choosing b = β, a1 = u(t, x), a2 = u(t, y), τ1 = ψ(x), τ2 = ψ(y), we can use this Ineq. (6.14) to
estimate I1 which results in

I1 ≤ −ζ1(β)

ˆ
B

ˆ
B

[
ψ(x)u

1−β
2 (x)− ψ(y)u

1−β
2 (y)

]2
k(x, y)dxdy

+ ζ2(β)

ˆ
B

ˆ
B

[ψ(x)− ψ(y)]2[u1−β(x) + u1−β(y)]k(x, y)dxdy.

Furthermore, since ψ is identically 1 on σB

−ζ1(β)

ˆ
B

ˆ
B

[
ψ(x)u

1−β
2

(x) − ψ(y)u
1−β
2

(y)
]2
k(x, y)dxdy

≤ −ζ1(β)

ˆ
σB

ˆ
σB

[
u

1−β
2

(x) − u 1−β
2

(y)
]2
k(x, y)dxdy ≤ −ζ1(β)EσB

(
u

1−β
2

)
.

We can use the symmetry of k(x, y) to get

ζ2(β)

ˆ
B

ˆ
B

[ψ(x)− ψ(y)]2[u1−β(x) + u1−β(y)]k(x, y)dx

≤ 2ζ2(β)

ˆ
B
u1−β(x)

ˆ
M

[ψ(x)− ψ(y)]2k(x, y)dydx

≤ 2ζ2(β)

ˆ
B
u(x)1−βΓψ(x)dx.

Hölder inequality together with CE[x0, R; s,Q, γ, CC ] estimate the expression in the last line by

2ζ2(β)

ˆ
B
u(x)1−βΓψ(x)dx ≤ 2ζ2(β)CC(1− σ)−2s−γ |B|

1
QR−2s

(ˆ
B
u(1−β)Q∗(x)dx

)1/Q∗
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which gives

I1 ≤ −ζ1(β)EσB
(
u

1−β
2

)
+ 2ζ2(β)CC(1− σ)−2s−γ |B|

1
QR−2s

(ˆ
B
u(1−β)Q∗(x)dx

)1/Q∗

.

Collecting the estimates for I1 and I2 we return to

E(u, ψ2u−β) ≤ −ζ1(β)EσB
(
u

1−β
2

)
+ 2(ζ2(β) + 1)CC(1− σ)−2s−γ |B|

1
QR−2s

(ˆ
B
u(1−β)Q∗(x)dx

)1/Q∗

and then going all the way back to Ineq. (6.13) we end up with

[
χ2(t)

1− β

ˆ
B
ψ2(x)u1−β(t, x)dx

]T2

T1

− ζ1(β)

ˆ T2

T1

χ2(t)EσB
(
u

1−β
2

)
dt

≥ −|B|
1
QR−2s

(
2(1− σ2s)−1

1− β + 1 + 2(ζ2(β) + 1)CC(1− σ)−2s−γ
)ˆ T2

T1

‖u1−β‖LQ∗ (B)dt.

In order to keep the size of expressions manageable let us recall the definition of K(σ) from Defini-
tion 6.1.4 and overestimate the constant in front of the integral on the right. For β, (1 − β) ≤ 1, by
definition of ζ2 we have

ζ2(β) + 1 =
4β

1− β +
9

β
+ 1 =

4β2 + 9(1− β) + β(1− β)

β(1− β)
≤ 14

β(1− β)

which we use to estimate
(

2(1− σ2s)−1

1− β + 1 + 2(ζ2(β) + 1)CC(1− σ)−2s−γ
)

≤
(

2β(1− σ2s)−1 + β(1− β) + 28CC(1− σ)−2s−γ

β(1− β)

)

≤ 28(CC + 1)K(σ)

β(1− β)
.

With this in hand we multiply the equation with −(1− β) (which changes the sign because β < 1) to
get

[
χ2(t)

ˆ
B
ψ2(x)u1−β(t, x)dx

]T2

T1

+ (1− β)ζ1(β)

ˆ T2

T1

χ2(t)EσB
(
u

1−β
2

)
dt

≤ 28(CC + 1)β−1K(σ)|B|
1
QR−2s

ˆ T2

T1

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt.

If we restrict the integration are of the integral on the left hand side to Z⊕(σR) where χ = ψ = 1
and send T2 → R2s, we obtain, for every T1 ∈ [0, (σR)2s],

ˆ
σB

u1−β(T1, x)dx+ (1− β)ζ1(β)

ˆ (σR)2s

T1

EσB
(
u

1−β
2

)
dt

≤ 28(CC + 1)β−1K(σ)|B|
1
QR−2s

ˆ R2s

T1

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt.

The first claim of Theorem 6.3.1 now follows by ignoring the second term on the left and taking the
supremum over T1 ∈ I⊕(σR) which results in

ess sup
t∈I⊕(σR)

ˆ
σB

u1−β(t, x)dx ≤ 28(CC + 1)β−1K(σ)|B|
1
QR−2s

ˆ
I⊕(R)

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt.
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To get the second claim, we ignore the first term on the left and let T1 → 0 to get

ˆ
I⊕(σR)

EσB(u
1−β
2 )dt ≤ 28(CC + 1)K(σ)

β(1− β)ζ1(β)
|B|

1
QR−2s

ˆ
I⊕(R)

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt.

Recalling ζ1(β) = 4β
6(1−β) it follows that

ˆ
I⊕(σR)

EσB(u
1−β
2 )dt ≤ 42(CC + 1)β−2K(σ)|B|

1
QR−2s

ˆ
I⊕(R)

(ˆ
B
u(1−β)Q∗(t, x)dx

) 1
Q∗

dt.

6.3.2. Elementary step

Theorem 6.3.2. Suppose s ∈ (0, 1), γ ∈ [0, 2s), q,Q ∈ [1,∞], CC , CS1, CS2, n, CV L, CV U ∈ (0,∞),

R > 0 and x0 ∈M are such that, for ρ :=
(

1− 2s
n + 1

q

)−1
,

(i) CE[x0, (R/2, R]; s,Q, γ, CC ] holds,

(ii) SI[x0, (R/2, R]; s, ρ,Q∗, CS1, CS2 , γ] holds,

(iii) V[x0, (R/2, R];n,CV L, CV U ] holds and

1

q
+

1

Q
<

2s

n

are satisfied. Then there exists a constant

C(6.3.2) := C(6.3.2)(s, n, q,Q, γ, CC , CS1, CS2, CV L, CV U )

fulfilling the following statement.
Set κ = 1+ 2s

n − 1
q− 1

Q > 1, B := B(x0, R) and let ε > 0, t0 ∈ R, σ ∈ (1/2, 1), f ∈ L∞(I⊕(R);LQ(B))
be arbitrary. For every b ∈ (0, 1) and every supersolution u of ∂tu−Lu = f in Z⊕(R) ≡ Z⊕(t0, x0, R)
such that

u ≥ ε+R2s ess sup
t∈I⊕(R)

( 
B
|f(t, x)|Qdx

) 1
Q

on Z⊕(R),

the inequality

〈u〉κbQ∗,κb,Z⊕(σR) ≤
[
C(6.3.2)(1− b)−2(1− σ)−(2s+γ)∨1

] 1
b 〈u〉bQ∗,b,Z⊕(R) (6.15)

is true.

Proof. For β ∈ (0, 1), σ̃ = 1+σ
2 we apply Hölder’s inequality with exponents 1

κ−1 and ρ, which satisfy

κ− 1 +
1

ρ
= 1 +

2s

n
− 1

q
− 1

Q
− 1 + 1− 2s

n
+

1

q
= 1− 1

Q
=

1

Q∗
,

followed by SI[x0, σ̃R; s, ρ,Q∗, CS1, CS2 , γ], (see proof of Theorem 6.2.2 for details) to get

A :=

ˆ
I	(σR)

‖u(1−β)κ(t)‖LQ∗ (σB)dt

≤
(

sup
t∈I⊕(σR)

ˆ
σB

u(1−β)(t, x)dx

)κ−1 [
CS1|σ̃B|

1
ρ
−1

(σ̃R)2s

ˆ
I⊕(σ̃R)

Eσ̃B
(
u

1−β
2 (t)

)
dt

+ CS2 (1− σ̃)−2s−γ |σ̃B|
1
ρ
− 1
Q∗

ˆ
I⊕(σ̃R)

‖u1−β(t)‖LQ∗ (σ̃B)dt

]
.
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Resorting to the estimates of Theorem 6.3.1, using

(1− σ̃)−2s−γ ≤ K(σ̃) ≤ 2s−12(2s+γ)∨1(1− σ)−((2s+γ)∨1)

(see Lemma 6.1.5) and denoting

C1 ≡ C1(CC , s, γ) = s−12(2s+γ)∨1(CC + 1) ≥ 1

we proceed by bounding

A ≤
(

28C1(1− σ)−((2s+γ)∨1)β−1|B|
1
QR−2s

ˆ
I⊕(R)

‖u1−β(t)‖LQ∗ (B)dt

)κ−1

×
[
42CS1C1(1− σ)−((2s+γ)∨1)β−2|σ̃B|

1
q
− 2s
n |B|

1
Q

ˆ
I⊕(R)

‖u1−β(t)‖LQ∗ (B)dt

+ CS2(1− σ)−((2s+γ)∨1)|σ̃B|
1
q

+ 1
Q
− 2s
n

ˆ
I⊕(R)

‖u1−β(t)‖LQ∗ (B)dt

]
.

Using V[x0, (R/2, R];n,CV L, CV U ] to bound |σ̃B|− 2s
n ≤ 4C

− 2s
n

V L R−2s, overestimating 1 ≤ β−1 ≤ β−2

and defining C2 ≡ C2(CC , s, CS1, CS2, γ, n, CV L) := 4C
− 2s
n

V L C1 (CS1 + CS2) in order to track only the
behavior with respect to β and σ we end up with

A ≤
[
C2β

−2(1− σ)−((2s+γ)∨1)
]κ
|B|

n
q

+ κ
QR−2sκ

(ˆ
I⊕(R)

‖u1−β‖LQ∗ (B)(t)dt

)κ
.

After averaging out the integrals, using V[x0, (R/2, R];n,CV L, CV U ] just like in the proof of Theo-
rem 6.2.2, and smuggling volume regularity pollution terms into constant C2 we end up with

〈u(1−β)κ〉Q∗,1,Z⊕(σR) ≤
[
C(6.3.2)β

−2(1− σ)−((2s+γ)∨1)
]κ
〈u1−β〉κQ∗,1,Z⊕(R)

where C(6.3.2) ≡ C(6.3.2)(s, n, q,Q, γ, CC , CS1, CS2, CV L, CV U ). Substituting b = (1 − β) < 0, rising

everything to power 1
κb > 0 leads to

〈u〉κbQ∗,κb,Z⊕(σR) ≤
[
C(6.3.2)(1− b)−2(1− σ)−((2s+γ)∨1)

] 1
b 〈u〉bQ∗,b,Z⊕(R)

which is exactly the statement from the theorem.

Remark 6.3.3. Using this theorem one can estimate the 〈·〉Q∗p,p norm (which is dominating averaged
Lp norm) of the solution from above by norm of lower power for p ∈ (0, κ). Going with p above κ
requires different energy estimates which can be obtained for subsolutions of equation ∂tu − Lu = f
as opposed to supersolutions we have been working with. But the iteration is more complicated in that
case as certain tail terms have to be included. It is sometimes, see [DCKP14], but not always, see
[BS07], possible to get rid of these tail terms and obtain the full Harnack inequality.

6.3.3. Iteration

Theorem 6.3.4. Suppose s ∈ (0, 1), γ ∈ [0, 2s), q,Q ∈ [1,∞], CC , CS1, CS2, n, CV L, CV U ∈ (0,∞),

R > 0 and x0 ∈M are such that for ρ :=
(

1− 2s
n + 1

q

)−1

(i) CE[x0, (R/2, R]; s,Q, γ, CC ] holds,

(ii) SI[x0, (R/2, R]; s, ρ,Q∗, CS1, CS2 , γ] holds,
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(iii) V[x0, (R/2, R];n,CV L, CV U ] holds and

1

q
+

1

Q
<

2s

n
.

Then there is a constant

D(6.3.4) ≡ D(6.3.4)(s, n, q,Q, γ, CC , CS1, CS2, CV L, CV U )

possessing the following property.
Set κ = 1 + 2s

n − 1
q − 1

Q > 1, B := B(x0, R) and choose any t0 ∈ R, 1/2 < σ < 1, p0 ∈ (0, 1/2],

f ∈ L∞(I⊕(R);LQ(B)). Then, for every supersolution u of ∂tu − Lu = f in Z⊕(R) ≡ Z⊕(t0, x0, R)
such that

u ≥ ε+R2s ess sup
t∈I⊕(R)

( 
B
|f(t, x)|Qdx

) 1
Q

on Z⊕(R),

the inequality

 
Z⊕(σR)

u ≤
[
D(6.3.4) (1− σ)

−2((2s+γ)∨1)κQ∗

1−κ−1

]( 1
p0
−1
)( 

Z⊕(R)
up0

) 1
p0

holds.

Proof. Find the smallest integer N such that κ−N ≤ p0/Q
∗, i.e. N = d− logκ(p0/Q

∗)e, and define
p′0 = κ−N . Define also Rk =

(
σ + 2−k(1− σ)

)
R and σk = Rk+1/Rk. This time we will iterate

Ineq. (6.15) over the sequence bk = κkp′0, Rk and σk for k from 0 to N − 1. Noticing that

(1− σk) =
Rk −Rk+1

Rk
= 2−(k+1)(1− σ)

R

Rk
≥ 2−(k+1)(1− σ)

the iteration results in

〈u〉Q∗bN ,bN ,Z⊕(σR) ≤
N−1∏

k=0

(
C(6.3.2)2

((2s+γ)∨1)(k+1) (1− bk)−2 (1− σ)−((2s+γ)∨1)
)bk 〈u〉Q∗b0,b0,Z⊕(R).

As bNp
′
0 = 1 on the left hand side, by Jensen’s inequality and Fubini’s theorem we have

〈u〉Q∗,1,Z⊕(σR) =

 
I⊕(σR)

( 
σB

uQ
∗
(t, x)dx

) 1
Q∗

dt ≥
 
Z⊕(σR)

u.

On the right hand side Q∗b0 = Q∗p′0 ≤ p0, so Jensen’s inequality and Fubini’s theorem show that

〈u〉Q∗p′0,p′0,Z⊕(R) ≤
( 

I	(R)

( 
B
uQ
∗p′0(t, x)dx

) 1
Q∗

dt

) 1
p′0
≤
( 

Z⊕(R)
up0

) 1
p0

.

Combining these two observations with bk = κkp′0 we can estimate

 
Z⊕(σR)

u ≤
N−1∏

k=0

(
C(6.3.2)2

((2s+γ)∨1)(k+1)
(

1− κkp′0
)−2

(1− σ)−((2s+γ)∨1)

) 1

κkp′0

( 
Z⊕(R)

up0

) 1
p0

.

Implementing the estimates 1−κkp′0 ≥ 1−κ−1 for all k ≤ N −1 and smuggling the resulting constant
(1− κ−1)−2 into C1 ≡ C1(s, n, q,Q, γ, CC , CS1, CS2, CV L, CV U ) := C(6.3.2)(1− κ−1)−2 produces

 
Z⊕(σR)

u ≤
N−1∏

k=0

(
C12((2s+γ)∨1)(k+1)(1− σ)−((2s+γ)∨1)

) 1

κkp′0

( 
Z⊕(R)

up0

) 1
p0

.
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Writing the product in terms of the exponential gives us

 
Z⊕(σR)

u ≤
(
C1(1− σ)−((2s+γ)∨1)

) 1
p′0

∑N−1
k=0 κ−k

× exp

(
1

p′0

N−1∑

k=0

κ−k(log 2)((2s+ γ) ∨ 1)(k + 1)

)( 
Z⊕(R)

up0

) 1
p0

.

We now estimate all sums by utilizing that for every δ ∈ (0, 1)

N−1∑

k=0

δk =
1− δN
1− δ

and
N−1∑

k=0

(k + 1)δk =
d

dx

(
1− (δx)N

1− δx

) ∣∣∣
x=1

=
−NδN (1− δ) + (1− δN )δ

(1− δ)2
≤ δ(1− δN )

(1− δ)2
.

Recalling that p′0κ
N = 1 we find

1

p′0

N−1∑

k=0

κ−k =
1

p′0

(
1− κ−N
1− κ−1

)
=

1

(1− κ−1)

(
1

p′0
− κ−N

p′0

)
=

1

(1− κ−1)

(
1

p′0
− 1

)

and

1

p′0

N−1∑

k=0

κ−k(log 2)((2s+ γ) ∨ 1)(k + 1) ≤ (log 2)((2s+ γ) ∨ 1)

p′0

(
N−1∑

k=0

(k + 1)κ−k
)

≤ (log 2)((2s+ γ) ∨ 1)

p′0

(
κ−1(1− κ−N )

(1− κ−1)2

)
≤ (log 2)((2s+ γ) ∨ 1)

κ(1− κ−1)2

(
1

p′0
− 1

)
.

Taking into account that p0 ≤ 1/2 and Q∗/p0 ≤ 1/p′0 ≤ κQ∗/p0, we have 1/(2p0) ≤ 1/p0 − 1 so we
can bound

1

p′0
− 1 ≤ 2κQ∗

2p0
≤ 2κQ∗

(
1

p0
− 1

)
.

This allow us to rewrite the previous estimates in terms of p0 instead of p′0, i.e.

1

p′0

N−1∑

k=0

κ−k ≤ 2κQ∗

1− κ−1

(
1

p0
− 1

)

and

1

p′0

N−1∑

k=0

κ−k(log 2)((2s+ γ) ∨ 1)(k + 1) ≤ 2(log 2)((2s+ γ) ∨ 1)Q∗

(1− κ−1)2

(
1

p0
− 1

)
.

Therefore, we can take

D(6.3.4) ≡ D(6.3.4)(s, n, q,Q, γ, CC , CS1, CS2, CV L, CV U ) = C
2κQ∗/(1−κ−1)
1 22((2s+γ)∨1)Q∗/(1−κ−1)2

to obtain  
Z⊕(σR)

u ≤
[
D(6.3.4) (1− σ)

−2((2s+γ)∨1)κQ∗

1−κ−1

]( 1
p0
−1
)( 

Z⊕(R)
up0

)1/p0

which proves the statement of the theorem.
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6.4. Connecting positive and negative exponents

6.4.1. Weighted Poincaré inequality

We now obtain the weighted Poincaré inequality using the result of [DK13].

Theorem 6.4.1 (Weighted Poincaré inequality). Suppose x0 ∈ M , R > 0, s ∈ (0, 1), CP , n, CV L,
CV U ∈ (0,∞) are such that PI[x0, (R, 2R]; s, CP ] and V[x0, (R, 2R];n,CV L, CV U ] holds, set B :=
B(x0, R) and define ψ : M → [0, 1] by

ψ(x) :=

(
3R− 2d(x0, x)

R
∧ 1

)
∨ 0.

Then there is a positive constant CψP := CψP (CP , s, n, CV L, CV U ) such that for every v ∈ L2(2B)

ˆ
3
2
B

[v(x)− vψ,2B(x)]2ψ(x)dx ≤ CψPR2s

ˆ
3
2
B

ˆ
3
2
B

[v(x)− v(y)]2(ψ(x) ∧ ψ(y))k(x, y)dydx

where

vψ,2B :=

´
2B v(x)ψ(x)dx´

2B ψ(x)dx
.

Proof. The result is a special case of Proposition 4 from [DK13]. In the notation from that paper we
take X = M for the space, ρ(x, y) = d(x, y)/(2R) for the metric and dx = m(dx) for the measure.
Concerning proposition specific notation we take p = 2, φ = Φ(ρ(x0, ·)) with

Φ(x) = [(3− 4x) ∧ 1] ∨ 0 for x ≥ 0.

By PI[x0, (R, 2R]; s, CP ] we know that for all r ∈ (R, 2R] and all v ∈ L1(2B) (using r2s ≤ (2R)2s)

ˆ
Br

[
v(x)−

 
Br

v(y)dy

]2

dx ≤ CP (2R)2s

ˆ
Br

ˆ
Br

[v(x)− v(y)]2 k(x, y)dydx.

One only needs to translate this to ρ metric to see that it is equivalent to the main assumption of the
proposition from [DK13]. Since we verified all the assumptions, the proposition now guaratees that
for every v ∈ L2(2B) (we immediately translate it to d-metric form)

ˆ
2B

[v(x)− vψ,2B(x)]2 ψ(x)dx ≤ CMCP (2R)2s

ˆ
2B

ˆ
2B

[v(x)− v(y)]2 (ψ(x) ∧ ψ(y))k(x, y)dydx.

where

CM =
82|B2R|
|BR|

Φ(0)

Φ(1/2)
= 26+nCV UC

−1
V L.

Taking CψP := 22sCMCP and noticing that ψ = 0 outside of 3
2B proves the theorem.

6.4.2. Energy estimate for log u

Our aim is to apply the lemma of Bombieri and Giusti to get the weak Harnack inequality. We start
by proving another energy estimate.

Theorem 6.4.2. Let x0 ∈ M , R > 0 be arbitrary and set B := B(x0, R). For every strictly positive
function w > 0 on M , every Lipschitz function ψ : M → [0,∞) such that ψ > 0 in B, ψ = 0 outside
of B and E(ψ) <∞

E(w,−ψ2w−1) ≥
ˆ
B

ˆ
B
ψ(x)ψ(y)

(
log

w(y)

ψ(y)
− log

w(x)

ψ(x)

)2

k(x, y)dxdy − 2E(ψ). (6.16)
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If in addition for some s ∈ (0, 1), γ ∈ [0, 2s), Q ∈ [1,∞], CC > 0 CE[x0, R; s,Q, γ, CC ] is satisfied
and ξ = RLipψ, then we can additionally estimate

E(ψ) ≤ 2CC(ξ2s−γ ∨ ξ2s+γ)|B|R−2s

and E(ψ) <∞ is automatically satisfied.

Proof. To get this, one computes as in [FK13] Section 4,

E(w,−ψ2w−1) =

ˆ
M

ˆ
M

[w(y)− w(x)][ψ2(x)w−1(x)− ψ2(y)w−1(y)]k(x, y)dydx

≥
ˆ
B

ˆ
B
ψ(x)ψ(y)

[
ψ(x)w(y)

ψ(y)w(x)
+
ψ(y)w(x)

ψ(x)w(y)
− ψ(y)

ψ(x)
− ψ(x)

ψ(y)

]
k(x, y)dydx

+ 2

ˆ
B

ˆ
Bc

[w(y)− w(x)][ψ2(x)w−1(x)− ψ2(y)w−1(y)]k(x, y)dydx

=: I1 + I2

where Bc ×Bc term vanished because ψ is supported inside of B. Applying identity

a

b
+
b

a
− 2 = (a− b)(b−1 − a−1) ≥ (log a− log b)2 ∀a, b ≥ 0,

which can be found in [DK15] Equation (4.7) for instance, with a = w(y)
ψ(y) and b = w(x)

ψ(x) we can estimate
the first integral I1 on the right by

I1 ≥
ˆ
B

ˆ
B
ψ(x)ψ(y)

[
log

w(y)

ψ(y)
− log

w(x)

ψ(x)

]2

k(x, y)dydx

−
ˆ
B

ˆ
B
ψ(x)ψ(y)

[
ψ(y)

ψ(x)
+
ψ(x)

ψ(y)
− 2

]
k(x, y)dydx

≥
ˆ
B

ˆ
B
ψ(x)ψ(y)

[
log

w(y)

ψ(y)
− log

w(x)

ψ(x)

]2

k(x, y)dydx

−
ˆ
B

ˆ
B

[ψ(x)− ψ(y)]2 k(x, y)dydx

≥
ˆ
B

ˆ
B
ψ(x)ψ(y)

[
log

w(y)

ψ(y)
− log

w(x)

ψ(x)

]2

k(x, y)dxdy − E(ψ).

Notice that assumption E(ψ) < ∞ guarantees that expression ∞−∞ did not appear in the above
computation. For I2 we use ψ(y) = 0 for y ∈ Bc and the energy density estimate to compute

I2 = 2

ˆ
B

ˆ
Bc

[w(y)− w(x)]ψ2(x)w−1(x)k(x, y)dydx

= 2

ˆ
B

ˆ
Bc

ψ2(x)w(y)

w(x)
k(x, y)dydx− 2

ˆ
B

ˆ
Bc
ψ2(x)k(x, y)dydx

≥ −2

ˆ
B

ˆ
Bc

(ψ(x)− ψ(y))2k(x, y)dydx ≥ −E(ψ).

Combining the estimates of I1 and I2 proves

E(w,−ψ2w−1) ≥
ˆ
B

ˆ
B
ψ(x)ψ(y)

[
log

w(y)

ψ(y)
− log

w(x)

ψ(x)

]2

k(x, y)dxdy − 2E(ψ)

which is the first statement of the theorem. The second statement follows from Proposition 6.1.2.
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6. Parabolic Moser iteration

6.4.3. Weak L1 estimates on log u

The next step is to prove two weak L1 estimates of the logarithm of the solution.

Theorem 6.4.3. Suppose x0 ∈ M , R > 0, s ∈ (0, 1), γ ∈ [0, 2s), Q ∈ [1,∞], CP , CC , n, CV L, CV U ∈
(0,∞) are such that

(i) CE[x0, 2R; s,Q, γ, CC ],

(ii) PI[x0, (R, 2R]; s, CP ],

(iii) V[x0, [R, 2R];n,CV L, CV U ]

are satisfied and set B := B(x0, R). Then there is a constant

D(6.4.3) := D(6.4.3)(CP , CC , γ, s,Q, n, CV L, CV U )

fulfilling the following statement.
Let ε > 0, t0 ∈ R, f ∈ L∞(I(R);LQ(2B)) be arbitrary and set I(R) := I(t0, R). For every superso-

lution u of ∂tu− Lu = f in I(R)× 2B such that

u ≥ ε+ (2R)2s ess sup
t∈I(R)

( 
2B
|f(t, x)|Qdx

) 1
Q

in I(R)× 2B,

inequalities

∀ξ > 0 |Z⊕(R) ∩ {log(u−1e−a) ≥ ξ}| ≤
D(6.4.3)R

n+2s

ξ

and

∀ξ > 0 |Z	(R) ∩ {log(uea) ≥ ξ}| ≤
D(6.4.3)R

n+2s

ξ

are satisfied, where

a :=

´
2B − log

(
u(t0,x)
ψ(x)

)
ψ2(x)dx´

2B ψ
2(x)dx

.

Proof. Take the cutoff function ψ : M → [0,∞) such that

ψ2(x) =

(
3R− 2d(x0, x)

R
∧ 1

)
∨ 0

and apply Lemma 5.2.1 on the ball 2B with β = 1 and χ ≡ 1 and ψ2 for [t1, t2] ⊂ I(R). Implementing
the particularities of the current choice of ψ, χ and β = 1 together with V[x0, 2R;n,CV L, CV U ] gives

[ˆ
2B
ψ2(x) log u(t, x)dx

]t2

t1

+

ˆ t2

t1

E
(
u(t), ψ2u−1(t)

)
dt ≥ −CV U (t2 − t1)(2R)n−2s.

Defining, like in [FK13],

v(t, x) := − log

(
u(t, x)

ψ(x)

)
= logψ(x)− log u(t, x)

and implementing the estimate on E(ψ) from Theorem 6.4.2 (notice that CE[x0, R; s,Q, γ, CC ] is
assumed and Lipψ ≥ (R/2)−1, i.e. ξ ≥ 2) together with V[x0, 2R;n,CV L, CV U ] provides us with

[ˆ
3
2
B
ψ2(x)v(t, x)dx

]t2

t1

+

ˆ t2

t1

ˆ
2B

ˆ
2B
ψ(x)ψ(y) (v(x)− v(y))2 k(x, y)dxdydt

≤ CV U2n−2s(t2 − t1)Rn−2s +

ˆ t2

t1

2CCCV U22s+γ(2R)n−2sdt

≤ 2n−2sCV U
[
1 + CC22s+γ+1

]
(t2 − t1)Rn−2s =: C1(t2 − t1)Rn−2s.
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6.4. Connecting positive and negative exponents

At this point we use the weighted Poincaré inequality from Theorem 6.4.1, which requires PI[x0,
(R, 2R]; s, CP ] and V[x0, (R, 2R];n,CV L, CV U ], in order to decrease the second term on the left hand
side (note that ψ(x)2 ∧ ψ(y)2 ≤ ψ(x)ψ(y) for all x, y ∈M) and get

[ˆ
3
2
B
ψ2(x)v(t, x)dx

]t2

t1

+ C−1
ψPR

−2s

ˆ t2

t1

ˆ
2B

[v(t, x)− V (t)]2 ψ2(x)dxdt ≤ C1(t2 − t1)Rn−2s.

Here V (t) is defined to be

V (t) := vψ2,2B(t) =

´
2B v(t, x)ψ2(x)dx´

2B ψ
2(x)dx

.

A division by
´

3
2
B ψ

2(x)dx, for which we know by V[x0, [R, 2R];n,CV L, CV U ] that

CV LR
n ≤ |B| ≤

ˆ
3
2
B
ψ2(x)dx ≤

∣∣∣∣
3

2
B

∣∣∣∣ ≤
(

3

2

)n
CV UR

n,

and a restriction of the domain to B, where ψ = 1, in the second integral on the left give

V (t2)− V (t1) + C2R
−n−2s

ˆ
[t1,t2]

ˆ
B

[v(t, x)− V (t)]2 dxdt ≤ C3R
−2s(t2 − t1).

Here C2 =
(

3
2

)−n
C−1
V UC

−1
ψP > 0 and C3 = C1C

−1
V L = 2n−2sC−1

V L

[
C

1
Q∗
V U + CCCV U22s+γ+1

]
> 0. In the

rest of the proof we will mostly deal with the function V (t). It is possible to prove that, when u
is L2(B)-weakly differentiable, V (t) is differentiable which would simplify parts of what follows (see
[FK13]). Let us however give the more complicated version using only continuity of V (t) in order to
show that differentiability of V (t) and consequently L2(B)-weak differentiabitly of w(t) is not crucial
and that a priori on the solution could be relaxed.

Recall that Lemma 5.2.1 also states that log u(t) is L2(2B)-strongly continuous in time which
implies that v(t) = logψ − log u(t) is as well and that V : I → R is continuous. Thus V is uniformly
continuous on I⊕(r) = [t0, t0 + r2s] for any r < R which allows us to find, for an arbitrary ε1 > 0, an
δ ≡ δ(ε1, r, u) > 0 such that |V (t1)− V (t2)| ≤ ε1 whenever t1, t2 ∈ I⊕(r) and |t1 − t2| ≤ δ. We intend
to use this to approximate V (t) by step functions while preserving the inequality. To be more precise,
for all t ∈ [t2 − δ, t2 + δ] ∩ I⊕(r) and x ∈ B

|v(t, x)− V (t2)|2 ≤ 2|v(t, x)− V (t)|2 + 2ε2
1,

which implies that for all t1 ∈ [t2 − δ, t2] ∩ I⊕(r)

V (t2)− V (t1) +
C2

2
R−n−2s

ˆ
[t1,t2]

ˆ
B

(
[v(t, x)− V (t2)]2 − 2ε2

1

)
dxdt ≤ C3R

−2s(t2 − t1).

By V[x0, (R, 2R];n,CV L, CV U ] the estimate R−n−2s
´

[t1,t2]

´
B dx ≤ CV UR−2s(t2− t1) holds and we use

it to move ε1 to the right side and get

V (t2)− V (t1) +
C2

2
R−n−2s

ˆ
[t1,t2]

ˆ
B

[v(t, x)− V (t2)]2 dxdt ≤
(
C3 + CV Uε

2
1

)
R−2s(t2 − t1). (6.17)

Setting Cε1 = C3 + CV Uε
2
1 > 0 and defining

wε1(t, x) = v(t, x)− Cε1R−2st, Wε1(t) = V (t)− Cε1R−2st

we end up with

Wε1(t2)−Wε1(t1) +
C2

2
R−n−2s

ˆ
[t1,t2]

ˆ
B

[wε1(t, x)−Wε1(t2) + Cε1(t2 − t)]2 dxdt ≤ 0. (6.18)
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6. Parabolic Moser iteration

Since the last inequality holds for all t1 and t2 close enough and the third term is non-negative, this
in particular shows that Wε1 is nonincreasing in t.

Let us now define, like in the statement of the theorem,

a := Wε1(t0) = V (t0) =

´
2B − log

(
u(t0,x)
ψ(x)

)
ψ2(x)dx´

2B ψ
2(x)dx

.

For ξ > 0, on the set {(t, x) ∈ [t1, t2] × B : wε1(t, x) ≥ a + ξ}, we have that wε1(t, x) −Wε1(t2) ≥
ξ+Wε1(t0)−Wε1(t2) ≥ ξ > 0 (because Wε1 is non increasing) which allows us to ignore the Cε1(t2−t1)
part in Ineq. (6.18) and estimate

Wε1(t2)−Wε1(t1) +
C2

2Rn+2s
|{(t, x) ∈ [t1, t2]×B : wε1(t, x) ≥ ξ + a}|(ξ + a−Wε1(t2))2 ≤ 0.

Since C2 > 0, this implies that

|{(t, x) ∈ [t1, t2]×B : wε1(t, x) ≥ ξ + a}| ≤ 2C−1
2 Rn+2sWε1(t1)−Wε1(t2)

(ξ + a−Wε1(t2))2

≤ 2C−1
2 Rn+2s Wε1(t1)−Wε1(t2)

(ξ + a−Wε1(t1))(ξ + a−Wε1(t2))

= 2C−1
2 Rn+2s

(
1

ξ + a−Wε1(t1)
− 1

ξ + a−Wε1(t2)

)
.

Here we again used that Wε1 is nonincreasing in the second inequality.

Taking N ∈ N large enough such that R2s/N ≤ δ (note that this means that N ≡ N(R, r, ε1, u)),
we can sum up the small intervals and obtain

|I⊕(r)×B ∩ {wε1 ≥ ξ + a}|

=
N−1∑

k=0

∣∣∣∣
{

(t, x) ∈
[
t0 +

r2sk

N
, t0 +

r2s(k + 1)

N

]
×B : wε1(t, x) ≥ ξ + a

}∣∣∣∣

≤ 2C−1
2 Rn+2s

N−1∑

k=0

(
1

ξ + a−Wε1(t0 + r2sk/N)
− 1

ξ + a−Wε1(t0 + r2s(k + 1)/N)

)

= 2C−1
2 Rn+2s

(
1

ξ + a−Wε1(t0)
− 1

ξ + a−Wt0+ε1(t0 + r2s)

)

≤ 2C−1
2 Rn+2s

ξ
,

where in order to get the last line one has to recall that a = Wε1(t0) = Wε1(t0) by definition and
ignore the second term (ξ+ a−Wε1(t0 + r2s))−1 ≥ 0 in the second to last line. Returning from wε1(t)
to − log u(t) = wε1(t) + Cε1R

−2st (keep in mind that ψ = 1 on B) we have

|I⊕(r)×B ∩ {− log u ≥ ξ + a}|
≤ |I⊕(r)×B ∩ {wε1 ≥ ξ/2 + a}|+ |I⊕(r)×B ∩ {Cε1t ≥ r2sξ/2}|

≤ 4C−1
2 Rn+2s

ξ
+

[(
1− ξ

2Cε1

)
∨ 0

]
r2s|B|.

Recalling that constants C2 ≡ C2(CP , n, CV L, CV U ) = (3/2)−nC−1
V UC

−1
ψP and Cε1 ≡ Cε1(ε1, Q, γ, CC , s,

n, CV L, CV U ) = 2n−2sC−1
V L[C

1/Q∗

V U + CC22s+γ+1] + CV Uε
2
1 do not depend on r and then passing to the
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limit r → R results in

|Z⊕(R) ∩ {− log u ≥ ξ + a}| ≤
(

4C−1
2

ξ
+ CV U

[(
1− ξ

2Cε1

)
∨ 0

])
Rn+2s

≤
(
4C−1

2 + CV UCε1/2
)
Rn+2s

ξ
.

The last line uses an elementary inequality

a− b ≤ a2

4b

for any a, b > 0 (with a = 1, b = ξ/(2Cε1)). Since Cε1
ε1→0−−−→ C3, passing to the limit ε1 → 0 we get

the first inequality of the theorem

|Z⊕(R) ∩ {log
(
u−1e−a

)
≥ ξ}| ≤

D(6.4.3)R
n+2s

ξ

if we take
D(6.4.3) ≡ D(6.4.3)(CP , Q, γ, CC , s, n, CV L, CV U ) = 4C−1

2 + CV UC3/2.

The other statement is obtained in a similar way by introducing variable r < R, working with
t1, t2 ∈ I	(r) and analyzing the set |{(t, x) ∈ [t1, t2]× B : wε1 ≤ −ξ + a}| instead of the set |{(t, x) ∈
[t1, t2]× B : wε1 ≥ ξ + a}|. On has to use the left endpoint of the integral when approximating V (t)
on [t1, t2] which results in an estimate similar to Ineq. (6.17) but with V (t1) instead of V (t2) under
the integral. Replacing V with Wε1 like before leads to

Wε1(t2)−Wε1(t1) +
C2

2
R−n−2s

ˆ
[t1,t2]

ˆ
B

[wε1(t, x)−Wε1(t1)− Cε1(t− t1)]2 dxdt ≤ 0.

This time one ignores the term −Cε1(t − t1) on set |{(t, x) ∈ [t1, t2] × B : wε1 ≤ −ξ + a}| because
wε1(t, x)−Wε1(t1) ≤ −ξ +Wε1(t0)−Wε1(t1) ≤ 0, due to Wε1(t0)−Wε1(t1) ≤ 0, in order to estimate

Wε1(t2)−Wε1(t1) +
C2

2Rn+2s
|{(t, x) ∈ [t1, t2]×B : wε1(t, x) ≤ −ξ + a}|(−ξ + a−Wε1(t1))2 ≤ 0.

Note that the inequality

Wε1(t1)−Wε1(t2)

(−ξ + a−Wε1(t1))2
≤ Wε1(t1)−Wε1(t2)

(−ξ + a−Wε1(t1))(−ξ + a−Wε1(t2))

is still true but for slightly different reasons. The factors in the denominator are now negative and
decreasing t1 increases −ξ + a −Wε1(t1) but decreases its absolute value. The rest of the estimates
remain exactly the same and a similar summation procedure produces

|I	(R)×B ∩ {wε1 ≤ −ξ + a}| ≤ 2C−1
2 Rn+2s

(
1

−ξ + a−Wε1(t0 − r2s)
− 1

−ξ + a−Wε1(t0)

)

≤ −2C−1
2

−ξ Rn+2s ≤ 2C−1
2 Rn+2s

ξ
.

Translating this into a statement on u and passing to the limits r → R and ε1 → 0 exactly like before
we end up with

|Z	(R) ∩ {log (uea) ≥ ξ}| ≤
D(6.4.3)R

n+2s

ξ
.

which is the second statement of the theorem.
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6.4.4. Lemma of Bombieri and Giusti

To connect positive and negative exponents we are going to use the idea of Bombieri and Giusti [BG72]
in modified version from [SC02] Lemma 2.2.6. We provide the statement of the lemma with reduced
and adapted notation for convenience.

Lemma 6.4.4 (Bombieri and Giusti ([SC02], Lemma 2.2.6)). Fix a collection of measurable subset
{Uσ ⊂ M ;σ ∈ (0, 1]} such that Uσ′ ⊂ Uσ if σ′ ≤ σ and denote U = U1. Let δ, C be positive constants
and 0 < α0 ≤ ∞. Let also v be a positive measurable function on U which satisfies

‖v‖Lα0 (Uσ′ )
≤
[
C(σ − σ′)−δ|U |−1

]1/α−1/α0 ‖v‖Lα(Uσ) <∞,

for all σ, σ′, α such that 1/2 ≤ σ′ < σ ≤ 1 and 0 < α ≤ min{1, α0/2}. Assume further that v satisfies

|{log v > ξ}| ≤ C|U |
ξ

for all ξ > 0. Then

‖v‖Lα0(U1/2) ≤ A|U |
1/α0

where A depends only on δ, C and a lower bound on α0.

6.5. Weak Harnack inequality

Theorem 6.5.1 (Weak parabolic Harnack inequality). Suppose s ∈ (0, 1), γ ∈ [0, 2s), q,Q ∈ [1,∞],

CC , CS1, CS2, n, CV L, CV U ∈ (0,∞), R > 0 and x0 ∈M are such that, for ρ :=
(

1− 2s
n + 1

q

)−1
,

(i) CE[x0, (R/2, R] ∪ {2R}; s,Q, γ, CC ],

(ii) SI[x0, (R/2, R]; s, ρ,Q∗, CS1, CS2 , γ],

(iii) V[x0, (R/2, 2R];n,CV L, CV U ],

(iv) q−1 +Q−1 < 2s/n,

(v) PI[x0, (R, 2R]; s, CP ],

are satisfied and set B := B(x0, R). Then there exists a constant

CPH ≡ CPH (s, n, q,Q,CC , CS1, CS2, CP , γ, CV L, CV U )

such that WPHI[t0, x0, R; s, CPH , Q] is satisfied. To be explicit, CPH is such that the following state-
ment holds.

Let f ∈ L∞(I(R);LQ(2B)) be arbitrary. For every supersolution u of ∂tu − Lu = f in I(R) ×
B(x0, 2R) such that u ≥ 0 on M , the inequality

 
U	

u(x)dx ≤ CPH
(

ess inf
U⊕

u+ (2R)2s ess sup
t∈I(R)

( 
2B
|f(t, x)|Qdx

) 1
Q

)

is satisfied, where U	 = Z⊕(t0 −R2s, x0, R/2) and U⊕ = Z	(t0 +R2s, x0, R/2) (see Fig. 6.5.1).
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M

t

I(R)× 2B

Ûσ

Uσ

U⊕ = U1/2

U⊖ = Û1/2

(σR)2s

(σR)2s

σR

Figure 6.5.1.: Sequences Uσ and Ûσ

Proof. Let us define

ũ = u+ ε+ (2R)2s ess sup
t∈I(R)

( 
2B
|f(t, x)|Qdx

) 1
Q

. (6.19)

Notice that we can assume that the ess infU⊕ u is finite otherwise the theorem trivially holds. The

plan is to apply Lemma 6.4.4 two times, for sequences {Uσ}σ∈[ 1
2
,1] and {Ûσ}σ∈[ 1

2
,1] like in Fig. 6.5.1.

Let a be like in Theorem 6.4.3 for function ũ. For the first application take Uσ = Z	(t0 +R2s, x0, σR),
α0 = +∞, v = ũ−1e−a,

δ =
((2s+ γ) ∨ 1)Q∗

(1− κ−1)

and C = 2n+2s+δC−1
V LC

1
V UD(6.2.3) ∨ C−1

V LD(6.4.3). For all α ≤ α0, 1/2 ≤ σ′ ≤ σ ≤ 1 we use the
iteration for negative exponents in Theorem 6.2.3, applied to ũ on Uσ = Z	(t0 + R2s, x0, σR) with
σ6.2.3 = σ′/σ ∈ (1/2, 1) and p0 = −α. Assumptions in Items (i) to (iv) and the definition of ũ justify
the application, which gives

∞ > ess inf
Z	(t0+R2s,x0,σ′R)

ũ ≥


D(6.2.3)

(
1− σ′

σ

)− ((2s+γ)∨1)Q∗

1−κ−1



− 1
α ( 

Z	(t0+R2s,x0,σR)
ũ−α

)− 1
α

.

Translating this into statement involving v = ũ−1e−a, Uσ, δ, α and α0 switches the inequality and
shows

‖v‖Lα0 (Uσ′ )
≤
[
D(6.2.3)

(
(σ − σ′)

σ

)−δ] 1
α 1

|Uσ|
1
α

‖v‖Lα(Uσ).

Due to σ−δ ≤ 2δ and (somewhat deceivingly 1
α0

= 0)

1

|Uσ|
1
α

=
1

|Z	(t0 +R2s, σR)| 1α
≤ 1
(
CV LC

−1
V Uσ

n+2s|U1|
) 1
α

≤
(
2n+2sC−1

V LCV U |U1|−1
) 1
α
− 1
α0 ,

which follows from V[x0, (R/2, R];n,CV L, CV U ], we can furthermore estimate

‖v‖Lα0 (Uσ′ )
≤
[
C(σ − σ′)−δ |U1|−1

]1/α−1/α0
(ˆ

Uσ

vα
)1/α

.
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6. Parabolic Moser iteration

Weirdly enough, U1 is exactly Z⊕(t0, x0, R) so weak L1(Z⊕(R)) estimate on log(ũ−1e−a) in Theo-
rem 6.4.3, justified by Items (i), (iii) and (v), proves

|U1 ∩ {log v > ξ}| ≤
D(6.4.3)R

n+2s

ξ
≤
C−1
V LD(6.4.3)|U1|

ξ
≤ C|U1|

ξ

for all ξ > 0, where the second inequality requires V[x0, (R/2, R];n,CV L, CV U ]. Lemma 6.4.4 now
implies that there is a constant

A := A(C, δ) = A(s, n, CV L, CV U , q,Q,CS1, CS2, CP , CC , γ) > 0

such that
ess sup
U⊕

ũ−1e−a = ess sup
U 1

2

v ≤ A

or written differently
ess inf
U⊕

ũ ≥ A−1e−a. (6.20)

For the second application, let us first suppose that u is in L1(I(R), L2(2B)) and not only in
L1
loc(I(R), L2(2B)) which would follow from Item (i) of Lemma 5.1.7. This implies that

ffl
I(R)×2B u <

∞. Take Ûσ = Z⊕(t0 −R2s, x0, σR), α̂0 = 1, v̂ = ũea,

δ̂ =
((2s+ γ) ∨ 1)(1 + κ)Q∗

(1− κ−1)

and Ĉ = 22n+4s+δ̂C−2
V LC

2
V UD(6.3.4)∨C−1

V LD(6.4.3). The iteration for positive exponents in Theorem 6.3.4
is applicable due to Items (i) to (iv) and shows, for all α ≤ α̂0/2, 1/2 ≤ σ′ ≤ σ ≤ 1,

( 
Ûσ′

v̂α̂0

)1/α̂0

≤
[
Ĉ(σ − σ′)−δ̂

∣∣∣Û1

∣∣∣
−1
]1/α−1/α̂0

( 
Ûσ

v̂α
)1/α

<∞,

where < ∞ bound comes from assumption
ffl
I(R)×2B u < ∞. Due to |Uσ′ |

1
α̂0 ≤ |U1|

1
α̂0 and (using

1
2α ≤ 1

α − 1 = 1
α − 1

α̂0
for α ∈ (0, 1/2))

1

|Uσ|
1
α

=
1

|Z	(t0 +R2s, σR)| 1α
≤ 1
(
CV LC

−1
V Uσ

n+2s|U1|
) 1
α

≤
(
22n+4sC−2

V LC
2
V U

) 1
2α |U1|−

1
α ≤

(
22n+4sC−2

V LC
2
V U

) 1
α
− 1
α̂0 |U1|−

1
α ,

it follows that (ˆ
Ûσ′

v̂α̂0

)1/α̂0

≤
[
Ĉ(σ − σ′)−δ̂

∣∣∣Û1

∣∣∣
−1
]1/α−1/α̂0

(ˆ
Ûσ

fα
)1/α

.

Slightly confusingly, Û1 = Z	(t0, x0, R) and Theorem 6.4.3 shows that for all ξ > 0

∣∣∣Û1 ∩ {log(ũea) > ξ}
∣∣∣ ≤

D(6.4.3)R
n+2s

ξ
≤
C−1
V LD(6.4.3)|Û1|

ξ
≤ Ĉ|Û |

ξ
.

Applying Lemma 6.4.4 once more gives us a constant

Â := Â(s, n, CV L, CV U , q,Q,CS1, CS2, CP , CC , γ)

such that ˆ
U	

ũea =

ˆ
Û1/2

v ≤ Â|Û1|.
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6.5. Weak Harnack inequality

This is now easily transformed into

 
U	

ũ ≤ 2n+2sCV UC
−1
V LÂe

−a (6.21)

using V[x0, R;n,CV L, CV U ]. On the other hand if u is only in L1
loc(I(R), L2(2B)), then for every

β ∈ (0, R2s) Ineq. (6.21) can be proved with {(t+ β, x) : (t, x) ∈ U	} instead of U	 on the left simply
by shifting all sets in time. But the right hand side remains independent of β so sending β → ∞
proves Ineq. (6.21) in the original form by monotone convergence theorem.

Combining Ineq. (6.20) and Ineq. (6.21) gives the parabolic weak Harnack inequality for ũ,

 
U	

ũ ≤ CPH ess inf
U⊕

ũ

where we take

CPH := CPH(s, n, CV L, CV U , q,Q,CS1, CS2, CP , CC , γ) = 2n+2sCV UC
−1
V LAÂ.

Substituting ũ with u through Eq. (6.19) this is equivalent to

 
U	

u+ ε+ (2R)2s ess sup
t∈I(R)

( 
2B
|f(t, x)|Qdx

) 1
Q

≤ CPH
(

ess inf
U⊕

u+ ε+ (2R)2s ess sup
t∈I(R)

( 
2B
|f(t, x)|Qdx

) 1
Q

)
.

If we ignore term ess supt∈I(R)

(ffl
2B |f(t, x)|Qdx

) 1
Q > 0 on the left hand side and send ε → 0 (note

that CPH does not depend on ε), we obtain exactly the statement of the theorem, i.e.

 
U	

u ≤ CPH
(

ess inf
U⊕

u+ (2R)2s ess sup
t∈I(R)

( 
2B
|f(t, x)|Qdx

) 1
Q

)
.

Theorem 6.5.2. Let x0 ∈M , R > 0, Q ∈ [1,∞], CPH ∈ (0,∞) be such that WPHI[x0, R; s, CPH , Q]
is satisfied and set B := B(x0, R). Then for every f ∈ LQ(2B), every supersolution u of Lu = f in
2B with u ≥ 0 on M  

1
2
B
u ≤ CEH

(
ess inf

1
2
B

u+ (2R)2s

( 
2B
|f |Q

) 1
Q

)
.

In particular, WEHI[x0, R;CPH ] also hold.

Proof. By Proposition 5.1.6 we know that every supersolution u of Lu = f in 2B solves ∂tu−Lu = f
in I(t0, R)× 2B for all t0 ∈ R. Therefore WPHI[x0, R; s, CPH , Q] gives

 
U	

u ≤ CPH
(

ess inf
U⊕

u+ (2R)2s ess sup
t∈I(R)

( 
2B
|f(t, x)|Qdx

) 1
Q

)

which is equivalent to the statement of the theorem because u and f are time independent and U⊕,
U	 are cylinders over B/2.
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6. Parabolic Moser iteration

6.6. Hölder regularity estimate

Definition 6.6.1. For x0 ∈M, t0 ∈ R and R > define

D(t0, x0, R) = (t0 − 2R2s, t0)×B(x0, 2R),

D̂(t0, x0, R) = (t0 − 2R2s, t0)×B (x0, 3R) ,

D	(t0, x0, R) =
(
t0 − 2R2s, t0 − 2R2s + (R/2)2s

)
×B (x0, R/2) ,

D⊕(t0, x0, R) =
(
t0 − (R/2)2s , t0

)
×B (x0, R/2)

like in Fig. 6.6.1. We will leave t0 and x0 implicit whenever possible.

M
t

D̂(R) D(R)

D̂(R/(6 ∨ 21/s))

D⊕(R)

D⊖(R)

Figure 6.6.1.: Sets D(R), D̂(R), D	 and D⊕

Lemma 6.6.2 (Increase of inf). Let x0 ∈M , t0 ∈ R, R > 0, s ∈ (0, 1), γ ∈ [0, 2s), CPH , CC ∈ (0,∞),
Q ∈ [1,∞] be such that E satisfies WPHI[t0, x0, R; s, CPH , Q], CE[x0, R; s,Q, γ, CC ] and set B̂ =
B(x0, 3R), δ = 1

8CPH
> 0. Then there exists a constant β := β(CPH , s, γ, CC) > 0 with the following

property. If w : M → R is a supersolution of ∂tu− Lu = 0 in D(R) such that

w ≥ 1− 3jβ in (t0 − (2R)2s, t0)× 3jB̂ ∀j ∈ N0, (6.22)

and ∣∣∣∣D	(R) ∩
{
w ≥ 1

2

}∣∣∣∣ ≥
|D	(R)|

2
, (6.23)

then w is separated from 0 in D⊕(R) i.e.

w ≥ δ in D⊕(R).

Proof. Define B2 := B(x0, 2R) so that D(R) = (t0−2R2s, t0)×B2. We only need to find an appropriate
β > 0 as small as necessary. Let us write w = w+ − w− and observe that w(t) ∈ VB2 implies
w+(t), w−(t) ∈ VB2 (recall Definition 5.1.2). This allows us to consider w+ as a supersolution of
∂tu − Lu = E (w−, ·) in D(R). Functional E(w−(t), ·) on DB2(E) appears because E is nonlocal
and w− = 0 on D̂(R) ⊃ D(R) is not enough to make it trivial. Let us denote this functional by
Ft : DB2 [E ]→ R, Ft(ϕ) := E(w−(t), ϕ). For t ∈ (t0 − 2R2s, t0) we find the estimate for ‖Ft‖LQ∗ (B2)→R
by calculating, for arbitrary ϕ ∈ Cc(B2),

|Ft(ϕ)| = |E(w−(t), ϕ)| ≤
∣∣∣∣
ˆ
M

ˆ
M

(w−(t, x)− w−(t, y))(ϕ(x)− ϕ(y))

d(x, y)n+2s
c(x, y)dydx

∣∣∣∣

= 2

ˆ
B2

ϕ(x)

ˆ
B̂c

w−(t, y)

d(x, y)n+2s
c(x, y)dydx

≤ 2

(ˆ
B2

(ˆ
B̂c

w−(t, y)

d(x, y)n+2s
c(x, y)dy

)Q
dx

) 1
Q (ˆ

B2

ϕQ
∗
(x)dx

) 1
Q∗

.
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6.6. Hölder regularity estimate

Let us, for j ∈ N, introduce cutoffs

ψj(x) =

(
3jR− d(x0, x)

(3j − 2)R
∧ 1

)
∨ 0

which have the property that ψj = 1 on B2 and ψj = 0 outside of 3j−1B̂. These function can be used
together with CE[x0, R; s,Q, γ, CC ] and Ineq. (6.22) to estimate

‖Ft‖LQ∗ (B2)→R

|B2|
1
Q

≤ 2|B2|−
1
Q

∥∥∥∥∥∥

∞∑

j=1

ˆ
3jB̂\3j−1B̂

(3jβ − 1)(ψj(x)− ψj(y))2

d(x, y)n+2s

∥∥∥∥∥∥
LQ(B2)

≤ 2

∞∑

j=1

(3jβ − 1)|B2|−
1
Q ‖Γψj‖LQ(B2) ≤ CC(2R)−2s

∞∑

j=1

3jβ − 1

(3j − 2)2s−γ

≤ 2CC(2R)−2s
∞∑

j=1

3jβ − 1

3(j−1)(2s−γ)
.

For β < (2s− γ)/2, the series is dominated by

3−(2s−γ)
∞∑

j=1

3jβ − 1

3(2s−γ)j
≤ 3−(2s−γ)

∞∑

j=1

3j(β−2s+γ) ≤ 3−(2s−γ)
∞∑

j=1

3−
(2s−γ)j

2 <∞

so dominated converegence theorem implies

(2R)2s|B2|
1
Q ‖Ft‖LQ∗ (B2)→R ≤ 2CC

∞∑

j=1

3jβ − 1

3(j−1)(2s−γ)
=: ζ(β)

β→0−−−→ 0

because 3jβ − 1
β→0−−−→ 0 pointwise. In particular, ‖Ft‖LQ∗ (B2)→R is bounded so, for every t ∈ (t0 −

2R2s, t0) there exist an f(t) ∈ LQ∗(B2) such that E(w−(t), ϕ) = (f(t), ϕ) and

(2R)2s

( 
B2

|f(t, x)|Qdx
) 1
Q

= ‖Ft‖LQ∗ (B2)→R ≤ ζ(β)
β→0−−−→ 0.

If we take β < s small enough such that ζ(β) < C−1
PH/8, then WPHI[t0−R2s, x0, R; s, CPH , Q] applied

to w+ in D(R) together with Ineq. (6.23) gives

ess inf
D⊕

w = ess inf
D⊕

w+ ≥ C−1
PH

( 
D	

w+(t, x)dxdt

)
− (2R)2s ess sup

t∈(t0−(2R)2s,t0)

( 
B2

|f(t, x)|Qdx
) 1
Q

≥ 1

4CPH
− ζ(β) ≥ 1

8CPH
≥ δ.

At the end, observe that ζ depended only on β, s, γ, CC and since β was chosen such that ζ(β) ≤ C−1
PH/8

we have β ≡ β(CPH , s, γ, CC).

Theorem 6.6.3 (Hölder regularity estimate). Suppose that x0 ∈ M , t0 ∈ R, R0, s ∈ (0, 1),
γ ∈ [0, 2s), CPH < ∞, Q ∈ [1,∞] are such that E satisfies WPHI[x0, t0, [R0,∞); s, CPH , Q] and
CE[x0, [R0,∞); s,Q, γ, CC ]. Then there exists

η ≡ η(CPH , CC , s, γ) > 0

such that the following is true. For every R, R > 0 such that R ≥ R ≥ R0, every supersolution
u : (t0 − 2R2s, t0)×M → (0,∞) of ∂tu− Lu = 0 in D(R),

ess osc
(t0−R2s,t0)×B(x0,R)

u ≤
(

12 ∨ 21+ 1
s

)
‖u‖L∞((t0−2R2s,t0)×M)

(
R

R

)η
.

In other words, HR[x0, [R0,∞); η, CH = 12 ∨ 21+1/s] holds.

71



6. Parabolic Moser iteration

Proof. We will use sets D, D̂,D	 and D⊕ from Definition 6.6.1. If u = 0, the statement is trivially
true. If not, dividing both sides with 2‖u‖L∞(I×M) it is sufficient to consider only u such that −1/2 ≤
u ≤ 1/2 (the statement is trivial for u = 0). Let δ′ and β be constants from Lemma 6.6.2. Take

c := 6 ∨ 2
1
s and notice that this is exactly the condition needed to have D̂(c−1R) ⊂ D⊕(R). Set

δ = (1− c−(β∧1)) ∧ δ′ and define

η ≡ η(CPH , CC , s, γ) := − logc(1− δ) > 0

which in particular implies that (1− δ) = c−η and η ≤ β ∧ 1.
We will construct a increasing sequence {mk} and a decreasing sequence {Mk} in [−1/2, 1/2], for

k ∈ N0, such that
mk ≤ u ≤Mk in D̂(c−kR),

Mk −mk = c−kη.

We set m0 = −1/2 and M0 = 1/2 and proceed by induction supposing k ≥ 1 and mk−1,Mk−1 are
already defined. There are two possibilities, either

∣∣∣∣D	(c−(k−1)R) ∩
{
u ≥ Mk−1 +mk−1

2

}∣∣∣∣ ≥
|D	(c−(k−1)R)|

2
or (6.24)

∣∣∣∣D	(c−(k−1)R) ∩
{
u ≤ Mk−1 +mk−1

2

}∣∣∣∣ ≥
|D	(c−(k−1)R)|

2
. (6.25)

In the first case we take v =
u−mk−1

Mk−1−mk−1
and verify that it satisfies the assumptions of Lemma 6.6.2.

Firstly, since u is a supersolution of ∂tu − Lu = f on D(R), clearly v is a supersolution of the same
equation on D(c−kR) ⊂ D(R). Secondly, for every j ∈ N0, j ≤ k − 1 and every

(t, x) ∈
[
t0 − (c−(k−1)R)2s, t0

]
× B̂(x0, c

−(k−1)+jR) ⊂ D̂(c−(k−1−j)R)

we have, by induction hypothesis

v(t, x) ≥ u−mk−1

Mk−1 −mk−1
≥ mk−j−1 −mk−1

Mk−1 −mk−1

≥ Mk−1 −Mk−1−j −mk−1 +mk−1−j
Mk−1 −mk−1

=
c−(k−1)η − c−(k−1−j)η

c−(k−1)η

= 1− cjη ≥ 1− cjβ.

If j ≥ k, the same computation as for j = k − 1 applies because m0 ≤ u ≤M0 on the whole space M
and one only needs to estimate 1−3(k−1)β ≥ 1−3jβ in the very end. The final condition in Lemma 6.6.2
is fulfilled by Eq. (6.24). Provided that WPHI[x0, t0, c

−kR; s, CPH , Q] and CE[x0, c
−kR; s,Q, γ, CC ]

are satisfied, Lemma 6.6.2 implies that v ≥ δ in D⊕(c−(k−1)R) or equivalently

u ≥ mk−1 + δ(Mk−1 −mk−1) = mk−1 + δc(k−1)η in D⊕(c−kR).

The same then also holds in D̂(c−kR) ⊂ D⊕(c−(k−1)R). Setting mk = mk−1 + δc−(k−1)η and Mk =
Mk−1 we end up with

Mk −mk = Mk−1 − (mk−1 + δc−(k−1)η) = c−(k−1)η(1− δ) = c−kη

because 1− δ = c−η by our choice of η.
In case Eq. (6.25) is true we instead take v =

Mk−1−u
Mk−1−mk−1

and prove in the analogue way that

u ≤Mk−1 − δ(Mk−1 −mk−1) = Mk−1 − δc−(k−1)η in D̂(c−kR).
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Contrary to the previous case this time we set mk = mk−1 and Mk = Mk−1− δc−(k−1)η but this again
results in

Mk −mk = Mk−1 −mk−1 − δc−(k−1)η = c(k−1)η(1− δ) = c−kη.

Supposing that we are able to repeat this procedure all the way down to D̂(c−(N+1)R) (for some
large N ∈ N) we would get

ess osc
D̂(c−(N+1)R)

≤ c−(N+1)η.

In order to repeat it, however, lemma Lemma 6.6.2 needs WPHI[x0, t0, c
−kR; s, CPH , Q] and CE[x0,

c−kR; s,Q, γ, CC ] to be satisfied for all k ≤ N which, under assumptions of the theorem, is equivalent
to c−NR ≥ R0. Additionally, in order to estimate the oscilation of u in (t − R2s, t0) × B(x0, R) it is
necessary that (t0−R2s, t0)×B(x0, R) ⊂ D̂(c−(N+1)R) that is, 3c−(N+1)R ≥ R and 2c−2s(N+1)R2s ≥
R2s. Since R ≥ R0 and c ≥ 6 ∨ 2

1
s , it only makes sense to apply the procedure

N + 1 =

⌊
logc

(
(3 ∧ 2

1
2s )R

R

)⌋

times which together with η ≤ 1, elementary bound c−bycη ≤ c−(y−1)η ≤ cc−yη (y ∈ R) and a few
trivial estimates results in

ess osc
[t,t0]×B(x0,r)

u ≤ c

(
R

R

)η
.

Recalling the definition of c and assumption ‖u‖L∞(I×M) = 1/2 from the beginning this proves the
theorem.
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7. Exit time estimates and conservativeness

In this chapter we obtain several estimates concerning the semigroup Pt, restricted semigroup PBt
and operator GB corresponding to the bilinear form E , defined by Eq. (4.1), restricted to L2(B) for
some ball B ⊂ M (see Section 2.4). All of these are obtained under assumption that E is Dirichlet
and under conditions on the kernel that we can prove for certain random conductance models in
Part II. As a consequence, we also obtain that the E is conservative under the same conditions. If
the kernel k is pointwise comparable to the kernel d(x, y)−n−2s, like in Ineq. (4.2), then the results
presented here have already been established in the context of metric measure spaces. See for instance
[GHH17, GHH18] and [CK03, CKW16a] and references therein. Our arguments are not very different
and most of the time we simply localize the results from [GHH18, GHH17], but this is not always
possible.

The main results in this chapter are Theorem 7.1.5, which proves the expected exit time estimates
(ETE) of exiting a given ball, Theorem 7.2.1, which proves the survival estimate (SE), Theorem 7.2.2,
which proves that semigroup Pt is conservative and Theorem 7.3.2, which proves the short time
estimates on the restricted semigrop PBt . The last theorem requires kernel k to satisfies and additional
truncation condition (TB) that we can verify for an i.i.d. conductance but not for a symmetrized
ergodic conductance in Part II. Estimates on the expected exit time are obtained from weak elliptic
Harnack inequality (WEHI) and condition AKB≥. The latter replaces the lower bound k(x, y) ≥
A−1d(x, y)−(n+2s), for all x, y ∈ M , A ≥ 1, used in [GHH18]. Proofs of the survival estimate and
conservativeness of E follow the arguments of [GHH18] and [GHH17] and rely on maximum principles
from Section 5.3. The estimate on PBt for small times is proved by iterating the survival estimate
(SE) through space with the help of truncation bound (TB).

Assumption 2.5.3 and Assumption 4.0.2 are assumed to hold for the rest of chapter.

7.1. Estimate of the expected exit time

Let us start by recalling Lemma 4.1 from [GHH17].

Lemma 7.1.1 ([GHH17], Lemma 4.1). Assume that (M,d,m) is a metric measure space satisfying
Assumption 2.5.3 and (E ,D[E ]) is a regular Dirichlet form on L2(M). Let also V be an open subset
of M , h a non-negative function in L1(M) ∩ L2(M) and φ ∈ D[E ] such that 0 ≤ φ ≤ 1 and φ = 0 on
V . Then for every T > 0

(1− P VT 1, h) ≥
ˆ T

0
−E(φ, P Vt h)dt.

The next lemma reformulates the previous statement in terms of GV .

Lemma 7.1.2. Assume that metric measure space (M,d,m) satisfies Assumption 2.5.3 and (E ,D[E ])
is a regular Dirichlet form satisfying Assumption 4.0.2. Let V be open subset of M and B(y0, R) a
ball in M such that B(y0, 2R) ⊂M \ V . Then for every non-negative h ∈ L1(M) ∩ L2(M)

‖h‖L1(M) ≥ 2

ˆ
V

ˆ
B(y0,R)

GV h(x)k(x, y)dydx.

Proof. Define a cutoff function

φ(y) =
2− d(y0, y)

R
∧ 1 ∨ 0
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between balls B(y0, R) and B(y0, 2R). Then φ in D[E ] by Assumption 4.0.2. Taking this φ is in
Lemma 7.1.1 we know that for every non-negative h ∈ L1 ∩ L2(M) and every T > 0

‖h‖L1(M) ≥ (1− P VT 1, h) ≥
ˆ T

0
−E(φ, P Vt h)dt. (7.1)

Since, for every t > 0, P Vt h and φ are supported inside disjoint sets V and B(y0, 2R) respectively and
φ = 1 on B(y0, R), the energy on the right can be estimated by

−E(φ, P Vt h) = −
ˆ
M

ˆ
M

(φ(x)− φ(y))(P Vt h(x)− P Vt h(y))k(x, y)dydx

≥ 2

ˆ
V

ˆ
B(y0,R)

P Vt h(x)k(x, y)dydx ≥ 0.

This makes the integral on the right side of Ineq. (7.1) strictly increasing in T . Thus sending T →∞
and using Fubini-Tonelli’s theorem (Pt(x) has a version which is measurable as a function from I×M
to R by Corollary 2.3.3 and Proposition 2.3.5) results in

‖h‖L1(M) ≥
ˆ ∞

0
−E(φ, P Vt h)dt ≥ 2

ˆ ∞
0

ˆ
B

ˆ
B(y0,R)

P Vt h(x)k(x, y)dydxdt

≥ 2

ˆ
B

ˆ
B(y0,R)

lim
T→∞

ˆ T

0
P Vt h(x)dtk(x, y)dydx.

Definition of GV in Definition 2.4.13 and Proposition 2.3.6 assure that the limit of Bochner integrals
corresponds to the limit of pointwise integrals so for a.e. x ∈ V

lim
T→∞

ˆ T

0
P Vt h(x)dt = GV h(x)

which proves

‖h‖L1(M) ≥ 2

ˆ
B

ˆ
B(y0,R)

GV h(x)k(x, y)dydx.

Theorem 7.1.3. Assume that (M,d,m) satisfies Assumption 2.5.3 and that E is a regular Dirichlet
form on L2(M) satisfying Assumption 4.0.2. Let B ⊂M be an arbitrary ball and suppose that

ˆ
M\B

k(x, y)dy > 0 for m-a.e. x ∈ B. (7.2)

Then GB1 <∞ m-a.e.

Proof. For y0 ∈M , R, ε > 0 consider the sets

W (y0, R, ε) =

{
x ∈ B :

ˆ
B(y0,R)

k(x, y)dy ≥ ε
}
.

We know that M is separable by Assumption 2.5.3, so let D be a dense set in M \B. We claim that
there is a set N of measure 0 such that

⋃

y∈D

⋃

R∈Q+

B(y0,2R)⊂M\B

⋃

ε∈Q+

W (y0, R, ε) = B \N. (7.3)
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7.1. Estimate of the expected exit time

This is true because we can take N to be the exceptional set of Ineq. (7.2) and then for every x ∈ B\N
it holds that

´
M\B k(x, y)dy > 0. The countable family of balls

{B(y0, R); y0 ∈ D,R ∈ Q+, B(y0, 2R) ⊂M \B}

covers M \ B. Thus,
´
B(y0,R) k(x, y) = 0 for all such balls implies

´
M\B k(x, y)dy = 0 and therefore

x ∈ N which proves Eq. (7.3). On the other hand, applying Lemma 7.1.2 with V = B and h = 1B
and arbitrary ball B(y0, R) ⊂M such that B(y0, 2R) ⊂M \B results in

‖1‖L1(B) ≥
ˆ
B

ˆ
B(y0,R)

GB1(x)k(x, y)dydx.

Now, for fixed y0, R, ε and for x ∈W (y0, R, ε),

‖1‖L1(B) ≥ ε
ˆ
W (y0,R,ε)

GB1(x)dx

which implies that GB1 <∞ m-a.s. in W (y0, R, ε). But since B is as contained in the countable union
of W (y0, R, ε) up to a null set N we can conclude that GB <∞ m-a.s. on B.

Remark 7.1.4. Notice that on a discrete space, in particular on Zn, ‖GB1‖L∞ <∞ is equivalent to
GB1 < ∞ although the first statement is stronger in general. As we only intend to apply the results
in the case of Zn this deficiency in the current chapter will not be a problem. However, it would be
desirable to have a condition on the kernel which would guarantee ‖GB1‖L∞ <∞.

Theorem 7.1.5 (Expected exit time). Assume that metric measure space (M,d,m) and regular
Dirichlet form E on L2(M) satisfy Assumption 2.5.3 and Assumption 4.0.2. Let x0 ∈M , R > 0 and
denote B := B(x0, R). Suppose that ‖G4B1‖L∞(4B) < ∞ and that there exist s ∈ (0, 1), γ ∈ [0, 2s),
n,CV L, CV U , CEH , CK ∈ (0,∞) and Q ∈ [1,∞] such that

(i) WEHI[x0, {R/2, 2R};CEH ],

(ii) AKB≥[x0, R; s, CK ],

(iii) V[x0, R/4;n,CV L, CV U ],

(iv) CE[x0, R; s,Q, γ, CC ]

are satisfied. Then there exist C(E≥) ≡ C(E≥)(CEH , CC , γ, s, n, CV L, CV U ) ∈ (0,∞) and C(E≤) ≡
C(E≤)(CEH , CK) ∈ (0,∞) such that ETE[x0, R; s, C(E≤), C(E≤)] holds. To be explicit,

C(E≥)R
2s ≤ ess inf

x∈ 1
4
B
GB1 ≤ ess sup

x∈B
GB1 ≤ C(E≤)R

2s.

The constants can be taken to be C(E≥) := 2−3−2s−γ−2nC−1
EHCV LC

−1
V UC

−1
C and C(E≤) := CEH

2CK
.

The proof uses the ideas from Lemmas 5.4 and 5.5 of [GHH18] but replaces the pointwise bound on
the jumping kernel A−1d(x, y)−(n+2s) ≤ k(x, y) ≤ Ad(x, y)−(n+2s) with AKB≥[x0, R; s, CK ], CE[x0,
R; s,Q, γ, CC ] and ‖GB1‖L∞(M) < ∞. The hardest part consists of obtaining weak elliptic Harnack
inequality without the pointwise bound of the kernel which is what Chapter 6 was dedicated to.

Proof. Applying Lemma 7.1.2 with V = 4B, y0 ∈ M \ B(x0, 6R) that satisfies AKB≥[x0, R; s, CK ]
and an arbitrary h ≥ 0 in L1(B) ∩ L2(B) gives us

‖h‖L1(B) ≥ 2

ˆ
4B

ˆ
B(y0,R)

G4Bh(x)k(x, y)dydx.
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7. Exit time estimates and conservativeness

We have assumed that ‖G4B1‖L∞(B) < ∞ so Lemma 3.2 of [GT12] implies that G4B is a bounded

operator on L2(4B) and G4B = (−L4B)−1. This implies that the function G4Bh is a supersolution of
Lu = 0 in 4B because

E(G4Bh, φ) = (−L4BG4Bh, φ)L2(M) = (h, φ)L2(M) ≥ 0

for every φ ∈ D4B(E), φ ≥ 0. Therefore, the application of WEHI[x0, 2R;CEH ] with G4Bh is justified
and gives

ess inf
x∈B

G4Bh(x) ≥ C−1
EH

 
B
G4Bh(x)dx

which leads to

‖h‖L1(B) ≥ 2

ˆ
B

ˆ
B(y0,R)

G4Bh(x)k(x, y)dydx

≥ 2C−1
EH

‖G4Bh‖L1(B)

|B|

ˆ
B

ˆ
B(y0,R)

k(x, y)dydx.

Combining this with AKB≥[x0, R; s, CK ] we end up with

‖h‖L1(B) ≥ 2C−1
EHCK

‖G4Bh‖L1(B)

R2s
.

Now using GB1B ≤ G4B1B, h ≥ 0 and symmetry of G4B we conclude that

(h,GB1B) ≤ (h,G4B1B) = (G4Bh, 1B) = ‖G4Bh‖L1(B) ≤
CEH
2CK

R2s‖h‖L1(B).

Recalling that h was an arbitrary non-negative function from L1(B) ∩ L2(B) this provides us with
sufficiently many test function to conclude

ess sup
B

GB1B ≤
CEH
2CK

R2s,

and proves claimed upper bound with C(E≤) = CEH
2CK

.

For the lower bound let us call u = GB1. Then, in the same way as for G4B1, ‖GB1‖L∞(B) < ∞
and Lemma 3.2 from [GT12] imply that u = GB1 is positive and superharmonic in B. Therefore
WEHI[x0, R/2;CEH ] applies and gives (the second inequality being the consequence of Jensen’s
inequality)

ess inf
1
4
B

u ≥ C−1
EH

 
1
4
B
u ≥ C−1

EH

( 
1
4
B

1

u

)−1

. (7.4)

Due to CE[x0, R; s,Q, γ, CC ] and Proposition 6.1.2, any Lipschitz cutoff function ϕ between 1
4B and

3
4B has energy bounded by

E(ϕ) ≤ C(ϕ)|B|R2s

with C(ϕ) depending on its Lipschitz constant. In order to be unambiguous, let us take

ϕ(y) =

(
3R− 4d(x0, y)

2R
∧ 1

)
∨ 0

which gives C(ϕ) = 22s+γ+1CC |B|R−2s because Lip(ϕ) = 2R−1. It is now possible to use Proposition
A.2 (iii) from [GHH18] to see that for every ε > 0

ϕ2

u+ ε
∈ DB[E ] (7.5)
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7.2. Survival estimate and conservativeness

but let us give some more details here. Function a→ a−1 is Lipschitz on [ε,∞) with Lipschitz constant
ε−2. This implies that ε2(u+ε)−1−ε is a normal contraction of u and therefore ε2(u+ε)−1−ε ∈ DB(E)
due to Proposition 2.4.6. This function is bounded, as is ϕ2, so Theorem 1.4.2 (ii) from [FOT11] implies
that (ε2(u + ε)−1 − ε)ϕ2 ∈ DB(E) and, in particular, ϕ2(u + ε)−1 ∈ DB(E) (because εϕ2 ∈ DB[E ] by
Assumption 4.0.2) which proves Eq. (7.5).

Encouraged by this fact write

ˆ
1
4
B

1

u+ ε
≤
(

1B,
ϕ2

u+ ε

)
≤ E

(
u,

ϕ2

u+ ε

)

and estimate the energy term on the right using Theorem 6.4.2 (alternatively, one can look into Lemma
3.7 in [GHH18]). In Ineq. (6.16) we take ψ = ϕ and ignore the first term to get

ˆ
1
4
B

1

u+ ε
≤ E

(
u,

ϕ2

u+ ε

)
≤ 3E(ϕ) ≤ 3 · 21+2s+γCC |B|R−2s.

We now divide both sides with |B/4|, use volume regularity V[x0, R/4;n,CV L, CV U ] and pass to the
limit ε→ 0, using monotone convergence theorem, to obtain

 
1
4
B

1

u
≤ 23+2s+γCC |B|

|B/4| R−2s ≤ 23+2s+γ+2nC−1
V LCV UCCR

−2s.

Inverting the inequality and combining it with Ineq. (7.4) leads to

ess inf
1
4
B

u ≥ C−1
EH

( 
1
4
B

1

u

)−1

≥ 2−3−2s−γ−2nC−1
EHCV LC

−1
V UC

−1
C R2s

and proves the lower bound with C(E≥) = 2−3−2s−γ−2nC−1
EHCV LC

−1
V UC

−1
C .

7.2. Survival estimate and conservativeness

Theorem 7.2.1. Assume that metric measure space (M,d,m) and regular Dirichlet form E on L2(M)
satisfy Assumption 2.5.3 and Assumption 4.0.2. Let x0 ∈ M and R > 0 be arbitrary, denote B :=
B(x0, R) and suppose that, for some C(E≥), C(E≤) ∈ (0,∞), E satisfies

ETE[x0, R; s, C(E≥), C(E≤)].

Then, taking ε ≡ ε(C(E≥), C(E≤)) := C−1
(E≤)C(E≥)/2 > 0 and δ ≡ δ(C(E≥), s) := (C(E≥)/2)

1
2s > 0, E

also satisfies

SE[x0, R; s, ε, δ].

To be explicit, for all t ≤ (δR)2s,

ess inf
x∈ 1

4
B
PBt 1B(x) ≥ ε.

The proof is again very close to Lemma 5.6 of [GHH18], however, in [GHH18] the expected exit time
condition (E) is uniform throughout the space while we are working with a local condition ETE on
some ball B. Also, Lemma 5.6 implicitly uses arguments of the proof of Theorem 6.13 from [GHL14]
which has assumption slightly incompatible with our setting. Let us, for these reasons, present the
full proof here.
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7. Exit time estimates and conservativeness

Proof. We will prove the inequality

PBt 1B(x) ≥ GB1(x)− t
‖GB1‖L∞(B)

for m-a.e. x ∈ B (7.6)

for every t ≥ 0 using parabolic maximum principle from Theorem 5.3.1. Denote u = GB1, take ϕ ≥ 0
to be any cutoff function between B and 2B and define

w(t) = u− ϕt− ‖u‖L∞(B)P
B
t 1B.

Note that by ETE[x0, R; s, C(E≥), C(E≤)] we know that ‖GB1‖L∞(B) <∞. Lemma 3.2 of [GT12] thus

implies that GB = (−LB)−1 so in particular GB1 ∈ D[E ] and E(GB1, ψ) = (1B, ψ) for every ψ ∈ D[E ].
By Lemma 5.1.9, we know that PBt 1 is a weak solution of ∂tu− Lu = 0 in [0,∞)× B with values in
DB[E ] ⊂ L2(B). Therefore, w takes values in DB[E ] and for every non-negative ψ ∈ Cc(B) we have

(∂tw(t), ψ) + E(w,ψ) = −
(
ϕ+ ‖u‖L∞(B)∂tP

B
t 1B, ψ

)
+ E

(
u− ϕt− ‖u‖L∞(B)P

B
t 1B, ψ

)

= − (ϕ,ψ) + E (u− ϕt, ψ)− ‖u‖L∞(B)

[
(∂tP

B
t 1B, ψ) + E

(
PBt 1B, ψ

)]

≤ −(ϕ,ψ) + E(u, ψ)− tE(ϕ,ψ).

Because ϕ ≡ 1 on B and suppψ ⊂ B we can compute

E(ϕ,ψ) = 2

ˆ
B

ˆ
M\B

ψ(x) (1− ϕ(y)) k(x, y)dydx ≥ 0,

which leads to

(∂tw,ψ) + E(w,ψ) ≤ −(ϕ,ψ) + E(GB1, ψ) ≤ (1B − ϕ,ψ) ≤ 0.

Thus, w is a weak subsolution of equation ∂tu−Lu = 0 in [0,∞)×B. Furthermore, w+(t, ·) ∈ DB[E ]
since E is Markovian so

lim
L2,t→0

‖u‖L∞(B)P
B
t 1B = ‖u‖L∞(B)1B ≥ u

shows that

lim
t→0
‖w+(t, ·)‖L2(B) = 0.

This justifies the application of the parabolic maximum principle from Theorem 5.3.1 and proves that
w ≤ 0 on [0,∞)×B which proves Ineq. (7.6) by definition of w if we take the account that ϕ ≡ 1 on
B. Recall that ETE[x0, R; s, C(E≥), C(E≤)] states that

C(E≥)R
2s ≤ ess inf

1
4
B

GB1(x) ≤ ‖GB1‖L∞(B) ≤ C(E≤)R
2s.

Combined with Ineq. (7.6), this implies that for all t ≤ C(E≥)R
2s/2 and m-a.e. x ∈ 1

4B

PBt 1(x) ≥
C(E≥)R

2s − 1
2C(E≥)R

2s

C(E≤)R2s
≥

C(E≥)

2C(E≤)
.

Taking ε = C−1
(E≤)C(E≥)/2 and δ = (C(E≥)/2)

1
2s gives the statement of the theorem.

Theorem 7.2.2. Assume that metric measure space (M,d,m) and regular Dirichlet form E on L2(M)
satisfy Assumption 2.5.3 and Assumption 4.0.2. Let x0 ∈ M , R0 > 0, ε, δ ∈ (0,∞) be such that
SE[x0, [R0,∞); s, ε, δ] holds. Then the semigroup Pt corresponding to Dirichlet form E is conservative,
i.e. Pt1 = 1 for every t > 0.
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7.2. Survival estimate and conservativeness

This time we follow the proof of [GHH17], Lemma 4.6. Unfortunately, the original statement is
not directly applicable in the current setting because condition (S) is assumed to be uniform through
the whole space. However, going through the proof it is quite clear that a localized version of this
condition works just as well and the changes are mostly cosmetic.

Proof. Let r,R ≥ R0, r < R be variables which we will later use to optimize the estimates. Define
U = B(x0, r), Ω = B(x0, 8R) and let ψ be a Lipschitz cutoff between B(x0, R) and B(x0, 2R) such
that ψ = 1 on B(x0, R) and ψ = 0 on B(x0, 2R). Then ψ is in D[E ] by Assumption 4.0.2. For fixed
r ≤ R we consider the function

u(t, x) ≡ u(t, x, r, R) = PUt 1(x)− PΩ
t 1(x)− εψ(x)

1− ε
and apply on it the parabolic maximum principle from Theorem 5.3.2. To verify that this application
is valid, notice that u(t, ·) ∈ D(E) by definition (see Lemma 5.1.9) and u(t, ·) ≤ PUt 1 ∈ DU (E) for all
t ≤ (8δR)2s due to

PΩ
t 1− εψ
1− ε ≥ 0

which follows from SE[x0, 8R; s, ε, δ]. By Lemma 4.4 of [GH08], u(t, ·) ≤ PUt 1 ∈ DB[E ] implies that

u+(t, ·) ∈ DU (E) for t ≤ (8δR)2s. The strong continuity of PUt ensures that when t→ 0, PUt 1
L2(U)−−−−→ 1

and which together with ψ ≡ 1 on U ⊂ B(x0, R) shows that u+(t, ·) L2(U)−−−−→ 0. On the other hand,
knowing that both PUt and PΩ

t solve the equation ∂tu − Lu = 0 in [0,∞) × U we can compute, for
non-negative ϕ ∈ DU (E),

(∂tu, ϕ) + E(u, ϕ) =
ε

1− εE(ψ,ϕ).

Notice also that f := εψ
1−ε ∈ L∞(M) and f |U = ‖f‖L∞(M) by construction of ψ. This verifies the

assumptions of Theorem 5.3.2 and its application yields, for t ≤ (8δR)2s,

‖u+(t, ·)‖L2(U) ≤
2ε

1− ε

ˆ t

0
E(ψ, u+(τ, ·))dτ. (7.7)

We proceed by computing

E(ψ, u+(τ, ·)) =

ˆ
M

ˆ
M

(ψ(x)− ψ(y))(u+(τ, x)− u+(τ, y)k(x, y)dydx

= 2

ˆ
U

ˆ
B(x0,R)c

u+(τ, x)(1− ψ(y))k(x, y)dydx.

As already know from the beginning that u ≤ PUt 1 ≤ 1, thinking of k as measure on M × M ,
k(A,B) =

´
A

´
B k(x, y)dydx, we estimate

E(ψ, u+(τ, ·)) ≤ 2k(U,B(x0, R)c).

Returning to Ineq. (7.7) we find

‖u+(t, ·)‖L2(U) ≤
4εt

1− εk(U,B(x0, R)c).

Assumption 4.0.2 ensures that Lipschitz cutoff η between U = B(x0, r) and B(x0, R) has finite energy
meaning that

k(U,B(x0, R)c) ≤
ˆ
U

ˆ
B(x0,R)

(η(x)− η(y))2k(x, y)dydx ≤ E(η) <∞.
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7. Exit time estimates and conservativeness

Therefore, by continuity from above of measure k on M ×M ,

k(U,B(x0, R)c)→ 0 as R→ 0

which in combination with Fatou’s lemma shows that

‖ lim inf
R→∞

u+(t, ·)‖L2(U) ≤
4εt

1− ε lim inf
R→∞

k(U,B(x0, R)c) ≤ 0 (7.8)

for all t > 0 because condition t ≤ (8δR)2s is always satisfied for R large enough. Let now Ri be
an increasing sequence tending to ∞, Ri → ∞. Because

⋃
i Ωi = M , Proposition 2.4.15 proves that

PΩi
t → Pt pointwise m-a.e. This together with ψ ≡ ψ(R) = 1 on U for every R ≥ r and the definition

of u gives

lim inf
R→∞

u(t, x) = PUt 1(x)− Pt1(x)− ε
1− ε for m-a.e. x ∈ U.

On the other hand, Ineq. (7.8) proved that lim infR→∞ u+(t, x) = 0 for m-a.e. x and every t > 0 so

PUt 1 ≤ Pt1− ε
1− ε on U

also for every t > 0. Furthermore, taking any incresing sequence rj tending to ∞, rj → ∞, Proposi-

tion 2.4.15 shows that P
Uj
t 1 → Pt1 pointwise m-a.e. implying that for every t > 0 and m-a.e. every

x ∈M
Pt1(x) ≤ Pt1(x)− ε

1− ε .

But this is only possible if Pt1 = 1, for t > 0 which proves that the semigroup Pt is conservative.

7.3. Truncation and survival probabilities

Here we present a way of self improving the survival condition

ess inf
1
4
B

PBt 1 ≥ ε for t ≤ (δr)2s with δ, ε > 0 fixed

using ideas similar to [GHH17] Lemma 4.6 together with L∞ bound on the tail. The result is not
new, but we feel that the proof is interesting because it gives a way of obtaining the estimate without
explicitly truncating the kernel.

Lemma 7.3.1 (Iteration lemma). Assume that metric measure space (M,d,m) and regular Dirichlet
form E on L2(M) satisfy Assumption 2.5.3 and Assumption 4.0.2. Let ball B? ⊂ M be given and
suppose that there are constants CT ≡ CT (B?) > 0, ε ≡ ε(B?) ∈ (0, 1), δ = δ(B?) > 0 and R0 ≡
R0(B?) such that, for all x ∈ B? and R ≥ R0 satisfying B(x,R) ⊂ B?,

(i) SE[x,R; s, ε, δ] and

(ii) TB[x,R;CT ]

hold. Then the following statement is true. Choose any x0 ∈ B?, r, t,H > 0, such that Br :=
B(x0, r) ⊂ B? and take

R ≥ r + 3
(
R0 ∨ δ−1t

1
2s ∨ t 1

2sH−
1
2s (4CT )

1
2s

)
. (7.9)

If BR := B(x0, R) ⊂ B?, then for every U ⊂ Br the implication

1− PBrt 1 ≤ H m-a.e. on U =⇒ 1− PBRt 1 ≤
(

1− ε

2

)
H m-a.e. on U (7.10)

holds.
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7.3. Truncation and survival probabilities

Proof. Let us suppose that for some x0 ∈ M, r > 0 such that Br := B(x0, r) ⊂ B? and some t > 0,
U ⊂ Br we have

1− PBrt 1 ≤ H m-a.e. on U.

Take variable R ≥ r, β > 0 and ψ ∈ D(E) such that BR := B(x0, R) ⊂ B?, ψ ≤ 1 and consider the
function

u(τ, x) = PBrτ 1(x)− P
B(x0,R)
τ 1(x)− εψ(x)

1− ε − βτψ(x)

for τ ∈ [0,∞) and x ∈ M . We intend to adjust variables R, β and ψ as the proof progresses. For
start, let us choose R and β so that the parabolic maximum principle from Theorem 5.3.1 applies
to u in Br. First of all, notice that u ∈ D(E) as it is a linear combination of functions from D(E).

If R−r
3 > R0 ∨ δ−1t

1
2s , then B(y, (R − r)/3) ⊂ BR ⊂ B? for every y ∈ B(x0, r + 2(R − r)/3) so

SE[y, (R− r)/3; s, ε, δ] holds by assumption implying that, for all τ ∈ [0,
(
δ(R−r)

3

)2s
],

P
B(y,R−r3 )
τ 1 ≥ ε m-a.e. on B

(
y,
R− r

12

)
for every y ∈ B

(
x0, r +

2(R− r)
3

)
.

By Assumption 2.5.3, M is separable so taking countably many y such that B(y, (R − r)/3) cover
B(x0, r + 2(R− r)/3) we obtain

PBRτ 1 ≥ ε m-a.e. on B

(
x0, r +

2(R− r)
3

)
.

Choosing ψ to be a cutoff between B(x, r+ R−r
3 ) and B(x0, r+ 2(R−r)

3 ) results in PBRτ 1−εψ ≥ 0 m-a.e.
on Br for τ as before. Hence u ≤ PBrτ 1 ∈ DBr [E ] and Lemma 4.4 of [GH08] leads to u+(τ, ·) ∈ DBr [E ].

Furthermore, semigroups PBrτ and PBRτ are strongly continuous so, letting τ → 0, PBrτ 1
L2(Br)−−−−→ 1

and P
BR
τ 1−εψ

1−ε
L2(Br)−−−−→ 1 (recall that ψ = 1 on B) which implies u+(τ, ·) L2(U)−−−−→ 0. Finally, let us

take ϕ ∈ DBr(E), ϕ ≥ 0, and compute, keeping in mind that PBrτ 1 and PBRτ 1 solve the equation
∂tu− Lu = 0 in [0,∞)×Br,

(∂tu, ϕ) + E(u, ϕ) =
ε

1− εE(ψ,ϕ)− β(ψ,ϕ)− τβE(ψ,ϕ).

Recall now that ψ is identically 1 on B(x0, r+ R−r
3 ) and ϕ is non-negative and supported in Br, which

means that (ψ,ϕ) = (1, ϕ) and

E(ψ,ϕ) =

ˆ
M

ˆ
M

(ψ(y)− ψ(x))(ϕ(y)− ϕ(x))k(x, y)dxdy

= 2

ˆ
Br

ˆ
M\B(x0,r+R−r

3 )
ϕ(x)(1− ψ(y))k(x, y)dydx ≥ 0.

Plugging these two observations in allows us to estimate

(∂tu, ϕ) + E(u, ϕ) ≤ ε

1− εE(ψ,ϕ)− β(1, ϕ).

Moving on, we use TB[x, (R − r)/3;CT ] for x ∈ Br, justified by R−r
3 ≥ R0 and B(x, (R − r)/3) ⊂

BR ⊂ B?, to estimate

E(ψ,ϕ) = 2

ˆ
Br

ˆ
M\B(x0,r+R−r

3 )
ϕ(x)(1− ψ(y))k(x, y)dydx

≤ 2

ˆ
Br

ϕ(x)

ˆ
M\B(x0,r+R−r

3 )
k(x, y)dxdy

≤ 2

ˆ
Br

ϕ(x)

ˆ
M\B(x,R−r3 )

k(x, y)dxdy ≤ 2CT

(
R− r

3

)−2s

(1, ϕ).
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Thus, for τ ∈ [0, (δ(R− r)/3)2s], choosing

β =
2εCT
1− ε

(
R− r

3

)−2s

results in

(∂tu(τ, ·), ϕ) + E(u, ϕ) ≤ 2CT ε

1− ε

(
R− r

3

)−2s

(1, ϕ)− 2CT ε

1− ε

(
R− r

3

)−2s

(1, ϕ) ≤ 0.

The arguments presented so far verified the assumptions of parabolic maximum principle in Theo-
rem 5.3.1. Its application proves that, for τ ∈ [0, (δ(R− r)/3)2s] and m-a.e. x ∈ Br, u(τ, x) ≤ 0. The
choice of R assures that t ≤ (δ(R − r)/3)2s so, taking τ = t in particular, we get u(t, x) ≤ 0, which
translates into

PBrt 1− 2CT εt

1− ε

(
R− r

3

)−2s

≤ PBRt 1− ε
1− ε m-a.e. in Br.

Previous inequality holds also m-a.e. on U ⊂ Br and, since we assumed PUt 1 ≥ (1−H) m-a.e. on U ,
this leads to (recall PUt 1 ≤ PBrt 1 because U ⊂ Br)

PBRt 1 ≥ ε+ (1− ε)
(

(1−H)− 2 · 32sCT ε

1− ε (R− r)−2st

)
m-a.e. on U

where the only assumption on R so far was that R− r > 3(R0 ∨ t1/2s

δ ). The previous line is equivalent
to

1− PBRt 1 ≤ (1− ε)
(
H +

2 · 32sCT ε

1− ε (R− r)−2st

)
m-a.e. on U.

Let us take R large enough such that also

(R− r)−2st ≤ H

4 · 32sCT
.

In this case, m-a.e. on U ,

1− PBRt 1 ≤ (1− ε)
(
H − ε

2(1− ε)H
)

≤ (1− ε)
(

1− ε
2

1− ε

)
H ≤

(
1− ε

2

)
H,

which is what we have promised to obtain. In the end, let us collect the assumptions on the range
of R. Firstly, to be able to use survival estimate and truncation inequalities we needed to assume

R− r > 3(R0∨ t1/2s

δ ) and secondly, to get the multiplicative decrease in the end, we needed to assume

that R− r ≥ 3t
1
2sH−

1
2s (4CT )

1
2s . Collectively, it suffices to assume

R ≥ r + 3
(
R0 ∨ δ−1t

1
2s ∨ t 1

2sH−
1
2s (4CT )

1
2s

)

just like we assumed in the theorem.

Theorem 7.3.2 (Iteration procedure). Assume that metric measure space (M,d,m) and regular
Dirichlet form E on L2(M) satisfy Assumption 2.5.3 and Assumption 4.0.2. Let ball B? := B(x?, R?)
be given and suppose that there are constants CT ≡ CT (B?) > 0, ε ≡ ε(B?) ∈ (0, 1), δ = δ(B?) > 0
and R0 ≡ R0(B?) such that for all x0 ∈ B?, R ≥ R0 satisfying B(x0,R) ⊂ B?,

(i) SE[x0,R; s, ε, δ] and
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7.3. Truncation and survival probabilities

(ii) TB[x0,R;CT ]

hold. Then there is a constant C(7.3.2) ≡ C(7.3.2)(ε, s) such that for all x0 ∈ B(x?, R?/2), t > 0 and
R ∈ (0, R?/2]

1− PB(x0,R)
t 1 ≤ C(7.3.2)

t

R2s
·
(R2s

0

t
∨ δ−2s ∨ 4CT

)
in B

(
x0,R0 ∨ δ−1t

1
2s

)
.

Proof. The assumption in the theorem are exactly the same as in Lemma 7.3.1 allowing us to use
Implication (7.10) which we plan to iterate in this proof. Fix an arbitrary x0 ∈ B(x?, R?/2). We start

with R(0) := R0 ∨ δ−1t
1
2s and trivial estimate

1− PB(x0,R(0))
t 1 ≤ 1 m a.e. on B(x0, R

(0)).

Define κ ≡ κ(ε) :=
(
1− ε

2

)
< 1 for readability. Iterating Implication (7.10) over k ∈ N with U =

B(x0, R
(0)), r = R(k−1), R = R(k) we obtain

1− PB(x0,R(k))
t 1 ≤ κk m-a.e. on B(x0, R

(0))

where

R(k) = R(k−1) + 3

(R0

t
1
2s

∨ δ−1 ∨ (4CT )
1
2s

)
t

1
2sκ−

k
2s

satisfies Ineq. (7.9) from Lemma 7.3.1 for every k ∈ N. Telescoping this rule together with

R(0) = R0 ∨ δ−1t
1
2s ≤ 3

(R0

t
1
2s

∨ δ−1 ∨ (4CT )
1
2s

)
t

1
2sκ0

and substitution C1 ≡ C1(t, s,R0, δ, CT ) := 3
(
R0

t
1
2s
∨ δ−1 ∨ (4CT )

1
2s

)
t

1
2s gives

R(k) ≤ C1

k∑

l=0

κ−
l
2s ≤ C1

κ−
k+1
2s − 1

κ−
1
2s − 1

≤ C2κ
− k

2s

with C2 ≡ C2(κ, t, s,R0, δ, CT ) = C1κ
− 1

2s /(κ−
1
2s − 1). This is valid as long as B(x0, R

(k)) ⊂ B(x?, R?)
which is satisfied if R(k) ≤ R?/2 due to x0 ∈ B(x?, R?/2). Let us thus stop the iteration at the
smallest number k ∈ N such that R(k+1) > R (recall that R ≤ R?/2 by assumption). As a consequence

R(k) ≤ R and k ≥ −2s logκ

(
R
C2

)
− 1 implying

1− PB(x0,R)
t 1 ≤ 1− PB(x0,R(k))

t 1 ≤ κk ≤ κ−1

( R
C2

)−2s

m-a.e. on B(x0, R
(0)).

Recalling what C2 was we end up, m-a.e. on B(x0,R0 ∨ δ−1t
1
2s ), with

1− PB(x0,R)1 ≤ κ−1 t

R2s
·
(

32sκ−1(κ−
1
2s − 1)−2s

(R2s
0

t
∨ δ−2s ∨ 4CT

))

which after taking (recall κ =
(
1− ε

2

)
)

C(7.3.2) ≡ C(7.3.2)(ε, s) = 32sκ−2(κ−
1
2s − 1)−2s

gives exactly the claim from the theorem.

Remark 7.3.3. We intend to use the previous result for random conductance model on Zn with
independent conductances. The same result was obtain in [CKW18b] using truncation techniques.
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8. Local Poincaré-Sobolev inequality

In this chapter we employ the method from [DNPV12], section 6, to obtain the weighted version of
Sobolev-Poincaré inequality in Theorem 8.1.4 under relatively weak assumption on the kernel given
in Assumption 8.1.1. This will be used to prove Sobolev and Poincaré inequalities in Part II. At the
end of the chapter, in theorem Theorem 8.2.4, we also present a consequence of Theorem 8.1.4 in Zn.

For the rest of the chapter we will be working on an arbitrary measure space (M,m) (we will not use
the distance d anywhere) together with an arbitrary p ∈ [1,∞) and a symmetric form Qp : L1(M)→
[0,∞] (allowed to be +∞ for some functions) of jump-type:

Qp(f) =

ˆ
M

ˆ
M
|f(x)− f(y)|pkp(x, y)dxdy

for some symmetric k ≡ kp : M ×M → [0,∞) which is Borel measurable on M ×M . All these
notation will be fixed for the rest of the chapter.

Note that form E defined by Eq. (4.1) fits into this setting with p = 2.

8.1. Abstract inequality

The following assumption suffices to obtain the Poincaré-Sobolev inequality for a jump-type form.

Assumption 8.1.1. Assume that one can find a function λ : M → (0,∞) and a ν > 0 such that for
every E ⊂M , which satisfies |E| <∞ and |E| ≤ |M \ E|, and m-a.e. x ∈ Eˆ

M\E
kp(x, y)dy ≥ λ(x)|E|−νp. (8.1)

Definition 8.1.2. For f ∈ L1(M) let us define

fM =

 
M
f(x)dx :=

{
0 if |M | =∞

1
|M |

´
M f(x)dx otherwise.

Lemma 8.1.3. Let f ∈ L1(M) and r ∈ [1,∞) be arbitrary. Then

(ˆ
M
|f(x)− fM |r dx

) 1
r

≤ 2 inf
a∈R

(ˆ
M
|f(x)− a|r dx

) 1
r

.

Proof. If |M | = ∞, then f − a is in L1(M) only when a = 0 so the infimum is obtained for a = 0.
On the other hand fM = 0, and the inequality is trivially true. In case |M | <∞, for every a ∈ R, by
Minkowski inequality for Lr(M) norm and Jensen’s inequality

(ˆ
M
|f(x)− fM |r dx

) 1
r

≤
(ˆ

M

∣∣∣∣
 
M
f(y)− ady

∣∣∣∣
r

dx

) 1
r

+

(ˆ
M
|f(x)− a|r dx

) 1
r

≤
(ˆ

M

 
M
|a− f(y)|r dydx

) 1
r

+

(ˆ
M
|f(x)− a|r dx

) 1
r

≤ 2

(ˆ
M
|f(x)− a|r dx

) 1
r

.

(8.2)
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8. Local Poincaré-Sobolev inequality

Theorem 8.1.4 (Weighted Poincaré-Sobolev inequality). Suppose Assumption 8.1.1 is satisfied and
set I = [(νp)−1,∞] if νp < 1 , I = [1,∞) if νp = 1 and I = [1, (νp−1)−1) if νp > 1. Choose any q ∈ I
and find r ∈ [1/p,∞] such that p

r = 1− νp+ 1
q . Then there exists a constant C(8.1.4) ≡ C(8.1.4)(ν, p, q)

(but independent of M) such that for every f ∈ L1(M) supported on the set of finite measure, setting
A = M if |M | <∞ and A = supp f otherwise,

‖f − fM‖pLr(M) ≤ C(8.1.4)‖λ−1‖Lq(A)Qp(f). (8.3)

Proof. The proof is given after preliminary Lemmas 8.1.8 to 8.1.10.

An immediate consequence of the previous theorem is

Theorem 8.1.5 (Weighted Sobolev inequality). Suppose Assumption 8.1.1 is satisfied and in addition
|M | =∞. Choose any q ∈ I (where I is the interval depending on ν, p from Theorem 8.1.4) and find
r ∈ [p,∞] such that p

r = 1− νp+ 1
q . Then

‖f‖pr ≤ C(8.1.4)‖λ−1‖Lq(F )Qp(f) (8.4)

for every bounded measurable function f with F := supp f such that |F | <∞.

Proof. |M | =∞ makes fM = 0 and Theorem 8.1.4 then automatically gives the claim.

Remark 8.1.6. Notice that the previous theorem generalizes the classical Sobolev inequality for the
fractional Laplacian ∆2s (it can be found in Theorem 6.5, Chapter 6 of [DNPV12] for instance) if one
chooses M = Rn, sp > n, kp(x, y) = Cs|x − y|−(n+2s), ν = s/n, λ(x) = 1 and q = ∞ where Cs is an
explicit constant depending on s.

Theorem 8.1.7. Suppose |M | < ∞, 1 ≤ p < r < ∞ and that for some H > 0 and f ∈ L1(M) the
inequality

‖f − fM‖pLr(M) ≤ HQp(f) (8.5)

is satisfied on M . Then for every ζ ∈ [1, r]

‖f‖pLr(M) ≤ 2pHQp(f) + 2p|M |p
(

1
r
− 1
ζ

)
‖f‖p

Lζ(M)
(8.6)

and
‖f − fM‖pLp(M) ≤ H|M |

1− p
rQp(f). (8.7)

Proof. To prove Ineq. (8.6) we compute

‖f‖pLr(M) ≤ 2p‖f − fM‖pLr(M) + 2p‖fM‖pLr(M)

≤ 2pHQp(f) + 2p
(
|M |

∣∣∣∣
 
M
f(x)dx

∣∣∣∣
r) p

r

≤ 2pHQp(f) + 2p|M | pr
(( 

M
|f(x)|ζdx

) r
ζ

) p
r

≤ 2pHQp(f) + 2p|M |p
(

1
r
− 1
ζ

)
‖f‖p

Lζ(M)

where we used Jensen’s inequality in the second to last line. For Ineq. (8.7), Hölder inequality followed
by Ineq. (8.5) produces

‖f − fM‖pLp(M) ≤ ‖f − fM‖
p
Lr(M)‖1‖

p

L( 1
p−

1
r )
−1

(M)

≤ H|M |1− prQp(f).

88



8.1. Abstract inequality

The rest of the section contains the proof of Theorem 8.1.4 arranged in a sequence of lemmas.

Lemma 8.1.8. Suppose Assumption 8.1.1 is satisfied and q > 0. Let f be a bounded measurable
function with support F := supp f such that |F | ≤ |M |/2 and |F | <∞ and define, for i ∈ Z,

ai := |
{
|f | ≥ 2i

}
|.

Then

‖λ−1‖Lq(F )Qp(f) ≥ 2p − 1

2p−1

∑

i∈Z
ai 6=0

2pia
1+1/q
i+1 a−νpi .

Proof. It is not hard, using the formula for Qp, to verify Qp(|f |) ≤ Qp(f) so the worst case for the
proof of the estimate arises when f is non-negative and we can therefore assume that this is the case.

Let us, for i ∈ Z, define:

Ai :=
{
f ≥ 2i

}
, ai := |

{
|f | ≥ 2i

}
|, a

(λ)
i :=

ˆ
Ai

λ(x)dx,

Di := Ai \Ai+1, di := |Di|, d
(λ)
i =

ˆ
Di

λ(x)dx

and

S(λ) =
∑

i∈Z
ai 6=0

2pia−νpi d
(λ)
i+1.

We now repeat the calculation of line (6.14) from [DNPV12] in two steps (our S(λ) is marginally
different then their S but conceptually the same). First compute

∑

i∈Z
ai 6=0

∑

l∈Z
l≥i+1

2pia−νpi d
(λ)
l+1 =

∑

l∈Z
al 6=0

∑

i∈Z
i≤l−1

2pia−νpi d
(λ)
l+1 (8.8)

where we changed the order of summation and reformulated the set of indices. For the change in the
indices, notice that it is sufficient to consider only i+ 1 ≤ l such that al 6= 0, because then ai ≥ al > 0

and the summands with al = 0 do not contribute due to 0 ≤ d
(λ)
l+1 ≤ al = 0. In the second step we

estimate ai ≥ al and get rid of the additional summation to get

∑

i∈Z
ai 6=0

∑

l∈Z
l≥i+1

2pia−νpi d
(λ)
l+1 ≤

∑

l∈Z
al 6=0

∑

i∈Z
i≤l−1

2pia−νpl d
(λ)
l+1 ≤

∑

l∈Z
al 6=0

2p(l−1)a−νpl d
(λ)
l+1

∞∑

k=0

2−pk

≤ 2p

2p − 1

∑

l∈Z
al 6=0

2p(l−1)a−νpl d
(λ)
l+1 =

1

2p − 1
S(λ).

(8.9)

Observe that sets Di, i ∈ Z are disjoint and
⋃
k≥iDk = Ai which implies that

d
(λ)
i = a

(λ)
i −

∞∑

k≥i
d

(λ)
k+1.

This, together with Ineq. (8.9) (used in the last line), allows us to estimate

S(λ) =
∑

i∈Z
ai 6=0

2pia−νpi d
(λ)
i+1 ≥

∑

i∈Z
ai 6=0


2pia−νpi a

(λ)
i+1 −

∑

l∈Z
l≥i+1

2pia−νpi d
(λ)
l+1




≥
∑

i∈Z
ai 6=0

2pia−νpi a
(λ)
i+1 −

1

2p − 1
S(λ)
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which implies that

S(λ) ≥
(

1 +
1

2p − 1

)−1 ∑

i∈Z
ai 6=0

2pia−νpi a
(λ)
i+1.

Let us call the constant in front of the sum on the right c1/2.
On the other hand, sets Ai are defined so that for all i ∈ Z, x ∈ Ai+1 and y ∈M \Ai

|f(x)− f(y)| ≥ 2i.

If i is such that ai 6= 0, then we also know that |Ai| ≤ | supp f | < ∞ and |Ai| ≤ | supp f | ≤ |M |/2.
Because of Assumption 8.1.1 this makes Ineq. (8.1) applicable with E = Ai resulting in

ˆ
M\Ai

|f(x)− f(y)|pkp(x, y)dy ≥ 2pi
ˆ
M\Ai

kp(x, y)dy ≥ λ(x)2pia−νpi

for m-a.e. x ∈ Ai+1. Integrating in x ∈ Di+1 ⊂ Ai+1 and summing over all i with ai 6= 0 gets us to

∑

i∈Z
ai 6=0

ˆ
Di+1×(M\Ai)

|f(x)− f(y)|pkp(x, y)dxdy ≥
∑

i∈Z
ai 6=0

2pia−νpi d
(λ)
i+1 = S(λ)

≥ c1

2

∑

i∈Z
ai 6=0

2pia−νpi a
(λ)
i+1.

The last estimate leads to the lower estimate of Qp(f) because

Qp(f) =

ˆ
M

ˆ
M
|f(x)− f(y)|pkp(x, y)dxdy

≥ 2
∑

i∈Z
ai 6=0

ˆ
Di+1×(M\Ai)

|f(x)− f(y)|pkp(x, y)dxdy

≥ c1

∑

i∈Z
ai 6=0

2pia−νpi a
(λ)
i+1.

Furthermore, for every i ∈ Z (recall Ai ⊂ F := supp f) we can use Hölder’s inequality to get

‖λ−1‖Lq(F )a
(λ)
i ≥ ‖λ−1‖Lq(Ai)

ˆ
Ai

λ(x)dx ≥
(ˆ

Ai

(λλ−1)
1

1+1/q dx

)1+1/q

= a
1+1/q
i .

The version of the Hölder inequality applied in the previous line is perhaps not so standard but can be
found in Corollary 2.5 of [AF03] (see Theorem 2.2.1 for the statement). This results in the estimate

‖λ−1‖Lq(F )Qp(f) ≥ c1

∑

i∈Z
ai 6=0

2pia−νpi ‖λ−1‖Lq(F )a
(λ)
i+1

≥ c1

∑

i∈Z
ai 6=0

2pia
1+1/q
i+1 a−νpi

and proves the result since

c1 = 2

(
1 +

1

2p − 1

)−1

=
2p − 1

2p−1
.
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8.1. Abstract inequality

The following lemma is inspired by Lemma 6.2 from [DNPV12] Chapter 5.

Lemma 8.1.9. Suppose Assumption 8.1.1 is satisfied and choose any q > 0 such that 1− νp+ 1
q > 0.

Fix T > 1 and let (ai)i∈Z be a bounded, non-negative and decreasing two-way sequence which is
identically 0 for all i large enough. Then

∑

i∈Z
a

1−νp+ 1
q

i T i ≤ T
(

1+ 1
q

)(
1−νp+ 1

q

)−1 ∑

i∈Z
ai 6=0

a
1+ 1

q

i+1 a
−νp
i T i.

Proof. First of all, the conditions on q and the sequence ai guarantee that both series are finite. Tails
for i going to −∞ converge because T i is decreasing exponentially and ai is bounded while tails for
i going to ∞ do not exist because ai = 0 for large enough i. For γ, δ > 0 (to be chosen later) define
γ∗ := γ

γ−1 (i.e. 1
γ + 1

γ∗ = 1) and use Hölder’s inequality to get

1

T

∑

i∈Z
a

1−νp+ 1
q

i T i =
∑

i∈Z
ai 6=0

a
1−νp+ 1

q

i+1 T i =
∑

i∈Z
ai 6=0

(
aδiT

i
(

1− 1
γ

))(
a

1−νp+ 1
q

i+1 a−δi T
i
γ

)

≤
(∑

i∈Z
aδγ

∗

i T i

) 1
γ∗



∑

i∈Z
ai 6=0

a
γ
(

1−νp+ 1
q

)
i+1 a−δγi T i




1
γ

.

It is now possible to choose γ and δ such that γ
(

1− νp+ 1
q

)
= 1 + 1

q , γ∗δ = 1− νp+ 1
q and δγ = νp.

The correct choice turns out to be

γ =

(
1 +

1

q

)(
1− νp+

1

q

)−1

≥ 1, γ∗ =

(
1 +

1

q

)
(νp)−1 ≥ 1,

δ = νp

(
1− νp+

1

q

)(
1 +

1

q

)−1

> 0,

which is not hard to verify. Notice that γ ≥ 1 and δ > 0 crucially depend on (1− νp+ 1/q) > 0. Our
choice was made so that

1

T

∑

i∈Z
a

1−νp+ 1
q

i T i ≤
(∑

i∈Z
a

1−νp+ 1
q

i T i

) 1
γ∗



∑

i∈Z
ai 6=0

a
1+ 1

q

i+1 a
−νp
i T i




1
γ

,

with the intention of making the first factor on the right a multiple of the term on the left. For this
reason

(∑

i∈Z
a

1−νp+ 1
q

i T i

)(1− 1
γ∗

)
γ

≤ T γ
∑

i∈Z
ai 6=0

a
1+ 1

q

i+1 a
−νp
i T i,

which proves the lemma because (1− 1/γ∗) γ = 1.

Lemma 8.1.10. Suppose Assumption 8.1.1 is satisfied, choose any q ∈ [(νp)−1,∞] such that 1
q >

νp− 1 and set let r be the unique number solving p
r = 1− νp+ 1

q . Then there is a constant C(8.1.10) ≡
C(8.1.10)(ν, p, q) with the following property. For every bounded, measurable f : M → R such that,
setting F+ := supp (f+),
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8. Local Poincaré-Sobolev inequality

(i)

ˆ
M
f+(y)rdy ≥ 1

2

ˆ
M
|f(y)|rdy,

(ii) |F+| ≤
|M |

2
and |F+| <∞

it holds that
‖f‖pLr(M) ≤ C(8.1.10)‖λ−1‖Lq(F+)Qp(f).

Proof. The first assumption on f allows us to estimate

‖f‖pLr(M) ≤ 2
p
r ‖f+‖pLr(M).

Furthermore, Qp(f+) ≤ Qp(f) follows directly from formula for Qp. It is therefore sufficient (up to
changing the constant by a factor of 2p/r) to prove the statement for f+ instead of f . To do so, define
ai = |{f+ ≥ 2i}| and estimates the left hand side by

‖f+‖pLr(M) =

(∑

i∈Z

ˆ
Ai\Ai+1

|f+(x)|rdx
) p

r

≤
(∑

i∈Z
2(i+1)rai

) p
r

≤
∑

i∈Z
2(i+1)pa

p/r
i .

The last inequality follows by reading elementary inequality

∀β ≥ 1, ∀αi > 0,

(∑

i∈Z
αi

)β
=
∑

i∈Z


αi

(∑

i∈Z
αi

)β−1

 ≥

∑

i∈Z
αi · αβ−1

i ≥
∑

i∈Z
αβi ,

with αi = 2(i+1)pa
p/r
i , β = r

p ≥ 1 (which is equivalent to q ≥ (νp)−1), backwards. From Lemma 8.1.8
we already know that

‖λ−1‖Lq(F+)Qp(f+) ≥ 2p − 1

2p−1

∑

i∈Z
ai 6=0

2pia
1+1/q
i+1 a−νpi

and we just need to compare
∑

i∈Z 2(i+1)pa
p/r
i with

∑
i∈Z
ai 6=0

2pia
1+1/q
i+1 a−νpi up to a multiplicative constant.

We will use Lemma 8.1.9 with T = 2p, and the sequence ai = |{f+ ≥ 2i}| as defined before to do
so. Notice that p

r = 1 − νp + 1
q > 0 because of the assumption 1

q ≥ νp − 1. Let us verify that ai
indeed satisfies all the assumptions of the lemma. It is bounded because ai ≤ |F+| <∞, decreasing by
definition and identically zero for i large enough because f was assumed to be bounded. Lemma 8.1.9
thus implies

∑

i∈Z
2ipa

p/r
i ≤ 2

p
(

1+ 1
q

)(
1−νp+ 1

q

)−1 ∑

i∈Z
ai 6=0

2pia
1+1/q
i+1 a−νpi .

Collecting everything we get that

‖λ−1‖Lq(F+)Qp(f) ≥ 2p − 1

2p−1

∑

i∈Z
ai 6=0

2pia
1+1/q
i+1 a−νpi

≥ 2p − 1

2p−1
2
−p
(

1+ 1
q

)(
1− sp

n
+ 1
q

)−1∑

i∈Z
2ipa

p/r
i

≥ 2p − 1

2p−1
2
−r
(

1+ 1
q

)
2−p2−

p
r ‖f‖pLr(M)

which proves the inequality taking

C(8.1.10) :=

(
2p − 1

2p−1
2
−r
(

1+ 1
q

)
2−p2−

p
r

)−1

=
2
p−1+p+ p

r
+r
(

1+ 1
q

)
2p − 1

.
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8.1. Abstract inequality

At the end let us remark that this constant clearly depends only on ν, p and q (because r was defined
depending on ν, p and q) and is finite.

All the preparations are now complete and we are ready to prove Theorem 8.1.4.

Proof of Theorem 8.1.4. Let us first show that it is sufficient to prove the claim for bounded functions
f . Suppose that the Ineq. (8.3) holds for bounded f . Define f (N) = (f ∨ −N) ∧ N and notices

that f
(N)
M → fM due to the dominated convergence theorem and f ∈ L1(M). Following this up with

Fatou’s lemma shows that

‖f − fM‖pLr(M) ≤ lim
N→∞

‖f (N) − f (N)
M ‖pLr(M) ≤ lim

N→∞
C(8.1.4)‖λ−1‖Lq(A(N))Qp(f

(N))

where we denoted by A(N) the set from Theorem 8.1.4 corresponding to function f (N). Now using
Qp(f (N)) ≤ Qp(f), owing to the shape of Qp, and A(N) ⊂ A, because the support of f (N) is contained
in the support of f , it follows that

‖f − fM‖pLr(M) ≤ C(8.1.4)‖λ−1‖Lq(A)Qp(f)

so Ineq. (8.3) holds for f as well. Hence, without the loss of generality, we will from now on assume
that f is bounded.

If f is constant on M , then there is nothing to prove because it is equal to its average and the
inequality trivially holds. The proofs of |M | <∞ and |M | =∞ diverge slightly at this point. Let us
first deal with the case |M | <∞. We start by finding a number ξ ≡ ξ(f) ∈ R such thatˆ

M
(f(y)− ξ)r+dy =

ˆ
M

(f(y)− ξ)r−dy =
1

2

ˆ
M

(f(y)− ξ)rdy.

This is possible because function

ξ →
ˆ
M

(f(y)− ξ)r+dy

is continuous via dominated convergence theorem since M has finite measure. This function clearly
tends to ∞ when ξ goes to −∞ and to 0 when ξ goes to ∞. Having chosen ξ, | supp(f − ξ)+| or
| supp(f − ξ)−| (or both) is smaller or equal than |M |/2 which means that at least one of function
f −ξ and −(f −ξ) satisfies assumptions of Lemma 8.1.10. Applying Lemma 8.1.10 in either case gives
us the estimate

‖f − ξ‖pLr(M) ≤ C(8.1.10)‖λ−1‖Lq(M)Qp(f)

which, due to Lemma 8.1.3, implies that

‖f − fM‖pLr(M) ≤ 2p‖f − ξ‖pLr(M) ≤ 2pC(8.1.10)‖λ−1‖Lq(M)Qp(f).

Recalling that we defined A := M in case |M | < ∞ produces the statement of the theorem in case
|M | <∞ with constant C(8.1.4) := 2pC(8.1.10) which depends only on s, p, q and n just like C(8.1.10).

Suppose now that |M | =∞. Then

| supp f+| ∨ | supp f−| ≤ | supp f | < |M |/2 =∞
since f is assumed to be supported on a set of finite measure. Furthermore,ˆ

M
f+(y)rdy ≥ 1

2

ˆ
M
f(y)rdy or

ˆ
M
f−(y)rdy ≥ 1

2

ˆ
M
f(y)rdy

which means that at least one of f+, f− qualifies for the application of Lemma 8.1.10. Applying
Lemma 8.1.10 in either case results in

‖f‖pLr(M) ≤ C(8.1.10)‖λ−1‖Lq(supp f)Qp(f).

Since in this case A was defined to be supp f , taking C(8.1.4) := C(8.1.10) gives exactly the statement
from the theorem. Notice that C(8.1.4) depends only on ν, p and q as claimed.
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8. Local Poincaré-Sobolev inequality

8.2. Examples of the inequality

Volume regularity from below is a sufficient condition for a metric measure space (M,d,m) to satisfy
Assumption 8.1.1 with kernel

kp(x, y) = d(x, y)−(n+sp).

A bit more is shown in the following lemma.

Lemma 8.2.1. Let (M,d,m) be a metric measure space, p ∈ [1,∞) and s > 0. Suppose that η :
M → [0,∞), n,CV L, D1 > 0 are such that kp(x, y) ≥ η(x)d(x, y)−(n+sp) and V≥[M, (0, D1 diam(M)];
n,CV L] hold. Then there is a constant C(8.2.1) ≡ C(8.2.1)(n, s, p,D1, CV L) such that for every E ⊂ M
satisfying |E| <∞, |E| ≤ |M \ E|, and every point x ∈ E

ˆ
M\E

kp(x, y)dy ≥ C(8.2.1)η(x)|E|−sp/n. (8.10)

In other words, Assumption 8.1.1 holds for ν = s/n and λ(x) = C(8.2.1)η(x).

Proof. The plan is to treat “large” and “small” sets separately. If E ⊂M is small, that is, if

|E| ≤ Dn
1CV L4−n(diamM)n,

there exists R > 0 such that |E| = CV LRn. The bound on |E| implies that 4R ≤ D1 diamM so, by
assumption, V≥[M, (0, 4R];n,CV L] holds true. Thus for every r ∈ [2R, 4R]:

|B(x, r) \ E| ≥ |B(x, r)| − |E| ≥ CV Lrn − CV LRn ≥ CV L
(
rn − 2−nrn

)
≥ (1− 2−n)rn.

Keeping this in mind, let us use Fubini’s theorem, or more precisely Cavalieri’s principle, to compute

ˆ
M\E

kp(x, y)dy ≥ η(x)

ˆ
M\E

dy

d(x, y)n+sp

= η(x)(n+ sp)

ˆ
M\E

ˆ
[d(x,y),∞)

r−n−sp−1drdy

= η(x)(n+ sp)

ˆ
[0,∞)

r−n−sp−1|(B(x, r) \ E)|dr.

Reducing the area of integration on the right side to [2R, 4R] it follows that

ˆ
M\E

kp(x, y)dy ≥ η(x)(n+ sp)

ˆ 4R

2R
r−n−sp−1|B(x, r) \ E|dr

≥ η(x)(n+ sp)

ˆ 4R

2R
CV L(1− 2−n)r−sp−1dr

≥ CV L(1− 2−n)η(x)

(
n+ sp

sp

)(
(2R)−sp − (4R)−sp

)

≥ C1+ sp
n

V L (1− 2−n)2−sp(1− 2−sp)
(
n+ sp

sp

)
η(x)C

− sp
n

V L R−sp

≥ C1+ sp
n

V L (1− 2−n)2−sp(1− 2−sp)
(
n+ sp

sp

)
η(x)|E|− spn .

On the other hand, if the set E is large, that is, if |E| > Dn
1CV L4−n(diamM)n (notice that this

only happens if diamM <∞), then in particular we have

(diamM)−n−sp ≥ Dn+sp
1 4−(n+sp)C

1+ sp
n

V L |E|−1− sp
n .
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8.2. Examples of the inequality

Recalling that |E| ≤ |M \ E| by assumption, we proceed to calculateˆ
M\E

kp(x, y)dy ≥ η(x)

ˆ
M\E

dy

d(x, y)n+sp

≥ η(x)(diamM)−n−sp|M \ E|

≥ Dn+sp
1 4−(n+sp)C

1+ sp
n

V L η(x)|E|−1− sp
n |E|

≥ Dn+sp
1 4−(n+sp)C

1+ sp
n

V L η(x)|E|− spn .
Combining the estimate for small and large sets we see that Assumption 8.1.1 holds with ν = s

n and
λ(x) = C(8.2.1)η(x) where

C(8.2.1) = C
1+ sp

n
V L (1− 2−n)2−sp(1− 2−sp)

(
n+ sp

sp

)
∨Dn+sp

1 4−(n+sp)C
1+ sp

n
V L

which in particular depends only on s, p, n,D1 and CV L and not on the space M in any other way.

Remark 8.2.2. The fact that the lemma is stated in the setting of metric measure spaces makes it
quite useful because subsets of metric measure space are metric measure spaces themselves. Thus,
this automatically implies that all compact and smooth domains of Rn as well as all uniform d sets
satisfy Poincaré-Sobolev inequality. The only truly restrictive condition is the uniform lower volume
regularity of the space.

With the help of Lemma 8.2.1, the abstract Theorem 8.1.4 proves the Poincaré-Sobolev inequality
on any ball in Zn with constants independent of the ball. This is quite convenient since it circumvents
the need for proving uniform extensions estimates. We start with a lemma.

Lemma 8.2.3. Let R0 > 0 and x0 ∈ Zn be fixed. Consider M = B(x0, R0)∩Zn, d to be the Euclidean
distance on Zn and m to be the counting measure. Then M satisfies V≥[M, (0, R0];n,CV L(M)] with

CV L(M) ≡ CV L(B(x0, R0) ∩ Zn) =
CV L(Zn)

4n
∧ (2
√
n)−n

which depends only on n.

Proof. Let x ∈ B(x0, R0), r ∈ (0, R0) be arbitrary and embed Zn into Rn. In Rn it is true that

B

(
x− r(x− x0)

2R0
,
r

2

)
⊂ B(x0, R0) ∩B(x, r)

but x− r(x−x0)
2R0

does not have to be in Zn. Nevertheless, we can find the point y ∈ Zn which is closest

to it. Then d(x− r(x−x0)
2R0

, y) is at most
√
n/2 so

B

(
y,
r

2
−
√
n

2

)
⊂ B

(
x− r(x− x0)

2R0
,
r

2

)
⊂ B(x0, R0) ∩B(x, r).

Therefore, if r ≥ 2
√
n,

|B(x0, R0) ∩B(x, r)| ≥
∣∣∣B
(
y,
r

4

)∣∣∣ ≥ CV L(Zn)

4n
rn.

When r is small (comparable to the discrete structure), that is r < 2
√
n, we instead use the property

of the counting measure, |{z}| = 1 for any z ∈ Zn, to obtain

|B(x0, R0) ∩B(x, r)| ≥ |{x}| ≥ (2
√
n)−nrn.

In both cases it suffices to take

CV L(B(x0, R0) ∩ Zn) =
CV L(Zn)

4n
∧ (2
√
n)−n.
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8. Local Poincaré-Sobolev inequality

Theorem 8.2.4 (Uniform Poincaré-Sobolev inequality on balls in Zn). For fixed n ∈ N, s > 0 and
p ≥ 1 such that n > sp there is a constant C(8.2.4) ≡ C(8.2.4)(n, s, p) such that, fixing r to be the solution
of p

r = 1− sp
n , for every ball B in Zn and every f : B → R,

‖f − fB‖Lr(B) ≤ C(8.2.4)

∑

x,y∈B

|f(x)− f(y)|p
d(x, y)n+2s

.

In combination with Theorem 8.1.7 this also provides the estimate

‖f‖pLr(B) ≤ 2pC(8.2.4)

∑

x,y∈B

|f(x)− f(y)|p
d(x, y)n+sp

+ 2pCV L(Zn)R−sp‖f‖pLp(B).

Proof. Set M = B, kp(x, y) = d(x, y)−(n+sp) and take m to be the counting measure. Lemma 8.2.3
showed that M satisfies V≥[M, (0,diamM/2);n,CV L] with

CV L =
CV L(Zn)

4n
∧ (2
√
n)−n

independent of the ball B. Plugging this into Lemma 8.2.1 with η(x) = 1 and D1 = 1/2 proves that
Assumption 8.1.1 is valid on M with λ ≡ λ(n, s, p) := C(8.2.1) and allows us to apply Theorem 8.1.4
with ν = s/n. Note that due to assumption n > sp we are allowed to choose any q ∈ ( nsp ,∞]. Taking

q =∞ results in p
r = 1− sp

n and for f ∈ L1(B) we obtain

‖f − fB‖Lr(B) ≤ C(8.1.4)C
−1
(8.2.1)Qp(f).

Defining C(8.2.4) ≡ C(8.2.4)(n, s, p) := C(8.1.4)C
−1
(8.2.1) and writing out the definition of Qp proves the

first inequality. The second is the consequence of Theorem 8.1.7 which implies that

‖f‖pLr(B) ≤ 2pC(8.2.4)

∑

x,y∈B

|f(x)− f(y)|p
d(x, y)n+2s

+ 2p|B|− spn ‖f‖pLp(B),

and combining this with V≥[Zn, [0,∞);n,CV L(Zn)] property of Zn gives

‖f‖pLr(B) ≤ 2pC(8.2.4)

∑

x,y∈B

|f(x)− f(y)|p
d(x, y)n+2s

+
2p

CV L(Zn)
R−sp‖f‖pLp(B),

which gives the required statement.

Remark 8.2.5. Alternative way of approaching the proof of the previous theorem would be to bound
the extension operator from W p,s(B) to W p,s(Zn) and use the Sobolev inequality for the full space
Zn. This is a classical approach in Rn and a similar approach on Zn is taken in [FH20]. However,
while this works nicely for a fixed ball or domain, the lack of scaling makes it difficult to preserve the
same constant under dilations. Additional work is required as one can see in Definition 16 and what
follows in [FH20]. Notice that we obtained constants which are independent of the ball in the previous
theorem.
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Part II.

Long-range random conductance model
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9. Motivation and definitions

For the rest of the thesis we will only be working on a metric measure space (Zn, d,#), for n ≥ 2, but
we will allow the conductance c to be random. Here d is the Euclidean distance on Rn and # is the
counting measure. We also fix an arbitrary number s ∈ (0, 1). We will define what we mean by terms
symmetrized twofold ergodic conductance (Definition 9.1.6) and i.i.d. conductance (Definition 9.1.4).
Furthermore, in Section 9.3 we will explain how to construct the variable speed random walk Xt for
almost every realization of conductance that is either symmetrized ergodic or i.i.d.

Let, from now on, c be either an i.i.d. or symmetrized ergodic conductance. Our plan is to verify
that assumptions from Part I are satisfied for almost every realization of conductance c, under cer-
tain conditions on its distribution, and then apply deterministic results obtained in Part I for every
such realization. In case of the symmetrized ergodic conductance, these assumptions are verified in
Sections 10.2 and 10.3 for an arbitrary but fixed point x0 ∈ Zn and all large enough radii. We wish
to point out that the exact meaning of phrase “large enough” in the previous sentence depend on
the concrete realization of conductance c. The consequences of applying Part I are stated in Theo-
rems 10.4.1 and 10.5.3. In case of the i.i.d. conductance, we can verify that the assumptions of Part I
hold, with uniform parameters for almost every realization of conductance c and “large enough” radii,
not only for arbitrary fixed point x? ∈ Zn but also for points in the vicinity of x?. What we mean by
vicinity is explained in Definition 3.2.1 and is inspired by the very good ball definition from [Bar04].
This uniformity of parameters is a big advantage compared to the symmetrized ergodic case because
it means that results of Part I apply also for balls in the vicinity of x? and not only for balls with
center at x?. This technical detail will play the crucial role in the proof of tightness on the Skorokhod
space in Theorem 12.5.2, where we make use the Markov property to restart the process Xm2st/m in
the vicinity of point x? = 0. The consequences of applying Part I are collected in Theorems 11.7.1
and 11.8.1.

In particular, we obtain the large scale Hölder regularity estimate (HR) around point 0 ∈ Zn for
both choices of conductance c. Under rescaling Xt → Xm2st/m, which is discussed in Section 12.1, this
estimate together with Mosco convergence results from [FH20] (ergodic) and [CKK13] (i.i.d.) can be
used to prove that the process Xm2st/m, starting from X0 = 0, converges to a rotationally symmetric
alpha stable process in finite-dimensional distributions. We present the proof in Theorem 12.4.1. In
case of the i.i.d. conductance, we can in addition verify that the truncation estimate (TB), needed for
short time estimates of PBt in Theorem 7.3.2, holds. This is the second crucial ingredient that allows
us to prove the tightness in Theorem 12.5.2.

The main results of this part, and the thesis in whole, are Corollary 12.4.2, which proves the
convergence of Xm2st/m in finite-dimensional distributions for almost every realization of symmetrized
ergodic conductance, and Theorem 12.5.2, which proves the weak convergence of Xm2st/m on the
Skorokhod space D([0, T ],Rn) for every T > 0 and almost every realization of i.i.d. conductance. The
argument used in the proof of Theorem 12.5.2 is due to [CKW18b], Theorem 4.5 which proves the
same statement but under different moment assumptions.

Remark 9.0.1. Throughout this part CV L ≡ CV L(n) and CV U ≡ CV U (n) will denote the lower and
upper volume regularity constants of Zn (see Lemma 2.6.1). To be precise

CV LR
n ≤ #B ≤ CV URn

for all balls B with radius R ≥ 1. Here # denotes the counting measure. In case we need to use these
constants for Zn1 and Zn2 at the same time, we will write CV L(Zn1) and CV L(Zn2) respectively.
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9. Motivation and definitions

The integration in Zn will always be performed with respect to the counting measure #. That is, for
f ∈ L1(Zn,#), we define ˆ

Zn
f(x)dx :=

ˆ
Zn
f(x)#(dx) =

∑

x∈Zn
f(x).

Furthermore, for a set A ⊂ Zn we will denote |A| := #A.

9.1. Definition of random conductance

Definition 9.1.1. Let (Ω,F ,P) be a probability space. Random conductance c on Zn is a function

c : Ω× Zn × Zn → [0,∞)

which is F × B(Zn) × B(Zn) to B(R) measurable (with B denoting Borel sigma algebra). Random
conductance c is said to be symmetric if

∀ω ∈ Ω, ∀x, y ∈ Zn c(ω, x, y) = c(ω, y, x).

Remark 9.1.2. As is common when working with random variables, we will suppress ω dependence
in the notation of c.

To a conductance c we associate the kernel k and the energy form E in the following way:

Definition 9.1.3. For a random conductance c on Zn and s ∈ (0, 1) we define a random kernel

k(x, y) =
c(x, y)

d(x, y)n+2s

and a random form E, trough its action on a measurable f : Zn → R, by

E(f) =
∑

x∈Zn

∑

y∈Zn
(f(x)− f(y))k(x, y) (9.1)

Unless explicitly stated otherwise, we will always consider on its maximal domain D[E ] = {f ∈
L2(Zn), E(f) <∞}. (Both c, s are suppressed in the notation but should be clear from the context.)

Definition 9.1.4. Symmetric random conductances c is said to be independent and identically dis-
tributed (i.i.d.) if the family of random variables

{c(x, y) : x, y ∈ Zn, x ≺ y}

is independent and identically distributed. Here ≺ is any total ordering on Zn. (The ordering is needed
to avoid the conflict with the symmetry of c.)

Definition 9.1.5. Random conductance c is said to be twofold ergodic if there exists a family of

invertible, commuting and measurable mappings {τ (j)
i : Ω → Ω : i ∈ {1, 2, . . . , n}, j ∈ {1, 2}} (also

called shifts) such that dynamical system (Ω,F ,P, {τ̂ (j)
i }) is ergodic and for every i ∈ {1, 2, . . . n},

c(τ
(1)
i (ω), x, y) = c(ω, x− ei, y) & c(τ

(2)
i (ω), x, y) = c(ω, x, y − ei)

where ei ∈ Zn is the unit vector having 1 only at i-th coordinate.
Recall that the dynamical system (Ω,F ,P, T ) (here T denotes a family of shifts) is said to be ergodic

if all shifts are measure preserving, that is

∀τ ∈ T, ∀A ∈ F P
(
τ−1(A)

)
= P(A),

and for every A ∈ F
[τ(A) = A ∀τ ∈ T ] =⇒ P(A) = 0 or 1.
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9.2. Dirichlet form property

Definition 9.1.6. Random conductance c on (Ω,F ,P) is said to be symmetrized (twofold) ergodic if
there exists an ergodic conductance c′ such that

∀x, y ∈ Zn c(x, y) =
c′(x, y) + c′(y, x)

2
.

Remark 9.1.7. Let c be a symmetrized ergodic conductance and c′ an ergodic conductance from the
previous definition. Denote by (E ,D[E ]) and (E ′,D[E ′]) corresponding bilinear forms with maximal
domains on L2(Zn). It is not hard to see that D[E ] = D[E ′] and that E is equal to the symmetric part
of E ′, that is, for all f, g ∈ D[E ]

E(f, g) =
1

2

(
E ′(f, g) + E ′(g, f)

)
.

In particular, forms E and E ′ coincide on the diagonal and E(f) = E ′(f) for all f ∈ D[E ]. Therefore,
any statement on c′ that contains only symmetric part of E ′ immediately translates to the statement on
c. For instance, Poincaré inequality, Sobolev inequality or Mosco convergece (assuming we are given
sequences {cm}, {c′m}) are valid for c if and only if they are valid for c′.

Definition 9.1.8. Let c be an i.i.d. or ergodic or symmetrized ergodic conductance. In any of these
cases the distribution of variables c(x, y), for x, y ∈ Zn, is the same so the value E[f(c(x, y))], for
whatever f : R→ R, does not depend on x or y and we will simply denote it by E[f(c)].

9.2. Dirichlet form property

We prove that, if conductance c is symmetrized ergodic or i.i.d., then the random bilinear form
introduced in Definition 9.1.3 with its maximal domain is P-a.s. a Dirichlet form.

Theorem 9.2.1 (cf. [CKK13], Theorem 3.2). Let A > 0 and a symmetric conductance c on Zn be
such that E[c(x, y)] ≤ A for all x, y ∈ Zn. Then, P-almost surely, E with its maximal domain

D[E ] =
{
v ∈ L2(Zn) : E(v) <∞

}

is a regular Dirichlet form on L2(Zn) containing Cc(Zn) in its domain. In particular, (E ,D[E ]) P-a.s.
satisfies Assumption 4.0.2.

Proof. We essentially repeat the proof of Theorem 3.2 in [CKK13]. By monotone convergence theorem,
for every x ∈ Zn,

E


 ∑

y∈Zn\{x}
k(x, y)


 = E


 ∑

y∈Zn\{x}

c(x, y)

d(x, y)n+2s


 ≤

∑

y∈Zn\{x}

A

d(x, y)n+2s
<∞.

Therefore there exists a a P-null set Nx outside of which
∑

y∈Zn\{x} k(x, y) <∞. Then N :=
⋃
x∈Zn Nx

is also a P-null set outside of which

∀x ∈ Zn
∑

y∈Zn\{x}
k(x, y) <∞.

Let us now fix an ω /∈ N and work only on realization c(ω). That E is a positive definite bilinear form
follows from formula for E in Eq. (9.1) and symmetry is inherited from the symmetry of c. To prove

it is closed, take an arbitrary E1-Cauchy sequence fm. Then fm
L2(Zn)−−−−→ f for some f ∈ L2(Zn) and

we can find a subsequence f ′m (either because Zn is σ-finite or because counting measure is atomized)
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9. Motivation and definitions

which converges to f pointwise. Fatou’s lemma together with the Cauchy property of sequence fm
now implies

E(f − fm) =
∑

x∈Zn

∑

y∈Zn
lim
l→∞

(f ′l (x)− fm(y))2k(x, y)

≤ lim
l→∞

∑

x∈Zn

∑

y∈Zn
(f ′l (x)− fm(y))2k(x, y) = lim

l→∞
E(f ′l − fm)

m→∞−−−−→ 0,

which proves that the form is closed. The form is also Markov because E((f ∨ 1) ∧ 0) ≤ E(f) follows
straight from formula for E in Eq. (9.1) and therefore a Dirichlet form. Furthermore, by symmetry of
k, for a function g compactly supported in some set K ⊂ Zn we have

E(g) =
∑

x∈Zn

∑

y∈Zn
(g(x)− g(y))2k(x, y) ≤ 2

∑

x∈Zn
g(x)2

∑

y∈Zn\{x}
k(x, y)

= 2
∑

x∈K
g(x)2

∑

y∈Zn\{x}
k(x, y) <∞,

where the last inequality works only because compact set K ⊂ Zn has finitely many elements. Hence
Cc(Zn) ⊂ D[E ]. By [FOT11] Theorem 1.4.2 (iv) any function f ∈ D[E ] is approximated in E1 norm
by functions fm = f − (f ∨ −1/m) ∧ 1/m. But sets {|f | > 1/m}, on which fm are supported, are
finite because f ∈ L2(M) (keep in mind that we are working with counting measure). Hence fm are
compactly supported and since any function on Zn (with discrete topology) is continuous, f ∈ Cc(Zn)
which proves the regularity of E . Since the set of Lipschitz functions supported in balls is contained
in Cc(Zn) the Assumption 4.0.2 is satisfied. All of this holds outside of P-null set N which completes
the proof.

Corollary 9.2.2. Let c be an i.i.d. or a symmetrized ergodic conductance on Zn such that E[c] <∞.
Then P-almost surely E with its maximal domain is a regular Dirichlet form on L2(Zn) satisfying
Assumption 4.0.2.

Proof. As mentioned when defining E[c], in both cases the distribution of c(x, y) does not depend
on x, y ∈ Zn. Thus E[c(x, y)] ≤ E[c] for all x, y ∈ ∞ so it suffices to apply Theorem 9.2.1 with
A = E[c] <∞.

Lemma 9.2.3. Let c be a symmetric random conductance such that P.a.s. (E ,D[E ]) is a regular
Dirichlet form and for every ball B ⊂ Zn

∑

y∈Zn\B

c(x, y)

d(x, y)n+2s
> 0. (9.2)

Then P-a.s., for every ball B ⊂ Zn, ‖GB1‖L∞(Zn) <∞.

Proof. Fix some ball B ⊂ Zn. Let N(B) ∈ F , P(N(B)) = 0, be a set such that Ineq. (9.2) is true and
(E ,D[E ]) is a regular Dirichlet form on Ω \N(B). This verifies Assumption 4.0.2. Assumption 2.5.3
is satisfied because (Zn, d,#) is a σ-finite, locally compact, separable measure space and counting
measure # has full support. By Theorem 7.1.3 this implies that GB1 < ∞ #-a.e. in B so in fact
everywhere on B because ∅ is the only #-null set. We also know that GB1 = 0 on Zn\B and as the ball
B has only finitely many elements we must have ‖GB1‖L∞(Zn) <∞ for every ω ∈ Ω \N(B). Since Zn
is separable and discrete it contains only finitely many different balls which allows us to define P-null
set N =

⋃
x∈Zn

⋃
R∈QN(B(x,R)) outside of which ‖GB1‖L∞(Zn) <∞ for every ball B ⊂ Zn.
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9.3. Random walk

9.3. Random walk

Let µ be a Radon measure of full support on Zn. If the conductance c is such that P-a.s. E is a
regular Dirichlet form on L2(Zn, µ), the existence of the Hunt process Xt for every such realization of
c follows from Theorem 2.5.13. Note that we leave the dependence of Xt on the realization of c out of
the notation, as is common in the literature. The discreteness of state space Zn simplifies the general
results relating Dirichlet forms to their symmetric Hunt process considerably. Firstly, there is no need
to care about µ-a.e. or q.e. notions because ∅ is the only µ-null subset of Zn. Thus the transition
functions of any two Hunt process coincide everywhere instead of q.e. like claimed in Theorem 2.5.14.
Secondly, the Hunt process Xt is the continuous time Markov chain with the generator

Lf(x) =
1

µ(x)

∑

y∈Zn
(f(y)− f(x))k(x, y)

and can be constructed directly, just like in [Nor98] Chapter 2. We summarize this in the following
theorem.

Theorem 9.3.1. Let c be a symmetric random conductance on Zn such that P-a.e. (E ,D[E ]) is
a regular Dirichlet form on L2(Zn, µ). Then for P-a.e. realization of c there exist a Hunt process
(Ω,F , Xt, {Px}x∈Zn∂ ) on Zn∂ (where Zn∂ = Zn ∪ {∂} and ∂ is the cemetery point) such that

Ptf(x) = Ex[f(Xt)] ∀x ∈ Zn. (9.3)

Here Pt is the strongly continuous contractive semigroup corresponding to (E ,D[E ]) on L2(Zn, µ).

Proof. Directly from Theorem 2.5.13 applied to every realization of c for which (E ,D[E ]) is a regular
Dirichlet form. This proves that Eq. (9.3) holds for q.e. x but, because the space Zn is discrete and µ
has full support, it also holds for every x ∈ Zn.

In particular, the previous theorem combined with Corollary 9.2.2 proves that the continuous time
Markov chain exists when µ is the counting measure on Zn and conductance c is either i.i.d. or
symmetrized ergodic. In general, measure µ governs the jumping rates of Xt at different points in
space and there are two standard choices in the literature. If µ is the counting measure on Zn, the
process Xt is called the variable speed random walk and if µ is given by

µ(A) =
∑

x∈A

∑

y∈Zn

c(x, y)

d(x, y)n+2s
∀A ⊂ Zn,

it is called the constant speed random walk. Other choices are possible but they are not as common.
For the rest of Part II we will only consider the variable speed random walk, that is, we will only

analyze the form E on L2(Zn,#) where # is the counting measure. Thus we have the following
corollary.

Theorem 9.3.2. Let c be an i.i.d. or symmetrized ergodic conductance on Zn. Then for P-a.e.
realization of c there exist a Hunt process (Ω,F , Xt, {Px}x∈Zn∂ ) on Zn∂ such that

Ptf(x) = Ex[f(Xt)] ∀x ∈ Zn

where Pt is the strongly continuous contractive semigroup corresponding to (E ,D[E ]) on L2(Zn,#) and
# denotes the counting measure.
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10. Symmetrized ergodic conductance

In this chapter we will study the regular Dirichlet form E , with its maximal domain, corresponding to
symmetrized ergodic conductance introduced in Definition 9.1.6 on L2(Zn,#). The main results are
Theorem 10.4.1, which gives the weak parabolic Harnack inequality (WPHI) and large scale Hölder
regularity (HR), and Theorem 10.5.3, which gives the expected exit time estimate (ETE), survival
estimate (SE) and conservativeness of E . Both of these theorems are valid at every point x0 ∈ Zn in
space but only on the scale large enough depending on x0 and the realization of c.

Let p > 0 be arbitrary. In Section 10.1 we prove, by requiring that E[cp
′
] <∞ for whatever p′ > p

and using the ergodic theorem of Zygmund and Fava, that the space averages of cp are bounded in
the limit. To be more precise, there is a CM <∞ such that P-a.s.

lim sup
a,b→∞

1

#B(0, a)

∑

x∈B(0,a)

1

#B(x, b)

∑

y∈B(x,b)

cp(x, y) ≤ CM . (10.1)

where a and b are allowed to tend to infinity independently (see BA). This is slightly stronger than the
ergodic theorem of Tempel’man (see [Kre85] Theorem 2.8) because the set of P-full measure does not
depend of the choice of sequences {ak} and {bk} tending to infinity. However, a stronger assumption
E[cp(log+ c)2n−1] <∞ is needed instead of E[cp] <∞ required in the theorem of Tempel’man. Sobolev
and Poincaré inequalities are proved in Section 10.2 with the help of Ineq. (10.1) applied to c−1 instead
of c and q > n

2s instead of p. In Section 10.3, Ineq. (10.1), with Q > 0 in place of p, is used to prove
the estimate on the energy density of cutoff functions. Finally, the application of method from Part I
demands the moment condition

1

q
+

1

Q
<

2s

n

and results in Theorems 10.4.1 and 10.5.3.

10.1. Estimates on spatial averages

The main and only tool from ergodic theory that we are going to use is the theorem of Zygmund and
Fava which we paraphrase from [Fav72], Corollary after Theorem 3. It can also be found in Theorem
1.1, Section 6.1 in [Kre85]. It improves on the theorem 10 of [DS56] that is, in fact, already sufficient
for the arguments in this chapter.

Theorem 10.1.1 (Zygmund-Fava). Let (Ω, µ) be a measure space of finite total measure and k ∈ N.
If each of linear operators Ti (i = 1, 2, . . . k) is at the same time a contraction of L1(Ω) and of L∞(Ω),
then for every f ∈ L(log+ L)k−1(Ω) the multiple averages

1

(m1 + 1) . . . (mk + 1)

m1∑

i1=0

. . .

mk∑

ik=0

T i11 . . . T ikk f(ω)

converge when m1, . . .mk → ∞ independently (meaning that they converge for every sequence of k-
tuples that converge to +∞ componentwise) for µ-a.e. ω ∈ Ω.

In particular, if p ∈ (1,∞), the same conclusion holds for f ∈ Lp(Ω) ⊂ L(log+ L)k−1(Ω).

Proposition 10.1.2. Let c be an ergodic conductance and c̃ its symmetrized version. Let p ∈ R be
such that E[cp

′
] < ∞ for whatever p′ ∈ R with p′

p > 1. Then, P-a.s., for every x0 ∈ Zn c(ω) satisfies
BA[x0; p,E[cp], n] and c̃ satisfies BA[x0; p, 2E[cp], n].
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10. Symmetrized ergodic conductance

Proof. Fix an x0 ∈ Zn. Let us use shifts τ
(1)
i , τ

(2)
i , (i = 1, 2, . . . n) from Definition 9.1.5 to define T1, T2,

. . . T2n, through its action on a random variable f , by Tif(ω) = f(τ
(1)
i τ

(2)
i ω) and Tn+if = f(τ

(2)
i ω) for

i = 1, 2, . . . n. Then each of the operators T1, T2, . . . T2n is a contraction in both L1(Ω) and L∞(Ω) so

Theorem 10.1.1, applied to cp(ω, x0, x0) ∈ L
p′
p (Ω), proves that

1

(m1 + 1) . . . (m2n + 1)

m1∑

i1=0

. . .

m2n∑

i2n=0

T i11 . . . T i2n2n c
p(ω, x0, x0)

converges independently for P-a.e. ω ∈ Ω. Changing the notation from sums to integrals with respect
to the counting measure, this implies that

1

#[0,m1] . . .#[0,m2n]

ˆ
[0,m1]×...×[0,mn]

ˆ
[0,mn+1]×...×[0,m2n]

cp(ω, x0 + x, x0 + x+ y)dydx.

also converges when m1, . . .mn → ∞ independently. Because shifts τ
(1)
i , τ

(2)
i are invertible by defini-

tion, this remains true if one or more segments of the form [0,mi] are replaced by segments [−mi, 0].
From this it is not hard to see that there is a P-null set N(x0) ⊂ Ω such that for every ω ∈ Ω \N(x0) 

[−m1,m1]×...×[−mn,mn]

 
[−mn+1,mn+1]×...×[−m2n,m2n]

cp(ω, x0 + x, x0 + x+ y)dydx

converges when m1, . . . ,m2n → ∞ independently. Specifying m1 = m2 = . . . = mn := l and mn+1 =
. . . = m2n := k we find that for ω ∈ Ω \N(x0)

A(ω) := lim
k,l→∞

indepenently

 
x0+[−l,l]n

 
x+[−k,k]n

cp(ω, x, y)dydx <∞.

But then

lim sup
k,l→∞

 
B(x0,k)

 
B(x,l)

cp(ω, x, y)dydx ≤ 22nC−2
V LA(ω) <∞.

Clearly lim sup is invariant under shifts τ
(1)
i , τ

(2)
i for i = 1, . . . n so it has to be equal to a constant, call

it E <∞, by ergodicity of (Ω,F ,P). On the other hand, we can find a subsequence ki →∞, li →∞
such that

E = lim
i→∞

 
B(x0,ki)

 
B(x,li)

cp(ω, x, y)dydx

so Fatou’s lemma proves that

E = E

[
lim inf
i→∞

 
B(x0,ki)

 
B(x,li)

cp(x, y)

]
≤ lim inf

i→∞
E

[ 
B(x0,ki)

 
B(x,li)

cp(x, y)

]
= E[cp].

Therefore c(ω) satisfies BA[x0; p, CM = E[cp], n] for ω ∈ Ω\N(x0). Flipping operators T1, . . . , Tn and
Tn+1, . . . , T2n, exactly the same proof (with variables x and y flipped) gives a P-null set N ′(x0) such
that for ω ∈ Ω \N ′(x0)

lim sup
k,l→∞

 
B(x0,k)

 
B(x,l)

cp(ω, y, x)dydx ≤ E[cp].

Now, for the symmetrized ergodic conductance c̃, we can estimate

c̃(x, y)p ≤
(
c(x, y) + c(y, x)

2

)p
≤ c(x, y)p ∨ c(y, x)p ≤ c(x, y)p + c(y, x)p.

Thus for every l, k ∈ N and every ω ∈ Ω \ (N(x0) ∪N ′(x0)) 
B(x0,k)

 
B(x,l)

c̃(x, y)pdydx ≤
 
B(x0,k)

 
B(x,l)

c(x, y)p + c(y, x)pdydx ≤ 2E[cp]

proving that c̃ satisfies BA[x0; p, CM = 2E[cp], n]. Since Zn is countable, we can easily find a null set
N which is good for all x0 ∈ Zn.
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We now introduce the family of sets on which the averages of conductance will later be required to
converge.

Definition 10.1.3. Fix an x0 ∈ Zn and define, for a, b, R > 0,

Ax0(R, a, b) = {x, y ∈ Zn : x ∈ B(x0, 2
a−1bR), d(x, y) < 2b−1aR}.

Proposition 10.1.4. Let x0 be fixed and take arbitrary R, a, b > 0. If R′, a′, b′ > 0 are such that
a ≤ a′, b ≤ b′ and R ≤ R′, then

Ax0(R, a, b) ⊂ Ax0(R′, a, b) ∩Ax0(R, a′, b) ∩Ax0(R, a, b′)

and
⋃

R∈N
Ax0(R, a, b) ∩

⋃

a∈N
Ax0(R, a, b) ∩

⋃

b∈N
Ax0(R, a, b) ⊃ Zn × Zn.

Furthermore,
C2
V L(R2ab)n2(a+b−2)n ≤ #Ax0(R, a, b) ≤ C2

V U (R2ab)n2(a+b−2)n.

Proof. Everything but the volume estimate follows directly from the definition because

⋃

ζ∈N
{x, y ∈ Zn : x ∈ B(x0, ζ), d(x, y) ≤ ζ} = Zn × Zn.

For volume estimate we use V(Zn, [1,∞];n,CV L, CV U ) of Zn with counting measure # to estimate,
for every x ∈ Zn,

CV LR
n2n(b−1)an ≤ #{y ∈ B(x, 2b−1aR)} ≤ CV URn2n(b−1)an.

Summing this inequality in x ∈ B(x0, R2a−1b) and using V once again results in

C2
V LR

2n2(a+b−2)n(ab)n ≤
∑

x∈B(x0,R2a−1b)

#{y ∈ B(x, 2b−1aR)} ≤ C2
V UR

2n2(a+b−2)n(ab)n.

Since the middle term is equal to #Ax0(R, a, b), the claim follows.

Lemma 10.1.5. Suppose x0 ∈ Zn, p, CM ∈ R and conductance c are such that c satisfies BA[x0;
p, CM , n] P-a.s. Then for every δ > 0 there exist P-a.s. finite random variables R(10.1.5) ≡ R(10.1.5)(x0,
ω, c, δ, p, CM ), a(10.1.5) ≡ a(10.1.5)(x0, ω, c, δ, p, CM ) and b(10.1.5) ≡ b(10.1.5)(x0, ω, c, δ, p, CM ) such that

 
Ax0 (R,a,b)

c(ω, x, y)pdxdy ≤ CM + δ (10.2)

for P-a.e. ω ∈ Ω and all R, a, b ∈ N such that R ≥ R(10.1.5)(ω) or a ≥ a(10.1.5)(ω) or b ≥ b(10.1.5)(ω),
where the integration is with respect to the counting measure.

Proof. Choose arbitrary x0, p, δ and fix them for the rest of the proof. Let us denote by χ(S) the
indicator function of a set S ⊂ Ω and define

R(10.1.5)(x0, c, δ, p, CM ) := sup
R∈N


R · χ


 ⋃

a∈N,b∈N

{ 
Ax0 (R,a,b)

cp(x, y)dxdy > CM + δ

}


+ 1.

Since sets {
ffl
Ax0 (R,a,b) c(x, y)pdydx > CM + δ} are measurable for every R, a, b ∈ N, R(10.1.5) is also

measurable as an extended real valued function, possibly taking value +∞ on a measurable set. a(10.1.5)

and b(10.1.5) are defined in an analogue way and they are also measurable for the same reason.
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10. Symmetrized ergodic conductance

Let N ⊂ Ω be a P-null set such that for every ω ∈ Ω\N conductance c(ω) satisfies BA[x0; p, CM , n].
We will prove that R(10.1.5), a(10.1.5), b(10.1.5) are finite on Ω \N by fixing ω ∈ Ω \N and proving that
there are only finitely many triples (R, a, b) not satisfying Ineq. (10.2). So, let us fix an ω ∈ Ω\N and
suppose the opposite, that the there is infinitely many triples (R, a, b) ∈ N3 not satisfying Ineq. (10.2).
We can then find a infinite sequence (Ri, ai, bi) ∈ N3 such that

 
Ax0 (Ri,ai,bi)

c(ω, x, y)pdxdy > CM + δ. (10.3)

First we prove that one can extract a strictly increasing subsequence of (Ri, ai, bi) (using ordering
(R1, a1, b1) ≤ (R2, a2, b2) if and only if R1 ≤ R2, a1 ≤ a2 and b1 ≤ b2). (Ri)i∈N, (ai)i∈N and (bi)i∈N
cannot all be bounded because the sequence is infinite. Without the loss of generality suppose (Ri)i∈N
is unbounded and (by passing to the subsequence if necessary) that Ri are strictly increasing. If
now the sequences ai and bi are bounded, then at least one of the values, say (a∗, b∗), has to appear
infinitely many times in (ai, bi)i∈N allowing us to extract a strictly increasing subsequence (Ri, a

∗, b∗)
(the subsequence notation is omitted) which satisfies Ineq. (10.3). Otherwise, one of the sequences ai
and bi has to be unbounded, so let us assume (without the loss of generality) that it is ai, and (up to
passing to subsequence again) that ai is strictly increasing. The same reasoning applies again. If bi is
bounded, then at least one of the values, say b∗ has to appear infinitely many times in (bi)i∈N. In this
case we can again extract an increasing sequence (Ri, ai, b

∗) which satisfies Ineq. (10.3). Otherwise,
if bi is not bounded, we can take it to be strictly increasing (by passing to the subsequence one
more time) so that (Ri, ai, bi) is again strictly increasing and satisfying Ineq. (10.3). Therefore, if
Ineq. (10.2) were wrong, we would be able to find a strictly increasing infinite sequence (Ri, ai, bi)
satisfying Ineq. (10.3). Now set ki := 2ai−1biRi, li := 2bi−1aiRi and notice that li, ki →∞ because at
least one of the sequences Ri, ai or bi is strictly increasing. We would then have

 
B(x0,ki)

 
B(x,li)

c(ω, x, y)pdydx =

 
Ax0 (Ri,ai,bi)

c(ω, x, y)pdydx > CM + δ

which contradicts BA[x0; p, CM , n] of c(ω) if we pass to the limit ki, li →∞.

We now define the minimal radius that will guarantee that the averages of cp are finite on sets
Ax0(2−aR, a, b) for all R ≥ R(10.1.6), a, b ∈ N, which is of technical importance for the rest of the
chapter.

Definition 10.1.6. Suppose x0 ∈ Zn, p, CM ∈ R and conductance c are such that c satisfies BA[x0;
p, CM , n] P-a.s. Define

R(10.1.6)(x0, ω, c, p, CM ) := R(10.1.5)(x0, ω, c, δ = 1, p, CM )2a(10.1.5)(x0,ω,c,δ=1,p,CM ).

Lemma 10.1.5 implies that R(10.1.6) is measurable and P-a.s. finite.

10.2. Functional inequalities in ergodic environment

The next theorem, written in a slightly different way, appears in [FH20], see Lemma 28.

Lemma 10.2.1. Let x0 ∈ Zn be arbitrary and suppose that conductance c on Zn P-a.s. satisfies
BA[x0;−q, CM , n] for some q, CM ∈ (0,∞). Then P-a.s., for all R ≥ R(10.1.6)(x0, ω, c, p = −q, CM )
and β > 0,

∑

B(x0,R)2

x 6=y

c(x, y)−q

d(x, y)n−β
≤
[
B(10.2.1)(β, n)

]
(CM + 1)Rn+β.

108



10.2. Functional inequalities in ergodic environment

Function B(10.2.1) can be taken to be

B(10.2.1)(β, n) = 23nC2
V U

∞∑

l=0

(l + 1)n2−(l+1)β,

which explodes when β goes to 0.

Proof. Let us rewrite the sums using integration with respect to counting measure,
´
f(x)dx :=´

f(x)#(dx) =
∑

x f(x). For R ≥ R(10.1.6)(x0, ω, c, p = −q, CM ) we compute

ˆ
x,y∈B(x0,R)

x 6=y

c(x, y)−q

d(x, y)n−β
dxdy

≤
blog2Rc∑

l=0

ˆ
x,y∈B(x0,R)

2−(l+1)R≤d(x,y)<2−lR

c(x, y)−q2(l+1)(n−β)Rn−βdxdy

≤
blog2Rc∑

l=0

Rβ−n2(l+1)(n−β)

ˆ
Ax0 (d2−lRe,l+1,1)

c(x, y)−qdxdy.

The definition of R(10.1.6) guarantees that for every l ≥ 0 either 2−lR ≥ R(10.1.5) or l ≥ a(10.1.5). It
is therefore legitimate to use the estimate of Lemma 10.1.5. Moreover, when l ≤ blog2Rc we have
2−lR ≥ 1 and we can estimate d2−lRe ≤ 21−lR, which, together with the upper estimate of volume of
set Ax0 from Proposition 10.1.4 in the second inequality, allows us to proceed with

ˆ
x,y∈B(x0,R)

x 6=y

c(x, y)−q

d(x, y)n−β
dxdy ≤ (CM + 1)

blog2Rc∑

l=0

Rβ−n2(l+1)(n−β)#
[
Ax0(d2−lRe, l + 1, 1)

]

≤ C2
V U (CM + 1)

blog2Rc∑

l=0

Rβ−n2(l+1)(n−β)d2−lRe2n2nl(l + 1)n

≤ 22nC2
V U (CM + 1)

blog2Rc∑

l=0

Rβ−n2(l+1)(n−β)R2n2−ln(l + 1)n

≤ 23nC2
V U (CM + 1)Rn+β

∞∑

l=0

(l + 1)n2−(l+1)β.

This proves the statement because the series in the last line is converging and we simply have to define
B(10.2.1)(β, n) like stated in the theorem.

The following result is the same as one obtained in [FH20], where the variable r corresponds to
variable p′ used used below.

Theorem 10.2.2 (Embedding of random Sobolev-Slobodeckij spaces cf. [FH20] Section 3.4). Suppose
x0 ∈ Zn, q, CM > 0 and conductance c on Zn are such that P-a.s. c satisfies BA[x0;−q, CM , n].
Let 1 ≤ p ≤ ∞ and 0 < s′ < s < 1 be arbitrary and set p′ = pq/(q + 1). Then for P-a.e. ω,
every R ≥ R(10.1.6)(x0, ω, c, p = −q, CM ) and every measurable f : B(x0, R) → R, writing for short
B := B(x0, R),


 ∑

x,y∈B

|f(x)− f(y)|p′

d(x, y)n+s′p′




1
p′

≤ (CM + 1)
1
qpB10.2.1((s− s′)pq, n)

1
qp

×R
n
qp

+(s−s′)


 ∑

x,y∈B

|f(x)− f(y)|p
d(x, y)n+sp

c(x, y)




1
p

.
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10. Symmetrized ergodic conductance

Proof. Fix ω ∈ Ω such that c(ω) satisfies BA[x0;−q, CM , n] and R ≥ R(10.1.6)(x0, ω, c, p = −q, CM ).
Starting from the quantity on the left and applying Hölder inequality with exponents (q + 1)/q and
(q + 1) gives

∑

x,y∈B

|f(x)− f(y)|p′

d(x, y)n+s′p′
=
∑

x,y∈B

|f(x)− f(y)|p′c(x, y)
q
q+1

d(x, y)n+s′p′
c(x, y)

− q
q+1

≤


 ∑

x,y∈B

|f(x)− f(y)|
p′(q+1)

q c(x, y)

d(x, y)
n+

sp′(q+1)
q




q
q+1

 ∑

x,y∈B

c(x, y)−q

d(x, y)n−(s−s′)p′(q+1)




1
q+1

.

The second factor in the last expression can be estimated using Lemma 10.2.1, which require BA[x0;
−q, CM , n] assumption, with β = (s − s′)p′(q + 1) > 0. Rising at the same time both sides to power
1/p′ and recalling that p′(q + 1)/q = p, we proceed with


 ∑

x,y∈B

|f(x)− f(y)|p′

d(x, y)n+s′p′




1
p′

≤
([
B10.2.1((s− s′)pq, n)

]
(CM + 1)Rn+(s−s′)pq

) 1
qp

×


 ∑

x,y∈B

|f(x)− f(y)|pc(x, y)

d(x, y)n+sp




1
p

whenever R ≥ R(10.1.6)(x0, ω, c, p = −q, CM ).

Remark 10.2.3. From now on we will state our results in term of ergodic conductance for concrete-
ness. However, they could be reformulated for conductance c satisfying appropriate BA conditions
P-a.s. without much problem.

Theorem 10.2.4 (Ergodic Poincaré-Sobolev inequality). Suppose c is an ergodic or symmetrized er-
godic conductance on Zn such that E[c−q] <∞ for some q > 1. Let p ≥ 1, s ∈ (0, 1) and ε > 0 be arbi-
trary but such that n > sp, q > n

sp , pq/(q+1) > 1 and ε < ( spn − 1
q ). Define r ≡ r(ε, p, q, s, n) implicitly

by p
r := 1− sp

n + 1
q +ε. Then, for every x0 ∈ Zn, there is a non random CergPS ≡ C

erg
PS (n, s, p, q,E[c−q], ε)

and a random R(10.2.4) ≡ R10.2.4(x0, ω, c, n, s, p, q, ε) such that the following Poincaré-Sobolev inequality
holds P-a.s.: For all R ≥ R(10.2.4), f ∈ L1(B), writing B = B(x0, R) for short,

‖f − fB‖pLr(B) ≤ C
erg
PSR

n
(

1
q

+ε
) ∑
x,y∈B

|f(x)− f(y)|p
d(x, y)n+sp

c(x, y) (10.4)

where fB = (#B)−1
∑

x∈B f(x). Constant CergPS can be taken to be

CergPS (n, s, p, q,E[c−q], ε) :=
(
1 + C(8.2.4)

) (1+n/sp)
n/s

(
1 + B(10.2.1)(εsp/2, n)

) n
sp2 (E[c−q] + 2)

n
sp .

Proof. The right hand side in of Ineq. (10.4) is symmetric in x, y and it doesn’t change if the con-
ductance c is symmetrized. Thus it is enough to prove the statement for ergodic c, which we will
now do. By Proposition 10.1.2 we know that for every q′ ∈ (0, q) there is a P-null set Nq′ ⊂ Ω
such that for all ω ∈ Ω \Nq′ conductance c(w) satisfies BA[x0;−q′, 1 + E[c−q], n] (note the estimate
E[c−q

′
] ≤ 1+E[c−q]). Fix a q′ ∈ (0, q) such that q′ > n

sp , pq′/(q′+1) > 1 and ε+1/q−1/q′ > ε/2. This

is possible because all inequalities are strict and assumed to hold for q′ = q, leading to the following
dependency q′ ≡ q′(n, s, p, q, ε).

Let us now fix ω ∈ Ω\Nq′ for the rest of the proof. We define p′ := pq′/(q′+ 1), ε′ := ε+ 1/q−1/q′,
s′ := s − ε′n/p and notice that the choice of q′, q and ε guarantees p′ > 1, ε′ ∈ ( ε2 ,

sp
n − 1

q′ ) and
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10.2. Functional inequalities in ergodic environment

s′ ∈ (0, s). We start with Sobolev-Poincaré inequality provided in Theorem 8.2.4 applied with n, p′,
s′ and r := np′

n−s′p′ i.e. p′

r = 1− s′p′

n :

‖f − fB‖p
′

Lr(B) ≤ C(8.2.4)

∑

x,y∈B

|f(x)− f(y)|p′

d(x, y)n+s′p′

where C(8.2.4) ≡ C(8.2.4)(n, p
′, s′) ≡ C(8.2.4)(n, s, p, q, ε). Taking the p′-th root of both sides, using

Theorem 10.2.2 (with q(10.2.2) = q′, CM = 1 + E[c−q] and all other variables matched by name) and
renaming the constant popping out to C1, we find that for every R ≥ R(10.1.6)(x0, ω, c, p = −q′, CM =
1 + E[c−q]) one has

‖f − fB‖Lr(B) ≤ C1(E[c−q] + 2)
1
pq′R

n
q′p+(s−s′)


 ∑

x,y∈B

|f(x)− f(y)|p
d(x, y)n+sp

c(x, y)




1
p

.

Using s− s′ = ε′n
p > εn

2p , p′ = pq′

q′+1 , q′ > sp
n and the fact that function B(10.2.1)(·, ·) is decreasing in the

first variable, we can estimate

C1 = C
1
p′

(8.2.4)

(
B(10.2.1)((s− s′)pq′, n)

) 1
pq′ ≤

(
1 + C(8.2.4)

) (1+n/sp)
n/s

(
1 + B(10.2.1)(εsp/2, n)

) n
sp2

which which leads to C1 ≡ C1(n, s, p, q, ε). Now rising both sides to power p results in

‖f − fB‖pLr(B) ≤ C
p
1 (E[c−q] + 2)

n
spR

n
q′+ε

′n
∑

x,y∈B

|f(x)− f(y)|p
d(x, y)n+sp

c(x, y).

Finally, we can define CergPS ≡ C
erg
PS (n, s, p, q,E[c−q], ε) := Cp1 (E[c−q] + 2)

n
sp , R10.2.4 ≡ R10.2.4(x0, ω, c, n,

s, p, q, ε) := R(10.1.6)(x0, ω, c, p = −q′, CM = 1 + E[c−q]) and use the definition of ε′ to get

‖f − fB‖pLr(B) ≤ C
erg
PSR

n
(

1
q

+ε
) ∑
x,y∈B

|f(x)− f(y)|p
d(x, y)n+sp

c(x, y)

which proves Ineq. (10.4). Here

1

r
=

1

p′
− s′

n
=

(
q′ + 1

q′

)
1

p
− s

n
+
s− s′
n

=
1

p
+

1

qp
− s

n
+
ε

p

or
p

r
= 1− sp

n
+

1

q
+ ε.

In order to get the increase of regularity we need that p
r < 1 which is equivalent to 1

q + ε < sp
n . i.e.

q > n
sp and ε < sp

n − 1
q and this is exactly what we assume in the theorem.

Theorem 10.2.5 (Functional inequalities). Let x0 ∈ Zn, n ≥ 2, s ∈ (0, 1), ε ∈ (0, (2s
n − 1

q )), q > n
2s

be arbitrary and let c be an ergodic or symmetrized ergodic conductance on Zn such that E[c−q] <∞.
Let us also shorten R(10.2.5) ≡ R(10.2.5)(x0, ω, c, n, s, q, ε) := R(10.2.4)(x0, ω, c, n, s, p = 2, q, ε) and define

ρerg by 1
ρerg = 1 − 2s

n + 1
q + ε. Then it is possible to find non random CergP ≡ CergP (n, s, q,E[c−q], ε),

CergS1 ≡ C
erg
S1 (n, s, q,E[c−q], ε) and CergS2 ≡ C

erg
S2 (∅) such that P-a.s. E satisfies

PI
[
x0, [R(10.2.5),∞); s, CergP

]
(10.5)

and, for every ζ ∈ [2, ρerg], also

SI
[
x0, [R(10.2.5),∞); s, ρerg, ζ, CergS1 , C

erg
S2 , γ = 0

]
. (10.6)
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10. Symmetrized ergodic conductance

Proof. Poincaré and Sobolev inequalities follow by combining Poincaré-Sobolev inequality, for p = 2,
in Ineq. (10.4) with Theorem 8.1.7. Choosing p = 2 in Theorem 10.2.4, Ineq. (10.4) holds P-a.s. for
CergPS ≡ CergPS (n, s, p = 2, q,E[c−q], ε), r defined by 2

r := 1 − 2s
n + 1

q + ε < 1 and every R ≥ R(10.2.4).
Theorem 8.1.7 (with p = 2) now gives

‖f − fB‖2L2(B) ≤ C
2s
n
− 1
q
−ε

V U CergPSR
2sEB(f) (10.7)

and for every ζ ∈ [1, r/2]

‖f‖2Lr(B) ≤ 4CergPSR
n
(

1
q

+ε
)
EB(f) + 4|B|1−

2s
n

+ 1
q

+ε− 2
2ζ ‖f‖2L2ζ(B)

where f ∈ L1(B) is arbitrary. Using ‖f‖2
L2β = ‖f2‖Lβ(B) (for β > 0) leads us to

‖f2‖
L
r
2 (B)

≤ 4CergPSR
n
(

1
q

+ε
)
EB(f) + 4|B|

1
ρerg
− 1
ζ ‖f2‖Lζ(B). (10.8)

Ineq. (10.7) shows that PI
[
x0, [R(10.2.5),∞); s, CergP

]
is satisfied P-a.s. with CergP ≡ CergP (n, s, q,E[c−q],

ε) := C
2s
n
− 1
q
−ε

V U CergPS . On the other hand, Ineq. (10.8) remains true if the domain on the left hand side is
reduced to σB for any σ ∈ (0, 1) so SI

[
x0, [R(10.2.5),∞); s, ρerg, ζ, CergS1 , C

erg
S2 (ζ), γ = 0

]
holds P-a.s. with

constants ρerg ≡ ρerg(n, s, q, ε) := r/2, CergS1 ≡ C
erg
S1 (n, s, q,E[c−q], ε) := 4CergPSC

2
r
−1

V L , CergS2 ≡ C
erg
S2 := 4.

This completes the proof.

10.3. Energy density of cutoff functions

Theorem 10.3.1. Suppose x0 ∈ Zn, Q ≥ 1, CM < ∞ and a random conductance c on Zn are such
that P-a.s. c satisfies BA[x0;Q,CM , n]. Then P-a.s. for all R ≥ R(10.1.6)(x0, ω, c, p = Q,CM ) and
Lipschitz function ϕ : Zn → [0, 1], with ξ := RLipϕ and B := B(x0, R),

∑

x∈B

∑

y∈Zn

(ϕ(x)− ϕ(y))2c(x, y)Q

d(x, y)d+2s
≤ C(10.3.1)(CM + 1)ξ2s(log2(ξ−1) ∨ log2 ξ + 1)nRn−2s

where C(10.3.1) ≡ C(10.3.1)(n, s) can be taken to be

C(10.3.1) := 2 · 25nC2
V U

( ∞∑

k=0

2−2(k+1)(1−s)(k + 1)n +

∞∑

k=1

2−2(k−1)s(k + 1)n

)
.

Proof. We will prove the theorem pointwise in ω and all statements should be understood in the P-a.e.
sense. ϕ = 0 would make the right hand side of the inequality zero but this is alright because the left
side is also zero in that case. Let us assume that ϕ 6= 0 so ξ = RLipϕ > 0. The argument below
will require introduction of an additional summation, which is why we prefer to write the original
summations as integrals over counting measure #, i.e. denote

´
x f(x)dx :=

´
x f(x)#(dx) =

∑
x f(x).

The proof consist of estimating the sum/integral on the left side of stated inequality,

I :=

ˆ
B

ˆ
Zn

(ϕ(x)− ϕ(y))2c(x, y)Q

d(x, y)d+2s
dydx,

but the computation is slightly different for ξ ≥ 1 and ξ < 1. However, we will squash these two cases
together by adding integral terms which might have trivial integration areas in one of the cases. We
split I into four integrals which are to be estimated separately. Let us denote the integrand in I by
A for brevity, only for the next line.

I =

ˆ
B

ˆ
d(x,y)<R

ξ
∧R

A +

ˆ
B

ˆ
R
ξ
≤d(x,y)<R

A +

ˆ
B

ˆ
R≤d(x,y)<R

ξ

A +

ˆ
B

ˆ
R
ξ
∨R≤d(x,y)

A =:

=: I1 + I2 + I3 + I4.

112



10.3. Energy density of cutoff functions

The computations for I1, I2, I3, I4 that follow are very similar except in the choice of sets Ax0(·, ·, ·) (For
sets A(R, a, b) see Definition 10.1.3) and the choice of the bound for (ϕ(x)−ϕ(y))2 term. The first step
is always to decompose the integral in dyadic way and then use sets Ax0(R, a, b) in combination with
Lemma 10.1.5 to estimate every summand in the decomposition. One has to keep in mind that this is
only possible when at lest one of the variables R, a, b is larger than its lower bound from Lemma 10.1.5.

Making an example of I1, we can, without the loss of generality (by replacing ξ with 1), assume
that ξ ≥ 1 so that R

ξ ∧R = R
ξ . Using bound |ϕ(x)− ϕ(y)| ≤ d(x, y)ξ/R we decompose

I1 ≤
blog2(R/ξ)c∑

k=0

ˆ
B

ˆ
2−k−1R/ξ≤d(x,y)<2−kR/ξ

(ξd(x, y)/R)2 c(x, y)Q

d(x, y)n+2s
dydx

=

(
R

ξ

)−(n+2s) blog2(R/ξ)c∑

k=0

2(k+1)(n−2(1−s))
ˆ
A(d2−kR/ξe,k+dlog2 ξe+1,1)

c(x, y)Qdxdy.

where the summation range is limited to k ≤ blog2(R/ξ)c because B(x0, 1) \ {x0} = ∅. Due to
assumption R ≥ R(10.1.6) either 2−kR/ξ ≥ R(10.1.5) or k+log2 ξ+1 ≥ a(10.1.5). Therefore Lemma 10.1.5
applies and proves

(∀k ∈ N0)

 
A(d2−kR/ξe,k+dlog2 ξe+1,1)

c(x, y)Qdxdy ≤ CM + 1. (10.9)

Additionally, the upper bound on k implies that 2−kR/ξ ≥ 1, which allows us to estimate d2−kR/ξe ≤
2−kR/ξ + 1 ≤ 21−kR/ξ, and log2 ξ ≥ 0 implies that

k + dlog2 ξe+ 1 ≤ 2(k + 1)(log2 ξ + 1) (using a+ b ≤ 2ab ∀a, b ≥ 1).

Keeping this in mind, Proposition 10.1.4 allows us to bound

#A(d2−kR/ξe, k + dlog2 ξe+ 1, 1) ≤ C2
V U

(
d2−kR/ξe2 (k + dlog2 ξe+ 1)

)n
2(k+dlog2 ξe)n

≤ 24nC2
V UR

2nξ−n(k + 1)n(log2 ξ + 1)n2−nk.

Thus we can now estimate

I1 ≤
(
R

ξ

)−(n+2s) blog2(R/ξ)c∑

k=0

2(k+1)(n−2(1−s))(CM + 1)#Ax0

(
d2−kR/ξe, k + dlog2 ξe+ 1, 1

)

≤ 25nC2
V U (CM + 1)ξ2s(log2 ξ + 1)nRn−2s

∞∑

k=0

2−2(k+1)(1−s)(k + 1)n

≤ C1(CM + 1)ξ2s(log2(ξ−1) ∨ log2 ξ + 1)nRn−2s.

In the last line we used that the sum converges to define

C1 ≡ C1(n, s) := 25nC2
V U

∞∑

k=0

2−2(k+1)(1−s)(k + 1)n <∞.

The term log2(ξ−1)∨ log2 ξ is added to account for the case when ξ < 1. Then the whole computation
goes through by replacing ξ with 1 but the final estimate is also valid for the original ξ.
I2 is bounded in a similar way, but using |ϕ(x) − ϕ(y)| ≤ 1 instead of |ϕ(x) − ϕ(y)| ≤ ξ

Rd(x, y).
Notice also that we might again assume that ξ ≥ 1 because otherwise I2 = 0. Hence

I2 ≤
∞∑

k=1

ˆ
B

ˆ
2k−1R/ξ≤d(x,y)<2kR/ξ

c(x, y)Q

d(x, y)n+2s
dxdy

≤ (R/ξ)−(n+2s)
∞∑

k=1

2−(k−1)(n+2s)

ˆ
A(dR/ξe,dlog2 ξe+1,k+1)

c(x, y)Qdxdy.
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10. Symmetrized ergodic conductance

The volume of the set A can again be estimated using Proposition 10.1.4 together with dlog2 ξe+ 1 ≤
2(log2 ξ + 1), which results in

#A(dR/ξe2, dlog2 ξe+ 1, k + 1) ≤ C2
V U

(
dR/ξe2 (dlog2 ξe+ 1) (k + 1)

)n
2ndlog2 ξe+nk

≤ 24nC2
V Uξ

−n(log2 ξ + 1)nR2n(k + 1)n2nk.

As either R/ξ ≥ R(10.1.5) or log2 ξ + 1 ≥ a(10.1.5), by Lemma 10.1.5 we have

I2 ≤ 24nC2
V U (CM + 1)

(
R

ξ

)−(n+2s) ∞∑

k=1

2−(k−1)(n+2s)ξ−n(log2 ξ + 1)nR2n(k + 1)n2nk

≤ 25nC2
V U (CM + 1)ξ2s(log2 ξ + 1)nRn−2s

∞∑

k=1

2−2(k−1)s(k + 1)n

≤ C2(CM + 1)ξ2s(log2(ξ−1) ∨ log2 ξ + 1)nRn−2s,

where the sum in the second to last line is again converges and

C2 ≡ C2(n, s) := 25nC2
V U

∞∑

k=1

2−2(k−1)s(k + 1)n <∞.

For I3 we may assume ξ < 1 because otherwise I3 = 0 and then the same procedure gives

I3 ≤
blog2(ξ−1)c∑

k=0

ˆ
B

ˆ
2−k−1R/ξ≤d(x,y)<2−kR/ξ

(ξd(x, y)/R)2 c(x, y)Q

d(x, y)n+2s
dydx

=

(
R

ξ

)−(n+2s) blog2(ξ−1)c∑

k=0

2(k+1)(n−2(1−s))
ˆ
A(dRe,1,dlog2(ξ−1)e−k+1)

c(x, y)Qdxdy.

This time #A(dRe, 1, dlog2(ξ−1)e − k + 1) ≤ 24nC2
V UR

2nξ−n(log2(ξ−1) + 1)n2−nk(k + 1)n which
means that Lemma 10.1.5 implies

I3 ≤ 25nC2
V U (CM + 1)ξ2s(log2(ξ−1) + 1)nRn−2s

∞∑

k=0

2−2(k+1)(1−s)(k + 1)n

≤ C3(CM + 1)ξ2s(log2(ξ−1) ∨ log2 ξ + 1)nRn−2s

where C3 ≡ C3(n, s) := 25nC2
V U

∑∞
k=0 2−2(k+1)(1−s)(k + 1)n.

Finally we arrive at I4. Here we can, without the loss of generality, assume ξ < 1 (otherwise we
replace ξ with 1 in what follows). In the same way we estimate

I4 ≤
∞∑

k=1

ˆ
B

ˆ
2k−1R/ξ≤d(x,y)<2kR/ξ

c(x, y)Q

d(x, y)n+2s
dxdy

≤
(
R

ξ

)−(n+2s) ∞∑

k=1

2−(k−1)(n+2s)

ˆ
A(dRe,1,dlog2(ξ−1)e+k+1)

c(x, y)Qdxdy.

The volume of the set A is bounded by

#A(dRe, 1, dlog2(ξ−1)e+ k + 1) ≤ 24nC2
V UR

2nξ−n(log2(ξ−1) + 1)n(k + 1)n2nk

so

I4 ≤ 25nC2
V U (CM + 1)ξ2s(log2(ξ−1) + 1)nRn−2s

∞∑

k=1

2−2(k−1)s(k + 1)n

≤ C4(CM + 1)ξ2s(log2(ξ−1) ∨ log2 ξ + 1)nRn−2s,
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10.3. Energy density of cutoff functions

where C4 ≡ C4(n, s) := 25nC2
V U

∑∞
k=1 2−2(k−1)s(k + 1)n.

Collecting the computations for I1, I2, I3 and I4 we finally get

I1 ≤ (C1 + C2 + C3 + C4)(CM + 1)ξ2s(log2(ξ−1) ∨ log2 ξ + 1)nRn−2s

which proves the claim with

C(10.3.1) ≡ C(10.3.1)(n, s) := C1 + C2 + C3 + C4

= 2 · 25nC2
V U

( ∞∑

k=0

2−2(k+1)(1−s)(k + 1)n +

∞∑

k=1

2−2(k−1)s(k + 1)n

)

because, as it turns out, C1 = C3 and C2 = C4.

Lemma 10.3.2. Suppose x ∈ Zn, R > 0, s ∈ (0, 1), Q ≥ 1, H < ∞, conductance c on Zn and a
Lipschitz function ϕ : Zn → [0, 1], with ξ = RLipϕ, are such that

∑

x∈B

∑

y∈Zn

(ϕ(x)− ϕ(y))2

d(x, y)n+2s
cQ(x, y) ≤ Hξ2sRn−2s,

where we shortened B := B(x0, R). Then, recalling C(2.7.6) ≡ C(2.7.6)(s, n),

(∑

x∈B
(Γϕ(x))Qdx

) 1
Q

≤ C
1
Q∗

(2.7.6)H
1
Q ξ2sR

n
Q
−2s

.

Proof. Let us again replace the summation in the statement with integrals over the counting measure
#,

´
x f(x)dx :=

´
x f(x)#(dx) =

∑
x f(x). Take u ∈ LQ∗(B), where Q∗ is the conjugated exponent of

Q i.e. 1
Q + 1

Q∗ = 1, and compute using Hölder inequality

ˆ
B
u(x)Γϕ(x)dx =

ˆ
B

ˆ
Zn
u(x)

(ϕ(x)− ϕ(y))2

d(x, y)n+2s
c(x, y)dydx

≤
(ˆ

B
uQ
∗
(x)

ˆ
Zn

(ϕ(x)− ϕ(y))2

d(x, y)n+2s
dydx

)1/Q∗

×
(ˆ

B

ˆ
Zn

(ϕ(x)− ϕ(y))2

d(x, y)n+2s
c(x, y)Qdydx

)1/Q

.

According to Corollary 2.7.6, the first factor can be estimated by

(ˆ
B
uQ
∗
(x)

ˆ
Zn

(ϕ(x)− ϕ(y))2

d(x, y)n+2s
dydx

)1/Q∗

≤
(
C2.7.6ξ

2sR−2s

ˆ
B
uQ
∗
(x)dx

)1/Q∗

and the second factor is immediately estimated by the assumption of this lemma. Combining these
two gives

ˆ
B
u(x)Γϕ(x)dx ≤ C

1
Q∗

(2.7.6)ξ
2s
Q∗R

−2s
Q∗

(ˆ
B
uQ
∗
(x)dx

)1/Q∗

H
1
Q ξ

2s
QR

n−2s
Q

≤ C
1
Q∗

(2.7.6)H
1
Q ξ2sR

n
Q
−2s‖u‖LQ∗ (B).

Since u ∈ LQ∗(B) was arbitrary, the duality between LQ and LQ
∗

proves the theorem.
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10. Symmetrized ergodic conductance

Theorem 10.3.3. Suppose x0 ∈ Zn, Q ≥ 1 and a symmetrized ergodic conductance c on Zn are such
that E[cQ

′
] < ∞ for whatever Q′ > Q. Let us shorten R(10.3.3) ≡ R(10.3.3)(x0, ω, c,Q) := R(10.1.6)(x0,

ω, c, p = Q,CM = E[cQ]). Then it is possible to find a non random CergC (γ) ≡ CergC (γ, n, s,Q,E[cQ]),
for every γ ∈ (0, 2s), such that symmetric form E P-a.s. satisfies

CE
[
x0, [R(10.3.3),∞); s,Q, γ, CergC (γ)

]
.

A little bit stronger statement is true: for all R ≥ R(10.3.3) and Lipschitz function ϕ : Zn → [0, 1] with
ξ := RLipϕ, shortening B := B(x0, R),

(ˆ
B

(Γϕ(x))Qdx

) 1
Q

≤ C
1
Q∗

(2.7.6)C
1
Q

(10.3.1)(E[2cQ + 1])
1
Q ξ2sR

n
Q
−2s (

log2(ξ−1) ∨ log2 ξ + 1
) n
Q .

Proof. By Proposition 10.1.2 we know that P-a.s. c satisfies BA[x0;Q, 2E[cQ], n] so Theorem 10.3.1
produces a constant C(10.3.1) ≡ C(10.3.1)(n, s) such that, for every R ≥ R(10.3.3),

∑

x∈B

∑

y∈Zn

(ϕ(x)− ϕ(y))2

d(x, y)d+2s
c(x, y)Q ≤ C(10.3.1)E[2cQ + 1]ξ2s(log2(ξ−1) ∨ log2 ξ + 1)nRn−2s.

Following this up with an application of Lemma 10.3.2 results in

(ˆ
B

(Γϕ(x))Qdx

) 1
Q

≤ C
1
Q∗

(2.7.6)

[
C(10.3.1)E[2cQ + 1](log2(ξ−1) ∨ log2 ξ + 1)n

] 1
Q ξ2sR

n
Q
−2s

and proves the inequality. Furthermore, for every γ ∈ (0, 2s), it is possible to find a Cγ ≡ Cγ(γ, n)
such that

(log2 a+ 1)n ≤ Cγaγ ∀a ∈ [1,∞]

so we can estimate

( 
B

(Γϕ(x))Qdx

) 1
Q

≤ C−
1
Q

V L C
1
Q∗

(2.7.6)

(
C(10.3.1)CγE[2cQ + 1]

) 1
Q
(
ξ2s−γ ∨ ξ2s+γ

)
R−2s

This is now equivalent, by definition, to the statement in the theorem if we take CergC (γ) ≡ CergC (γ, n,

s,Q,E[cQ]) := C
− 1
Q

V L C
1
Q∗

(2.7.6)

(
C(10.3.1)CγE[2cQ + 1]

) 1
Q .

10.4. Weak Harnack inequality and Hölder regularity

In this section we present the weak parabolic Harnack inequality and Hölder regularity obtained by
applying the results of Part I for almost every realization of symmetrized ergodic conductance.

Theorem 10.4.1. Suppose q,Q ≥ 1 and a symmetrized ergodic conductance c on Zn (n ≥ 2) are such
that

1

q
+

1

Q
<

2s

n
(10.10)

and E[c−q]+E[cQ] <∞. Then for every x0 ∈ Zn there exist a P-a.s. finite random variable R(10.4.1) ≡
R(10.4.1)(x0, ω, c, n, s, q,Q) and non random CergPH ≡ CergPH(s, n, q,Q,E[c−q],E[cQ]) < ∞, ηerg ≡ ηerg(s,

n, q,Q,E[c−q],E[cQ]) ∈ (0, 1), CergH ≡ CergH (s) such that form E P-a.s. satisfies

WPHI[x0, [R(10.4.1),∞); s, CergPH , Q],

WEHI[x0, [R(10.4.1),∞);CEH = CergPH ]

and
HR[x0, [R(10.4.1),∞); ηerg, CergH ].
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10.4. Weak Harnack inequality and Hölder regularity

Proof. We fix an arbitrary x0 ∈ Zn and work pointwise for P-a.e. ω ∈ Ω. We will use results from
Chapter 6 on (M,d,m) with M = Zn, d the Euclidean distance and m = # the counting measure.
First of all, notice that Lemma 2.6.1 implies that (Zn, d,#) satisfies

V[x0, [1,∞), n, CV L, CV U ].

Because of the strict inequality in Ineq. (10.10), we can find ε ∈ (0, (2s
n − 1

q )) small enough such that

for q′ := (1/q + ε)−1, Q′ := (1/Q+ ε)−1 we also have

1

q′
+

1

Q′
=

1

q
+

1

Q
+ 2ε <

2s

n
.

To be explicit, we take ε = (2s
n − 1

q − 1
Q)/4 which results in ε ≡ ε(n, s, q,Q), q′ ≡ q′(n, s, q,Q)

and Q′ ≡ Q′(n, s, q,Q). Because of q > n
2s and ε ∈ (0, 2s

n − 1
q ), we can use Theorem 10.2.5 to find

random variable R(10.2.5) ≡ R(10.2.5)(x0, ω, c, n, s, q,Q) and non random CergP ≡ CergP (n, s, q′,E[c−q], ε),

CergS1 ≡ C
erg
S1 (n, s, q′,E[c−q], ε), CergS2 = 4, ρerg =

(
1− 2s

n + 1
q′

)−1
such that, for every ζ ∈ [2, ρerg], form

E satisfies

PI
[
x0, [R(10.2.5),∞); s, CergP

]
,

SI
[
x0, [R(10.2.5),∞); s, ρerg, ζ, CergS1 , C

erg
S2 , γ = 0

]
.

Note that the last line then also trivially holds for every γ ∈ (0, 2s). By Theorem 10.3.3 (with roles of
Q and Q′ reversed), due to Q′ < Q and E[cQ] <∞, it is possible to find a random variable R(10.3.3) ≡
R(10.3.3)(x0, ω, c,Q

′) and, for every γ ∈ (0, 2s), a non random CergC (γ) ≡ CergC (γ, n, s,Q′,E[1 + cQ])
such that E satisfies

CE
[
x0, [R(10.3.3),∞);Q′, γ, CergC (γ)

]
.

Let us now specify ζ = (Q′)∗, γ = s, R(10.4.1) ≡ R(10.4.1)(x0, ω, c, n, s, q,Q) := 1 ∨R(10.2.5) ∨R(10.3.3)

and notice that Chapter 6, with exponents q′ and Q′ in place of q and Q, applies to E in B(x0, R) for
all R ≥ R(10.4.1). Theorem 6.5.1 then proves that there is a constant CergPH such that E satisfies

WPHI[x0, [R(10.4.1),∞); s, CergPH , Q],

with the following dependence of the parameter

CergPH ≡ CPH
(
s, n, q′, Q′, CergC , CergS1 , C

erg
S2 , C

erg
P , γ, CergV L , C

erg
V U

)
,

which reduces to

CergPH ≡ CPH
(
s, n, q,Q,E[c−q],E[cQ]

)
.

By Theorem 6.5.2 this also proves WEHI[x0, [R(10.4.1),∞);CEH = CergPH ] for E . Furthermore, The-

orem 6.6.3 implies that there exist a non random ηerg ≡ ηerg and CergH = 12 ∨ 21+1/s such that E
satisfies HR[x0, [R(10.4.1),∞); ηerg, CergH ], with dependence

ηerg ≡ ηerg(CPH , CergC , s, n, CV L, CV U ) > 0,

which reduces to

ηerg ≡ ηerg(s, n, q,Q,E[cQ],E[c−q]).
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10. Symmetrized ergodic conductance

10.5. Exit time estimates

We present the expected exit time estimate, survival estimate and conservativeness of E obtained by
applying the results of Part I for almost every realization of symmetrized ergodic conductance.

Lemma 10.5.1. Let c be a symmetrized ergodic conductance on Zn such that E[c−q] <∞ and E[c] <
∞ for some q > 0. Then P-a.s., for every ball B ⊂ Zn, ‖GB1‖L∞(Zn) <∞.

Proof. Let us fix some ball B ⊂ Zn. E[c−q] implies that c(x, y) > 0 P-a.s. for every pair x, y ∈ Zn.
There are only countably many such pairs so it is possible to find a P-null set N ∈ F , such that
c(ω, x, y) > 0 for all ω ∈ Ω \N and all x, y ∈ Zn. But this implies that for all ω ∈ Ω \N and x ∈ B

∑

y∈Zn\B

c(ω, x, y)

d(x, y)n+2s
> 0.

Since the form (E ,D[E ]) is P-a.s. is regular and Dirichlet by Corollary 9.2.2, the statement now follows
from Lemma 9.2.3.

Theorem 10.5.2. Suppose c is a symmetrized ergodic conductance on Zn such that E[c−q] < ∞ for
whatever q > 1. Then, for every x0 ∈ Zn, there exist a P-a.s. finite random variable R(10.5.2) ≡
R(10.5.2)(x0, ω, c,E[c−1]) and a non random CergK ≡ CergK (n, s,E[c−1]) > 0 such that P-a.s. for every
R ≥ R0 there exist y0 ≡ y0(R, x0, ω, c) ∈M \B(x0, 6R) with the property

 
B(x0,R)

ˆ
B(y0,R)

k(x, y)dydx ≥ CergK R−2s,

where the integration is with respect to the counting measure. In other words, form E P-a.s. satisfies

AKB≥[x0, [R(10.5.2),∞); s, CergK ].

Proof. Fix an arbitrary x0 ∈ Zn. By Proposition 10.1.2, c P-a.s. satisfies BA[x0;−1, 2E[c−1], n] so in
particular

lim sup
k→∞

 
B(x0,k)

 
B(x0,k)

c(x, y)−1dydx

≤ lim sup
k→∞

B(x0, 2k)

B(x0, k)

 
B(x0,2k)

B(x, 2k)

B(x0, k)

 
B(x,2k)

c(x, y)−1dydx ≤ 22n+1C−2
V LC

2
V UE[2c−1].

Hence, using χ(A) to denote a characteristic function of the set A ⊂ Ω, the random variable

R(10.5.2)(x0, ω, c,E[c−1])

:= sup
R∈N

[
R · χ

({ 
B(x0,R)

 
B(x0,R)

c(x, y)−1dydx > 22n+1C−2
V LC

2
V UE[2c−1 + 1]

})]
+ 2

is P-a.s. finite. Therefore P-a.s. for every R ≥ R(10.5.2), denoting B := B(x0, R),

 
8B

 
8B
c(x, y)−1dydx ≤ 22n+1C−2

V LC
2
V UE

[
2c−1 + 1

]
.

Taking any y ∈ B(x0, 7R) \ B(x0, 6R) (this is not an empty subset of Zn because R > 1) we can
increase the area of integration to estimate

 
B

 
B(y0,R)

c(x, y)−1dydx ≤ 22n+1C−2
V LC

2
V U

|8B|2
|B||B(y0, R)|

 
8B

 
8B
c(x, y)−1dydx

≤ 22n+1C−2
V LC

2
V U

|8B|2
|B||B(y0, R)|E

[
2c−1 + 1

]
≤ 28n+1C4

V UC
−4
V LE

[
2c−1 + 1

]
.
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10.5. Exit time estimates

On the other hand, Jensen’s inequality implies that

( 
B×B(y0,R)

c(x, y)dxdy

)−1

≤
 
B×B(y0,R)

c(x, y)−1dxdy

so the last two inequalities combined prove

 
B×B(y0,R)

c(x, y)dxdy ≥
( 

B×B(y0,r)
c(x, y)−1

)−1

≥ 2−8n−1C4
V LC

−4
V UE

[
2c−1 + 1

]−1
.

Since d(x, y) ≤ 9R for all x ∈ B, y ∈ B(y0, R), we can use

k(x, y) =
c(x, y)

d(x, y)n+2s
≥ 9−(n+2s)R−(n+2s)c(x, y)

to estimateˆ
B×B(y0,R)

k(x, y)dxdy ≥ 9−(n+2s)R−(n+2s)

ˆ
B×B(y0,R)

c(x, y)dxdy

≥ 9−(n+2s)R−(n+2s)2−8n−1C4
V LC

−4
V UE

[
2c−1 + 1

]−1 |B||B(y0, R)|
≥ 9−(n+2s)2−8n−1C5

V LC
−4
V UE

[
2c−1 + 1

]−1 |B|R−2s

Dividing both sides with |B| and defining

CergK ≡ CergK (n, s,E[c−1]) := 9−(n+2s)2−8n−1C5
V LC

−4
V UE

[
2c−1 + 1

]−1

leads to the claimed P-a.s. statement and finishes the proof.

Theorem 10.5.3. Suppose symmetrized ergodic conductance c on Zn (n ≥ 2) is such that E[c−q] +
E[cQ] < ∞, for some q,Q ≥ 1 satisfying 1

q + 1
Q < 2s

n . Then, for every x0 ∈ Zn, there exist a P-a.s.

finite random variable R(10.5.3) ≡ R(10.5.3)(x0, ω, c, q,Q) and non random Cerg(E≤) ≡ Cerg(E≤)(s, n, q,Q,

E[cQ],E[c−q]) < ∞, Cerg(E≥) ≡ Cerg(E≥)(s, n, q,Q,E[cQ],E[c−q]) > 0, εerg ≡ εerg(s, n, q,Q,E[c−q],E[cQ])

and δerg ≡ δerg(s, n, q,Q,E[c−q],E[cQ]) such that symmetric form E on (Zn, d, µ) satisfies

ETE
[
x0, [R(10.5.3),∞); s, Cerg(E≤), C

erg
(E≥)

]

and
SE
[
x0, [R(10.5.3),∞); s, δerg, εerg

]
.

In particular, the semigroup corresponding to E is P-a.s. conservative.

Proof. Observe that Zn with the Euclidean distance and counting measure # is a locally compact,
separable metric space and # has full support which verifies Assumption 2.5.3. Furthermore, (E ,D[E ])
is a P-a.s. a regular Dirichlet form satisfying Assumption 4.0.2 by Corollary 9.2.2. Let us fix an x0 ∈ Zn.
We will prove the theorem pointwise for P-a.s. ω. By Theorem 10.4.1 we know that there exist a random
variable R(10.4.1) ≡ R(10.4.1)(x0, ω, c, q,Q) and a non random CergPH ≡ C

erg
PH(s, n, q,Q,E[c−q],E[cQ]) such

that E satisfies
WEHI

[
x0, [R(10.4.1),∞);CergPH

]
.

Furthermore, Lemma 10.5.1 shows that ‖GB1‖L∞(B) < ∞ P-a.s. Because of q > 1 and E[c−q] < ∞,
Theorem 10.5.2 shows that there is a random variable R(10.5.2) ≡ R(10.5.2)(x0, ω, c,E[c−1]) and a non
random CergK ≡ CergK (n, s,E[c−q]) > 0 (having a look in the proof it is not hard to see that E[c−1]
dependency can be replaced with E[c−q]) such that symmetric kernel k satisfies

AKB≥
[
x0, [R(10.5.2),∞); s, CergK

]
.
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10. Symmetrized ergodic conductance

By Theorem 10.3.3 we also know that there exists a random variable R(10.3.3) ≡ R(10.3.3)(x0, ω, c,Q,

E[cQ]) and a non random CergC ≡ CergC (γ, n, s,Q,E[cQ]) such that for every γ ∈ (0, 2s) E satisfies

CE
[
x0, [R(10.3.3),∞);Q, γ = s, CergC (γ)

]
.

Finally, we also know that counting measure # on Zn satisfies

V [x0, [1,∞), n, CV L, CV U ]

by Lemma 2.6.1. These conditions (along with Assumption 2.5.3 and Assumption 4.0.2 verified in the
beginning) are sufficient for Theorem 7.1.5 to apply and conclude that E satisfies

ETE
[
x0, [2R(10.4.1) ∨R(10.5.2) ∨R(10.3.3),∞); s, Cerg(E≤), C

erg
(E≥)

]

with Cerg(E≥) ≡ Cerg(E≥)(CEH , C
erg
C , γ, s, n, CV L, CV U ) and Cerg(E≤) ≡ Cerg(E≤)(CEH , CK) > 0. If we choose

γ = s, dependencies change to Cerg(E≥) ≡ Cerg(E≥)(s, n, q,Q,E[cQ],E[c−q]) and Cerg(E≤) ≡ Cerg(E≤)(s, n, q,Q,

E[cQ],E[c−q]) > 0. The first statement now follows by defining R(10.5.3) ≡ R(10.5.3)(x0, ω, c, q,Q) :=
2R(10.4.1)∨R(10.5.2)∨R(10.3.3). Moreover, using Theorem 7.2.1 we can find constants εerg ≡ εerg(Cerg(E≥),

Cerg(E≤)) and δerg ≡ δerg(Cerg(E≥), s) such that E satisfies

SE
[
x0, [R(10.5.3),∞); s, δerg, εerg

]
.

In the current case dependencies transform into εerg ≡ εerg(s, n, q,Q,E[c−q],E[cQ]) and δerg ≡ δerg(s,
n, q,Q,E[c−q],E[cQ]) which proves the second statement. Finally, the conservativeness follows from
the last property through Theorem 7.2.2.
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11. i.i.d. conductance

In this chapter we will study the regular Dirichlet form E , with its maximal domain, corresponding
to the i.i.d. conductance introduced in Definition 9.1.4 on L2(Zn,#). Similar to Chapter 10, the
main results of this chapter are Theorem 11.7.1, which gives the weak parabolic Harnack inequality
(WPHI) and large scale Hölder regularity (HR), and Theorem 11.8.1, which gives the expected
exit time estimate (ETE), survival estimate (SE), conservativeness of E and also the short time
estimate on the restricted semigroup PBt . In contrast to Chapter 10, the results of Theorem 11.7.1
and Theorem 11.8.1 hold with uniform constants in the vicinity of the point x?. To be more precise,
there is a θ ∈ (0, 1) such that, for every fixed x? ∈ Zn, all the results hold in balls B(x0, R) whenever
R ≥ (|x0−x?|∨R?)θ, whereR? is a minimal radius depending on the realization of c (see Definition 3.2.1
for more details). For the sake of this exposition, let us say that a statement fails in ?(θ,R?)-way if
it fails to hold in at least one of the balls described in the previous sentence. The improvement we
mentioned is possible because in the i.i.d. case we are able to estimate the probability that SI, PI,
CE or TB fails in ?(θ,R?)-way. If these probabilites are summable in R? for some choice of θ, then
Borel-Cantelli lemma can be used to prove the existence of the minimal radius R? <∞.

In Sections 11.2 and 11.3, respectively, we estimate the probability that Sobolev or Poincaré in-
equality fails in ?(θ,R?)-way. To do so, we couple the conductance c with a family {ξxy : x, y ∈ Zn} of
symmetric i.i.d. Bernoulli random variables such that c(x, y) ≥ νξxy, for some ν > 0 and all x, y ∈ Zn.

Then the bilinear form corresponding to the conductance νξ, call it Ê , is dominated by E , that is, for
every f ∈ L2(Zn)

Ê(f) ≤ E(f).

Because of this, it is enough to estimate the probability that Sobolev or Poincaré inequality with
E replaced by Ê fails in ?(θ,R?)-way. The fact that ξxy are Bernoulli random variable allows us to
use Chernoff’s bound (see Theorem 11.1.2) and prove that these probabilities decay exponentially
in R?. The result then follows from Borel-Cantelli lemma and does not require an assumption on
the moments of c−1. On the other hand, in Sections 11.5 and 11.6, we make use of Rosenthal’s
inequality (see Theorem 11.1.3) to estimate the probability that CE or TB fail in ?(θ,R?)-way under
the assumption that certain positive moment of c is finite. For appropriate choice of θ ∈ (0, 1), these
probabilities turn out to be summable in R? and CE and TB are then proved by another application
of Borel-Cantelli lemma. Finally, an application of method from Part I results in Theorems 11.7.1
and 11.8.1 and the moment condition boils down to

p >
n+ 1

s
.

Assumption 11.0.1. In this chapter we will consider an i.i.d. conductance c which is allowed to zero
but not P-a.s. (which is the trivial case)

Lemma 11.0.2. Since all c(x, y) 6= 0 have the same distribution, we can find numbers p > 0 and
ν > 0 such that P(c(x, y) ≥ ν) ≥ p.

Proof. By assumption P(c(x, y) 6= 0) > 0, so we can take ν to be the median of c(x, y) on the set
{c(x, y) > 0}. Defining p := P(c(x, y) ≥ ν) > 0 proves the claim.

Definition 11.0.3. For the rest of this chapter, p and ν will denote any choice of numbers which
existence is claimed in previous lemma. We use ν to define a family of i.i.d. random variables

ξxy := 1{c(x,y)≥ν}, x, y ∈ Zn.

They are all Bernoulli distributed with parameter p.
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11. i.i.d. conductance

11.1. Basic estimates

Most of the proofs in this chapter rely heavily on the first Borel-Cantelli lemma (see [Dur10], Chapter
2.3).

Theorem 11.1.1 (Borel-Cantelli lemma). Let E1, E2 . . . be a sequence of events in (Ω,F ,P). Then

∞∑

i=1

P(Ei) <∞ =⇒ P(lim sup
i→∞

Ei) = 0

where lim supi→∞Ei =
⋂
i≥1

⋃
j≥iEi is the subset of Ω where infinitely many events Ei happen.

To estimate the tails of different sums of ξxy, we will use Chernoff bound.

Theorem 11.1.2 (Chernoff’s bound). Let X be a binomial random variable. Then for every δ ∈ (0, 1)

P (X ≤ (1− δ)E[X]) ≤ e−
δ2E[X]

2 .

Proof. Suppose X is binomial with parameters m ∈ N, p ∈ [0, 1] and set µ = E[X] = mp. Taking any
t < 0, by Markov inequality for etX , we find

P (X ≤ (1− δ)µ) ≤ E[etX ]

et(1−δ)µ
=

(
pet + (1− p)

)m

et(1−δ)mp
.

Estimating the numerator using p(et − 1) + 1 ≤ exp(p(et − 1)) and specifying t = log(1− δ) < 0 gives

P (X ≤ (1− δ)µ) ≤ exp(−δµ)

(1− δ)(1−δ)µ = exp(−µ(δ + (1− δ) log(1− δ))).

To complete the proof it suffices to check that δ + (1 − δ) log(1 − δ) ≥ δ2/2 for δ ∈ (0, 1). Setting
x = − log(1− δ) > 0 this is equivalent to 1− e−x − xe−x − (1− e−x)2/2 ≥ 0 and reduces to

e2x

2
− xex − 1

2
=
∞∑

i=2

(2i−1 − i)xi
i!

> 0.

When the summands are not Bernoulli distributed we rely on Rosenthal’s inequality to obtain the
deviation estimate. Here is the statement of the Rosenthal inequality paraphrased from from Theorem
3 of [Ros70]:

Theorem 11.1.3 (Rosenthal’s inequality). Let w ≥ 2. There exists a constant CR ≡ CR(w) such
that for every N ∈ N and every sequence Xi, i = 1, . . . , N of independent random variables with finite
absolute w moments and E[Xi] = 0

E[|SN |w] ≤ CR(w) max

(
(
E
[
S2
N

])w
2 ,

N∑

i=1

E[|Xi|w]

)
, (11.1)

where SN =
∑N

i=1Xi.

We will use this inequality to calculate the probability that SN deviates from its mean. The idea
is similar to the one used in the proof of the weak law of large numbers except that it uses moments
higher than the second one.
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11.1. Basic estimates

Lemma 11.1.4 (Deviation estimate). Let w ≥ 2, N ∈ N be arbitrary and let Xi, i = 1, . . . , N , be a
sequence of i.i.d. random variables with finite absolute w moment. Then for every δ > 0

P

(
N∑

i=1

Xi − E[Xi]

N
> δ

)
≤ 2wCR(w)δ−wN−

w
2 E[|X1|w]. (11.2)

Proof. We start by estimating the probability using Markov inequality and then applying Rosenthal’s
inequality (Theorem 11.1.3) to a centered sequence Xi−E[Xi]

N of independent random variables. This
results in

P

(
N∑

i=1

Xi − E[Xi]

N
> δ

)
≤ δ−wE

[∣∣∣∣∣
1

N

N∑

i=1

Xi − E[Xi]

∣∣∣∣∣

w]

≤ CR(w)δ−w max



(

N∑

i=1

Var(Xi)

N2

)w
2

,

N∑

i=1

E
[∣∣∣∣
Xi − E[Xi]

N

∣∣∣∣
w]



≤ CR(w)δ−w max

(
Var(X1)

w
2

N
w
2

,
E [|X1 − E[X1]|w]

N (w−1)

)
.

The centered moment can be estimated by the normal one with the same trick used in Ineq. (8.2) as

E[|X1 − E[X1]|w] ≤ 2wE[|X1|w].

This, in turn, gives

P

(
N∑

i=1

Xi − E[Xi]

N
> δ

)
≤ CR(w)δ−w max

(
E[X2

1 ]
w
2

N
w
2

, 2w
E [|X1|w]

N (w−1)

)
.

Taking into account that w > 2, on one hand N−(w−1) ≤ N−
w
2 and on the other Jensen’s inequality

allows for the estimate
E[X2

1 ]
w
2 ≤ E[|X1|w]

because w/2 > 1 makes the power convex. The last two observations lead to

P

(
N∑

i=1

Xi − E[Xi]

N
> δ

)
≤ 2wCR(w)δ−wN−

w
2 E[|X1|w]

and complete the proof.

Lemma 11.1.5. Let c be a non-zero i.i.d. conductance on Zn. Then P-a.s. ‖GB1‖L∞(Zn) < ∞ for
every ball B ⊂ Zn.

Proof. Let a ball B ⊂ Zn be arbitrary. For fixed x ∈ B we have

P


 ∑

y∈Zn\B

c(x, y)

d(x, y)n+2s
= 0


 ≤ lim

L→∞

∏

y∈B(x,L)\B
P(ξxy = 0) ≤ lim

L→∞
(1− p)|B(x,L)\B| = 0.

As there are only finitely many x ∈ B, this implies that P-a.s. for all x ∈ B
∑

y∈Zn

c(x, y)

d(x, y)n+2s
> 0

and the claim follows from Corollary 9.2.2 and Lemma 9.2.3.
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11. i.i.d. conductance

11.2. Sobolev inequality

We will prove Assumption 8.1.1 using the independence of {ξxy}y∈Zn for fixed x ∈ Zn.

Theorem 11.2.1. Let c be an i.i.d. conductance on Zn, p, ν, ξxy like in Definition 11.0.3 and p ≥ 1
arbitrary. There is a family {λ(x) ≡ λ(x, ω, c, n, s, p, p, ν)}x∈Zn of i.i.d. random variables on Ω such
that, for every E ⊂ Zn, |E| <∞ and every x ∈ E, P-a.s.ˆ

Zn\E
k(x, y)dy ≥ λ(x)|E|−sp/n. (11.3)

In addition, λ(x) > 0 P-a.s., there exist ζ(11.2.1) ≡ ζ(11.2.1)(n, s, p) > 0 and C(11.2.1) ≡ C(11.2.1)(p, n, s,
q, p) > 0 such that

∀ζ ∈ (−∞, ζ(11.2.1)) E
[
exp

(
ζλ(x)

− n
n+sp

)]
<∞

and for all q ∈ R
E[λ(x)−q] < C(11.2.1)ν

−q.

Proof. Let us fix an arbitrary unit vector ei in Zn and define, for an x ∈ Zn,

H+
ei (x) = {y ∈ Zn : y · ei > x · ei}.

We will construct λ(x) from random variables {ξxy}y∈H+
ei

(x) which will automatically make {λ(x)}x∈Zn
independent since sets {ξxy : y ∈ H+

ei (x)}x∈Zn are disjoint. The symmetry ξxy = ξyx prevents us from
using Zn instead of H+

ei (x) because ξxy would be involved in constructions of both λ(x) and λ(y) and
these variables would not be independent.

Moving on to the construction, we fix x in Zn and ω ∈ Ω and find the largest number c ≡ c(n) > 1
such that

CV L(Zn)cn − CV U (Zn)− CV U (Zn−1)cn−1 = 2. (11.4)

This is possible because the above expression is continuous in c, CV L ≤ CV U implies that it is non-
positive for c = 1 and it tends to +∞ when c goes to +∞. Define now a sequence of annuli

Al = B(x, cl+1) \B(x, cl)

and two sequences of half annuli

A+
l = Al ∩H+

ei (x), A−l := Al ∩H+
−ei(x).

We claim that |A+
l | := #A+

l ≥ cnl for every l ∈ N. Indeed,

Al = A+
l +A−l +Al ∩ {y : yi · ei = x · ei}

so using volume regularity of both Zn and Zn−1 (note that c ≥ 1) we know that

|Al| ≥ |B(x, cl+1)| − |B(x, cl)| ≥ CV L(Zn)c(l+1)n − CV U (Zn)cln

and

|Al ∩ {y : yi · ei = x · ei}| ≤ |B(x, cl+1) ∩ {y : yi · ei = x · ei}| ≤ CV U (Zn−1)c(l+1)(n−1).

By the symmetry of Zn under reflection over plane {y, y · ei = x · ei}, we deduce that |A+
l | = |A−l |.

This together with the previous estimate implies that

|A+
l | =

|Al| − |Al ∩ {y : y · ei = x · ei}|
2

≥ CV L(Zn)c(l+1)n − CV U (Zn)cln − CV U (Zn−1)c(l+1)(n−1)

2

≥ CV L(Zn)cn − CV U (Zn)− CV U (Zn−1)cn−1

2
cln = cln
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11.2. Sobolev inequality

where we have intentionally estimated c(l+1)(n−1) ≤ c(l+1)n−1 and used Eq. (11.4) in the last line.

Let us now find the smallest l0 ≡ l0(x, ω, c, p, ν) ∈ N ∪ {∞} such that

|{y ∈ A+
l : ξxy = 1}| ≥ p

2
|A+

l | ∀l ≥ l0.

We will show, using Borel-Cantelli lemma, that such l0 is finite P-almost surely. To do so, we estimate
the tail of binomial random variable X :=

∑
y∈A+

l
ξxy using the Chernoff bound from Theorem 11.1.2,

P(X ≤ (1− δ)EX) ≤ e− δ
2EX
2 ,

to get (note that EX = p|A+
l |)

P



∑

y∈A+
l

ξxy ≤
p

2
|A+

l |


 = P



∑

y∈A+
l

ξxy ≤
(

1− 1

2

)
p|A+

l |




≤ e−
(1/2)2|A+

l
|p

2 ≤ e− p
8
cnl .

This is summable in l so Borel-Cantelli lemma implies that

P


lim sup

l→∞




∑

y∈A+
l

ξxy ≤
p

2
|A+

l |






 = 0

which means that l0 is finite P-a.s. It is measurable because, for every l ∈ N0,

{l0 > l} =
⋃

i≥l




∑

y∈A+
i

ξxy <
p

2
|A+

i |



 ∈ F

and its distribution is independent of x since the family {ξxy}y∈H+
ei

(x) is i.i.d. Bernoulli with parameter

independent of x. Using this l0 we now define random variables

λ(x) ≡ λ(x, ω, c, s, n, p, ν) = ν
(p

4

)(n+sp)/n
c−(l0+2)(n+sp)

and observe that λ(x) > 0 P-a.s. because l0 is P-a.s. finite.

To verify Ineq. (11.3), we fix a set E and find the smallest l1 ∈ N0 such that |E| ≤ p
4c
l1n, i.e.

l1 = d 1
n logc

(
4|E|
p

)
e. Notice that l1 > 0 because (by special property of the counting measure) E 6= ∅

implies |E| ≥ 1. With l1 defined in this way, |E| ≤ p
4c

(l0+l1)n ≤ p
4 |A+

l0+l1
| and we can calculate

ˆ
Zn\E

k(x, y)dy ≥
ˆ
A+
l0+l1

\E
k(x, y)dy ≥

ˆ
{y∈A+

l0+l1
:ξxy=1}\E

c(x, y)

(cl0+l1+1)n+sp
dy

≥ νc−(l0+1)(n+sp)c−l1(n+sp)|{y ∈ A+
l0+l1

: ξxy = 1} \ E|
≥ νc−(l0+1)(n+sp)c−l1(n+sp)|E|,

where for the last line one needs to take into account that, by definition of l0,

|{y ∈ A+
l0+l1

: ξxy = 1} \ E| ≥
∑

y∈A+
l0+l1

ξxy − |E| ≥
(

1

2
− 1

4

)
p|A+

l0+l1
| ≥ |E|.
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11. i.i.d. conductance

Furthermore, clearly

l1 ≤
1

n
logc

(
4|E|
p

)
+ 1

and therefore ˆ
Zn\E

k(x, y)dy ≥ νc−(l0+2)(n+sp)

(
4|E|
p

)−(n+sp)/n

|E|

= ν
(p

4

)(n+sp)/n
c−(l0+2)(n+sp)|E|−sp/n.

Now plugging in the definition of λ(x) we get exactly Ineq. (11.3).

We still have to find ζ(11.2.1) such that the moment generating function of λ(x)
− n
n+sp is finite on

(−∞, ζ(11.2.1)) and that random variable λ(x) has all moments. Notice first that random variable l0
has a doubly exponentially decaying tail at infinity which can be seen from

P(l0 > l) ≤
∞∑

i=l

P


∑

y∈A+
i

ξxy ≤
p

2
|A+

i |


 ≤

∞∑

i=l

e−
p
8
cni ≤ e− p

8
cnl
∞∑

i=0

e−
p
8
cni

≤ C1(p, c)e−
p
8
cnl ,

where C1 ≡ C1(p, n) is defined by

C1 :=
∞∑

i=0

e−
p
8
cni ,

which is summable since it has a sub-exponential tail. It is elementary to see that, for a.s. finite
random variable X ∈ N and increasing non-negative measurable function g : R→ R,

Eg(X) =

∞∑

i=0

g(i+ 1)P(X = i+ 1) ≤
∞∑

i=0

g(i+ 1)P(X > i). (11.5)

For ζ > 0, Ineq. (11.5) implies

E
[
exp

(
ζν

n
n+spλ(x)

− n
n+sp

)]
≤
∞∑

l=0

exp
(
ζ
(p

4

)
c(l+3)n

)
P(l0 > l)

≤
∞∑

l=0

exp
(
ζ
(p

4

)
c(l+3)n

)
C1e

− p
8
cnl

≤ C1

∞∑

l=0

exp

[
p

4

(
ζc3n − 1

2

)
cnl
]
.

The sum clearly converges if the expression inside of the exponential is negative which happens for
ζ < 2−1c−3n. For ζ ≤ 0 the same claim follows because ν, λ(x) are non-negative and

exp
(
ζν

n
n+spλ(x)

− n
n+sp

)
≤ 1.

Taking ζ(11.2.1) ≡ ζ(11.2.1)(n) := 2−1c−3n proves the estimate of the moment-generating function.
We can also use Ineq. (11.5) to compute the moments of λ−1(x). For q > 0 we get

E[λ(x)−q] ≤ ν−q
(p

4

)−q(n+sp)/n ∞∑

l=0

cq(l+3)(n+sp)P(l0 > l)

≤ ν−q
(p

4

)−q(n+sp)/n ∞∑

l=0

cq(l+3)(n+sp)C1e
− p

8
cnl

≤ C1ν
−q
(p

4

)−q(n+sp)/n ∞∑

l=0

elog(c)q(l+3)(n+sp)− p
8
cnl .
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11.2. Sobolev inequality

The last series is finite because

log(c)q(l + 3)(n+ sp)− p

8
cnl ≤ − p

16
cnl

for sufficiently large l. Defining C2 ≡ C2(p, n, q) to be

C2 :=

∞∑

l=0

elog(c)q(l+3)(n+sp)− p
8
cnl <∞

we get

E[λ(x)−q] ≤ C1C2ν
−q
(p

4

)−q(n+sp)/n
.

Taking C(11.2.1) ≡ C(11.2.1)(p, n, s, q, p) := C1C2 (p/4)−q(n+sp)/n we get the last claim of the theorem.

Theorem 11.2.2. Let c be an i.i.d. conductance on Zn, p, ν as defined in Definition 11.0.3. For all
p ∈ (1, n/s), θ ∈ (0, 1) and q > n

sp there exists a family of random variables {R?(x?) ≡ R?(x?, ω, c, θ,
n, s, q, p, p, ν)}x?∈Zn such that, for every x? ∈ Zn, the following two claims hold.

(i) There exists a non random CiidPS ≡ CiidPS(n, s, q, p, p, ν) such that P-a.s. c satisfies

?PSI[x?, R?(x?), θ; s, p, q, C
iid
PS ].

Explicitly, for all R0 ≥ R?, x0 ∈ B(x?, R0), R ≥ Rθ0 and f ∈ L1(B(x0, R)), with ρ being the
unique solution of 1

ρ = 1− sp
n + 1

q ,

‖fp‖Lρ(B(x0,R)) ≤ CiidPSRn/q
∑

x,y∈Zn

|f(x)− f(y)|p
|x− y|n+sp

c(x, y). (11.6)

(ii) Let p = 2 and define ρ as in Item (i). If for some ζ ∈ [1, ρ], γ ∈ [0, 2s], CC < ∞ and random

variable R
(E)
? form E P-a.s. satisfies ?CE[x?, R

(E)
? (x?), θ; s, ζ, γ, CC ], then P-a.s. E satisfies

?SI[x?, R?(x?) ∨R(E)
? (x?), θ; s, ρ, ζ, CS1, CS2, γ]

with non random CS1 ≡ C(n, s, q, p, ν) and CS2 ≡ CS2(n, s, q, p, ν, CC).

Proof. By Theorem 11.2.1 we can find a family {λ(x) ≡ λ(x, ω, c, p, n, s, p, ν)}x∈Zn such that Assump-
tion 8.1.1 from Chapter 8 is satisfied P-a.s. with space M = Zn, counting measure # and ν(8.1.1) = s/n.
Keeping the assumption sp/n < 1 in mind, Theorem 8.1.4 proves that, for all q > n

sp , x0 ∈ Zn, R > 0

and f : L1(Zn) supported in B(x0, R), P-a.s.

‖f‖pLr(B(x0,R)) ≤ C(8.1.4)

(ˆ
B(x0,R)

λ(x)−qdx

) 1
q

Ep(f)

where C(8.1.4) ≡ C(8.1.4)(s, n, p, q) is the constant from Theorem 8.1.4 and fZn = 0 by convention since
|Zn| =∞. We intend to estimate the integral on the right side uniformly for x0 close to x? and large
R. What exactly is meant by “close” and “large” should become clear as the proof goes on.

Let w ≥ 2 be arbitrary. Recall that Theorem 11.2.1 proved that all negative moments of λ are finite,
which allows us to use deviation estimate from Lemma 11.1.4 (with δ = 1) together with E[λ−wq] <∞
as follows. For arbitrary x0 ∈ Zn, R ∈ N0 set N = |B(x0, R)| and estimate

P

( 
B(x0,R)

λ(x)−qdx > E
[
λ−q

]
+ 1

)
= P

(ˆ
B(x0,R)

λ(x)−q − E [λ−q]
N

dx > 1

)

≤ 2wCR(w)N−
w
2 E[λ−wq].

(11.7)

127



11. i.i.d. conductance

Now fix arbitrary x? ∈ Zn, R0 > 0 and shorten B? = B(x?, R0). We can use the previous estimate to
calculate the probability that there exists an R > Rθ0 such that PSI[x ∈ B(x?, R0), [Rθ0,∞); s, p, q, A]
fails to hold for some A > 0 chosen appropriately. To be precise, let us define

P (R0, A) := P

(
∃x0 ∈ B?,∃R ≥ Rθ0 :

 
B(x0,R)

λ(x)−qdx > A

)
.

We will now show that P (R0, A) can be estimated by only considering R of the form R = 2l for l ∈ N0,
that is,

P (R0, A) ≤ P

(
∃x0 ∈ B?, ∃l ∈ N0, 2

l ≥ Rθ0 :

 
B(x0,2l)

λ(x)−qdx > C−1
V DA

)
(11.8)

where CV D ≡ CV D(n) is the volume doubling constant of Zn (one can take CV D := 2nC−1
V LCV U ). If

R ≤ 1, then B(x0, R) = B(x0, 1) and examining R = 1 instead will suffice. If R ∈ (2l, 2(l+1)) for some
l ∈ N0, by volume regularity of Zn it follows that

 
B(x0,R)

λ−q(x)dx ≤ |B(x0, 2
(l+1))|

|B(x0, 2l)|

 
B(x0,2(l+1))

λ(x)−qdx ≤ CV D
 
B(x0,2(l+1))

λ−q(x)dx.

This shows that, if
ffl
B(x0,R) λ

−q > A is true for some R ≥ Rθ0, then also
ffl
B(x0,2l)

λ−q > C−1
V DA is true

for some l ∈ N0, 2l ≥ Rθ0, which proves Ineq. (11.8).
Defining A = CV DE[λ−q + 1] and using Ineq. (11.7) we obtain, for R0 ≥ 1,

P (R0, A) ≤
∑

x0∈B?

∞∑

l=dlog2R
θ
0e
P

( 
B(x0,2l)

λ(x)−q(x)dx > E[λ−q + 1]

)

≤ 2wCR(w)E[λ−qw]
∑

x0∈B?

∞∑

l=dlog2R
θ
0e
C
−w

2
V L 2−

lnw
2

≤ C−
w
2

V L CV U2wCR(w)E[λ−qw]Rn0

(
1− 2−

nw
2

)−1
2−
dlog2 R

θ
0enw

2

≤ C
−w

2
V L CV U2wCR(w)

1− 2−
nw
2

E[λ−qw]R
n(1− θw

2
)

0 .

If n(1− θw
2 ) < −1, then probabilities P (R0, A) are summable in R0 ∈ N. Since Theorem 11.2.1 proved

that all negative moments of λ are finite, we can take w large enough, say w = 2(1 + 1/n)/θ + 1,
to assure that this happens. Then Borel-Cantelli lemma implies that random variable R?(x?) ≡
R?(x?, ω, c, θ, n, s, q, p, ν) defined by

R?(x?) = sup
{
R∗ > 0 : ∃R0 ≥ Rθ∗,∃x0 ∈ B(x?, R0),∃R ≥ Rθ0 s.t. 
B(x0,R)

λ(x)−qdx > CV DE[λ−q + δ]
}

+ 1

is P-a.s. finite. This proves that P-a.s., for all R0 > R?(x?), x0 ∈ B(x?, R0), R > Rθ0 and f ∈
L1(B(x0, R)),

‖fp‖Lρ(B(x0,R)) ≤ C(8.1.4)CV D
(
E
[
λ−q + 1

]) 1
q R

n
q Ep(f).

Defining CiidPS ≡ CiidPS(n, s, p, q, p, ν) := C(8.1.4)CV D(E[λ−q+1])1/q (see Theorem 11.2.1 for dependence)

this is equivalent to saying that P-a.s. Ep satisfies ?PSI[x?, R?, θ; s, p, q, C
iid
PS ] which proves Item (i).

For Item (ii) we restrict to p = 2. By assumption we know that there exists a random variable

R
(E)
? such that CE[x0, R; ζ, γ, CC ] holds P-a.s. for every R0 ∈ N, R0 ≥ R(C)

? (x?), x0 ∈ B(x?, R0), R ≥
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11.3. Poincare inequality

Rθ0. This, combined with Ineq. (11.6) and Proposition 6.1.10, implies that, for all R0 ∈ N, R0 ≥
R?(x?) ∨R(C)

? (x?), x0 ∈ B(x?, R0) R > Rθ0 SI[x0, R; s, ρ, ζ, CS1, CS2, γ] holds P-a.s. with non random
CS1 ≡ CS1(n, s, q, p, ν) = 2CiidPS and CS2 ≡ CS2(n, s, q, p, ν, CC) = 2CiidPSCC . But quantifiers on R0, x0

and R are exactly the ones needed to prove ?SI[x?, R?(x?) ∨R(C)
? (x?), θ; s, ρ, ζ, CS1, CS2, γ].

11.3. Poincare inequality

Theorem 11.3.1. Let c be an i.i.d. conductance and p, ν numbers from Definition 11.0.3. Then there
is a non random CiidP ≡ CiidP (n, p, ν) such that for all θ ∈ (0, 1), x? ∈ Zn there exists a random variable
R?(x?) ≡ R?(x?, ω, c, θ, p, ν, n) such that P-a.s. form E satisfies ?PI[x?, R?, θ; s, C

iid
P ]. To be explicit,

for all R0 ≥ R?, x0 ∈ B(x?, R0), R ≥ Rθ0 and every f ∈ L1(B(x,R)), with fB :=
ffl
B(x0,R) f ,

ˆ
B(x0,R)

(f(x)− fB(x))2dx ≤ CiidP R2sEB(f).

The proof is postponed for the end of the chapter because we need two preliminary results in
Theorem 11.3.2 and Lemma 11.3.3. Theorem 11.2.1 proves that all Lp-Poincaré inequalities for p ∈
(1,∞) follow from a sort of fractional isoperimetric inequality given in Ineq. (11.9). The computations
we use are not very different from the ones in [Kum18] Chapter 3.3, which deals mostly with cases
p = 1, 2.

Theorem 11.3.2. Let c be an i.i.d. conductance on Zn, p, ν > 0 and a family of Bernoulli random
variables {ξxy}x,y∈Zn like in Definition 11.0.3. Let B ⊂ Zn be a ball of radius R ≥ 1 and suppose,
similar to isoperimetric inequality, that there exists a parameter β ∈ (0, 1) such that P-a.s. for every
set A ⊂ B

|{ξxy = 1;x ∈ A, y ∈ Ac}| ≥ β|A||Ac| (11.9)

where Ac stands for B \A.

Then, P-a.s., for every p ∈ [1,∞) the Lp-Poincaré inequality holds on B. That is, there is a function

A(p) ≡ A(p, β, ν, CV L, CV U ) = 8pCp−1
V U C

−p
V Lp

pβ−pν−1

such that for every f ∈ L1(B), setting fB =
ffl
B f ,

ˆ
B
|f(x)− fB|pdx ≤ A(p)Rsp

ˆ
B

ˆ
B

|f(x)− f(y)|p
d(x, y)n+sp

c(x, y)dxdy.. (11.10)

Proof. We work pointwise only for ω ∈ Ω for which Ineq. (11.9) holds. Suppose h : B → [0,∞) is a
function with | supp(h)| ≤ |B|/2 and define Ht := {h ≥ t}. Our isoperimetric assumption implies that
for every t > 0

β|Ht||Hc
t | ≤ |{ξxy = 1;x ∈ Ht, y ∈ Hc

t }|

and allows for the following computation (the exchange of integrals is justified by Fubini’s theorem
since the integrand is non-negative)

ˆ
B
h(x)dx =

ˆ
B

ˆ ∞
0

1{t≤h(x)}(t, x)dtdx =

ˆ ∞
0
|Ht|dt

≤
ˆ ∞

0
β−1 |{ξxy = 1 : x ∈ Ht, y ∈ Hc

t }|
|Hc

t |
dt.
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11. i.i.d. conductance

Since, by volume regularity of Zn, |Hc
t | ≥ |B|/2 ≥ CV L

2 Rn we can proceed with (again switching the
integrals)

ˆ
B
h(x)dx ≤ 2C−1

V Lβ
−1R−n

ˆ ∞
0

ˆ
B

ˆ
B
ξxy1{h(y)<t≤h(x)}dxdydt

= 2C−1
V Lβ

−1R−n
ˆ
h(x)>h(y)

ξxy(h(x)− h(y))dxdy

= C−1
V Lβ

−1Rs
ˆ
B

ˆ
B
ξxy
|h(x)− h(y)|

Rn+s
dxdy.

The last equality is true because the integrand is zero when h(x) = h(y) and symmetric in x and y.

Now take an arbitrary f ∈ L1(B) and find an a ≡ a(f) ∈ R such that

ˆ
B

(f − a)p+ =

ˆ
B

(f − a)p− =
1

2

ˆ
B
|f − a|p.

That such a exists follows from the dominated convergence theorem which shows that
´
B(f − a)p+ is

continuous in a and tends to 0 or ∞ when a goes to ∞ or −∞ respectively. Choose g to be either
(f − a)+, (f − a)−, depending on which of them has the smallest support, and apply the calculation
from before with h = gp, together with the elementary inequality

|g(x)p − g(y)p| ≤ p(gp−1(x) + gp−1(y))|g(x)− g(y)|,

to get

ˆ
B
g(x)pdx ≤ C−1

V Lβ
−1Rs

ˆ
B

ˆ
B
ξxy
|g(x)p − g(y)p|

Rn+s
dxdy

≤ C−1
V Lβ

−1pRs
ˆ
B

ˆ
B
ξxy

(gp−1(x) + gp−1(y))|g(x)− g(y)|
Rn+s

dxdy.

Applying Hölder’s inequality with exponents p and p
p−1 ( p

p−1 =∞ by definition if p = 1) we obtain

ˆ
B
g(x)pdx ≤ p

CV Lβ
Rs

(ˆ
B

ˆ
B

(g(x)p−1 + g(y)p−1)
p
p−1

Rn
dxdy

) p−1
p

×
(ˆ

B

ˆ
B
ξpxy
|g(x)− g(y)|p

Rn+sp
dxdy

) 1
p

.

The first factor can be estimated using the inequality

(
g(x)p−1 + g(y)p−1

) p
p−1 ≤ 2

p
p−1 (g(x)p + g(y)p) ,

symmetry and volume regularity of Zn (note that R ≥ 1 was assumed) in the following way:

ˆ
B

ˆ
B

(g(x) + g(y))p

Rn
dxdy ≤ 2

p
p−1R−n · 2

ˆ
B

ˆ
B
g(x)pdxdy ≤ 2

2p−1
p−1 CV U

ˆ
B
g(x)pdx.

Inserting this into our main inequality (notice that ξpxy = ξxy) gives

ˆ
B
g(x)pdx ≤ p2

2p−1
p C

p−1
p

V U

CV Lβ
Rs
(ˆ

B
g(x)pdx

) p−1
p
(ˆ

B

ˆ
B
ξxy
|g(x)− g(y)|p

Rn+sp
dxdy

) 1
p

.
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11.3. Poincare inequality

Dividing by
(´
B g(x)pdx

) p−1
p , rising everything to power p and taking into account ξxy ≤ ν−1c(x, y)

finally results in

ˆ
B
g(x)pdx ≤ A(p)

2p+1
Rsp

ˆ
B

ˆ
B

|g(x)− g(y)|2
Rn+sp

c(x, y)dxdy

with A(p) ≡ A(p, β, ν, CV L, CV U ) = 2p+1Cp−1
V U C

−p
V Lp

p22p−1β−pν−1. Recall that constant a and function
g were chosen in such a way so that

2

ˆ
B
g(x)pdx =

ˆ
B
|f(x)− a|pdx,

which allows for the following line of estimates

ˆ
B
|f(x)− a|pdx = 2

ˆ
B
g(x)pdx

≤ A(p)

2p
Rsp

ˆ
B

ˆ
B

|g(x)− g(y)|p
Rn+2s

c(x, y)dxdy

≤ A(p)

2p
Rsp

ˆ
B

ˆ
B

|f(x)− f(y)|p
d(x, y)n+sp

c(x, y)dxdy.

Therefore, like in Ineq. (8.2),

ˆ
B
|f − fB|pdx ≤ 2p

ˆ
B

(f − a)pdx ≤ A(p)Rsp
ˆ
B

ˆ
B

|f(x)− f(y)|p
d(x, y)n+sp

c(x, y)dxdy.

which proves the theorem.

Let us now show that Ineq. (11.9) is satisfied if R is large enough (depending on ω).

Lemma 11.3.3. Let c be an i.i.d. conductance on Zn, p, ν > 0 and {ξxy}x,y∈Zn Bernoulli random
variables from Definition 11.0.3. For every δ ∈ (0, 1) there exist non random R∗ ≡ R∗(δ, p, n),
C(11.3.3) ≡ C(11.3.3)(δ, p, n) and D(11.3.3) ≡ D(11.3.3)(δ, p, n) such that for every ball B of radius R ≥ R∗

P (∃A ⊂ B : |{ξxy = 1;x ∈ A, y ∈ Ac}| < (1− δ)p|A||Ac|) ≤ C(11.3.3)e
−D(11.3.3)R

n
.

Proof. Let us set N := |B|, fix a δ ∈ [0, 1) and denote

P := P (∃A ⊂ B : |{ξxy = 1;x ∈ A, y ∈ Ac}| < (1− δ)p|A||Ac|) .

It suffices to prove the statement of the lemma for |A| ≤ |B|/2 due to symmetry of A and Ac. This
implies that |Ac| ≥ |B|/2 so using Chernoff’s bound (Theorem 11.1.2) to estimate the tail of binomial
variable

∑
ξxy we can bound

P


 ∑

x∈A,y∈Ac
ξxy < (1− δ)p|A||Ac|


 ≤ e−

δ2p|A||Ac|
2 ≤ e−

δ2p|B|
4
|A|.

Summing these probabilities over all A ⊂ B gives the estimate

P ≤
∑

A⊂B
P


 ∑

x∈A,y∈Ac
ξxy < (1− δ)p|A||Ac|


 ≤

bN/2c∑

i=1

∑

A⊂B
|A|=i

e−
δ2p
4
Ni.
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11. i.i.d. conductance

If we overestimate the number of subsets of B with exactly i elements by N i and recall that for R ≥ 1,
CV LR

n ≤ N ≤ CV URn, we end up with

P ≤
bN/2c∑

i=1

N ie−
δ2p
4
Ni ≤

∞∑

i=1

e
−
(
δ2pCV L

4
Rn−log(CV UR

n)

)
i
.

Choosing R∗ ≡ R∗(δ, p, n) large enough such that R∗ ≥ 1 and

δ2pCV L
4

Rn∗ > 2 log(CV UR
n
∗ ),

for R ≥ R∗ we can further estimate

P ≤
∞∑

i=1

e−
1
8
δ2pCV LR

ni ≤ e− 1
16
δ2pCV LR

n
∞∑

i=1

e−
1
16
δ2pCV Li ≤ C(11.3.3)e

−D(11.3.3)R
n
.

which proves the theorem with constants C(11.3.3) and D(11.3.3) taken as C(11.3.3) =
∑∞

i=1 e
− 1

16
δ2pCV Li

and D(11.3.3) = − 1
16δ

2pCV L.

The previous lemma gives the exponentially decreasing bound on the probability that fractional
isoperimetric inequality does not hold in an arbitrary ball B with large enough radius. By Theo-
rem 11.3.2 this probability is greater than the probability that L2-Poincaré inequality fails in B. We
will use this exponential decay together with Borel-Cantelli lemma in order to find R?(x?) in which
?PI will hold.

Proof of Theorem 11.3.1. For variable θ, δ ∈ (0, 1), R0 ≥ 1 we interested in the probability that there
exist some x0 ∈ B(x?, R0), R ≥ R0 such that PI[x0, R; s, CiidP ] fails where CiidP ≡ CiidP (n, δ, p, ν) :=
A(p = 2, β = 2−1C−1

V D(1 − δ)p, ν, CV L, CV U ) (A is the function from Theorem 11.3.2). The choice of
β ≡ β(δ, p, n) := 2−1C−1

V D(1− δ)p is a technicality and will make sense shortly.
Due to Theorem 11.3.2, this probability is bounded by probability, call it P (R0), that isoperimetric

inequality Ineq. (11.9) fails in B(x0, R) for some x and R as above, i.e. it is bounded by

P (R0) := P
(
∃x0 ∈ B(x?, R0), ∃R ≥ Rθ0,∃A ⊂ B(x0, R) :

: |{ξxy = 1;x ∈ A, y ∈ Ac}| < β|A||Ac|
)
.

We now show that it is possible to have a similar bound in terms of integer radii R ∈ N ∩ [Rθ0,∞)
only, at the expense of constant β. Suppose 2l ≤ R ≤ 2l+1 for some l ∈ N. For A ⊂ B(x0, R) such
that |B(x0, R) \A| ≥ |B(x0, R)|/2 we can estimate

|{ξxy = 1;x ∈ A, y ∈ B(x0, R) \A}|
|A||B(x0, R) \A|

≤ |B(x0, 2
l+1)|

|B(x0, 2l+1) \A| ·
|{ξxy = 1;x ∈ A, y ∈ B(x0, 2

l+1) \A}|
|A||B(x0, R)|/2

≤ 2CV D
|{ξxy = 1;x ∈ A, y ∈ B(x0, 2

l+1) \A}|
|A||B(x0, 2l+1) \A| .

Therefore, if isoperimetric inequality fails in B(x0, R) with constant β = 2−1C−1
V D(1−δ)p, then isoperi-

metric inequality fails in B(x0, 2
l+1) with constant (1− δ)p and we get the estimate

P (R0) ≤
∑

x0∈B(x?,R0)

∞∑

R=dlog2R
θ
0e
P (∃A ⊂ B(x0, R) : |{ξxy = 1;x ∈ A, y ∈ Ac}| < (1− δ)p|A||Ac|) .
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By Lemma 11.3.3 with any δ ∈ (0, 1), say δ = 1/2 for the sake of concreteness, previous expression
for R ≥ R∗ can be estimated further by

P (R0) ≤ CV URn0
∞∑

l=dlog2R
θ
0e
C(11.3.3)e

−D(11.3.3)2
ln

≤ CV UC(11.3.3)R
n
0e
−D(11.3.3)R

nθ
0

∞∑

l=0

e−D(11.3.3)2
ln
.

The last series converges because it has a double exponential tail so we can find constants C1 ≡ C1(n, p)
and C2 ≡ C2(n, p) such that, for R0 ≥ R∗,

P (R0) ≤ C1R
n
0e
−C2Rθ0 .

P (R0) it therefore is summable in R0 ∈ N so, by Borel-Cantelli lemma, random variable R?(x?) ≡
R?(x?, ω, c, θ, p, ν, n) (recall that β ≡ β(n, δ, p) and that we fixed δ = 1/2 for dependence), defined by

R?(x?) := sup
{
R0 ∈ N : ∃x0 ∈ B(x?, R0), ∃R ≥ Rθ0, ∃A ⊂ B(x0, R) :

: |{ξxy = 1;x ∈ A, y ∈ Ac}| < β|A||Ac|
}

+ 1

is P-a.s. finite. Thus, due to Theorem 11.3.2, there is a non random CiidP ≡ CiidP (n, p, ν) such that
?PI[x?, R?, θ; s, C

iid
P ] also holds.

11.4. Lower estimates on the kernel

Lemma 11.4.1. Let c be an i.i.d. conductance on Zn and let p, ν, {ξxy}x,y∈Zn be like in Defini-
tion 11.0.3. There exist CK ≡ CK(ν, p, n, s) > 0 such that for all θ ∈ (0, 1), x? ∈ Zn there exists an
P-a.s. finite random variable R?(x?) ≡ R?(x?, ω, c, θ, n, p) such that E P-a.s. satisfies

?AKB≥[x?, R?(x?), θ; s, CK ].

To be explicit, for all R0 ≥ R?(x?), x0 ∈ B(x?, R0) and R ≥ Rθ0 there exists y0 ∈M \B(x0, 6R) such
that  

B(x0,R)

ˆ
B(y0,R)

k(x, y)dydx ≥ CKR−2s. (11.11)

In fact, a stronger statement with
ffl
B(x0,R) replaced by supB(x0,R) is also true.

Proof. We relay on Chernoff’s bound from Theorem 11.1.2 and Borel-Cantelli lemma from Theo-
rem 11.1.1 once again. Fix arbitrary θ, δ ∈ (0, 1). For R ≥ 1, x ∈ Zn and y0 ∈ B(x, 8R) we consider
the probability

P1(x, y0, R) := P

(ˆ
B(y0,R)

k(x, y)dy ≤ (1− δ)9−(n+2s)C−1
V UνpR

−2s

)
.

By assumption on y0, d(x, y) ≤ 9R for all y ∈ B(y0, R), which gives

k(x, y) = c(x, y)d(x, y)−n−2s ≥ (9R)−n−2sc(x, y) ≥ νξxyR
−2s

9n+2sCV U |B(y0, R)| .

Hence

P1(x, y0, R) ≤ P


 ∑

y∈B(y0,R)

ξxy ≤ (1− δ)p|B(y0, R)|



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11. i.i.d. conductance

so Chernoff’s bound from Theorem 11.1.2 applies, with X =
∑

y∈B(y0,R) ξxy, E[X] = |B(y0, R)|p, and
proves

P1(x, y0, R) ≤ e−
δ2p|B(y0,R)|

2 ≤ e−
CV Lδ

2pRn

2 .

Let now v ∈ Zn be an arbitrary unit vector and notice that, if for some x0 ∈ M and R > 0,
AKB≥[x0, R; s, 9−(n+2s)(1− δ)C−1

V UνpR
−2s] fails, then for every y ∈M \B(x0, 6R)

 
B(x0,R)

ˆ
B(y0,R)

k(x, y)dy ≤ 9−(n+2s)(1− δ)C−1
V LνpR

−2s.

Therefore, taking y = x0 + 6Rv, there must exists an x ∈ B(x0, R) such that
´
B(x0+6Rv,R) k(x, y)dy ≤

9−(n+2s)(1− δ)CV LνpR−2s.
Defining CK ≡ CK(δ, ν, p, n, s) = 9−(n+2s)(1− δ)C−1

V Lνp and taking the previous argument one step
further, for arbitrary R∗ ≥ 1, x? ∈ Zn, we can estimate

P2 := P (?AKB≥[x?, R∗, θ; s, CK ] fails)

≤ P
(
∃R0 ∈ N, R0 ≥ R∗,∃x0 ∈ B(x?, R0), ∃R ≥ Rθ0, ∃x ∈ B(x0, R) :

:

ˆ
y∈B(x0+6Rv,R)

k(x, y)dy ≤ CKR−2s
)
.

A similar technique like the one in Theorem 11.3.1 can be used to show that it is enough to consider
only R ∈ N (or R of the form 2l for some l ∈ N). Hence

P2 ≤
∞∑

R0=R∗

∑

x0∈B(x?,R0)

∞∑

R=Rθ0

∑

x∈B(x0,R)

P1(x, x0 + 6Rv,R)

≤
∞∑

R0=R∗

CV UR
n
0

∞∑

R=Rθ0

CV UR
ne−

CV Lδ
2p

2
Rn

≤ C2
V U

∞∑

R0=R∗

Rn0e
−CV Lδ

2p

4
Rθn0

∞∑

R=R0

Rne−
CV Lδ

2p

4
Rn .

Introducing an auxiliary constant C2 ≡ C2(δ, p, n) = CV Lδ
2p/8 > 0, we can proceed with

P2 ≤ C2
V Ue

−C2Rθn∗

∞∑

R0=1

Rn0e
−C2Rθn0

∞∑

R=1

Rne−2C2Rn ≤ C3e
−C2Rθn∗ .

where

C3 ≡ C3(δ, p, n, θ) = C2
V U

∞∑

R0=1

Rn0e
−C2Rθn0

∞∑

R=1

Rne−2C2Rn <∞

is finite because both series converge. Since C2 > 0,

∞∑

R∗=1

P (?AKB≥[x?, R∗, θ; s, CK ] fails) ≤
∞∑

R∗=1

C3e
−C2Rθn∗ <∞

so Borel-Cantelli lemma from Theorem 11.1.1 proves that R?(x?) ≡ R?(x?, ω, c, θ, δ, n, p) (it does not
depend on ν in fact) defined by

R?(x?) := sup{R∗ ≥ 1 : AKB≥[x?, R∗, θ; s, (1− δ)CK ] fails}+ 1

is P-a.s. finite. Fixing δ = 1/2, for instance, proves the lemma.
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11.5. Energy density of cutoff functions

11.5. Energy density of cutoff functions

In this section we prove, P-a.s., an estimate on LQ(B) norm of Γ(ϕ) depending on the radius of the
ball B and Lipschitz constant of ϕ for large enough balls around a point x? ∈ Zn. The minimal size
of the ball depends on the realization of c close to x?. The computation is very similar to the one
performed in Section 10.3 but in case of i.i.d. conductance it can be improved to work for γ = 0 and
not only for γ > 0.

Definition 11.5.1. Set f ≡ f(CV L, CV U ) =
(
CV U
CV L

+ 1
)1/n

. Let B ⊂ Zn be an arbitrary ball with

radius R ≥ 1. For i ∈ Z define

Fi(B) =
{
x, y ∈ Zn : x ∈ B & fi−1R < d(x, y) ≤ fiR

}
.

Fi(B) is denoted just by Fi if the ball B is clear from the context. Note that Fi = ∅ when i < − logfR.

Lemma 11.5.2. Let B ⊂ Zn be an arbitrary ball with radius R ≥ 1. Then for every i ∈ Z, i ≥ − logfR

CV Lf
(i−1)nR2n ≤ |Fi| ≤ C2

V U f
inR2n.

Proof. Notice that for i ≥ − logfR+ 1, fi−1R ≥ 1 and we can use volume regularity of Zn to get

|Fi| ≥
ˆ
B
|B(x, fiR)| − |B(x, fi−1R)|dx ≥

ˆ
B

(
CV Lf

inRn − CV U f(i−1)nRn
)
dx

≥ CV Lf(i−1)nR2n
(
fn − CV UC−1

V L

)
≥ CV Lf(i−1)nR2n

where the choice f =
(
CV U
CV L

+ 1
)1/n

is crucial for the last inequality. If − logfR ≤ i < − logfR + 1,

then the upper volume regularity might not be available for the ball B(x, fi−1R) but the set B(x, fiR)\
B(x, fi−1R) contains at least one element because 1 ∈

(
fi−1R, fiR

]
. Thus, taking into account that in

this case fi−1R < 1,

|Fi| ≥
ˆ
B

1dx ≥ |B| ≥ CV LRn ≥ CV Lf(i−1)nR2n

so the same statement is true.
The other estimate is easier as one has fiR ≥ 1 so volume regularity of Zn implies

|Fi| ≤
ˆ
B
|B(x, fiR)|dx ≤ CV U finRn

ˆ
B

1dx ≤ C2
V U f

inR2n.

Lemma 11.5.3. Let c be an i.i.d. conductance on Zn, B ⊂ Zn an arbitrary ball with radius R ≥ 1
and shorten Fi ≡ Fi(B). Suppose that there exist Q ≥ 1 and G <∞ such that P-a.s., for all i ∈ Z,

∑

(x,y)∈Fi
c(x, y)Q ≤ G|Fi|. (11.12)

Then P-a.s. for every Lipschitz ϕ : Zn → [0, 1], with ξ := RLipϕ,

∑

x∈B

∑

y∈Zn

(ϕ(x)− ϕ(y))2

d(x, y)n+2s
cQ(x, y) ≤ C(11.5.3)Gξ2sRn−2s,

where

C(11.5.3) ≡ C(11.5.3)(n) :=

(
fn

1− f−2(1−s) +
fn

1− f−2s

)
C2
V U .
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11. i.i.d. conductance

Proof. Again, we work pointwise for P-a.e. ω ∈ Ω where the assumption holds. Let us also write the
summation as the integration with respect to the counting measure #, i.e.

´
f(x)dx :=

´
f(x)#(dx) =∑

x f(x). With this change of notation in mind, we computeˆ
B

ˆ
Zn

(ϕ(x)− ϕ(y))2

d(x, y)d+2s
c(x, y)Qdydx

=

ˆ
B

ˆ
d(x,y)≤fdlogf(ξ−1)e

R

(ϕ(x)− ϕ(y))2

d(x, y)d+2s
c(x, y)Qdydx

+

ˆ
B

ˆ
d(x,y)>f

dlogf(ξ−1)e
R

(ϕ(x)− ϕ(y))2

d(x, y)d+2s
c(x, y)Qdydx =: I1 + I2.

I1 is estimated using the Lipschitz constant of ϕ (|ϕ(x)− ϕ(y)| ≤ ξRd(x, y)),

I1 =

ˆ
B

ˆ
d(x,y)≤fdlogf(ξ−1)e

R

(ϕ(x)− ϕ(y))2

d(x, y)d+2s
c(x, y)Qdydx

≤
dlogf(ξ

−1)e∑

i=−dlogfRe

ˆ
B

ˆ
fi−1R<d(x,y)≤fiR

(ξd(x, y)/R)2

d(x, y)n+2s
c(x, y)Qdydx

≤
(
R

ξ

)−2 dlogf(ξ
−1)e∑

i=−dlogfRe
f−(i−1)(n−2(1−s))R−(n−2(1−s))

ˆ
Fi

c(x, y)Qdxdy

≤ G
(
R

ξ

)−2 dlogf(ξ
−1)e∑

i=−dlogfRe
f−(i−1)(n−2(1−s))R−(n−2(1−s))|Fi|,

where Ineq. (11.12) is used in the last line. By Lemma 11.5.2, we know that |Fi| ≤ C2
V U f

niR2n which
gives

I1 ≤ fnC2
V UGξ2Rn−2s

dlogf(ξ
−1)e∑

i=−dlogfRe
f2(i−1)(1−s).

Using dlogf(ξ
−1)e − 1 ≤ logf(ξ

−1), the sum can be estimated by

dlogf(ξ
−1)e∑

i=−dlogfRe
f2(i−1)(1−s) =

dlogfRe∑

i=−dlogf(ξ
−1)e

f−2(i+1)(1−s) ≤
∞∑

j=0

f−2(j−dlogf(ξ
−1)e+1)(1−s)

≤ ξ2(s−1)
∞∑

j=0

f−2(1−s)j ≤ ξ2(s−1)

1− f−2(1−s) ,

which leads to

I1 ≤
fnC2

V U

1− f−2(1−s)Gξ
2sRn−2s.

The computation for I2 is similar but uses |ϕ(x)− ϕ(y)| ≤ 1 instead of the Lipschitz estimate:

I2 =

ˆ
B

ˆ
d(x,y)>f

dlogf(ξ−1)e
R

(ϕ(x)− ϕ(y))2

d(x, y)n+2s
c(x, y)Qdydx

≤
∞∑

i=dlogf(ξ
−1)e+1

ˆ
B

ˆ
fi−1R<d(x,y)≤fiR

c(x, y)Q

d(x, y)n+2s
dydx

≤
∞∑

i=dlogf(ξ
−1)e+1

f−(i−1)(n+2s)R−(n+2s)

ˆ
Fi

c(x, y)Qdydx.
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Due to Ineq. (11.12) and the bound |Fi| ≤ C2
V U f

niR2n from Lemma 11.5.2, we arrive at

I2 ≤ fnC2
V UGRn−2s

∞∑

i=dlogf(ξ
−1)e+1

f−2(i−1)s.

Estimating the sum using −dlogf(ξ
−1)e ≤ − logf(ξ

−1) provides us with

∞∑

i=dlogf(ξ
−1)e+1

f−2(i−1)s ≤
∞∑

j=0

f−2s(j+dlogf(ξ
−1)e) ≤ ξ2s

∞∑

j=0

f−2sj ≤ ξ2s

1− f−2s
,

which we insert into the previous computation to get

I2 ≤
fnC2

V U

1− f−2s
Gξ2sRn−2s.

Combining estimates for I1 and I2 leads to

ˆ
B

ˆ
Zn

(ϕ(x)− ϕ(y))2

d(x, y)d+2s
c(x, y)Qdydx ≤ I1 + I2

≤
(

fn

1− f−2(1−s) +
fn

1− f−2s

)
C2
V UGξ2sRn−2s

and proves the lemma.

Lemma 11.5.4. Let c be an i.i.d. conductance on Zn such that E[cwQ] for some w ≥ 2, Q > 1. Let
B ⊂ Zn be a ball with radius R ≥ 1. Then for every δ > 0

P


∃i ∈ Z,

∑

(x,y)∈Fi
c(x, y)Q > E[cQ + δ]|Fi|


 ≤ C(11.5.4)E[cwQ]R−

nw
2 ,

with C(11.5.4) ≡ C(11.5.4)(w, δ, n) and Fi ≡ Fi(B).

Proof. We will us use deviation estimate from Lemma 11.1.4 on the i.i.d. variables {c(x, y)Q}(x,y)∈Fi .
There is exactly |Fi| := #Fi of them and this number is greater or equal to CV Lf

(i−1)nR2n by
Lemma 11.5.2. Therefore

P


 ∑

(x,y)∈Fi
c(x, y)Q > E[cQ + δ]|Fi|


 ≤ 2wCR(w)δ−wE[cwQ]|Fi|−

w
2

≤ 2wCR(w)δ−wE[cwQ]C
−w

2
V L R

−nwf−
(i−1)nw

2 .

Summing this over i ∈ Zn implies (recall Fi = ∅ for i < − logfR)

P


∃i ∈ Z,

∑

(x,y)∈Fi
c(x, y)Q > (E[cQ] + δ)|Fi|




≤
∞∑

i=−dlogfRe
P


∑

y∈Fi
c(x, y)Q > (E[cQ] + δ)|Fi|




≤ 2wCR(w)C
−w

2
V L δ

−wE[cwQ]R−nw
∞∑

i=−dlogfRe
f−

(i−1)nw
2 .
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The only thing left to do is to estimate the sum by

∞∑

i=−dlogfRe
f−

(i−1)nw
2 ≤ f

(dlogf Re+1)nw

2

∞∑

j=0

f−
jnw
2 ≤ fnw

1− f−
nw
2

R
nw
2

and obtain

P


∃i ∈ Z,

∑

(x,y)∈Fi
c(x, y)Q > E[cQ + δ]|Fi|


 ≤ fnw

1− f−
nw
2

CR(w)C
−w

2
V L δ

−wE[cwQ]R−
nw
2 .

Taking

C(11.5.4) ≡ C(11.5.4)(w, δ, n) :=
fnw

1− f−
nw
2

CR(w)C
−w

2
V L δ

−w

proves the claim.

Theorem 11.5.5. Let c be an i.i.d. conductance on Zn such that E[cwQ] < ∞ for some Q ≥ 1
and w > 2 + 2

n . Then there exist non random θ ≡ θ(w, n) ∈ (0, 1), CiidC ≡ CiidC (E[cwQ], Q, s, n)
and, for every x? ∈ Zn, a random variable R? ≡ R?(x?, c,Q, s, n, ω) such that E P-a.e. satisfies
?CE[x?, R?, θ; s,Q, γ = 0, CiidC ].

Written out explicitly, for all R0 > R?, x0 ∈ B(x?, R0), R > Rθ0 and Lipschitz ϕ : Zn → [0, 1], with
ξ := RLipϕ, (ˆ

B(x0,R)
Γϕ(x)Qdx

) 1
Q

≤ CiidC ξ2sR
n
Q
−2s

.

Proof. For θ ∈ (0, 1) and R0 ≥ 1 we are interested in estimating the probability that

(ˆ
B(x0,R)

Γϕ(x)Qdx

) 1
Q

≤ Aξ2sR
n
Q
−2s

(11.13)

fails for certain A > 0 and some admissible choice of x0, R0, R and ϕ. Using Lemma 11.5.4 we intend
to guarantee that this probability is small for the correct choice of A, that is, we are looking to bound

P (θ,R0, A) := P
(
∃x0 ∈ B(x?, R0),∃R ≥ Rθ0,∃ϕ : Ineq. (11.13) fails on B(x,R)

)
.

First of all, we claim that this probability can be estimated considering only R of the form 2l for l ∈ N.
To see this, take some x0 ∈ B(x?, R0) and suppose that Ineq. (11.13) holds for all R = 2l, l ∈ N and
all ϕ. For arbitrary R ≥ Rθ0, Lipschitz ϕ, set ξ := RLipϕ and find l ∈ N such that 2l ≤ R ≤ 2l+1.
Then Ineq. (11.13) applied with R = 2l+1 and ξ = 2l+1 Lipϕ implies that

(ˆ
B(x0,R)

(Γϕ)Q (y)dy

) 1
Q

≤
(ˆ

B(x0,2l+1)
(Γϕ)Q (y)dy

) 1
Q

≤ A(Lipϕ)2s2
(l+1)n
Q

≤ 2
n
QA(Lipϕ)2s2

ln
Q ≤ 2

n
QAξ2sR

n
Q
−2s

,

which shows that Ineq. (11.13) is also satisfied in B(x0, R) but with constant 2
n
QA instead of A on the

right. Hence, P (θ,R0, 2
n
QA) can be estimated by looking only at R ≥ R0 of the form 2l for l ∈ N. For

x0 ∈M,R = 2l, l ∈ N, Lemma 11.5.3 and Lemma 10.3.2 combined show that the following implication
holds (for Fi := Fi(B(x0, R))):

(∀i ∈ Z)
∑

y∈Fi
c(x, y)Q ≤ E[cQ + 1]|Fi| =⇒

=⇒ ∀ϕ
(ˆ

B(x0,R)
(Γϕ)Q (y)dy

) 1
Q

≤ C
1
Q∗

(2.7.5)C
1
Q

(11.5.3)E[cQ + 1]
1
Q ξ2sR

n
Q
−2s
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where, in the second line, ξ = RLipϕ. Setting A = 2
n
QC

1
Q∗

(2.7.5)C
1
Q

(11.5.3)E[cQ + 1]
1
Q this proves that

P (θ,R0, A) ≤
∑

x∈B(x?,R0)

∞∑

l=dlog2R
θ
0e
P


∃i ∈ Z :

∑

y∈Fi
c(x, y)Q > E[cQ + 1]|Fi|


 .

But P (θ,R0, A) is decreasing in A so defining

CiidC ≡ CiidC (E[cwQ], Q, n, s) = 2
n
QC

1
Q∗

(2.7.5)C
1
Q

(11.5.3)E[cwQ + 2]
1
Q > A

the previous estimate also holds with CiidC instead of A. Using Lemma 11.5.4 with δ = 1 gives

P (θ,R0, C
iid
C ) ≤ C(11.5.4)E[cwQ]

∑

x∈B(x?,R0)

∞∑

l=dlog2R
θ
0e

2−
lnw
2

≤ C(11.5.4)E[cwQ]R
n− θnw

2
0

∞∑

l=0

2−
lnw
2 .

The last expression is summable in R0 whenever n − θnw
2 < −1 which is equivalent to θnw

2 > n +

1. If w > 2 + 2
n , then n+1

nw/2−1 < 1 and it is possible to choose any θ ∈
(

2(1+1/n)
w , 1

)
, say θ ≡

θ(w, n) := 1
2 + 2(1+1/n)

w to be specific. Borel-Cantelli lemma now proves that random variable R?(x?) ≡
R?(x?, c,Q,C

iid
C , θ, s, n, ω) defined by

R? = sup{R∗ : ?CE[x?, R∗, θ; s,Q, γ = 0, CiidC ] fails}+ 1

is almost surely finite. Dependencies reduce to R?(x?) ≡ R?(x?, c, p, s, n, ω) and CiidC ≡ CiidC (E[cwQ],
Q, n, s), which proves the theorem.

11.6. Tail estimates

Lemma 11.6.1. Let c be an i.i.d. conductance on Zn such that E[cw] < ∞ for some w ≥ 2. Let
R > 0, x ∈ Zn be arbitrary, set B = B(x,R) and let c > 0 be such that cCV L ≥ CV U + 1. Then for
every δ > 0

P


 ∑

y∈Zn\B

c(x, y)

d(x, y)n+2s
>
CV U c

nE[c+ δ]

1− c−2s
R−2s


 ≤ 2wδ−wCR(w)

1− c−
nw
2

R−
nw
2 E[cw].

Proof. The plan is again to make use of Lemma 11.1.4 which is based on Rosenthal’s inequality.
We again write the sums in Zn as integrals over counting measure #,

´
x f(x)dx :=

´
x f(x)#(dx) =∑

x f(x) for the rest of the proof. Define annuli Ai := ci+1B \ ciB which, owing to the assumption on
c and volume regularity of Zn, have the property that

Rncni ≤ |ci+1B| − |ciB| ≤ |Ai| ≤ |ci+1B| ≤ CV URncn(i+1).

If for every i ≥ 0  
Ai

c(x, y)dy ≤ E[c+ δ],

139
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then

ˆ
Bc

c(x, y)

d(x, y)n+2s
dy ≤

∞∑

i=0

ˆ
Ai

c(x, y)

d(x, y)n+2s
dy ≤

∞∑

i=0

(Rci)−n−2s

ˆ
Ai

c(x, y)dy

≤ CV U cnR−2s
∞∑

i=0

c−2is

 
Ai

c(x, y)dy ≤ CV U cnE[c+ δ]R−2s
∞∑

i=0

c−2is

≤ CV U c
n

1− c−2s
E[c+ δ]R−2s.

Therefore

P
(ˆ

Bc

c(x, y)

d(x, y)n+2s
dy >

CV U c
nE[c+ δ]

1− c−2s
R−2s

)
≤
∞∑

i=0

P
( 

Ai

c(x, y)dy > E[c+ δ]

)
.

Deviation estimate from Lemma 11.1.4 applies easily to probabilities on the right and gives

P
( 

Ai

c(x, y)dy > E[c+ δ]

)
≤ 2wCR(w)δ−w|Ai|−

w
2 E[cw]

≤ 2wCR(w)δ−wR−
nw
2 c−

niw
2 E[cw].

Summing up in i we come back to

P
(ˆ

Bc

c(x, y)

d(x, y)n+2s
dy >

CV U c
nE[c+ δ]

1− c−2s
R−2s

)
≤ 2wδ−wCR(w)

1− c−
nw
2

R−
nw
2 E[cw],

which proves the statement.

Theorem 11.6.2. Let c be an i.i.d. conductance on Zn such that E[cw] < ∞ for some w > 2 + 2
n .

Then there exist non random θ ≡ θ(n,w) ∈ (0, 1), CT ≡ CT (E[c], n, s) such that, for every x? ∈ Zn, we
can find a random variable R? ≡ R?(x?, ω, θ, c, n, s) such that E P-a.s. satisfies ?TB[x?, R?(x?), θ;CT ].
Explicitly,

∀R0 ≥ R?, ∀x ∈ B(x?, R0), ∀R ≥ Rθ0,
ˆ
B(x,R)c

c(x, y)

d(x, y)n+2s
dy ≤ CTR−2s.

Proof. Consider, for R0 ≥ 1 and A > 0, the probability

P (R0, θ, A) := P

(
∃R ≥ Rθ0, ∃x ∈ B(x?, R0) :

ˆ
B(x,R)c

k(x, y)dy > AR−2s

)

and notice that it can be bounded in terms of R ≥ Rθ0 of the form R = 2l for l ∈ N0. Let us explain
how this works. If R < 1, then B(x,R)c = B(x, 1)c and we can just use R = 1. On the other hand, if
R ≥ 1, let us find l ∈ N0 such that 2l ≤ R < 2l+1 and observe that, if

´
B(x,R)c k(x, y)dy > 4AR−2s for

some A > 0, then

ˆ
B(x,2l)c

k(x, y)dy ≥
ˆ
B(x,R)c

k(x, y)dy ≥ 4AR−2s > 4A

(
R

2l

)−2s

2−2ls ≥ A2−2ls.

Because of this we can now estimate

P (R0, θ, 4A) ≤
∑

x∈B(x?,R0)

∞∑

l=dlog2R
θ
0e
P

(ˆ
B(x,2l)c

k(x, y)dy > A2−2ls

)
.
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Taking c := CV U+1
CV L

, δ = 1, A = CV U c
nE[c+1]

1−c−2s and using Lemma 11.6.1 results in

P

(
R0, θ,

4CV U c
nE[c+ 1]

1− c−2s

)
≤

∑

x∈B(x?,R0)

∞∑

l=dlog2R
θ
0e

2wCR(w)

1− c
nw
2

E[cw]2−
lnw
2

≤ 2wCR(w)

1− c
nw
2

E[cw]R
n− θnw

2
0

∞∑

l=0

2
lnw
2

≤ 2wCR(w)E[cw]

(1− c
nw
2 )(1− 2

nw
2 )
R
n− θnw

2
0 .

The right side is summable in R0 if we can find θ such that the exponent is smaller than −1. This
is possible if and only if w > 2 + 2

n just like in the proof of Theorem 11.5.5. Thus, we can define
CT ≡ CT (n, s,E[c]) := 4A and make use of Borel-Cantelli lemma (Theorem 11.1.1) to conclude that
random variable R?(x?) ≡ R?(x?, ω, c, θ, n, s) > 0, defined by

R?(x?) := sup{R∗ ∈ N : ?TB[x?, R∗, θ;CT ] fails}+ 1,

is P-a.s. finite, which proves the theorem.

11.7. Weak Harnack inequality and Hölder regularity

Theorem 11.7.1. Let c be an i.i.d. conductance on Zn (n ≥ 2) such that E[cp] <∞ for some p > n+1
s .

Then there exist non random θ ≡ θ(p, n, s) ∈ (0, 1), Q ≡ Q(p, s, n) ∈ [1,∞), CiidC ≡ CiidC (p,E[cp], s, n),
CiidS1 ≡ CiidS1 (p, p, ν, s, n), CiidS2 ≡ CiidS2 (p,E[cp], p, ν, s, n), CiidP ≡ CiidP (n, p, ν), CiidPH ≡ CiidPH(p,E[cp],
p, ν, s, n), CiidH ≡ CiidH (s), ηiid ≡ ηiid(s, n, p,E[cp], p, ν) and, for every x? ∈ Zn, a random variable
R?(x?) ≡ R?(x?, ω, c, p, p, ν, n, s) such that P-a.s. E satisfies

(i) ?CE[x?, R?(x?), θ; s,Q, γ = 0, CiidC ],

(ii) ?SI[x?, R?(x?), θ; s, ρ = (1− 2s/n+ 1/q)−1, ζ = Q,CiidS1 , C
iid
S2 , γ = 0],

(iii) ?PI[x?, R?(x?), θ; s, C
iid
P ],

(iv) ?WPHI[x?, R?(x?), θ; s, C
iid
PH , Q],

(v) ?HR[x?, R?(x?), θ; η
iid, CiidH ].

Proof. Assumption on p allows us to find Q,w ≥ 1 such that Q > n
2s , w > 2 + 2

n and Qw = p. For

such Q ≡ Q(p, s, n) and w ≡ w(p, s, n) let us choose any q >
(

2s
n − 1

Q

)−1
which assures that

1

q
+

1

Q
<

2s

n
. (11.14)

For concreteness let us fix q ≡ q(p, s, n) := 2
(

2s
n − 1

Q

)−1
. Due to Theorem 11.5.5 there exist θ(E) ≡

θ(E)(n,w) ≡ θ(E)(n, s, p) ∈ (0, 1), CiidC ≡ CiidC (E[cwQ], Q, s, n) ≡ CiidC (E[cp], p, s, n) and a P-a.s. finite

random variables R
(E)
? (x?) ≡ R(E)

? (x?, ω, c,Q, s, n) ≡ R(E)
? (x?, ω, c, p, s, n) such that E P-a.s. satisfies

?CE[x?, R
(E)
? (x?), θ

(E); s,Q, γ = 0, CiidC ].

By Item (ii) of Theorem 11.2.2 there exist CiidS1 ≡ CiidS1 (n, s, q, p, ν) ≡ CiidS1 (n, s, p, p, ν), CiidS2 ≡ CiidS2 (n,

s, q, p, ν, CiidC ) ≡ CiidS2 (n, s, p, p, ν,E[cp]) and a P-a.s. finite R
(S)
? (x?) ≡ R?(x?, ω, c, θ

(E), n, s, q, p, ν) ≡
R?(x?, ω, c, n, s, p, p, ν) such that E P-a.s. satisfies

?SI[x?, R
(S)
? (x?) ∨R(E)

? (x?), θ
(E); s, ρ = (1− 2s/n+ 1/q)−1, ζ = Q,CiidS1 , C

iid
S2 , γ = 0].
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Moving on, Theorem 11.3.1 proved that there exist CiidP ≡ CiidP (n, p, ν) and an P-a.s. finite random

variables R
(P )
? (x?) ≡ R(P )

? (x?, ω, c, θ
(E), n, p, ν) ≡ R(P )

? (x?, ω, c, p, s, n, p, ν) such that P-a.s. E satisfies

?PI[x?, R
(P )
? (x?), θ

(E); s, CiidP ].

This verifies Items (i) to (iii) for all θ ≥ θ(E) and R?(x?) ≥ R(E)
? (x?) ∨R(S)

? (x?) ∨R(P )
? (x?).

To get ?WPHI we take θ(H) ≡ θ(H)(n, s, p) = 1+θ(E)

2 and

R
(H)
? (x?) ≡ R(H)

? (x?, ω, c, p, s, n, p, ν) = 4(1−θ(E))−1 ∨R(E)
? (x?) ∨R(S)

? (x?) ∨R(P )
? (x?).

Then for all R0 ≥ R(H)
? (x?), x0 ∈ B(x?, R0) and R ≥ Rθ(H)

0 we have

R/2 ≥ Rθ(H)

0 /2 ≥ Rθ(E)

0 R
(H)
? (x?)

θ(H)−θ(E)
/2 ≥ Rθ(E)

0 4(1−θ(E))−1(1−θ(E))/2/2 ≥ Rθ(E)

0

which means that P-a.s. E satisfies

• CE[x0, [R/2,∞); s,Q, 2s, CiidC ],

• SI[x0, [R/2,∞); s, ρ = (1− 2s/n+ 1/q)−1, ζ = Q,CiidS1 , C
iid
S2 , γ = 0] and

• PI[x0, [R/2,∞); s, CiidP ].

This verifies assumptions Items (i), (ii) and (v) of Theorem 6.5.1. Item (iii) is verified by Lemma 2.6.1
which confirms that Zn with counting measure satisfies V[x0, [R/2,∞), n, CV L, CV U ] and Item (iv) is
identical to Ineq. (11.14). Therefore Theorem 6.5.1 implies that there exists

CiidPH ≡ CiidPH
(
s, n, q,Q,CiidC , CiidS1 , C

iid
S2 , C

iid
P , γ, CV L, CV U

)
≡ CiidPH(s, n, p,E[cp], p, ν)

such that E P-a.s. satisfies WPHI[x0, [R,∞); s, CiidPH , Q]. This is sufficient to conclude that E P-a.s.
satisfies

?WPHI[x0, R
(H)
? (x?), θ

(H); s, CiidPH , Q]

which proves Item (iv). An immediate consequence, due to Theorem 6.5.2, is that

?WEHI[x0, R
(H)
? (x?), θ

(H);CE = CiidPH ]

also holds P-a.s. Finally, Theorem 6.6.3, with the help of Items (i) and (iv), implies that there exists
an

ηiid ≡ ηiid(CiidPH , CiidC , s, n, CV L, CV U ) ≡ η(s, n, p,E[cp], p, ν)

and CiidH ≡ CiidH (s) such that
?HR[x0, R?(x?), θ; η

iid, CiidH ]

is satisfied P-a.s., which proves Item (v).

Note in the end that replacing R
(E)
? , R

(S)
? , R

(P )
? with the larger R

(H)
? and θ(E), θ(S), θ(P ) with larger

θ(H) preserves corresponding ?Property which reduces some of the notation from the proof by taking

R? := R
(H)
? and θ := θ(H).

11.8. Exit time estimates

Theorem 11.8.1. Let c be an i.i.d. conductance on Zn (n ≥ 2) such that E[cp] < ∞ for some
p > n+1

s . Then there exist non random θ ≡ θ(p, s, n) ∈ (0, 1), Ciid(E≥) = Ciid(E≥)(p,E[cp], p, ν, s, n),

Ciid(E≤) ≡ Ciid(E≤)(p,E[cp], p, ν, s, n), εiid ≡ εiid(p,E[cp], p, ν, s, n), δiid ≡ δiid(p,E[cp], p, ν, s, n), CiidEP ≡
CiidEP (p,E[cp], p, ν, s, n), CT ≡ CT (E[cp], n, s) and, for every fixed x? ∈ Zn, a random variable R?(x?) ≡
R?(x?, ω, c, p, p, ν, n, s) such that E P-a.s. satisfies
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11.8. Exit time estimates

(i) ?ETE[x?, R?(x?), θ; s, C
iid
(E≥), C

iid
(E≤)],

(ii) ?SE[x?, R?(x?), θ; s, ε
iid, δiid] and

(iii) for all x? ∈ Zn, t > 0, R0 ≥ R?(x?), x0 ∈ B(x?, R0/2), R ≤ R0/2

1− PB(x0,R)
t 1 ≤ CiidEP

t

R2s

(
R2sθ

0

t
∨ δ−2s

iid ∨ 4CiidT

)
in B

(
x0, R

θ
0 ∨ δ−1

iid t
1
2s

)
. (11.15)

In particular, the semigroup corresponding to E is P-a.s. conservative.

Proof. From Theorem 11.7.1 we know that there exist θ(H) ≡ θ(H)(p, n, s) ∈ (0, 1), Q ≡ Q(p, n, s) ≥ 1,

CiidPH ≡ CiidPH(p,E[cp], p, ν, s, n), CiidC ≡ CiidC (E[cp], s, n) and R
(H)
? (x?) ≡ R

(H)
? (x?, ω, c, p, p, ν, n, s) such

that E P-a.s. satisfies

• ?CE[x?, R?, θ
(H); s,Q, γ = 0, CiidC ] and

• ?WEHI[x0, R
(H)
? (x?), θ

(H);CiidPH ].

On the other hand, due to Lemma 11.4.1, for this θ(H) there exist CiidK ≡ CiidK (ν, p, n, s) > 0 and

R
(K)
? (x?) ≡ R(K)

? (x?, ω, c, θ
(H), n, p) such that P-a.s. E satisfies

?AKB≥[x?, R
(K)
? (x?), θ

(H); s, CiidK ].

Writing ?-quantifiers out, for all R0 ≥ R(H)
? ∨R(K)

? , x0 ∈ B(x0, R0), we have

• CE[x0, [R
θ(H)

0 ,∞); s,Q, γ = 0, CiidC ],

• WEHI[x0, [R
θ(H)

0 ,∞);CiidEH ],

• AKB≥[x0, [R
θ(H)

0 ,∞); s, CiidK ],

• V[x0, [1,∞);n,CV L(Zn), CV U (Zn)].

(where the last statement comes from Lemma 2.6.1). As the reader might suspect, the aim is to
use Theorem 7.1.5 but there are three more assumptions that need to be verified. Firstly, Zn with
counting measure is a separable metric measure space with Radon measure of full support which
verifies Assumption 2.5.3. Secondly, that E is a regular Dirichlet form on L2(M) P-a.s. satisfying
Assumption 4.0.2 we know from Corollary 9.2.2. This verifies Assumption 2.5.3. Finally, ‖GB1‖L2(B) <
∞ by Lemma 11.1.5 for every ball B ⊂ Zn. With the application of Theorem 7.1.5 now justified, we
can find

Ciid(E≥) ≡ Ciid(E≥)(C
iid
PH , C

iid
C , γ, s, n, CV L, CV U ) ≡ C(E≥)(p,E[cp], p, ν, s, n) > 0

and

Ciid(E≤) ≡ Ciid(E≤)(C
iid
PH , C

iid
K ) ≡ C(E≤)(p,E[cp], p, ν, s, n) <∞

such that ETE[x0, [2R
θ(H)

0 ,∞); s, Ciid(E≥), C
iid
(E≤)] is satisfied. Redefining θ(S) ≡ θ(p, n, s) := θ(H)+1

2 and

R
(S)
? (x?) ≡ R(S)

? (x?, ω, c, p, p, ν, n, s) := R
(H)
? (x?) ∨R(K)

? (x?) ∨ 4(θ−θ(H))−1

implies that for R0 ≥ R(S)
? (x?)

Rθ
(S)

0 ≥ Rθ(H)

0

(
R

(S)
? (x?)

)θ(S)−θ(H)

≥ 2Rθ
(H)

0
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11. i.i.d. conductance

which shows that E P-a.s. satisfies

?ETE[x?, R
(S)
? (x?), θ

(S); s, Ciid(E≥), C
iid
(E≤)].

Now Theorem 7.2.1 proves that there exist εiid ≡ εiid(p,E[cp], p, ν, s, n), δiid ≡ δiid(p,E[cp], p, ν, s, n)
such that E P-a.s. satisfies

?SE[x?, R
(S)
? (x?), θ

(S); s, εiid, δiid].

The conservativeness of E follows from the last property through Theorem 7.2.2.
On an independent argument line, Theorem 11.6.2 proved that there exists θ(T ) ≡ θ(T )(n, p), CT ≡

CT (E[c], n, s) and R
(T )
? (x?) ≡ R(T )

? (x?, ω, θ
(T ), c, n, s) such that P-a.s. E satisfies

?TB[x?, R
(T )
? (x?), θ

(T );CT ].

(Checking the proof of Theorem 11.6.2 the previous statement, due to monotonicity in CT , remains
true if E[cp + 2] is used instead of E[c + 1] when defining CT ). This allows us to consider CT as
depending on E[cp] and not on E[c].)

Let us define θ ≡ θ(n, p, s) = θ(S) ∨ θ(T ),

R?(x?) ≡ R?(x?, ω, c, p, p, ν, n, s) = R
(S)
? (x?) ∨R(T )

? (x?)

and take arbitrary R0 ≥ R?(x?), x0 ∈ B(x?, R0/2). Denoting B? = B(x0, R0) and R0 = Rθ0 in
Theorem 7.3.2 we find

CiidEP ≡ CiidEP (p,E[cp], p, ν, s, n) := C(7.3.2)(ε
iid, s)

such that P-a.s. the following estimate holds. For all t > 0, R ∈ (0, R0/2],

1− PB(x0,R)
t 1 ≤ CiidEP

( R
t1/2s

)−2s(R2sθ
0

t
∨ δ−2s ∨ 4CT

)
in B

(
x0, R

θ
0 ∨ δ−1t

1
2s

)
,

which proves Ineq. (11.15).
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12. Convergence results

In this chapter we investigate the consequences that results from Chapters 10 and 11 have on the
rescaled process Xm2st/m. In Section 12.1, we introduce the rescaled versions of E and Pt which we

denote by E(m) and P
(m)
t respectively. Theorem 4 from [FH20], in the ergodic case, and Theorem

8.3 from [CKK13](in the i.i.d. case) prove that E(m) converges in the generalized Mosco sense to

a Dirichlet form of a rotationally symmetric stable process. As a consequence, P
(m)
t f converges

strongly in L2-sense, for all t > 0 and f ∈ L2. With the help of large scale Hölder regularity from
Theorems 10.4.1 and 11.7.1 this L2-convergence can be improved to the pointwise convergence of

P
(m)
t f(0) in case of both ergodic and i.i.d. conductance. Using arguments similar to the ones in

Theorem 4.5 of [CKW18b] the pointwise convergence can be used to prove that Xm2st/m converges
in the sense of finite-dimensional distributions.

If c is an i.i.d. conductance, we can also prove the convergence of Xm2st/m in Skorokhod space
D([0, T ],Rn) for every T > 0. The limit can be identified from the convergence in the finite-dimensional
distributions so one only need to prove the tightness of distributions of Xm2st/m. This is again done
with the help of arguments from Theorem 4.5 of [CKW18b] and relies on the tightness criteria from
[Ald78].

12.1. Rescaling

Definition 12.1.1. For n,m ∈ N denote by Zm the refinement of the lattice Zn,

Zm :=

(
Z
m

)n
= {(x1, x2, . . . xn) ∈ Rn|mxi ∈ Z,∀i = 1, 2, . . . n} .

Define µm = m−n# (# the counting measure on Zn) to be our default measure on Zm and take
L2(Zm) to be the shorthand notation for L2(Zm, µm).
Furthermore, define dilation operators Dm : L2(Zn)→ L2(Zm) by Dmf(x) = f(mx) for x ∈ Zm.

Proposition 12.1.2. For every m ∈ N, mn/2Dm is a bijective isometry between L2(Zn) and L2(Zm).

Proof. For g ∈ L(Zm) the inverse of Dm is given by D−1
m g(x) = g(x/m), for x ∈ Zn. Moreover, for

every f ∈ L2(Zn) we have

‖mn/2Dmf‖2L2(Zm) =
∑

x∈Zm
mnf(mx)2µm =

∑

x∈Zn
f(x)2 = ‖f‖2L2(Zn).

Definition 12.1.3. Let c be a random conductance on Zn such that (E ,D[E ]) is P-a.s. a conservative
regular Dirichlet form on L2(Zn). Let Xt denote the random walk, properly associated to Dirichlet
form (E ,D[E ]), from Theorem 9.3.1. Because E is conservative, we can assume that Xt takes values
in Zn instead of Zn∂ (see Corollary 2.5.12).

For m ∈ N, we define X
(m)
t by X

(m)
t = Xm2st/m. Then X

(m)
t takes values in Zm. The distributions

of X
(m)
t on D([0,∞],Rn) under X

(m)
t = x0 are denoted by P

(m)
x0 for every x0 ∈ Zm. The expectation

with respect to P
(m)
x0 is denoted by E

(m)
x0 . We denote by (E(m),D[E(m)]) and P

(m)
t the regular Dirichlet

form and the symmetric semigroup associated with X
(m)
t on L2(Zm) in the sense of Definition 2.5.11.

For every U ⊂ Zm, P
U,(m)
t stands for the restricted semigroup corresponding to (E(m),D[E ]) in the

sense of Definition 2.4.12.
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12. Convergence results

Proposition 12.1.4 (Scaling relations). For m ∈ N and f ∈ L2(Zm) we have the following three
scaling relations:

(i) X
(m)
t =

Xm2st

m
,

(ii) P
(m)
t = DmPm2stD

−1
m , equivalently P

(m)
t f(x) = Pm2st

[
f
( ·
m

)]
(mx), and

(iii) D[E(m)] = DmD[E ] and E(m)(f) = m−2n
∑

x,y∈Zm

(f(x)− f(y))2

d(x, y)n+2s
c(mx,my) for every f ∈ L2(Zm).

Proof. Item (i) is just the definition of X
(m)
t . For all f ∈ Cc(Zm) and x ∈ Zm

P
(m)
t f(x) = Ex[f(X

(m)
t )] = Emx[D−1

m f(Xm2st)] = Pm2stD
−1
m f(mx)

= DmPm2stD
−1
m f(x).

Since both semigroups are bounded and Cc(Zm) is dense in L2(Zm), we have P
(m)
t = DmPm2stD

−1
m ,

which proves Item (ii). Furthermore m−n/2D−1
m is an isometry between L2(Zm) and L2(Zn) by Propo-

sition 12.1.2 so, for every t > 0,

1

t

(
P

(m)
t f − f, f

)
L2(Zm)

=
m−n

t

(
D−1
m P

(m)
t f −D−1

m f,D−1
m f

)
L2(Zm)

=
m−n+2s

m2st

(
Pm2stD

−1
m f −D−1

m f,D−1
m f

)
L2(Zn)

.

Passing to the limit t→∞ and using Lemma 1.3.4 of [FOT11] we find that D[E ] = D−1
m (D[E(m)]) and

E(m)(f) = m−n+2sE(D−1
m f) = m−n+2s

∑

x,y∈Zn

(f(x/m)− f(y/m))2

d(x, y)n+2s
c(x, y)

= m−2n
∑

x′,y′∈Zm

(f(x′)− f(y′))2

d(x′, y′)n+2s
c(mx′,my′)

where we used d(mx,my) = md(x, y) property of the Euclidean distance on Rn in the last line. This
shows Item (iii) and completes the proof.

Definition 12.1.5. Let c be a symmetrized ergodic or i.i.d. conductance such that E[c] < ∞. We

define X
(∞)
t to be the pure jump Lévy process determined by its Lévy measure (see [Ber96], Chapter

I, Theorem 1)

Π(dy) =
E[c]

|y|n+2s
dy.

We denote by E(∞) and P
(∞)
t the regular Dirichlet form and semigroup of the process X

(∞)
t . It is

known that for every f ∈ L2(Rn)

E(∞)(f) = E[c]

ˆ
Rn×Rn

(f(x)− f(y))2

|x− y|n+2s
dxdy.

The distributions of X(∞) on D([0,∞],Rn) under X
(∞)
t = x0 are denoted by P

(∞)
x0 for every x0 ∈ Rn.

The expectation with respect to P
(∞)
x0 is denoted by E

(∞)
x0 .

Proposition 12.1.6. Function g(t, x) := P
(∞)
t f(x) is continuous in (0,∞)×Rn for every f ∈ L2(Rn).

Proof. See [FK13] Theorem 1.2 which proves Hölder continuity.
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12.1. Rescaling

Proposition 12.1.7. Semigroup P
(∞)
t has the Feller property. That is, for every f ∈ C0(Rn),

∀t > 0 P
(∞)
t f ∈ C0(Rn)

and

lim
t→0
‖Ptf − f‖L∞(Rn) = 0.

Proof. Semigroups of Lévy processes are always Feller which can be found in [Ber96] Chapter I Propo-
sition 5 for instance.

As foreshadowed by notation we aim to prove that E(m) converges to E(∞) in Mosco sense. As
the classical Mosco convergence requires forms to be defined on the same Hilbert space, which is not
the case here, we instead turn to the generalized Mosco convergence introduced in Section 2.8. In
Setting 2.8.3 we take Hm = L2(Zm), H = L2(Zn) and the projection and extension operators πm, Em
defined below. These are the natural projection and extension operators when approximating Rn by
a square mesh.

Definition 12.1.8. Define the projection operator πm : L2(Rn)→ L2(Zm) by

πmf(z) =

 
z+[− 1

2m
, 1
2m)

n
f(x)dx

and the extension operator Em : L2(Zm)→ L2(Rn) by

Emf(x) = f([x]m)

where [x]m ∈ Zm is the unique point such that x ∈ [x]m + [− 1
2m ,

1
2m)n.

Almost the same definition of projection and extension operators is given in the beginning of Section
2 of [FH20]. For more general limit spaces and tiling patterns the definition can be found in [CKK13],
see Equations (2.13) and (2.14), or in [CKW18b], Section 4.3.

Proposition 12.1.9. πm and Em are projection and extension operators in the sense of Defini-
tion 2.8.2.

Proof. Items (i), (ii) and (v) of Definition 2.8.2 follow by straightforward computations. For f ∈
L2(Zn), Jensen’s inequality implies

‖πmf‖L2(Zm) =
∑

z∈Zm
mn

( 
z+[− 1

2m
, 1
2m)

n
f(x)dx

)2

≤ ‖f‖L2(Zn),

which proves remaining Items (iii) and (iv) of Definition 2.8.2.

Definition 12.1.10. Define the sequence of semigroups P̃ (m) on L2(Rn) by P̃ (m) = EmP
(m)πm.

The following lemma will be needed in Theorem 12.4.1.

Lemma 12.1.11. Let t1,M > 0, f ∈ L2(Rn) and a sequence {fm} ⊂ L2(Rn) be arbitrary but such
that supm ‖fm‖L∞ ≤ M . If P-a.s. E is a Dirichlet form satisfying HR[0, [R0,∞); η, CH ], for some
R0 > 0, η, CH ∈ (0,∞), and

P̃
(m)
t1

fm
m→∞−−−−→ P

(∞)
t1

f in L2(Rn)-sense,

then P-a.s. P̃
(m)
t1

fm(0)
m→∞−−−−→ P

(∞)
t1

f(0).
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12. Convergence results

Proof. We will prove the claim pointwise on the set of P probability 1 where all the assumptions are

satisfied. Recall that by definition P̃
(m)
t = EmP

(m)
t πm = EmDmPm2stD

−1
m πm where Dm : L2(Zn) →

L2(Zm) are dilation operators Dmg(x) := g(mx). We know from Lemma 5.1.9 that, for every
g ∈ L2(Zn), function Ptg(x) solves ∂tu − Lu = 0 on (0,∞) × B for every ball B ⊂ Zn. Hence

HR[0, [R0,∞); η, CH ] implies that for all R0 ≤ R ≤ R ≤ (t0/2)
1
2s , denoting BR := B(0, R),

ess osc
(t,x)∈[t0−R2s,t0]×BR∩Zn

PtD
−1
m πmfm(x) ≤ CH

(
R

R

)η
‖D−1

m πmfm‖L∞(Zn).

Let us first show that essential oscillation on the left can be replaced with the classical oscillation.
This works on any countable measure spaces where the algebra of null sets is trivial, so in particular
it works on Zn with counting measure #. To elaborate, denote g := D−1

m πmfm for a short while and
notice that Pt is strongly continuous in L2(Zn). This allows us to estimate, for all y ∈ Zn, δ > 0,

|Pt+δg(y)− Ptg(y)| ≤ 1

#({y})

(∑

z∈Zn
|Pt+δg(z)− Ptg(z)|2

)1/2

≤ ‖Pt+δg − Ptg‖L2(Zn),

implying that Ptg(y) is continuous in t for every y ∈ Zn. Let us denote S := [t0−R2s, t0]×B(0, R)∩Zn
and suppose that N ⊂ S, λ×#(N) = 0 (λ being the Lebesgue measure on R) is an null set such that

ess osc
(t,x)∈S

Ptg(x) = osc
(t,x)∈S\N

Ptg(x).

Since Zn is countable and ∅ is the only #-null subset of Zn we can decompose N into

N =
⋃

y∈B(0,R)∩Zn
Ny,

where λ(Ny) = 0 for every y ∈ B(0, R) ∩ Zn. Therefore

ess osc
(t,x)∈S

Ptg(x) = osc
(t,x)∈S\N

Ptg(x)

= sup
x∈B(0,R)∩Zn

sup
t∈[t0−R2s,t0]\Nx

Ptg(x)− inf
x∈B(0,R)∩Zn

inf
t∈[t0−R2s,t0]\Nx

Ptg(x).

Due to the continuity of Ptg(x) for every x ∈ B(0, R)∩Zn, null sets Nx in the last line can be ignored
giving

ess osc
(t,x)∈S

Ptg(x) = osc
(t,x)∈S

Ptg(x)

just like we promised. This proves that for all R0 ≤ R ≤ R ≤ (t0/2)
1
2s

osc
(t,x)∈[t0−R2s,t0]×BR∩Zn

PtD
−1
m πmfm(x) ≤ CH

(
R

R

)η
‖D−1

m πmfm‖L∞(Zn).

Since both πm and D−1
m do not increase the L∞(Rn) norm, the last factor is bounded by ‖fm‖L∞(Rn) ≤

M . Rescaling variables R0, R,R and t0 we can translate this into the following statement concerning

P
(m)
t πmfm = DmPm2stD

−1
m πmfm: For R0

m ≤ R ≤ R ≤ (t0/2)
1
2s ,

osc
(t,x)∈[t0−R2s,t0]×BR∩Zm

P
(m)
t πmfm(x) ≤ CHM

(
R

R

)η
. (12.1)

Recall that for every g ∈ L2(Zm) by definition Emg(x) := g([x]m) where d([x]m, x) ≤
√
n

2m and we can
estimate, for every S′ ⊂ Rn and g ∈ L2(Zm),

sup
S′
Emg ≤ sup

{x∈Zm:d(x,S′)≤
√
n

2m
}
g and inf

S′
Emg ≥ inf

{x∈Zm:d(x,S′)≤
√
n

2m
}
g.
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Translating Ineq. (12.1) to a statement on P̃
(m)
t = EmP

(m)
t πmfm we find that for all R0

m ≤ R ≤
R+

√
n

2m ≤ R ≤ (t0/2)
1
2s

osc
(t,x)∈[t0−R2s,t0]×BR

P̃
(m)
t fm(x) ≤ CHM

(
R+

√
n

2m

R

)η
.

The left hand side is increasing in R and the right hand side is decreasing in R which makes it
possible to allow for small values of R and R by slightly modifying the inequality. That is, for all
R,R ∈ [0, (t0/2)

1
2s ]

osc
(t,x)∈[t0−R2s,t0]×BR

P̃
(m)
t fm(x) ≤ (CH ∨ 2)M

(
R+ R0

m +
√
n

2m

R

)η
.

Note that if R+
√
n

2m ≥ R the above inequality follows from L∞-contractiveness of P̃
(m)
t explaining the

change to CH ∨ 2. Let us specify t0 := t1, R = (t0/2)
1
2s in what follows. Then in particular

osc
x∈BR

P̃
(m)
t1

fm(x) ≤ C1

(
R+

R0

m
+

√
n

2m

)η

where C1 := (CH ∨ 2)M(t1/2)−
η
2s . For arbitrary δ ∈ (0, (t1/2)

1
2s ) this implies that

∣∣∣∣∣

 
B(0,δ)

P̃
(m)
t1

fm(x)dx− P̃ (m)
t1

fm(0)

∣∣∣∣∣ ≤ osc
x∈B(0,δ)

P̃
(m)
t1

fm(x) ≤ C1

(
δ +

R0

m
+

√
n

2m

)η
.

On the other hand, by continuity of P
(∞)
t1

f(x) from Proposition 12.1.6, for every ε > 0 there is a
δ ≡ δ(ε) ∈ (0, ε) such that ∣∣∣∣∣

 
B(0,δ)

P
(∞)
t1

f(x)dx− P (∞)
t1

f(0)

∣∣∣∣∣ < ε.

The last two observations, with ε ≡ ε(t1) small enough, lead to

|P̃ (m)
t1

fm(0)− P (∞)
t1

f(0)| ≤
 
B(0,δ)

|P̃ (m)
t1

fm(x)− P (∞)
t1

f(x)|dx+ C1

(
δ +

R0

m
+

√
n

2m

)η
+ ε.

From L2(Rn)-convergence P̃
(m)
t1

fm
m→∞−−−−→ P

(∞)
t1

f we now conclude that

 
B(0,δ)

|P̃ (m)
t1

fm(x)− P (∞)
t1

f(x)|dx ≤ |B(0, δ)|− 1
2 ‖P̃ (m)

t1
fm − P (∞)

t1
f‖L2(M)

m→∞−−−−→ 0.

Thus

lim sup
m→∞

|P̃ (m)
t1

fm(0)− P (∞)
t1

f(0)| ≤ ε+ C1ε
η,

which proves the claim because the left hand side does not depend on ε which can be taken arbitrarily
small.

12.2. Mosco convergence for symmetrized ergodic conductance

We will prove that E(m) converges to E(∞) in the generalized Mosco sense when c is symmetrized
ergodic conductance. The result which we need is proved in Theorem 4 of [FH20] and only minor
modifications are needed to adopt it into our setting. Here is a paraphrase of their result.
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Theorem 12.2.1. Let s ∈ (0, 1) and n ≥ 2 be arbitrary and let q > n
2s be such that ergodic conductance

c has finite expectation and negative q moment, i.e. E[c] + E [c−q] < ∞. Then the following two
statements hold P-a.s.

(i) For every sequence um ∈ L2(Zm) such that supm E(m)(um) <∞ there exist a u ∈W s,2(Rn) and
a subsequence um such that Emum → u a.e. on L2(Rn) and

lim inf
m→∞

E(m)(um) ≥ E(∞)(u).

(ii) For every u ∈ Cc(Rn) consider the sequence πmu. Then πmu ∈ D[E(m)], Emπmu → u strongly
in L2(Rn) and

lim
m→∞

E(m)(πmu) = E(∞)(u).

Proof of paraphrase. Since the differences that we need to address are mostly cosmetic we advise
the reader to have a copy of [FH20] nearby. Note that [FH20] does not state the condition P-a.s.
explicitly. We restrict the definition of the form Ep,s,ε from the introduction of [FH20] by specifying
p = 2, G = 0, V (ξ) = ξ2 and fε = 0. Taking ε = 1/m these forms coincide with E(m) and the Rε,
R∗ε coincide with πm, Em respectively. The result is a combination of Theorem 5 and Lemma 36 from
[FH20]. The second conclusion of Theorem 5 does not quite fit with our definition of generalized Mosco
convergence because the approximating sequence is not claimed to be in L2(Zm) and the convergence
is pointwise. But let us not get ahead of ourselves and first find r such that Assumptions 1 and 3
from [FH20] are satisfied. For Assumption 1, c is ergodic in Zn × Zn by assumption, and we need to
find r ∈ (1, p) such that q ≥ r

p−r >
n
sp . We know already that q > n

sp > 1, p = 2, E[c] < ∞ and

E[c−q] < ∞. Plugging r = 1 into expression r
p−r gives 1

2−1 = 1 while for r → p the expression goes

to infinity. Since r
p−r is continuous in r, we can find an r such that r

p−r ∈
(
n
sp , q

]
so Assumption 1 is

satisfied. Assumption 3 is satisfied because V (ξ) = ξ2 is continuous and one can take α = 1, β = 1,
c = 0 and p = 2 to get

α|ξ|p ≤ V (ξ) ≤ c+ β|ξ|p.

Furthermore, |ξ|−pV (ξ) = 1 is clearly continuous at 0. The second condition 2 in Theorem 5 from
[FH20] is satisfied because G = α|ξ|r+G̃ with α = 0, G̃ = 0 (which is clearly non-negative and convex)
and in addition fm = 0. The first claim now follows from statement 1 of Theorem 5 of [FH20].

To prove the second statement we turn to Lemma 36 of [FH20]. Take an arbitrary u ∈ Cc(Rn), find
a bounded set Q ⊂ Rn large enough such that d(supp(u),Qc) > 2

√
n and set um = πmu. We already

checked Assumptions 1 and 3 of [FH20] and a simple computation

|um(x)− um(y)| ≤
 

[− 1
2m

, 1
2m

)n
|u(x+ z)− u(y + z)|dz ≤

 
[− 1

2m
, 1
2m

)n
(Lipu)d(x, y)dz ≤ (Lipu)d(x, y)

shows that um are Lipschitz functions on Zm with the same Lipshitz constant as u. In a similar way,
‖um‖∞ ≤ ‖u‖∞. Furthermore, the cubes over which πm averages and Em extends are contained in a

ball of radius
√
n
m around its center so

supp(πmu) ⊂
{
y ∈ Zm : d(y, suppu) <

√
n
}

and

supp(Emπmu) ⊂
{
y ∈ Rn : d(y, supp(πmu) ≤ √n

}

which means that supp(πmu) ⊂ Q and supp(Emπmu) ⊂ Q by definition of Q. Continuity of u implies
that Emum → u a.e. and since we know that u and all Emum are bounded and supported on Q
the dominated convergence theorem implies that Emum converges to u strongly in L2(Q) and hence
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also in L2(Rn). This verifies the assumptions of Lemma 35 from [FH20] and its second to last claim
(Equation (43)) gives, in slightly adjusted notation,

lim
m→∞

m−2n
∑

x,y∈Zm

(um(x)− um(y))2

d(x, y)n+2s
c(mx,my) = E[c]

ˆ
Rn

ˆ
Rn

(u(x)− u(y))2

d(x, y)n+2s
dydx.

Since um ∈ Cc(Zm), um ∈ D[E(m)]. By definition of E(m) and E(∞) this is equivalent to

lim
m→∞

E(m)(um) = E(∞)(u)

which, together with the strong convergence, proves the claim.

Theorem 12.2.2 (Mosco convergence). Let c be a symmetrized ergodic conductance on Zn (n ≥ 2)
such that E[c] + E [c−q] < ∞ for some q > n

2s . Then P-a.s. E(m) converges to E(∞) in generalized
Mosco sense.

Proof. Recall that by Remark 9.1.7 the fact that c is symmetrized plays no role since our statement
only depends on the symmetric part of E . Thus we can assume that c is not symmetrized and we only
need to check the assumptions of Theorem 2.8.5. Let u ∈ L2(Rn) and let um ∈ L2(Zn) be a sequence
such that Emum ⇀ u weakly in L2(Rn). If lim infm→∞ E(m)(um) =∞, then trivially

lim inf
m→∞

E(m)(um) ≥ E(u). (12.2)

Otherwise Item (i) of Theorem 12.2.1 implies that every subsequence u′m of um has a sub-subsequence
u′′m such that Emu

′′
m converges a.e. to some v and

lim inf
m→∞

E(m)(u′′m) ≥ E(∞)(v).

In fact v = u λ-a.e. as we will now show (λ denotes the Lebesgue measure). Take any ϕ ∈ C∞c (Rn)
and a bounded open set U ⊂ Rn such that ϕ is supported inside of U . Then weak convergence u′′m ⇀ u
in L2(U) implies that

´
Rn Emu

′′
m(x)ϕ(x)dx

m→∞−−−−→
´
Rn u(x)ϕ(x)dx. On the other hand Emu

′′
m

a.e.−−→ v
implies that Emu

′′
m converges to v in measure on L2(U) and moreover that it converges as distribution

on Cb(U) so
´
U Emu

′′
m(x)ϕ(x)dx

m→∞−−−−→
´
U v(x)ϕ(x)dx. Thus Emu

′′
m converge as a distribution on

C∞c (Rn) to both u and v which is only possible if u = v λ-a.e. But this means that

lim inf
m→∞

E(m)(u′′m) ≥ E(∞)(u).

Such u′′m exists for every subsequence u′m of um which implies that Eq. (12.2) holds in this case as well.
Hence Item (i) of Definition 2.8.4 is satisfied. Let us now take D := Cc(Rn) and verify the remaining

conditions in Theorem 2.8.5. We know that Cc(Rn) is dense in (D[E(∞)], E(∞)
1 ) because E(∞) is a

regular Dirichlet form of a Lévy process. Item (ii) of Theorem 12.2.1 immediately verifies remaining
conditions and therefore Theorem 2.8.5 implies that E(m) → E(∞) in Mosco sense.

12.3. Mosco convergence for i.i.d. conductance

If c(x, y) is allowed to be zero for some x, y ∈ Zn we are only able to deal with the i.i.d. case. The
Mosco convergence result which we require was obtained in [CKK13] Proposition 7.1. Here we present
a particular realization of that theorem in Zn and explain how it is obtained from the result of [CKK13].

Theorem 12.3.1 ([CKK13] Proposition 7.1). Let c(x, y) be a non-negative i.i.d. conductance on Zn
(n ≥ 2) such that Var[c] <∞. Then P-a.s. E(m) converges to E(∞) in generalized Mosco sense.
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Proof. Proposition 7.1 of [CKK13] is stated in a more general way allowing the limiting spaces to
differ from Rn, limiting kernel to differ from d(x, y)−(n+2s) and allowing for sequences of graph ap-
proximations other than Zm. We will now indicate, among other things, how these more general
notation collapse in our setting. In our setting c(x, y) replaces ξx,y from [CKK13]. The assumption
E[ξx,y] = 1 is benign since we can redefine c′(x, y) := E[c]−1c(x, y) and c′ remains non-negative, i.i.d.
and Var[c′] < ∞. Forms E(m) and E(∞) then have to be multiplied by a factor E[c]−1 which is of
little relevance for the generalized Mosco convergence. Let us suppose thus that E[c] = 1. We take
the sequence of graphs Vm := Zm with partitions Um(z) = z + [−1/(2m), 1/(2m))n. It is not hard to
verify that this choice satisfies (AG.1), (AG.2), (AG.3). With such choice of approximating graphs
j(m)(x, y) and k(m)(x, y) coincide as well as forms E(m) (which happen to be denoted in exactly the
same way) and E(∞) and E . Lastly, [CKK13] only states the consequences of generalized Mosco con-
vergence although Mosco convergence is used in the proof. The conditions (A2), (A3)* and (A4) are
proved to be satisfied, which together with Theorem 4.7 of [CKK13] proves that P-a.s. E(m) → E(∞)

in generalized Mosco sense.

12.4. Convergence in finite-dimensional distributions

Theorem 12.4.1 gives the convergence of the finite-dimensional distributions when X
(m)
t and X

(∞)
t are

started from 0. The proof relies on the Mosco convergence, conservativeness of the limiting process

and large scale Hölder regularity only around point 0. One can also start X
(∞)
0 from initial distribution

ϕλ(dx) for some ϕ ∈ Cc(Rn), ϕ > 0,
´
Rn 1ϕλ(dx) (λ is the Lebesgue measure) and X

(m)
t from ϕµm(dx).

In that case the proof of the vague convergence (tested with Cc(Rn)) requires no Hölder regularity at
all and can be found in [Kol06], Section 7. If the limiting process is conservative, the convergence is
also true in the weak sense (tested with Cb(Rn)) and the proof can be found in [CKK13], Theorem

5.1. On the other hand, if large scale Hölder regularity for X
(m)
t is available, it is possible to obtain

the same results when X
(m)
t and X

(∞)
t are started from the origin 0 ∈ Zn. The vague convergence in

this case can be found in [HK07], end of proof of Theorem 5.1 or [CKW18b] Theorem 4.5. Here we
slightly relax Hölder regularity assumption by requiring that it only holds at point 0. This is necessary
because in the ergodic case we do not have the control of the minimal scale of Hölder regularity in the
neighborhood of 0.

Theorem 12.4.1 (Weak convergence of finite-dimensional distributions). Let c be a symmetric ran-
dom conductance such that E is a regular Dirichlet form P-a.s. Suppose also that

(i) P
(∞)
t is conservative,

(ii) E(m) m→∞−−−−→ E(∞) in generalized Mosco sense P-a.s. and

(iii) there exist η > 0, CH <∞ and a random variable R0 > 0 such that E P-a.s. satisfies

HR[0, [R0,∞); η, CH ].

Then, P-a.s., finite-dimensional distributions of X
(m)
t under P

(m)
0 weakly converge to those of X

(∞)
t

under P
(∞)
0 . Explicitly, we will prove that, P-a.s., for every k ∈ N, any sequence of times 0 < t1 <

t2 < . . . < tk <∞ and any sequence of bounded continuous functions f1, f2, . . . , fk ∈ Cb(Rn)

lim
m→∞

E
(m)
0

[
f1(X

(m)
t1

)f2(X
(m)
t2

) . . . fk(X
(m)
tk

)
]

= E
(∞)
0

[
f1(X

(∞)
t1

)f2(X
(∞)
t2

) . . . fk(X
(∞)
tk

)
]
.

Proof. We will work with semigroups P̃
(m)
t := EmP

(m)
t πm from Definition 12.1.10. First of all, notice

that generalized Mosco convergence E(m) → E(∞) implies, through Theorem 2.8.6, that for all v ∈
L2(Rn) and t > 0

P̃
(m)
t v → P

(∞)
t v (12.3)
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strongly in L2(Rn). Fix an arbitrary k ∈ N, an arbitrary sequence of times 0 < t1 < t2 . . . < tk < ∞
and an arbitrary sequence of functions f1, f2, . . . , fk ∈ Cb(Rn). Let us first prove that we can require

f1, f2, . . . fk to have compact support. By conservativeness of P
(∞)
t , for every ε > 0 we can find

large enough ball B, with radius at least 1, such that for i = 1, 2, . . . k, P
(∞)
ti

1B(0) ≥ 1 − ε. Take

any h ∈ Cc(Rn) such that 1B ≤ h ≤ 12B. By Proposition 12.1.7 we know that the semigroup P
(∞)
t

is Feller so P
(∞)
ti

h ∈ C0(Rn). By Eq. (12.3) we know that P̃
(m)
ti

h → P
(∞)
ti

h strongly in L2(Rn).

In addition, Lemma 12.1.11 combined with HR[0, [R0,∞); θ, CH ] implies that limm→∞ P̃
(m)
ti

h(0) =

P
(∞)
ti

h(0) ≥ P
(∞)
ti

1B(0) ≥ 1− ε for every i = 1, 2, . . . k. By increasing the ball B if necessary, we can

find m0 ≡ m0(ε) such that P
(m)
0 (X

(m)
ti
∈ B) = P

(m)
t 1B(0) ≥ 1− 2ε for all m ≥ m0 and i = 1, 2, . . . k.

Let us now take a compactly supported Lipschitz function ϕ : Rn → [0, 1] such that ϕ = 1 on B. Then
for all m ≥ m0(ε)

E
(m)
0

[
f1(X

(m)
t1

)f2(X
(m)
t2

) . . . fk(X
(m)
tk

)
]

= E
(m)
0

[
f1(X

(m)
t1

)f2(X
(m)
t2

) . . . fk(X
(m)
tk

)
∣∣∣
k⋂

i=1

{X(m)
ti
∈ B}

]
P

(m)
0

(
k⋂

i=1

{X(m)
ti
∈ B}

)

+ E
(m)
0

[
f1(X

(m)
t1

)f2(X
(m)
t2

) . . . fk(X
(m)
tk

)
∣∣∣
k⋃

i=1

{X(m)
ti

/∈ B}
]

P
(m)
0

(
k⋃

i=1

{X(m)
ti

/∈ B}
)
.

The size of the second term is comparable to ε when m ≥ m0(ε) because

∣∣∣∣∣E
X(m)

0

[
f1(X

(m)
t1

)f2(X
(m)
t2

) . . . fk(X
(m)
tk

)
∣∣∣
k⋃

i=1

{X(m)
ti

/∈ B}
]∣∣∣∣∣P

(m)
0

(
k⋃

i=1

{X(m)
ti

/∈ B}
)

≤
(

k∏

i=1

‖fi‖∞
)

k∑

i=1

P
(m)
0 (X

(m)
ti

/∈ B) ≤
(

k∏

i=1

‖fi‖∞
)

2kε.

Since the previous calculations work in the same way if fi are replaced with ϕfi, it follows that for
m ≥ m(ε)

∣∣∣E(m)
0

[
f1(X

(m)
t1

) . . . fk(X
(m)
tk

)
]
−E

(m)
0

[
(f1ϕ)(X

(m)
t1

) . . . (fkϕ)(X
(m)
tk

)
] ∣∣∣ ≤ 2kε

k∏

i=1

‖f1‖∞.

An analogue estimate holds for X
(∞)
t where we get

∣∣∣E(∞)
0

[
f1(X

(∞)
t1

) . . . fk(X
(∞)
tk

)
]
−E

(∞)
0

[
(f1ϕ)(X

(∞)
t1

) . . . (fkϕ)(X
(∞)
tk

)
] ∣∣∣ ≤ kε

k∏

i=1

‖f1‖∞.

Thus, for every ε > 0, it is possible to find ϕ ∈ Cc(Rn) such that

lim sup
m→∞

∣∣∣E(m)
0

[
f1(X

(m)
t1

) . . . fk(X
(m)
tk

)
]
−E

(∞)
0

[
f1(X

(∞)
t1

) . . . fk(X
(∞)
tk

)
] ∣∣∣

≤ lim sup
m→∞

∣∣∣E(m)
0

[
(f1ϕ)(X

(m)
t1

) . . . (fkϕ)(X
(m)
tk

)
]
−E

(∞)
0

[
(f1ϕ)(X

(∞)
t1

) . . . (fkϕ)(X
(∞)
tk

)
] ∣∣∣

+ 3kε

k∏

i=1

‖f1‖∞,

which show that up to an arbitrary small error in the final result we can replace functions fi by their
compactly supported alternatives ϕfi.
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Let us therefore assume that f1, f2, . . . fk were compactly supported to begin with. This guarantees
that they are all uniformly continuous so we can find a modulus of continuity U(·) : R → R ≡
U [f1, f2, . . . fk](·) such that

∀1 ≤ i ≤ k |fi(x)− fi(y)| ≤ U(|x− y|) |x−y|→0−−−−−→ 0.

Moving on, notice that L2(Zm) ⊂ C0(Zm), for every m ∈ N, because the measure on Zm is a multiple

of the counting measure (see Definition 12.1.1). This means that P
(m)
t (L2(Zm) ∩ C0(Zm)) ⊂ C0(Zm)

for every t ≥ 0. Therefore, by Theorem 2.5.15, we have

E
(m)
0

[
f1(X

(m)
t1

)f2(X
(m)
t2

) . . . fk(X
(m)
tk

)
]

= P
(m)
t1

(f1P
(m)
t2−t1(f2P

(m)
t3−t2(. . . fk−1P

(m)
tk−tk−1

(fk) . . .)))(0).

We now claim that replacing P
(m)
t with P̃

(m)
t = EmP

(m)
t πm will not make any difference in the limit.

More precisely, we claim that

P
(m)
t1

(f1P
(m)
t2−t1(. . . fk−1P

(m)
tk−tk−1

(fk) . . .)))(0)
m→∞−−−−→ P̃

(m)
t1

(f1P̃
(m)
t2−t1(. . . fk−1P̃

(m)
tk−tk−1

(fk) . . .)))(0).

(12.4)
To prove this, notice first that for every h, g ∈ L2(Rn), by definition of extension and restriction
operators in Definition 12.1.8, E(π(h)) is constant on the averaging domains of π so π(gE(π(h))) =
π(g)π(h). Secondly, notice that (Eh)(0) = h(0) since 0 ∈ Zn. The extension operators therefore play
no role in our current computation and

P̃
(m)
t1

(f1P̃
(m)
t2−t1(. . . fk−1P̃

(m)
tk−tk−1

(fk) . . .)))(0)

= P
(m)
t1

(π(m)(f1)P
(m)
t2−t1(. . . π(m)(fk−1)P

(m)
tk−tk−1

(π(m)(fk)) . . .)))(0).

Furthermore, for all h ∈ L∞(Zm), i = 1, . . . k,

∥∥∥P (m)
ti−ti−1

(fih)− P (m)
ti−ti−1

(πm(fi)h)
∥∥∥
∞
≤
∥∥∥P (m)

ti−ti−1
((fi − πmfi)h)

∥∥∥
∞
≤ U

(√
n

2m

)
‖h‖∞

because for all x ∈ Rn

|fi(x)− πmfi(x)| ≤
 

[x]m+[ 1
2m

, 1
2m)

n
|f(x)− f(y)|dy ≤ U

(√
n

2m

)
.

Let us now shorten

P[a1, a2, . . . , ak] := P
(m)
t1

(a1P
(m)
t2−t1(a2P

(m)
t3−t2(. . . ak−1P

(m)
tk−tk−1

(ak) . . .)))

and notice that P is multilinear. Defining, for 1 ≤ i < k,

hi := P
(m)
ti+1−ti(fi+1 . . . P

(m)
tk−tk−1

(πmfk) . . .)

and hk = 1 we know that ‖hi‖∞ ≤
∏k
j=i+1 ‖fj‖∞ (because P

(m)
t and πm are L∞-contractions) so we

can estimate

‖P[f1, f2, . . . , fk]− P[πmf1, πmf2, . . . , πmfk]‖∞

≤
k∑

i=1

‖P[f1, . . . , fi−1, fi, πmfi+1, . . . , πmfk]− P[f1, . . . fi−1, πmfi, πmfi+1, . . . , πmfk]‖∞

≤
k∑

i=1

∥∥∥P (m)
ti−ti−1

(fihi)− P (m)
ti−ti−1

(πm(fi)hi)
∥∥∥
∞

i−1∏

j=1

‖fj‖∞

≤ U
(√

n

2m

) k∑

i=1

‖hi‖∞
i−1∏

j=1

‖fj‖∞ ≤ U
(√

n

2m

) k∑

i=1

k∏

j=1

‖fj‖∞ m→∞−−−−→ 0.
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This proves Eq. (12.4). In a similar way, by applying Eq. (12.3) several times (keeping in mind that

‖fi‖∞ <∞ and that P̃
(m)
t , P

(∞)
t are L2-contractions), we find that

P̃
(m)
t1

vm := P̃
(m)
t1

(f1P̃
(m)
t2−t1(. . . fk−1P̃

(m)
tk−tk−1

(fk) . . .)))
L2,m→∞−−−−−−→

L2,m→∞−−−−−−→ P
(∞)
t1

(f1P
(∞)
t2−t1(. . . fk−1P

(∞)
tk−tk−1

(fk) . . .))) =: P
(∞)
t1

v

in L2(Rn) where vm and v are implicitly defined. Functions v and P
(∞)
t1

v are continuous by Feller

property of P
(∞)
t . Noticing that ‖vm‖L∞ ≤

∏k
i=1 ‖fi‖∞ (because P̃

(m)
t is a L∞-contraction) allows us

to use Lemma 12.1.11 and conclude that

P̃
(m)
t1

hm(0)
m→∞−−−−→ P

(∞)
t1

h(0).

With the last statement and Eq. (12.4) in hand it follows that

E
(m)
0

[
f1(X

(m)
t1

) . . . fk(X
(m)
tk

)
]

= P
(m)
t1

(f1P
(m)
t2−t1(. . . fk−1P

(m)
tk−tk−1

(fk) . . .)))(0)

m→∞−−−−→ P
(∞)
t1

(f1P
(∞)
t2−t1(. . . fk−1P

(∞)
tk−tk−1

(fk) . . .)))(0) = E
(∞)
0

[
f1(X

(∞)
t1

) . . . fk(X
(∞)
tk

)
]
.

In the last line we again used Theorem 2.5.15 and the fact that Pt(C0(Rn)) ⊂ C0(Rn) due to P
(∞)
t

being Feller, see Proposition 12.1.7. This completes the proof.

Corollary 12.4.2. Let a symmetrized twofold ergodic conductance c on Zn (n ≥ 2) be such that
E[c−q] + E[cp] <∞ for some p, q ∈ [1,∞] satisfying

1

p
+

1

q
<

2s

n
. (12.5)

Then, for P-a.e. realization of conductance, X
(m)
t , started from X

(m)
0 = 0, converges to X∞t , started

from X
(∞)
0 = 0, in the sense of finite-dimensional distributions.

Proof. Theorem 12.2.2 shows that P-a.s. E(m) → E(∞) in Mosco sense because q > n
2s from Ineq. (12.5).

Since X
(∞)
t is a Lévy process, we know that P

(∞)
t is conservative. On the other hand, Theorem 10.4.1,

which requires the same moment assumption as in Ineq. (12.5), for x0 := 0 provides us with non
random θerg ≡ θerg(s, n, q, p,E[c−q],E[cp]), CergH ≡ CergH (s) and a random variable R0 ≡ R(10.4.1)(x0 =
0, ω, c, q, p,E[c−q],E[cp]) such that P-a.s. E satisfies HR[x0 = 0, [R0(ω),∞); θerg, CergH ]. This means

that assumptions of Theorem 12.4.1 are P-a.s. satisfied and thus P-a.s. X
(m)
t

m→∞−−−−→ X
(∞)
t in finite-

dimensional distributions when all processes are started from 0.

Corollary 12.4.3. Let c be an i.i.d. conductance on Zn (n ≥ 2) such that E[cp] < ∞ for some

p > n+1
s . Then P-a.s. X

(m)
t , started from X

(m)
0 = 0, converges to X

(∞)
t , started from X

(∞)
0 = 0, in

the sense of finite-dimensional distributions.

Proof. We check the assumptions of Theorem 12.4.1. Semigroup P
(∞)
t is conservative because X

(∞)
t

is a Lévy process. By Theorem 12.3.1, we know that E(m) converges in generalized Mosco sense
to E(∞) for P-a.e. realization of c. Finally, by Theorem 11.7.1 there exist θ ≡ θ(p, n, s), CH ≡
CH(s), η ≡ η(s, n, p,E[cp], p, ν) and a random variable R? ≡ R?(x0 = 0, ω, c, p, s, n, p, ν) such that
?HR[x? = 0, R?(0), θ; η, CH ] holds P-a.s. In particular, E satisfies HR[x0 = 0, [Rθ?,∞); η, CH ]. This

verifies all assumptions of Theorem 12.4.1 which implies that X
(m)
t converges to X

(∞)
t in sense of

finite-dimensional distributions when all processes are started from 0.
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12.5. Tightness in the i.i.d. case

Having control of exit probabilities for process started in a neighborhood B(0, R0) of 0 on scales of
any order strictly lower than R0 together with tightness criteria from [Ald78] implies that probability

measures P
(m)
xm are tight on Skorokhod space D([0, T ],Rn) for every T > 0 and every sequence xm ⊂ Zm

such that xm → 0.
We start with a paraphrase of Theorem 1 from [Ald78].

Theorem 12.5.1 (Tightness criteria). Let T > 0 be arbitrary and denote by πt : D([0, T ];Rn) → R
projections x→ x(t) (see Definition 2.5.1 for Skorokhod space D). A sequence of probability measures
{Pi}i∈N is tight on D([0, T ];Rn) if

(i) Pi(π
−1
t ) is tight on Rn for every t ∈ [0, T ] and

(ii) for every sequence of stopping times {τi} taking only finitely many values, every sequence of
constants {εi} ⊂ [0, 1] tending to 0 and every δ > 0

Pi (|x(τi + εi)− x(τi)| > δ)
i→∞−−−→ 0.

Proof. Define a sequence of random elements {Xi} of D([0, T ],Rn) that have distributions {Pi} and
apply Theorem 1 from [Ald78].

Theorem 12.5.2. Let c an i.i.d. conductance on Zn (n ≥ 2) that is not identically zero and has finite
p moment, i.e. E[cp] < ∞, for some p > n+1

s . Let {xm}m∈N ⊂ Rn be an arbitrary sequence such

that xm ∈ Zm and xm → 0. Then P-a.s. the sequence of random measures {P(m)
xm }m∈N is tight on the

Skorokhod space D([0, T ];Rn) for every T > 0.

Proof. The following argument is borrowed from the proof of Theorem 4.5 from [CKW18b]. Let
us fix an arbitrary T > 0. The plan is to verify Items (i) and (ii) from Theorem 12.5.1 for the

sequence {P(m)
xm }. Since c is a nonzero conductance, we can find p > 0 and ν > 0 such that

P(c(x, y) > ν) ≥ p just like in Definition 11.0.3. Using Theorem 11.8.1 we find θ ≡ θ(p, s, n) ∈ (0, 1),
CEP ≡ CEP (p,E[cp], p, ν, s, n), δ ≡ δ(p,E[cp], p, ν, s, n), CT ≡ CT (E[cp], s, n) and a random variable
R? := R?(0) ≡ R?(0, ω, c, p, p, ν, n) such that, for all t > 0, R0 ≥ R?, x0 ∈ B(0, R0/2), R ≤ R0/2,
Ineq. (11.15) holds, that is,

1− PB(x0,R)
t 1 ≤ CEP

t

R2s

(
R2sθ

0

t
∨ δ−2s ∨ 4CT

)
in B

(
x0, R

θ
0 ∨ δ−1t

1
2s

)
.

On the other hand, for every ball B ⊂ Zn (which is a nearly Borel set) we know by [CF12] Theorem
3.3.8 that process XB

t , obtained from Xt by killing it upon exiting B, is properly associated with
Dirichlet form (E ,DB[E ]). Thus [FOT11], Theorem 4.2.3 implies that for every function v : Zn → R
(all such functions are automatically universally measurable because the space is discrete) we have

Ex(v(XB
t )) = PBt v(x) ∀x ∈ Zn. (12.6)

Notice that because we are dealing with the discrete measure “for every x” in the last statement is
equivalent to “for a.e. x” and “for q.e. x”. Our estimate therefore translates into

sup

x∈B
(
x0,Rθ0∨δ−1t

1
2s

)Px

(
X
B(x0,R)
t /∈ B(x0, R)

)
≤ CEP

t

R2s

(
R2sθ

0

t
∨ δ−2s ∨ 4CT

)
.

The probability on the left is equal to the probability that Xt does not exit ball B(x0, R) at any time

τ ∈ [0, t] because otherwise X
B(0,R)
t is killed upon exit and never comes back to B(0, R). Thus we can
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also write

sup

x∈B
(
x0,Rθ0∨δ−1t

1
2s

)Px

(
sup
τ∈[0,t]

|Xτ − x0| > R

)
≤ CEP

t

R2s

(
R2sθ

0

t
∨ δ−2s ∨ 4CT

)
(12.7)

for all t ≥ 0, R0 ≥ R?, x0 ∈ B(0, R0/2), R ≤ R0/2. The fact that Ineq. (12.7) holds uniformly in
x0 ∈ B(0, R0/2) will be of crucial importance for the rest of the proof.

Choosing x0 = 0, R0 = 2R = mr in Ineq. (12.7), for arbitrary r > 0 and m ∈ N, and recalling the

scaling relation X
(m)
t = Xm2st/m from Definition 12.1.3 we obtain

sup
x∈B(0,δ−1t1/2s)

Px(X
(m)
t /∈ B(0, r)) ≤ sup

x∈B(0,mδ−1t1/2s)

Px

(
sup
τ∈[0,t]

|Xm2sτ | > mr/2

)

≤ CEP
t

(r/2)2s

(
r2sθ

tm2s(1−θ) ∨ δ
−2s ∨ 4CT

)
.

Due to θ < 1, when passing to lim supm→∞ the expression reduces to

lim sup
m→∞

sup
x∈B(0,δ−1t1/2s)

Px(X
(m)
t /∈ B(0, r)) ≤ CEP

(
δ−2s ∨ 4CT

) t

(r/2)2s

and then letting r →∞ we find that, for every t > 0,

lim
r→∞

lim sup
m→∞

sup
x∈B(0,δ−1t1/2s)

Px(X
(m)
t /∈ B(0, r)) = 0.

Since xm → 0, xm ∈ B(0, δ−1t
1
2s ) for m large enough so in particular we have

lim
r→∞

lim sup
m→∞

Pxm(X
(m)
t /∈ B(0, r)) = 0

which proves that Pxm(Xt ∈ ·) is tight on Rn for every t > 0 and checks Item (i) of Theorem 12.5.1. To
prove Item (ii) take an arbitrary ξ > 0, an arbitrary sequence of stopping time τm ≤ T , an arbitrary
sequence of numbers εm > 0, εm → 0, and consider the probability

P0

(
|X(m)

τm+εm −X(m)
τm | > ξ

)
.

For r0 ≥ 0 we can estimate

P0

(
|X(m)

τm+εm −X(m)
τm | > ξ

)
≤ P0

(
sup
t∈[0,T ]

|X(m)
t | > r0/2

)

+ P0

(
|X(m)

τm+εm −X(m)
τm | > ξ

∣∣∣ sup
t∈[0,T ]

|X(m)
t | ≤ r0/2

)
:= P1 + P2.

P1 and P2 can be expressed in terms of Xt using the scaling relation X
(m)
t = Xm2st/m from Defini-

tion 12.1.3. Taking R = R0/2 = mr0/2, x0 = 0 ∈ B(0, R0/2) in Ineq. (12.7) and assuming that r0 ≥ 2
and m is large enough so that R0 = mr0 > R? we can estimate

P1 = P0

(
sup

t∈[0,m2sT ]

|Xt| > mr0/2

)
≤ CEP

T

(r0/2)2s

(
r2sθ

0

Tm2s(1−θ) ∨ δ
−2s ∨ 4CT

)

≤ CEP (r0/2)−2s(1−θ) (1 ∨ δ−2sT ∨ 4CTT
)
.
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On the other hand, Markov property of process X
(m)
t under condition X

(m)
t ∈ B(0, r0/2) implies that

P0

(
|X(m)

τm+εm −X(m)
τm | > ξ

∣∣∣ sup
t∈[0,T ]

|X(m)
t | ≤ r0/2

)

= E0

[
PXτm

(
|X(m)

τm+εm −X(m)
τm | > ξ

) ∣∣∣ sup
t∈[0,T ]

|X(m)
t | ≤ r0/2

]
.

This allows us to estimate

P2 ≤ sup
x0∈B(0,r0)

Px0

(
sup

t1∈[0,εm]
|X(m)

t1
− x0| > ξ

)

≤ sup
x0∈B(0,mr0)

Px0

(
sup

t1∈[0,m2sεm]

|Xt1 − x0| > mξ

)
.

This time we would like to apply Ineq. (12.7) with R := mξ, R0 := 2mr0, t = m2sεm and x0 ∈
B(0, R0/2) = B(0,mr0). We can assume ξ ≤ 1 (without loss of generality) and r0 ≥ 2 like before
to get R = ξm ≤ m ≤ mr0 ≤ R0/2. If m is large enough so that R0 = 2mr0 > R?, the estimate is
uniform in x0 ∈ B(0,mr0) so

P2 ≤ CEP
εm
ξ2s

(
(2r0)2sθ

m1−θεm
∨ δ−2s ∨ 4CT

)
≤ CEP

(
(2r0)2sθ

m1−θξ2s
∨ εm
δ2sξ2s

∨ 4CT εm
ξ2s

)
m→∞−−−−→ 0.

where we used εm → 0 in the last inequality. The estimate on P1 does not depend on m, as long as it
is large enough (m > R?/2 to be precise), and hence

P0

(
|X(m)

τm+εm −X(m)
τm | > δ

)
≤ P1 + P2

m→∞−−−−→ CEP (r0/2)−2s(1−θ) (1 ∨ δ−2sT ∨ 4CTT
)

for every r0 ≥ 2. But as we are still free to choose r0 ≥ 2 arbitrary large it follows that

lim
m→∞

P0

(
|X(m)

τm+εm −X(m)
τm | > δ

)
≤ lim

r0→∞
CEP (r0/2)−2s(1−θ) (1 ∨ δ−2sT ∨ 4CTT

)
= 0

which proves Item (ii) of Theorem 12.5.1. Hence Theorem 12.5.1 implies that the sequence of measures
Pxm is tight on D([0, T ],Rn) for every T > 0.

Corollary 12.5.3. Let c be an i.i.d. conductance on Zn (n ≥ 2) such that E[cp] < ∞ for some

p > n+1
s . Then, for P-a.e. realization of conductance c, X

(m)
t started at X

(m)
0 = 0 converges weakly

on Skorohod space D([0, T ],Rn) to X
(∞)
t , started from X

(∞)
0 = 0, for every T > 0.

Proof. By Theorem 12.5.2 we know that distributions of X
(m)
t are tight on D([0, T ];Rn) for every T >

0. On the other hand, Corollary 12.4.3 proves that X
(m)
t converges in finite-dimensional distributions

to X
(∞)
t which identifies the limit point of sequence X

(m)
t as X

(∞)
t . Hence X

(m)
t converges to X

(∞)
t

weakly on D([0, T ];Rn) for every T > 0.
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edition, 2013.

[CS12] Nicholas Crawford and Allan Sly. Simple random walk on long range percolation clusters
I: heat kernel bounds. Probab. Theory Related Fields, 154(3-4):753–786, 2012.

[CS13] Nicholas Crawford and Allan Sly. Simple random walk on long-range percolation clusters
II: scaling limits. Ann. Probab., 41(2):445–502, 2013.

[CS19] Jamil Chaker and Luis Silvestre. Coercivity estimates for integro-differential operators.
arXiv e-prints, page arXiv:1904.13014, Apr 2019.

[CW05] Kai Lai Chung and John B. Walsh. Markov processes, Brownian motion, and time symme-
try, volume 249 of Grundlehren der Mathematischen Wissenschaften [Fundamental Prin-
ciples of Mathematical Sciences]. Springer, New York, second edition, 2005.

[DCKP14] Agnese Di Castro, Tuomo Kuusi, and Giampiero Palatucci. Nonlocal Harnack inequalities.
J. Funct. Anal., 267(6):1807–1836, 2014.

[Del99] Thierry Delmotte. Parabolic Harnack inequality and estimates of Markov chains on graphs.
Rev. Mat. Iberoamericana, 15(1):181–232, 1999.

160



Bibliography

[DK13] Bart lomiej Dyda and Moritz Kassmann. On weighted Poincaré inequalities. Ann. Acad.
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