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I˜f I ˛h`a`dffl `o“n˜l›y `o“n`e ˛h`o˘u˚rffl ˚t´o ¯sfi`o˝l›vfle `affl ¯p˚r`o˝b˝l´e›mffl, I ”wˆo˘u˜l´dffl ¯sfi¯p`e›n`dffl ˜fˇi˜fˇt›y-˜fˇi‹vfle
”m˚i‹n˚u˚t´eṡ `d`e¨fˇi‹n˚i‹n`g ˚t‚h`e ¯p˚r`o˝b˝l´e›mffl, `a‹n`dffl `o“n˜l›y ˜fˇi‹vfle ”m˚i‹n˚u˚t´eṡ ˚t‚h˚i‹n˛k˚i‹n`g `a˜bˆo˘u˚t

¯sfi`o˝lˇu˚tˇi`o“n¯s.

A˜l¨bfleˇr˚t E˚i‹n¯sfi˚t´eˇi‹nffl.1

1This quote and several other versions of it are commonly attributed to Albert Einstein, but there seems to be no evidence

witnessing his ownership. It is not incorporated in the comprehensive collection “The Ultimate Quotable Einstein” from

Princeton University Press".





1. Introduction
Motivation and main goals
In recent years, the study of nonlocal operators and related fields has been of significant interest to many
researchers in the areas of both analysis and probability theory. This thesis is devoted to developing an
accessible and moderate level of L2-theory for symmetric nonlocal operators on bounded domains. Our
approach will closely follow the standard L2-theory for local operators, especially that of elliptic partial
differential operators of second order. Formally, an operator A defined on a space of functions is defined
as local if it preserves the support, i.e. it obeys the rule, supp(Au) ⊂ supp(u) for every u in the domain of
A. Otherwise, A is classified as a nonlocal operator. Among local operators, we have the Laplace operator
A = ∆, the gradient operator A = ∇ and the divergence operator A = div; each is defined on the space
of smooth functions. In terms of nonlocal operators, in this thesis, we focus our attention on a subclass
of integrodifferential operators, i.e. operators acting on a smooth function u ∈ C∞c (Rd) as follows

L u(x) = p. v.
ˆ
Rd

(u(x)− u(y))µ(x, dy), (x ∈ Rd).

Here, (µ(x, dy))x∈Rd is a family of Borel measures on Rd also called jump interaction measures such that
µ(x, {x}) = 0 for all x ∈ Rd. It is noted that the pointwise evaluation of L u(x) may fail to hold even
for a bona fide function u ∈ C∞c (Rd). Therefore, it is often convenient to evaluate L u in the generalized
sense, i.e. in the sense of distributions or via the associated energy form. A similar observation occurs in
the local setting for a partial differential operator of the form A = − div(A ·∇) where A : Rd → Rd

2
with

A(x) = (aij(x))1≤i,j≤d is a matrix-valued measurable function. A can be as good or as bad as L .
The nonlocal feature of integrodifferential operators requires that elliptic conditions of the associated
nonlocal problems on a domain must be assigned on the whole complement. The terminology nonlocal
complement value problems is thus appropriate. This contrasts with the local situation (elliptic boundary
value problems) where the data are usually prescribed on the boundary of associated domains.
The majority of our research concerns the study of IntegroDifferential Equations (IDEs) on open bounded
domains subject to Neumann, Dirichlet, Robin and mixed complement type conditions. We will not
deal with the physical interpretations of these problems and only do mathematics l’art pour l’art 1.
For physical applications, many references are quoted in [Val09]. The solvability of integrodifferential
equations on bounded domains raises a natural conceptual problem regarding the function spaces related
to such operators. Thus, the overreaching goal of this work is to set up some milestones for a method of
dealing with the aforementioned complement value problems in the framework of Hilbert spaces.
The main motivations of this work are threefold: (i) to set-up convenient function spaces encoding certain
nonlocal problems, (ii) to study the well-posedness of the aforementioned problems and their applications
within the frameworks of Hilbert spaces and (iii) to explore the asymptotic behavior of solutions associated
with integrodifferential operators with collapsing jump kernels. The latter objective aims to bridge a
transition from nonlocal objects to the corresponding local objects. For instance, we show that limits of
solutions to elliptic IDEs are solutions to elliptic partial differential equations (PDEs) of second order.
Nonlocal Dirichlet problems and related topics have received a great deal of research attention over
the last few years. See for instance [FKV15] where the well-posedness of the variational formulation is
covered for a large class of symmetric and nonsymmetric jump interaction kernels. We shall mention
some supplementary references later on. In the meantime, we note that nonlocal Robin and mixed
complement value problems appear to be combinations of Dirichlet and Neumann complement value
problems. Accordingly, our approach within this work is designed to give much more attention and
priority to nonlocal Neumann problems. For illustration purposes, we shall illuminate our exposition by
briefly reviewing the Neumann problem for the simple case of the Laplace operator. This summary is
intended to help the reader to become more familiar with the corresponding nonlocal formulation.

1Meaning that mathematics is applied to mathematics.
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Chapter 1. Introduction

Illustration in the local case
Let Ω ⊂ Rd be a bounded open subset whose boundary ∂Ω is sufficiently regular. Let f : Ω → R and
g : ∂Ω → R be measurable. The classical inhomogeneous Neumann problem for the Laplace operator
associated with data f and g consists of finding a function u : Ω→ R satisfying the following:

−∆u = f in Ω and ∂u

∂n
= g on ∂Ω (1.1)

where ∂u
∂n stands for the outward normal derivative of u on ∂Ω. To be more precise if we assume u is

the restriction on Ω of a smooth function ũ : Rd → R then ∂u
∂n(x) = ∇ũ(x) · n(x) where n(x) is the

outer normal vector at x ∈ ∂Ω. It is a common approach to consider f ∈ L2(Ω) and g ∈ H1/2(∂Ω),
where H1/2(∂Ω) is the trace space of the classical Sobolev space H1(Ω). However, for the variational
formulation, the regularity requirement on f and g can be relaxed. For example, it is possible to consider
f ∈ (H1(Ω))′ (dual of H1(Ω)) and g ∈ H−1/2(∂Ω) (dual of H1/2(∂Ω)). For the sake of simplicity, assume
that f ∈ L2(Ω) and g ∈ L2(∂Ω). A function u : Ω → R is said to be a weak solution, or a variational
solution, to (1.1) if u ∈ H1(Ω), such that:

ˆ
Ω
∇u(x) · ∇v(x) dx =

ˆ
Ω
f(x)v(x) dx+

ˆ
∂Ω
g(x)γ0v(x) dσ(x) for all v ∈ H1(Ω) (1.2)

where, γ0v stands for the trace of v on H1(Ω) and dσ stands for the restriction of the Lebesgue measure
on ∂Ω. It is worth emphasizing that the trace space H1/2(∂Ω) can be seen as the space that models the
restriction2 to the boundary ∂Ω of functions in H1(Ω). Most importantly, the study of trace spaces is
mostly motivated by the study of problems such as boundary value problems with Neumann condition. If
u, f and g are sufficiently regular, say u ∈ H2(Ω), f ∈ L2(Ω) and g ∈ H1/2(∂Ω) then (1.1) and (1.2) are
equivalent. This can be accomplished through applying the classical Green-Gauss formula (see [Neč67,
Chapter 3], [FSU19, Theorem 2.20] or [Tri92, Appendix A.3]),

ˆ
Ω
[−∆u(x)]v(x) dx =

ˆ
Ω
∇u(x) · ∇v(x) dx+

ˆ
∂Ω
γ1(x)γ0v(x) dσ(x), for u ∈ H2(Ω), v ∈ H1(Ω). (1.3)

Note that γ1u = γ0
∂u
∂n . In fact, the Green-Gauss formula (1.3) is the keystone to the weak formulation

(1.2). We will return later to some observations related to problems (1.1) − (1.2). Meanwhile, it is ap-
parent that, in many studies of PDEs, Neumann boundary problems receive less attention than Dirichlet
boundary problems. Notwithstanding, some aspects of Neumann boundary problems involving elliptic
differential operators of second order are studied in [HT08, Tay11, Jos13, DV09, Mik78]. A rigorous treat-
ment on topics including regularity up to the boundary, Schauder estimates, Lp estimates and variational
formulation related to the Neumann boundary problem for the Laplace operator can be found in Giovanni
Leoni’s detailed, thorough lecture notes [Leo13]. See also [Dan00] where several topics are extended to
the local Robin boundary value problems.

Illustration in the nonlocal case
One of the goals of this work is to set up the inhomogeneous Neumann problems for a certain class of
symmetric nonlocal operators. We focus our attention on symmetric nonlocal Lévy operators which are
integrodifferential operators of the form

Lu(x) = p. v.
ˆ
Rd

(u(x)− u(y))ν(x− y)dy, (x ∈ Rd),

defined for a given measurable function u : Rd → R whenever the right hand side exists and makes sense.
Here and henceforward, the function ν : Rd \ {0} → [0,∞] is the density of a symmetric Lévy measure.
In other words, ν is positive and measurable such that

ν(−h) = ν(h) for all h ∈ Rd and
ˆ
Rd

(1 ∧ |h|2)ν(h) dh <∞ .

2The restriction here is understood in the sense of traces. Indeed, it does not make sense to restrict a measurable function
on ∂Ω since ∂Ω is the smooth manifold of a dimension lower that than d, and thus has measure zero.
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Notationally, for a, b ∈ R we write a ∧ b to denote min(a, b). In addition, we will also assume that ν does
not vanish on sets of positive measure. In short we say that ν has full support. If ν is radial, we write ν
for the profile, too, i.e. ν(r) = ν(x) if |x| = r. For Lu(x) to be defined, it is sufficient for u to possess a
C2 regularity in the neighborhood of the point x and some weighted integrability for |x| → ∞.
A prototypical example of an operator L is obtained by taking, ν(h) = Cd,α|h|−d−α for h 6= 0 where
α ∈ (0, 2) is fixed. The resulting operator is the so called fractional Laplace operator (−∆)α/2. The
constant Cd,α given by

Cd,α :=
(ˆ

Rd

1− cos(h1)
|h|d+α dh

)−1
,

is chosen so that the Fourier relation ̂(−∆)α/2u(ξ) = |ξ|αû(ξ) holds for all u ∈ C∞c (Rd). The fractional
Laplacian (−∆)α/2 is one of the most heavily studied integrodifferential operators. Asymptotically, we
have Cd,α � α(2 − α). This will play an important role for our analysis. Further details about the
fractional Laplacian (−∆)α/2 and the constant Cd,α are presented in Chapter 2. Next, we introduce the
Neumann problem associated with the operator L.
Assume Ω ⊂ Rd is an open set. Let f : Ω→ R and g : Rd \Ω→ R be measurable. The Neumann problem
for the operator L associated with data f and g is to find a measurable function u : Rd → R such that

Lu = f in Ω and Nu = g on Rd \ Ω. (N)

Here, N is another the integrodifferential operator defined by

Nu(y) =
ˆ

Ω
(u(x)− u(y))ν(x− y) dx, (y ∈ Rd \ Ω). (1.4)

and is also called for obvious reasons the nonlocal normal derivative operator across the boundary of Ω
with respect to ν. We justify this terminology progressively through our exposition. The problem (N)
is said to be homogeneous if g = 0 and inhomogeneous otherwise. Let us emphasize that, in contrast to
the local situation where ∆u(x) is evaluated via an arbitrarily small neighborhood of x ∈ Ω, the eventual
evaluation of Lu(x) requires us to know u(y) for almost all y ∈ Rd. It is therefore reasonable to prescribe
the Neumann condition on the complement of Ω. The terminology "nonlocal Neumann complement value
problem" is thus appropriate for the system (N). It is also important to observe that unlike in the local
setting, the definition of the nonlocal normal derivative Nu requires neither the regularity of the function
u nor the regularity of the domain Ω. Another observation is that the definition of N implies that if u
solves (N), then for almost all y ∈ Rd \ Ω we have

u(y) = n−1
ν (y)

(
− g(y) +

ˆ
Ω
u(x)ν(x− y)dx

)
with nν(y) =

ˆ
Ω
ν(x− y) dx.

In other words, if u solves (N) then the values of u on Rd \ Ω solely depend on its values inside Ω
and the function g. Meanwhile, it can be observed that the integrodifferential operators L and N are
closely related from their common integrands and differ solely with regard to the domain of integration.
Furthermore, with the nonlocal analog of the normal derivative at hand, it makes sense to derive a
formula that resembles the classical Green-Gauss for formula (1.3). Indeed, a routine check shows that
the operators L and N satisfy the following nonlocal Green-Gauss formula

ˆ
Ω

[Lu(x)]v(x) dx = E(u, v)−
ˆ

Ωc
Nu(y)v(y) dy, for all u, v ∈ C∞c (Rd) (1.5)

where, here and henceforth, E(·, ·) stands for the bilinear form,

E(u, v) := 1
2

¨

(Ωc×Ωc)c

(u(x)− u(y))(v(x)− v(y))ν(x− y) dx dy.

The Green-Gauss formula (1.5) is the cornerstone for deriving the variational formulation of the Neumann
problem (N). To do this, we need to introduce adequate function spaces.
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Chapter 1. Introduction

To the best of our knowledge, the problem (N) and the operator N were introduced for the first time
in [DROV17] for the fractional Laplace operator. They successfully analysed the well-posedness of the
homogeneous problem by applying the Fredholm alternative. Therein, the inhomogeneous problem is
analysed on a function space that depends on the Neumann complement data g, which is somewhat
unaccustomed.
We will propose a slightly different framework that does not depend on the Neumann data. In fact,
our function spaces are adapted for certain types of nonlocal problems similar to (N) such as the Robin
complement value problem (see (1.9)). As mentioned above, an important role in our study is played by
function spaces.

Energy spaces and nonlocal trace spaces
Let us introduce several function spaces with respect to ν that are fundamental for our work.
• We define the space Hν(Ω) by, Hν(Ω) =

{
u ∈ L2(Ω) : |u|2Hν(Ω) < ∞

}
equipped with the norm

‖u‖2Hν(Ω) = ‖u‖2L2(Ω) + |u|2Hν(Ω) where

|u|2Hν(Ω) =
¨

ΩΩ

(
u(x)− u(y)

)2
ν(x− y) dy dx

=
¨

Rd Rd

(
u(x)− u(y)

)2 min(1Ω(x),1Ω(y)) ν(x− y) dy dx.

• Following [FKV15, SV14], we introduce the space Vν(Ω|Rd) by

Vν(Ω|Rd) =
{
u : Rd → R meas. : u|Ω ∈ L2(Ω) and E(u, u) <∞

}
.

Recall that the form E(·, ·) is simultaneously given by

E(u, u) = 1
2

¨

(Ωc×Ωc)c

(
u(x)− u(y)

)2
ν(x− y) dy dx = 1

2

¨

Rd Rd

(
u(x)− u(y)

)2 max(1Ω(x),1Ω(y)) ν(x− y) dy dx.

Keep in mind that (Ωc × Ωc)c = (Rd × Rd) \ (Ωc × Ωc) = (Ω × Ω) ∪ (Ωc × Ω) ∪ (Ω × Ωc). It is worth
emphasizing that in the integrand of E(·, ·), only the increments from Ωc to Ωc are not allowed. Hence
a function u ∈ Vν(Ω|Rd) has certain regularity inside Ω and across the boundary ∂Ω. Furthermore, the
space Vν(Ω|Rd) can be redefined as

Vν(Ω|Rd) =
{
u : Rd → R meas. : u|Ω ∈ L2(Ω) and |u|2Vν(Ω|Rd) <∞

}
where we have,

|u|2Vν(Ω|Rd) :=
¨

ΩRd

(
u(x)− u(y)

)2
ν(x− y) dy dx = 1

2

¨

Rd Rd

(
u(x)− u(y)

)2 [1Ω(x) + 1Ω(y)] ν(x− y) dy dx.

Indeed, we have E(·, ·) ≤ | · |2Vν(Ω|Rd) ≤ 2E(·, ·) as for all x, y ∈ Rd,

max(1Ω(x),1Ω(y)) ≤ 1Ω(x) + 1Ω(y) ≤ 2 max(1Ω(x),1Ω(y)).

Throughout, we equip the space Vν(Ω|Rd) with the norm

‖u‖2Vν(Ω|Rd) = ‖u‖2L2(Ω) + |u|2Vν(Ω|Rd) � ‖u‖
2
L2(Ω) + E(u, u).

• Assume L is the Lévy operator associated with the measure ν. Define the new space V 1
ν (Ω|Rd) by

V 1
ν (Ω|Rd) =

{
u ∈ Vν(Ω|Rd) : Lu exists weakly and Lu ∈ L2(Ω)

}
.
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Here, the weak integrodifferentiability of Lu is understood in the sense of Definition 2.11.
• Let us also introduce the subspace of functions in Vν(Ω|Rd) that vanish on the complement of Ω, i.e.

V Ω
ν (Ω|Rd) = {u ∈ Vν(Ω|Rd) : u = 0 a.e. on Rd \ Ω} .

The space V Ω
ν (Ω|Rd) is clearly a closed subspace of Vν(Ω|Rd). The space V Ω

ν (Ω|Rd) encodes the nonlocal
Dirichlet problems related to the operator L.
Note that if ν(h) = |h|−d−α for h ∈ Rd, h 6= 0 with α ∈ (0, 2), the space Hν(Ω) equals the classical
fractional Sobolev-Slobodeckij space Hα/2(Ω). For the same choice of ν, we define V α/2(Ω|Rd) as the
space Vν(Ω|Rd). Next, we need to introduce the spaces of functions defined on the complement of Ω which
aim to incorporate the complement data.
• We define trace space Tν(Ωc): the space of restrictions to Rd \ Ω of functions of Vν(Ω|Rd). That is,

Tν(Ωc) = {v : Ωc → R meas. such that v = u|Ωc with u ∈ Vν(Ω|Rd)}.

We equip Tν(Ωc) with its natural norm,

‖v‖Tν(Ωc) = inf{‖u‖Vν(Ω|Rd) : u ∈ Vν(Ω|Rd) with v = u|Ωc}.

• We consider the weighted L2-spaces on Ωc denoted by L2(Ωc, νK) and L2(Ωc, ν̊K) where for a given
measurable set K ⊂ Ω with 0 < |K| <∞, we define

νK(x) := essinf
y∈K

ν(x− y) and ν̊K(x) :=
ˆ
K

1 ∧ ν(x− y) dy. (1.6)

The aforementioned spaces are Hilbert spaces and are connected. Indeed, the following hold

(a) The embeddings V Ω
ν (Ω|Rd) ↪→ Vν(Ω|Rd) ↪→ Tν(Ωc) ↪→ L2(Ωc, νK) are continuous.

(b) The trace operator Tr : Vν(Ω|Rd)→ L2(Ωc, νK) with u 7→ Tr(u) = u |Ωc is linear and continuous.

(c) We have Tr(Vν(Ω|Rd)) = Tν(Ωc) and ker(Tr) = V Ω
ν (Ω|Rd).

The same holds true with νK replaced by ν̊K . These interactions between the spaces Vν(Ω|Rd), Tν(Ωc),
V Ω
ν (Ω|Rd) and L2(Ωc, νK) respectively, are analogous to the ones between the classical Sobolev spaces
H1(Ω), H1/2(∂Ω), H1

0 (Ω) and L2(∂Ω). Recall that H1
0 (Ω) is by definition the closure of C∞c (Ω) in H1(Ω).

In fact, it is well known that the following are true.

(a’) The embeddings H1
0 (Ω) ↪→ H1(Ω) ↪→ H1/2(∂Ω) ↪→ L2(∂Ω) are continuous.

(b’) The classical trace operator γ0 : H1(Ω)→ L2(∂Ω) whenever it exists, is linear and continuous.

(c’) We have γ0(H1(Ω)) = H1/2(∂Ω) and ker(γ0) = H1
0 (Ω).

In this regard, it is fair to view the spaces Vν(Ω|Rd), V Ω
ν (Ω|Rd), Tν(Ωc) and L2(Ωc, νK) as the nonlocal

replacements of H1(Ω), H1
0 (Ω), H1/2(∂Ω) and L2(∂Ω), respectively. Therefore, it is natural to think

of the space Tν(Ωc) as the space encoding Dirichlet complement data whereas the space L2(Ωc, νK) or
L2(Ωc, ν̊K) encodes Neumann complement data. Let us mention that for sufficiently smooth Ω, spaces
similar to Tν(Ωc) have been recently studied in [BGPR20, DK18] wherein, the main motivation is the
study of the nonlocal extension problem for the space Vν(Ω|Rd) which is an analog of the classical Sobolev
extension problem from the spaceH1/2(∂Ω) toH1(Ω). We discuss and compare the aforementioned spaces
and their connections with the classical Sobolev spaces in Section 3.3. Another approach to nonlocal trace
spaces on constrained domains is considered in [TD17].
Let us say a few words about the weights νK and ν̊K . To avoid L2(Ωc, νK) being a trivial space, the
following condition on νK is implicitly required

νK(x) := essinf
y∈K

ν(x− y) > 0, for almost every x ∈ Ωc. (1.7)

11



Chapter 1. Introduction

The condition (1.7) also ensures that the function ν does not decay (degenerate) too much for large
increments across the boundary of Ω. A suitable way to picture this condition is to assume that the
function h 7→ ν(h) is continuous on Rd \ {0}. Choose K to be a nonempty compact subset of Ω and fix
x ∈ Ωc so that νK(x) = ν(x− z) > 0 for a suitable z ∈ K. The same observation holds for ν̊K . Another
crucial observation is that the weights νK and ν̊K annihilate the eventual singularity of ν at the origin.
Let us illuminate our argument by looking at a particular case of ν. Assume that ν is a unimodal, i.e.
ν is radial and almost decreasing in the sense that there exists a constant c > 0 such that cν(y) ≤ ν(x)
whenever |y| ≥ |x|. In addition, assume ν satisfies the doubling growth condition i.e. ∃ κ > 0 such that

ν(h) ≤ κν(2h) for all |h| ≥ 1.

Let B1 be the unit ball of Rd then (see Theorem 3.35) we have ν̊B1 , νB1 ∈ L1(Rd), νB1 � 1 ∧ ν and
ν̊B1 � 1 ∧ ν. Clearly, 1 ∧ ν does not have a singularity at the origin. For a concrete example, one could
consider the standard example ν(h) = |h|−d−α, α ∈ (0, 2). Then we have νB1(x) � (1+|x|)−d−α � 1∧ν(x)
and ν̊B1(x) � (1 + |x|)−d−α � 1 ∧ ν(x).
Although the class of almost decreasing unimodal Lévy kernel is fairly large, there exist some radial Lévy
kernels that are not almost decreasing . For example, for β ∈ [−1, 2) define

νβ(h) = |h|−d−β ρ(h) with ρ(h) :=
(2 + cos |h|

3
)|h|4

.

Note that νβ is not almost decreasing since ρ(2πn) = 1 and ρ(π(2n − 1)) = 3−π4(2n−1)4 for all n ∈ N.
Now if β ∈ (0, 2) it is clear that νβ is Lévy integrable since ρ is bounded. If −1 ≤ β ≤ 0 then νβ is also
Lévy integrable since the map r 7→ ρ(r) is in L1(R).

Variational formulation of the Neumann problem
Let us now return to our main problem of interest. In light of the relation (1.5) it is reasonable to
define weak solutions of the Neumann problem under consideration as follows. A measurable function
u : Rd → R is a weak solution or a variational solution of the inhomogeneous Neumann problem (N) if
u ∈ Vν(Ω|Rd) and satisfies the relation

E(u, v) =
ˆ

Ω
f(x)v(x)dx+

ˆ
Ωc
g(y)v(y)dy, for all v ∈ Vν(Ω|Rd) . (V )

In particular if Ω is bounded, taking v = 1, (V ) becomes the so called compatibility condition
ˆ

Ω
f(x)dx+

ˆ
Ωc
g(y)dy = 0. (C)

In fact, the compatibility condition (C) appears to be an implicit necessary requirement that the data f
and g must fulfil beforehand for any attempt of solving the problems (V ) and (N). The local counterpart
of this compatibility condition where g is defined on ∂Ω (see (1.2)) is given by

ˆ
Ω
f(x)dx+

ˆ
∂Ω
g(y)dσ(y) = 0. (1.8)

It is worth highlighting that as opposed to [DROV17], our functional test space Vν(Ω|Rd) in the weak
formulation (V ) does not depend on the Neumann data g. Moreover for the existence of weak solutions
to (V ) we essentially choose f ∈ L2(Ω) and g = g′νK with g′ ∈ L2(Ωc, νK).
Another important remark is that under the compatibility condition (C), the problems (N) and (V )
might possess multiple solutions. Indeed, both integrodifferential operators L and N annihilate additive
constants. Therefore, as long as u is a solution to the system (N) or to the variational problem (V ) so
does the function ũ = u + c for any c ∈ R. Accordingly, both problems are ill-posed in the sense of
Hadamard. The situation is similar in the local setting for problems (1.1) and (1.2) with the operators L
and N respectively replaced by the operators −∆ and ∂

∂n . To overcome this anomaly we assume that Ω is
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bounded and we introduce the functional Hilbert subspace Vν(Ω|Rd)⊥ consisting of functions in Vν(Ω|Rd)
with zero mean over Ω. To be more precise,

Vν(Ω|Rd)⊥ :=
{
u ∈ Vν(Ω|Rd) :

ˆ
Ω
u(x)dx = 0

}
.

The space Vν(Ω|Rd)⊥ enables us to reformulate the problem (V ) as follows: find u ∈ Vν(Ω|Rd)⊥ such that

E(u, v) =
ˆ

Ω
f(x)v(x)dx+

ˆ
Ωc
g(y)v(y)dy, for all v ∈ Vν(Ω|Rd)⊥ . (V ′)

Let us emphasize that in contrast to (V ), the variational problem (V ′) possesses at most one solution
since E(·, ·) defines a scalar product on Vν(Ω|Rd)⊥. Furthermore, if u′ solves (V ′) then all solutions of the
variational problem (V ) are of the form u′ + c with c ∈ R. An analogous observation holds in the local
setting for the problem (1.2). There, one would need to introduce the space H1(Ω)⊥ of the functions in
H1(Ω) whose mean over Ω vanishes.
We point out that if f ∈ L2(Ω) and g = g′νK with g′ ∈ L2(Ωc, νK) then under some additional conditions
on ν and Ω (which we mention below) we are able to prove that the problem (V ′) has a unique solution in
Vν(Ω|Rd). From this perspective, it is legitimate to say that the function spaces Vν(Ω|Rd) and L2(Ωc, νK)
introduced earlier are of great importance for the study of Neumann complement value problems.
In the same spirit, we are able to formulate the variational formulation of others IDEs. For example, let us
introduce another variant of the problem (N). Let b : Ωc → R be a measurable function. The perturbation
of the complement Neumann condition by Nu+ bu = g gives rise to a new type of nonlocal complement
value problem and allows us to remedy the restriction to the space Vν(Ω|Rd)⊥ in the weak formulation.
This will be called the Robin complement condition. In the local setting, the Robin boundary condition
is also known as the Fourier boundary condition or the third boundary condition. Given f : Ω→ R and
b, g : Ωc → R as measurable functions, the nonlocal Robin boundary problem related to the operator L is
to find a measurable function u : Rd → R such that

Lu = f in Ω and Nu+ bu = g on Rd \ Ω. (1.9)

We say that u is a weak solution of the problem (1.9) if u ∈ Vν(Ω|Rd) and u satisfies the relation

E(u, v) +
ˆ

Ωc

b(x)u(x)v(x) dx =
ˆ

Ω

f(x)v(x)dx+
ˆ

Ωc

g(y)v(y)dy, for all v ∈ Vν(Ω|Rd) . (1.10)

Further nonlocal problems
The function spaces defined above also apply to the study of the following IDEs.

• Nonlocal Dirichlet problem: for f ∈ L2(Ω) and g ∈ Tν(Ωc),

Lu = f in Ω and u = g on Rd \ Ω.

• Nonlocal Neumann problem: for f ∈ L2(Ω) and g ∈ L2(Ωc, νK),

Lu = f in Ω and Nu = gνK on Rd \ Ω.

• Nonlocal Robin problem: for f ∈ L2(Ω) and g ∈ L2(Ωc, νK)

Lu = f in Ω and Nu+ bu = gνK on Rd \ Ω.

• Nonlocal mixed problem: Assume Ωc = D∪N , whereD andN are measurable such that |D∩N | = 0.
For f ∈ L2(Ω) and gD ∈ Tν(Ωc) and gN ∈ L2(Ωc, νK)

Lu = f in Ω and u = gD on D, Nu = gNνK on N.

13



Chapter 1. Introduction

• Nonlocal Helmholtz problem: for λ ∈ R

Lu− λu = f in Ω and Nu = 0 (or u = 0) on Rd \ Ω.

• Nonlocal heat equation: Let f ∈ L2(Ω) and T > 0.

∂tu+ Lu = f in Ω× [0, T ), Nu = 0 (or u = 0) on Ωc × [0, T ), u = u0 on Ω× {0}.

• Nonlocal Schrödinger equation: for u0, f ∈ L2(Ω) and T > 0

i∂tu+ Lu = f in Ω× [0, T ), Nu = 0 (or u = 0) on Ωc × [0, T ), u = u0 on Ω× {0}.

• Nonlocal wave equation: for u1, u0, f ∈ L2(Ω) and T > 0,

∂2
ttu+ Lu = f in Ω× [0, T ), Nu = 0 (or u = 0) on Ωc × [0, T ), ∂tu = u1, u = u0 on Ω× {0}.

Our treatments of the above IDEs are motivated by many existing analogous concepts from the theory of
elliptic PDEs of second order. We exploit follow the contents of [Dan00, HT08, Eva10, Hun14, LDL16,
Neč67, Nit14].

Main results and literature review
We wish to formulate our main results and provide some further references. The solvability of some of
the above mentioned IDEs easily follows from the Lax-Milgram Lemma if Poincaré type inequalities hold.
Frequently, the Poincaré type inequalities can be derived via compactness arguments. Our first main
result concerns the compactness of the embedding of Hν(Ω) and Vν(Ω|Rd) into L2(Ω). Let us start with
some basic observations and formulate some sufficient assumptions on ν and Ω. To this end, we need to
reinforce our general assumption on the function ν : Rd \ {0} → [0,∞]. Let us recall that ν satisfies

ν(−h) = ν(h) for all h ∈ Rd and
ˆ
Rd

(1 ∧ |h|2)ν(h) dh <∞ . (I1)

First and foremost, observe that for ν ∈ L1(Rd) the space Hν(Ω) coincides with L2(Ω) and therefore,
cannot be compactly embedded into L2(Ω). Likewise, if ν ∈ L1(Rd), then the spaces Vν(Ω|Rd) ∩ L2(Rd)
andHν(Rd) coincide with L2(Rd), which is not even locally compactly embedded in L2(Ω). In other words,
the least necessary condition for compact embeddings to hold is that ν is not integrable. Therefore, it is
necessary to consider the following non-integrability condition

ˆ
Rd
ν(h) dh = +∞. (I2)

By having the condition (I1) at hand, it is possible to strengthen the condition (I2) by assuming that

lim
|h|→0

|h|dν(h) =∞. (I ′2)

That is, the condition (I ′2) clearly implies (I2). It is important to point out that if Ω is bounded then
conditions (I1) and (I2) are sufficient to obtain the local compactness of Hν(Ω) and Vν(Ω|Rd) into L2(Ω)
(see Theorem 3.81). In fact, this is reminiscent of the main result of [JW19a], which shows that the
embedding V Ω

ν (Ω|Rd) ↪→ L2(Ω) is compact. We will revisit this result under slightly modified assumptions.
The global compactness requires some extra compatibility assumptions between Ω and ν. We establish
the global compactness by exploiting the recent results from [JW19a] and [DMT18]. We intend to provide
an alternative approach to the compactness result in [CDP18, Theorem 2.2]. The technique therein is
adapted from [NPV12, Theorem 7.1] for fractional Sobolev spaces and uses the Sobolev extension property
of the corresponding domain. However, the proof provided in [CDP18] only seems to be valid for domains
that can be written as a finite union of cubes; unless the corresponding nonlocal function space possesses
the extension property. Our approach is rather standard and follows the idea used to prove the classical
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Rellich–Kondrachov theorem, i.e. the compactness of the embedding W 1,p(Ω) ↪→ Lp(Ω) for sufficiently
smooth Ω. It involves applying the local compactness and using an approximation argument near the
boundary of Ω.
Let us introduce some regimes relating Ω and ν under which the global compactness holds true. We will
enumerate these assumptions on (ν,Ω) into different classes. We say that the couple (ν,Ω) is in the class
Ai, i = 1, 2, 3 if Ω ⊂ Rd is an open bounded set and ν : Rd \ {0} → [0,∞] satisfies the conditions (I1)
and (I2) and additionally ν and Ω satisfy:
• The class A1: there exists a Hν(Ω)-extension operator E : Hν(Ω) → Hν(Rd), i.e. there is a constant
C : C(ν,Ω, d) > 0 such that for every u ∈ Hν(Ω), ‖Eu‖Hν(Rd) ≤ C‖u‖Hν(Ω) and Eu|Ω = u.
• The class A2: Ω has a Lipschitz boundary, ν is radial and

q(δ) := 1
δ2

ˆ
Bδ(0)

|h|2ν(h) dh δ→0−−−→∞. (1.11)

• The class A3: setting Ωδ = {x ∈ Ω : dist(x, ∂Ω) > δ} for δ > 0, the following condition holds true

q̃(δ) := inf
a∈∂Ω

ˆ
Ωδ
ν(h− a) dh δ→0−−−→∞. (1.12)

Let us introduce a fourth class A4 of interest.
• The class A4 : we say that the couple (ν,Ω) is in the class A4 if Ω is any open bounded subset of
Rd and ν : Rd \ {0} → [0,∞] is a unimodal Lévy measure that is, ν is radial, almost decreasing and
ν ∈ L1(Rd, 1 ∧ |h|2 dh).
Let us mention that the class A2 is inspired from [DMT18]. Moreover, in the class A4, ν is not necessarily
singular near 0. Note that if Ω is bounded and Lipschitz, then the couple (| · |−d−α,Ω) with α ∈ (0, 2)
belongs to each Ai, i = 1, 2, 3, 4. We discuss the classes Ai, i = 1, 2, 3, 4 in Chapter 3. Here is our
compactness result.

Theorem (Theorem 3.89). Let Ω ⊂ Rd be open and bounded and let ν : Rd \{0} → [0,∞] be a measurable
function. If the couple (ν,Ω) belongs to one of the classes Ai, i = 1, 2, 3 then the embedding Hν(Ω) ↪→
L2(Ω) is compact. In particular, the embedding Vν(Ω|Rd) ↪→ L2(Ω) is compact.

A noteworthy consequence of our compact embeddings result is the well-known Rellich-Kondrachov com-
pactness theorem which implies the compactness of the embedding H1

0 (Ω) ↪→ L2(Ω) (resp. H1(Ω) ↪→
L2(Ω) when Ω has a Lipschitz boundary). Indeed, the embeddings H1

0 (Ω) ↪→ V Ω
ν (Ω|Rd) ↪→ L2(Ω) (resp.

H1
0 (Ω) ↪→ V Ω

ν (Ω|Rd) ↪→ L2(Ω)) are continuous. Another crucial application of the above compactness
theorem is the Poincaré inequality (cf. Theorem 3.91) which also holds for the class A4. To be more
precise, we are able to show that if the couple (ν,Ω) belongs to one of the classes Ai, i = 1, 2, 3, 4 then
there exists C = C(ν,Ω, d) > 0 such that for every u ∈ L2(Ω) we have∥∥u− ffl

Ω u
∥∥2
L2(Ω) ≤ C

¨

ΩΩ

(u(x)− u(y))2ν(x− y) dx dy.

Accordingly, it follows that for every u ∈ L2(Ω) we have∥∥u− ffl
Ω u
∥∥2
L2(Ω) ≤ CE(u, u).

In the same spirit, by establishing a Poincaré-Friedrichs type inequality, we provide an alternative short
proof of [FKV15, Lemma 2.7]. That is, for every u ∈ V Ω

ν (Ω|Rd) we also have∥∥u∥∥2
L2(Ω) ≤ CE(u, u).

As complementary results on function spaces, we establish the density of smooth functions in the spaces
Hν(Ω), Vν(Ω|Rd) and V Ω

ν (Ω|Rd). In particular, we improve the density result from [Voi17, Lemma 2.12]
and [BGPR20, Theorem A.4] whose proofs are incomplete. The results can be summarized as follows.
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Theorem (Theorem 3.70, 3.75 & 3.76). Assume that Ω ⊂ Rd is open.
• Hν(Ω) ∩ C∞(Ω) is dense in Hν(Ω).

• If ∂Ω is Lipschitz and compact or Ω = Rd then C∞c (Rd) is dense in Vν(Ω|Rd) ([Voi17, FKV19]).

• If ∂Ω is continuous and compact then C∞c (Ω) is dense in V Ω
ν (Ω|Rd) ([BGPR20, FKV15]).

We established the well-posedness of elliptic IDEs. In particular, we have the following result.
Theorem. Assume that the couple (ν,Ω) belongs to one of the classes Ai, i = 1, 2, 3, 4. Then given
f ∈ L2(Ω) and g = g′νK with g′ ∈ L2(Ωc, νK), there exists a unique solution u ∈ Vν(Ω|Rd)⊥ to the
variational problem (V ′). If the compatibility (C) holds, then all solutions to (V ) are of the form w = u+c
with c ∈ R. Moreover, there exists a constant C := C(d,K,Ω, ν) > 0 independent of f and g such that
any solution w of (V ) satisfies the following weak regularity estimate

‖w −
ffl

Ωw‖Vν(Ω|Rd) ≤ C
(
‖f‖L2(Ω) + ‖g‖L2(Ωc,ν−1

K
)

)
.

Note that the study of the nonlocal Neumann problem (N) was introduced in [DROV17] for the fractional
Laplace operator. The significant difference to our approach to studying (V ), however, is that the test
space introduced therein depends on the Neumann data g. Following the approach of [DROV17], the recent
articles [BMPS18, ML19] also study inhomogeneous nonlocal problems with the Neumann complement
condition. We point out that [ML19] is a remake of [DROV17] is the Lp-setting while considering the
Neumann problem for the so called p-fractional Laplacian operator. Most importantly, the nonlocal
normal derivative N is currently appearing in more and more works. For example, see [AL20, Che18,
CC20, FBSS19] for the study of nonlocal semilinear problems with homogeneous Neumann complement
condition, [LMP+18] for the study of the principal eigenvalue of the fractional Laplacian with a mixed
complement condition, [Von19] for the study of a probability interpretation of nonlocal quadratic forms,
[Aba20] for a comparative study on different types of nonlocal Neumann conditions and [GSU20] for the
study of the Calderón problem for the fractional Laplacian. It is important to highlight that some authors
prefer to formulate nonlocal Neumann problems via the regional fractional Laplacian [War18, War16,
War15, Gru16, CS16]. The homogeneous Neumann problem for nonlocal regional type operators is also
studied in the area of peridynamic models see for instance [TTD17]. However, other authors work on the
Neumann problem by defining the fractional power of the Neumann Laplacian [MPV12, SV15, DSV15].
In the latter contexts, the Neumann conditions are rather prescribed on the boundary of the underlying
domains, therefore, our set-up does not apply.
There exists a substantial amount of literature on nonlocal Dirichlet problems. For example, for their
solvability see [FKV15] where the topic is extended to nonlocal operators with nonsymmetric kernels. See
[Rut18] for a study of nonlocal Dirichlet problems involving symmetric nonlocal operators whose driven
jump interaction measure need not be absolutely continuous.See [PR18] for an examination of the Dirichlet
problem for the fractional Laplacian in perforated domains and also [RO15, HJ96] for complementary
approaches. There are also several works on related subjects, for example, see [DK20, Coz17] for interior
regularity of solutions, [FK13] for interior regularity of parabolic problems, [RO15, ROS14] for regularity
up to the boundary, [CS09, CS11, Lin16] for regularity for viscosity solution and [JW19b] for the maximum
principle. There are also several works on related subjects for example, for interior regularity of solutions
see [DK20, Coz17], for interior regularity of parabolic problems see [FK13], for regularity up to the
boundary see [RO15, ROS14], for regularity for viscosity solutions see [CS09, CS11, Lin16] and for the
maximum principle see [JW19b].
Having a suitable set-up for nonlocal Dirichlet and Neumann problems to hand makes looking at some
aspects of the corresponding Dirichlet-to-Neumann map legitimate (at least the definition and the spec-
trum).The Dirichlet-to-Neumann operator exposed here is largely inspired by [AM07, AM12, BtE15,
ARP19], where an analogous subject is treated for the Laplace operator. The Dirichlet-to-Neumann map
plays a crucial role in the study of the so-called Calderòn problem, see for instance [FSU19]. Our approach
leads to a slightly different Dirichlet-to-Neumann map than the one derived in [GRSU20, RS20] for the
fractional Laplacian.
Meanwhile, the compactness result constitutes a powerful tool for further investigations. Indeed, with the
compactness of the embedding Vν(Ω|Rd) ↪→ L2(Ω) in force, we are able to analyse the following:
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• The spectral decomposition of the integrodifferential operator L subject to the Dirichlet, Neumann
or Robin complement condition using the Rayleigh quotient. Indeed, the operator L turns out to
have a discrete spectrum and a compact resolvent like the Laplace operator.

• the spectrum of the nonlocal Dirichlet-to-Neumann map via the spectrum of the operator L subject
to the Robin complement condition. To do this, we closely rely on the approach from [AM07, AM12]
where an analogous characterization is derived for the Laplace operator.

• The essentially self-adjointness for the operator L with the Dirichlet, Neumann or Robin complement
condition. Indeed, the operator L turns out to be a symmetric unbounded operator on L2(Ω) the
same as for the Laplacian. Our survey on the essentially self-adjointness for the operator L closely
follow the material in [Kow09, Dav96] where a similar study is carried out for the Laplace operator.
Let us mention that a different study of the essentially self-adjointness for the fractional Laplacian
is studied in [HKM17] in the context where Ω ⊂ Rd is the complement of a compact set.

• The profile solutions to evolution equations involving the operator L which are Initial Complement
Value Problems (ICVP). The parabolic equation with the Neumann complement condition for the
fractional Laplacian is also discussed in [DROV17]. We exploit some ideas from [Nit14] which treats
the parabolic problem elliptic with the Robin boundary condition for the Laplace operator.

We have seen several familiarities between the characteristics of the (local) Laplace operator −∆ and
the characteristics of the (nonlocal) integrodifferential operator L. Next, we want to bridge a connection
from the nonlocal world to the local one. Strictly speaking, we try to understand local objects as limits of
nonlocal objects. Accordingly, let us introduce (να)0<α<2, a family of Lévy radial functions approximating
the Dirac measure at the origin, i.e. for every α, δ > 0

να ≥ 0 is radial,
ˆ
Rd

(1 ∧ |h|2)να(h) dh = 1, lim
α→2

ˆ
|h|>δ

να(h) dh = 0 .

For a family (Jα)0<α<2 of positive symmetric kernels Jα : Rd×Rd \diag→ [0,∞] we set-up the following
conditions:

(G-E) There exists a constant Λ ≥ 1 such that for every α ∈ (0, 2) and all x, y ∈ Rd, with x 6= y,

Λ−1να(x− y) ≤ Jα(x, y) ≤ Λνα(x− y). (G-E)

Given x ∈ Rd and δ > 0, we define the symmetric matrix A(x) = (aij(x))1≤i,j≤d by

aij(x) = lim
α→2−

ˆ
Bδ

hihjJ
α(x, x+ h)dh.

It is noteworthy to mention that the matrix A = (aij)ij does not depend on the choice of δ > 0 and
satisfies the elliptic condition

Λ−1 d−1|ξ|2 ≤ 〈A(x)ξ, ξ〉 ≤ Λ d−1|ξ|2, for all x, ξ ∈ Rd.

Furthermore, assume we have Jα(x, y) = Cd,α|x− y|−d−α for a suitable choice of να(h) = cα|h|−d−α then
aij = 0 if i 6= j and aii = 1. Moreover, motivated by [BBM01], we show that, for sufficiently smooth Ω,
the nonlocal spaces Hνα(Ω) and Vνα(Ω|Rd) both converge to the Sobolev space H1(Ω) as α → 2. To be
more precise, we have the following simplified result (see Section 5.2).

Theorem. Let Ω be an H1(Ω)-extension domain. Then for all u ∈ H1(Ω) we have

lim
α→2−

¨

ΩΩ

(u(x)− u(y))2να(x− y) dx dyx = lim
α→2−

¨

(Ωc×Ωc)c

(u(x)− u(y))2να(x− y) dx dy = Kd,2

ˆ
Ω
|∇u(x)|2 dx.

where u ∈ H1(Rd) is any extension of u to Rd and Kd,2 = 1
d . Moreover, a function u ∈ L2(Ω), belongs to

H1(Ω) if and only if

lim inf
α→2−

¨

ΩΩ

(u(x)− u(y))2να(x− y) dx dy <∞.
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Note that, the above convergence result can be found in [BBM01] when Ω is a bounded Lipschitz domain
and in [Bre02] for Ω = Rd, and however include the case where Ω is an unbounded domain with an
H1(Ω)-extension property. Next, let us define the operators Lα and Nα by

Lαu(x) := p. v.
ˆ
Rd

(u(x)− u(y))Jα(x, y) dy and Nαu(y) :=
ˆ

Ω
(u(y)− u(x))Jα(x, y) dx .

Let us also introduce the outwards normal derivative of a function v on ∂Ω with respect to A defined for
x ∈ ∂Ω by ∂v

∂nA
(x) = A(x)∇v(x) ·n(x).We now formulate some convergence results in a simplified setting.

Theorem (Theorem 5.77). Let Ω ⊂ Rd be open bounded with a Lipschitz boundary and connected. Let
(fα)α be a family converging weakly to some f in L2(Ω) as α → 2. Define gα = Nαϕ and g = ∂ϕ

∂nA
for

ϕ ∈ C2
b (Rd). Assume that the condition (G-E) holds and suppose uα ∈ Vνα(Ω|Rd)⊥ is a weak solution of

the nonlocal Neumann problem
Lαu = fα on Ω and Nαu = gα on Ωc.

Let u ∈ H1(Ω)⊥ be the unique weak solution in H1(Ω)⊥ to the Neumann problem

− div(A(·)∇)u = f on Ω and ∂u

∂nA
= g on ∂Ω.

Then (uα)α converges to u in L2(Ω) as α→ 2, i.e. ‖uα − u‖L2(Ω)
α→2−−−→ 0.

Likewise, if we assume that g ∈ H1(Rd) then under the condition (G-E) (see Theorem 5.80) weak solutions
to nonlocal Dirichlet problems Lαu = fα on Ω and u = g on Ωc with α ∈ (0, 2)) converge in L2(Ω) to the
weak solution of the local Dirichlet problem −div(A(·)∇)u = f on Ω and u = g on ∂Ω.
Furthermore, we also show the convergence of normalized eigenpairs. A couple (λ, φ), with λ ∈ R and
u ∈ L2(Ω) is called a normalized eigenpair of Lα subject to the Neumann (resp. Dirichlet) complement
condition if ‖u‖L2(Ω) = 1 and u is a weak solution to the nonlocal Neumann (resp. Dirichlet) problem
Lαu = λu in Ω and Nαu = 0 on Ωc (resp. u = 0 on Ωc). In the same manner, one can define an eigenpair
of the elliptic operator −div(A(·)∇).
Theorem (Theorem 5.81–5.82). Let (λα, uα) be a normalized eigenpair of the nonlocal operator Lα.
Then, up to a subsequence, (λα, uα)α converge in R×L2(Ω) to couple a (λ, u) where the latter is a
normalized eigenpair of the local operator − div(A(·)∇).
It is worth noting that if Jα(x, y) = Cd,α|x − y|−d−α then Lα = (−∆)α/2 and − div(A(·)∇) = −∆.
Correspondingly, weak solutions (resp. normalized eigenpairs) of the fractional Laplacian converge to
weak solutions (resp. normalized eigenpairs) of the Laplacian as α→ 2.
Let us point out that the crucial tools for accomplishing the aforementioned convergence results are robust
Poincaré type inequalities and Mosco convergence of nonlocal quadratic forms. First, by exploiting the
technique of [Pon03], we show the following robust Poincaré inequalities: there exists α0 ∈ (0, 2) and a
constant C = C(d,Ω) such that∥∥u− ffl

Ω u
∥∥2
L2(Ω) ≤ C

¨

ΩΩ

(u(x)− u(y))2να(x− y) dx dy, for all α ∈ (α0, 2) and u ∈ L2(Ω), (1.13)

and ∥∥u∥∥2
L2(Ω) ≤ C

¨

Rd Rd

(u(x)− u(y))2να(x− y) dx dy, for all α ∈ (α0, 2) and u ∈ C∞c (Ω). (1.14)

The inequality (1.13) (resp. (1.14)) is robust in the sense that the constant C does not depend on α and
by letting, α→ 2 gives the classical Poincaré (resp. Poincaré-Friedrichs) inequality∥∥u− ffl

Ω u
∥∥2
L2(Ω) ≤ C

ˆ
Ω
|∇u(x)|2 dx, for all u ∈ L2(Ω),

(resp.
∥∥u∥∥2

L2(Ω) ≤ C
ˆ

Ω
|∇u(x)|2 dx, for all u ∈ C∞c (Ω)).

On the other hand, we establish [FKV19] the Mosco convergence of the nonlocal to local quadratics forms.
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Theorem (Theorem 5.73). Assume Ω ⊂ Rd is open and bounded with a Lipschitz boundary. Assume the
condition (G-E) holds. Then, as α → 2, the family of nonlocal quadratic forms (Eα, Vνα(Ω|Rd))α and
(EαΩ , Hνα(Ω))α converge to the local quadratic form (EA, H1(Ω)) whereas, (Eα, V Ω

να(Ω|Rd))α converges to
(EA, H1

0 (Ω)). Here, we define

Eα(u, u) :=
¨

(Ωc×Ωc)c

(u(x)− u(y))2Jα(x, y) dx dy,

EαΩ(u, u) :=
¨

ΩΩ

(u(x)− u(y))2Jα(x, y) dx dy,

EA(u, u) :=
ˆ

Ω
(A(x)∇u(x) · ∇u(x)) dx.

In [Mos94] (see also [KS03]) it is shown that Mosco convergence of a sequence of symmetric closed forms
is equivalent to the convergence of the sequence of associated semigroups (or of the associated resolvents)
and implies the weak convergence of the finite-dimensional distributions of the corresponding processes
if any. Note that several authors have studied the weak convergence of Markov processes with the help
of Dirichlet forms, e.g., in [LZ96, KU97, SU16, MRZ98, Sun98, Kol05, Kol06, BBCK09, CKK13, CES02].
Most of the related results are concerned with situations where the type of the process does not change,
i.e., the diffusions converge to a diffusion or jump processes converge to a jump process. The present
work considers the cases where a sequence of jump processes in bounded domains converges to a diffusion
process.

Outline
The thesis is organized as follows. Chapter 2 is devoted to the introduction of the basics of integrodiffer-
ential operators. First, we look at different characterizations of the operator L. We end up with fourteen
characterizations of the fractional Laplacian (−∆)α/2. We compute and study the asymptotic behavior
of the normalization constant Cd,α. Afterwards, we define the notion of nonlocal elliptic operators in
divergence and non-divergence form, and we show some correlations with local elliptic operators of second
order. Finally we define nonlocal mixed (anisotropic) operators.
In Chapter 3 we introduce nonlocal Sobolev-like spaces that are in a certain sense generalized Sobolev-
Slobodeckij spaces which we often encounter. Roughly speaking, these are just some refinement of classical
Lebesgue Lp-spaces with 1 ≤ p < ∞ (like the classical Sobolev spaces W 1,p(Ω) and W 1,p

0 (Ω)) whose
additional structures are of importance. As such spaces are less common, we will examine some of their
rudimentary properties, e.g. their Banach structure, their relation with the classical Sobolev spaces, their
embeddings, their approximation by smooth functions, their extension property, their compact embeddings
into Lp(Ω) and Poincaré type inequalities. A complement to this chapter is recorded in the Appendix A.
Chapter 4 is dedicated to the solvability of nonlocal IntegroDifferential Equations (IDEs) and some related
problems such as the spectral decomposition, the essentially self-adjointness of the integrodifferential
operator L and the Dirichlet-to-Neumann map for L. We also look at some nonlocal evolution problems
that are Initial Complement Value Problems (ICVP).
Finally, in Chapter 5, we deal with convergence transitions from nonlocal to local. We start with the con-
vergence of spaces and characterize classical Sobolev spaces with the help of nonlocal spaces. Afterwards,
we establish robust Poincaré type inequalities. We conclude by proving the convergence of solutions and
eigenpairs of nonlocal problems, to the local ones.
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Chapter 1. Introduction

Abgrenzung des eigenen Beitrags gemäß §10(2) der Promotionsordnung
The proofs of Theorem 5.73, Theorem 5.74 and the density of C∞c (Rd) in Vν(Ω|Rd) of Theorem 3.70 (for
p = 2) are published in [FKV19] and were established in collaboration between the author, his supervisor
and Dr. Paul Voigt.
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Notation
We collect various notations that will be frequently used in this thesis. We only summarize here the most
common notations.

• Throughout, d ≥ 1 is an integer and Rd represents the d-dimensional Euclidean space furnished
with the usual Euclidean inner product defined for two elements x = (x1, x2, · · · + xd) and y =
(y1, y2, · · · , yd) by x · y = x1y1 + x2y2 · · ·+ xdyd and the norm shall be denoted by |x| =

√
x · x.

• We shall assume Rd is automatically equipped with the topology induced by this norm and we
denote an open ball of radius r > 0 centered at x by Br(x) or merely Br if x = 0. Further the space
Rd will be furnished with the Borel σ-algebra and the Lebesgue measure dx. We will simply write
"measurable" instead of "Borel measurable" for sets and functions.

• Given A a subset of Rd we shall synonymously write Ac or Rd \ A to designate the complement of
A and 1A denotes the characteristic function of A.

• The notation ∂A shall stand for the boundary of A that is ∂A = A\
◦
A where A and

◦
A are respectively

the closure and the interior of A.

• Given two sets A and B define dist(A,B) = inf
{
|a − b| : a ∈ A , b ∈ B

}
and for x ∈ Rd,

dist(x,A) = dist({x}, A).

• Besides, if A is measurable we shall write |A| to denote the Lebesgue measure of A and also |∂A|
to denote the Hausdorff measure of ∂A( which in this context is considered as the restriction to ∂A
of Lebesgue measure). Especially |Sd−1| denotes the surface of the d− 1-dimensional sphere of Rd.

• For a measurable function u and a measurable set such that 0 < |A| < ∞, we denote the mean
value of u over A by

 
A

u = 1
|A|

ˆ
A

u(x) dx.
• For 1 ≤ p ≤ ∞ we shall define the number p′ by 1

p + 1
p′ = 1 with the understanding that p′ =∞ if

p = 1, and p′ = 1 if p =∞.

• For h ∈ Rd, τh denotes the shift function defined by τhu(x) = u(x+ h) when u is well understood.

• We denote the support of a continuous function u : Ω → Rd by suppu = {x ∈ Ω : u(x) 6= 0}. If
u is only measurable, then suppu = Rd \O where O is largest open set on which u vanishes. Ex.
u(x) = 1Q(x) = 0 a.e. is not continuous but suppu = R.

• For a multiindex α = (α1, · · · , αd) ∈ N0, we write |α| = α1 + · · · ,+αd and ∂α = ∂αd · · · ∂α1

∂xαdd · · · ∂x
α1
1

.

• Let m ∈ N, the space Cmb (Ω) is the collection of differentiable functions whose classical derivatives
up to the order m are bounded.

• Let m ∈ N and 0 < σ < 1. We define the Hölder space Cm+σ
b (Ω) also denote by Cm,σb (Ω) to be

collection of functions in Cmb (Ω) whose classical derivatives of order |α| = m belongs to Cσb (Ω).The
usual norm is the Hölder norm defined by

‖u‖Cm,σ
b

(Ω) =
∑

|α|≤m−1
sup
x∈Ω
|∂αu(x)|+

∑
|α|=m

sup
0<|x−y|<1
x,y∈Ω

∣∣∂αu(x)− ∂αu(y)
∣∣

|x− y|σ
.

• The space C∞c (Ω) is the collection of functions compactly supported in Ω whose classical derivatives
∂αu of every order exist. Cm(Ω) denotes the space of restrictions to Ω of function of Cm(Rd).

• Given two comparable quantities a and b we denote a ∧ b = min(a, b), a ∨ b = max(a, b) and a � b
means there is a constant C > 0 such that C−1a ≤ b ≤ Ca.
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2. Basics On Nonlocal Operators
It is the aim of this chapter to introduce some rudimentary notions on nonlocal operators. Let us recall
that an operator A defined on a function space is called local if it preserves the support, i.e. it obeys
the rule that supp(Au) ⊂ supp(u) for every function in the domain of A. Otherwise, A will be called
a nonlocal operator. Examples of local operators include, the Laplace operator A = ∆, the gradient
operator A = ∇ and the divergence operator A = div; each defined on the space C2(Rd). The author
admits that the title is sort of claptrap as it is conceived to attract attention. Indeed, in this chapter, we
restrict ourselves on purely on nonlocal integrodifferential operators of Lévy type, which can be seen as a
generalization of nonlocal operators acting on a smooth function u ∈ C∞c (Rd) as follows

Lu(x) = p. v.
ˆ
Rd

(u(x)− u(y))ν(x− y) dy, (x ∈ Rd)

where the function ν : Rd \ {0} → [0,∞] is even and satisfies the Lévy integrability condition that is
ν(−h) = ν(h), h 6= 0 and ν ∈ L1(Rd, 1 ∧ |h|2 dh). We will define the above operator from many different
perspectives and later on, we provide a generalization of such operators viewed as integrodifferential
operators. Their connections with elliptic differential operators of second order will be provided afterwards.

2.1. Characterization of a purely nonlocal symmetric Lévy operator
We intend to define a purely nonlocal symmetric Lévy operator from several perspectives. Our exposition
here is certainly not exclusively original and is largely influenced by [Kwa17] mainly treating the partic-
ular case of the fractional Laplace operator. We believe the content here expands upon this, however.
Throughout this section, we assume that the function ν : Rd \ {0} → [0,∞] is the density of a symmetric
Lévy measure, i.e. ν(h) = ν(−h) and satisfies the integrability condition

ˆ
Rd

(1 ∧ |h|2)ν(h) dh <∞.

This integrability condition suggests that on the one hand ν has some decay at infinity but is also allowed
to have some singularity at the origin. Further generalization of such nonlocal operators will be considered
in another section.

D.1: Singular integral Given ν : Rd \ {0} → [0,∞] as the density of a symmetric Lévy measure we
define a pure nonlocal symmetric Lévy operator L acting on a smooth function u : Rd → R by

Lu(x) = p. v.
ˆ
Rd

(u(x)− u(y))ν(x− y) dy = lim
ε→0+

Lεu(x), (x ∈ Rd), (2.1)

with

Lεu(x) =
ˆ

Rd\Bε(x)

(u(x)− u(y))ν(x− y) dy .

The notation p. v. stands for the common abbreviation of the Cauchy principal value. This makes sense
within our context as the function ν might eventually have a singularity at the origin.

D.2: First order difference One easily gets the following representations

Lu(x) = p. v.
ˆ
Rd

(u(x)− u(x+ h))ν(h) dh = p. v.
ˆ
Rd

(u(x)− u(x− h))ν(h) dh.
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Chapter 2. Basics On Nonlocal Operators

D.3: Second order difference If Lu(x) exists then we have,

Lu(x) = −1
2

ˆ
Rd

(u(x+ h)− u(x− h)− 2u(x))ν(h) dh. (2.2)

We point out that the expression (2.2) may exist while the one in (2.1) does not. However, if (2.1) exists,
then the above representations coincide. Indeed, for fixed ε > 0, the mere change of variables y = x ± h
gives

Lεu(x) =
ˆ

Rd\Bε(x)

(u(x)− u(y))ν(x− y) dy =
ˆ

Rd\Bε(0)

(u(x)− u(x+ h))ν(h) dh

=
ˆ

Rd\Bε(0)

(u(x)− u(x− h))ν(h) dh = −1
2

ˆ

Rd\Bε(0)

(u(x+ h) + u(x− h)− 2u(x))ν(h) dh

where the last equality is obtained by adding the two preceding ones. The below proposition explains why
the second order difference allows us to get rid of the principal value. We show that Lu(x) in (2.2) is well
defined for bounded functions u : Rd → R which are sufficiently regular in a neighborhood of x ∈ Rd.

Proposition 2.1. Assume the function u : Rd → R is bounded and C2 in a neighborhood of x ∈ Rd.
Then Lu(x) exists and one has

Lu(x) = −1
2

ˆ

Rd

(u(x+ h) + u(x− h)− 2u(x))ν(h) dh.

Proof. Assume u is C2 on a ball B4δ(x) for 0 < δ < 1 small enough. For |h| ≤ δ the fundamental
Theorem of calculus yields,

(u(x+ h) + u(x− h)− 2u(x)) =
ˆ 1

0

[
∇u(x+ th)−∇u(x− th)

]
· h dt

=
ˆ 1

0

ˆ 1

0
2t
[
D2u(x− th+ 2sth) · h

]
· h ds dt .

Since u is bounded on Rd and its Hessian D2u on B4δ(x), we get the estimate

|u(x+ h) + u(x− h)− 2u(x)| ≤ 4(‖u‖Cb(Rd) + ‖D2u‖C(B4δ(x))(1 ∧ |h|2). (2.3)

Thereupon, it follows that for all ε > 0 we have

1
2

ˆ

Rd\Bε(0)

|u(x+ h) + u(x− h)− 2u(x)| ν(h) dh ≤ C
ˆ
Rd

(1 ∧ |h|2)ν(h) dh <∞.

This proves on one hand by the dominated convergence theorem that Lεu(x) converges to Lu(x) as ε→ 0+

and on the other hand that Lu(x) exists and is worth the desired expression.

Later on, we will show that the domain of L can be extended to a larger space. For the moment let us
evaluate the convergence of the family (Lεu)ε to the operator Lu for smooth functions.

Proposition 2.2. Assume Ω ⊂ Rd is an open bounded set and let u ∈ C2
b (Rd). The following properties

then are satisfied.

(i) The map x 7→ Lu(x) is uniformly continuous and bounded.

(ii) For each ε > 0, the map x 7→ Lεu(x) is uniformly continuous.
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2.1. Characterization of a Lévy operator

(iii) The family (Lεu(x))ε is uniformly bounded and uniformly converges to Lu as ε→ 0, i.e.

‖Lεu− Lu‖L∞(Rd)
ε→0−−−→ 0.

Proof. Here we use the second order difference representation (2.2). Let u ∈ C2
c (Rd), by a simple change

of variables one gets

Lεu(x) = −1
2

ˆ

Rd\Bε(0)

(u(x+ h) + u(x− h)− 2u(x))ν(h) dh.

Since u and its Hessian D2u are bounded functions, from (2.3) we get the estimate

|u(x+ h) + u(x− h)− 2u(x)| ≤ 4‖u‖C2
b
(Rd)(1 ∧ |h|2), x, h ∈ Rd. (2.4)

The integrability of the function h 7→ (1∧|h|2)ν(h) entails the boundedness of x 7→ Lu(x) and the uniform
boundedness of x 7→ Lεu(x). Thereupon, it allows us to get rid of the principal value. We also get the
uniform convergence of (Lεu)ε to Lu as follows

‖Lεu− Lu‖L∞(Rd) ≤ 4‖u‖C2
b
(Rd)

ˆ
Bε(0)

(1 ∧ |h|2)ν(h) dh ε→0−−−→ 0.

To prove the uniform continuity, we fix x, z ∈ Rd close enough, say |x − z| ≤ δ with 0 < δ < 1, then for
all h ∈ Rd we have

2|u(x)− u(z)|+ |u(x+ h)− u(z + h)|+ |u(x− h)− u(z − h)| ≤ 4δ‖u‖C2
b
(Rd).

This combined with (2.4) yields the uniform continuity via the integrability of h 7→ (1 ∧ |h|2)ν(h) as
follows,

‖Lu(x)− Lu(z)‖L∞(Rd) ≤ 4‖u‖C2
b
(Rd)

ˆ
Rd

(δ ∧ |h|2)ν(h) dh δ→0−−−→ 0.

The uniform continuity of x 7→ Lεu(x) follows analogously.

It is possible to define Lu with u belonging to a space bigger than C2(Ω) ∩ L∞(Rd).

Definition 2.3. The Blumenthal-Getoor index of ν is the real number βν ∈ [0, 2] given by

βν = inf{γ ≥ 0 :
ˆ
B1(0)

|h|γν(h) dh <∞} = inf{γ ≥ 0 :
ˆ
Rd

(1 ∧ |h|γ)ν(h) dh <∞}.

For example, by considering ν(h) = |h|−d−2s with 0 < s < 1 one readily finds that βν = 2s.

Proposition 2.4. Let 0 ≤ βν ≤ 2 be the Blumenthal-Getoor index of ν. Let δ > 0 then for every
u ∈ Cβν+δ

b (Rd). The map x 7→ Lu(x) is well defined and one has

Lu(x) = −1
2

ˆ

Rd

(u(x+ h) + u(x− h)− 2u(x))ν(h) dh.

Moreover, the conclusions of Proposition 2.2 remain true with the space C2
b (Rd) replaces by Cβν+δ

b (Rd).

Proof. Arguing on the two cases 0 ≤ βν ≤ 1 and 1 ≤ βν ≤ 2 then as for the proof of (2.3) one gets

|u(x+ h) + u(x− h)− 2u(x)| ≤ 4‖u‖Cβν+δ
b

(Rd)(1 ∧ |h|
βν+δ).

The result follows.
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Chapter 2. Basics On Nonlocal Operators

We point out that βν < 2 one can choose δ > 0 for which βν + δ < 2. In this case we find that
C2
b (Rd) ⊂ Cβν+δ

b (Rd).
D.4: Integral form with gradient Assume u ∈ C2(Rd) ∩ Cb(Rd) just as for the preceding case, one
has

Lu(x) =
ˆ

Rd

[u(x)− u(x+ h)− 1B1(h)∇u(x) · h] ν(h) dh, (x ∈ Rd).

This representation of L is dear to the community from the area of probability analysis area as it represents
the generator of a pure jump Lévy processes related to ν. The expression on the right-hand side is justified
since h 7→ [∇u(x)·h]ν(h) is odd and therefore has vanishing integral over B1\Bε for all 0 < ε < 1. Whence
for all 0 < ε < 1,

Lεu(x) =
ˆ

Rd\Bε

[u(x)− u(x+ h)− 1B1(h)∇u(x) · h] ν(h) dh.

As with the second-order difference (2.2), one can easily get rid of the principal value since we have

u(x)− u(x+ h)− 1B1(h)∇u(x) · h =
ˆ 1

0
[∇u(x+ th) · h−∇u(x) · h] dt

=
ˆ 1

0
t

ˆ 1

0
[D2u(x+ sth) · h] · h] ds dt

for |h| < 1 small enough.

D.5: Pseudo-differential operatorWe now show that the integrodifferential operator L can be realized
as a pseudo-differential operator. Let Sd(Rd) denote the space of Schwartz functions on Rd. Recall that
the Fourier transform of a function u ∈ Sd(Rd) is given by

û(ξ) = (2π)−d/2
ˆ
Rd
e−iξ·xu(x) dx, (ξ ∈ Rd).

The operator L can be defined using the Fourier symbol as follows

L̂u(ξ) = ψ(ξ)û(ξ) (ξ ∈ Rd)

where, with the helping hand notation mξ(h) = cos (ξ · h), the Fourier symbol ψ(ξ) is given by

ψ(ξ) = Lmξ(0) =
ˆ
Rd

(1− cos (ξ · h))ν(h) dh.

This relation is well defined since one readily observes that, for each ξ ∈ Rd, the functionmξ(h) = cos (ξ · h)
is in C2

b (Rd). Hence, by Proposition 2.1, Lmξ(0) = ψ(ξ) exists. Alternatively, we have |1− cos (ξ · h)| ≤ 1
and by using the elementary inequality | sin t| ≤ |t| true for all t ∈ R, we get

|1− cos (ξ · h)| = |2 sin2 ξ · h
2 | ≤

|ξ|2|h|2

2 .

Thus, |1− cos (ξ · h)| ≤ (1 + |ξ|2
2 )(1 ∧ |h|2) which assures the existence of ψ(ξ) since ν is Lévy integrable.

Let us formally prove the above relation involving the Fourier transform.

Proposition 2.5. For u ∈ Sd(Rd) and a fixed frequency variable ξ the following relation holds

L̂u(ξ) = ψ(ξ)û(ξ).

with the Fourier symbol ψ(ξ) given by

ψ(ξ) = Lmξ(0) =
ˆ
Rd

(1− cos (ξ · h))ν(h) dh.

It is common to also name the Fourier symbol ψ as the the characteristic exponent.
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2.1. Characterization of a Lévy operator

Proof. The key to the proof is to apply Fubini’s theorem. To this, write

|u(x+ h) + u(x− h)− 2u(x)|ν(h) = Λ1(x, h) + Λ2(x, h)

for every (x, h) ∈ Rd × Rd with

Λ1(x, h) = 1B1(h)ν(h)|u(x+ h) + u(x− h)− 2u(x)|,
Λ2(x, h) = 1Bc1(h)ν(h)|u(x+ h) + u(x− h)− 2u(x)|.

First, observe that for each h ∈ B1,
ˆ
Rd
|u(x+ h) + u(x− h)− 2u(x)| dx =

ˆ 1

0

ˆ 1

0
2t
[
D2u(x− th+ 2sth) · h

]
· h ds dt

≤ |h|2
ˆ 1

0

ˆ 1

0
2t
ˆ
Rd

∣∣D2u(x− th+ 2sth)
∣∣ ds dt dx

= |h|2
ˆ
Rd

∣∣D2u(x)
∣∣ dx.

Note that the mapping x 7→ |D2u(x)| representing the norm in Rd2 of the Hessian matrix of the function
u ∈ S(Rd) is integrable. Therefore, Λ1 ∈ L1(Rd × Rd) since

¨

RdRd

Λ1(x, h) dx dh =
ˆ
B1

ν(h)
ˆ
Rd
|u(x+ h) + u(x− h)− 2u(x)| dx dh

≤
ˆ
B1

|h|2ν(h) dh ·
ˆ
Rd

∣∣D2u(x)
∣∣ dx <∞.

Besides this, we have
¨

RdRd

Λ2(x, h) dx dh =
ˆ
Bc1

ν(h)
ˆ
Rd
|u(x+ h) + u(x− h)− 2u(x)| dx dh

≤ 4
ˆ
Bc1

ν(h) dh ·
ˆ
Rd
|u(x)| dx <∞.

As a result, the function (x, h) 7→ ν(h)|u(x+ h) + u(x− h)− 2u(x)| is integrable on Rd × Rd. Therefore,
by using the translation rule of the Fourier transform ̂u(·+ h)(ξ) = û(ξ)eiξ·h for all ξ, h ∈ Rd along with
Fubini’s theorem we get the desired result as follows

L̂u(ξ) = −1
2 dx

ˆ
Rd
e−iξ·x

ˆ
Rd

(u(x+ h) + u(x− h)− 2u(x))ν(h) dh

= −1
2

ˆ
Rd
ν(h) dh

ˆ
Rd
e−iξ·x(u(x+ h) + u(x− h)− 2u(x)) dx

= −1
2 û(ξ)

ˆ
Rd

(eiξ·h + e−iξ·h − 2)ν(h) dh

= û(ξ)
ˆ
Rd

(1− cos (ξ · h))ν(h) dh.

Remark 2.6. Assume that ν is radial. In this case we abuse the notation by writing ν(h) = ν(|h|) for all
h ∈ Rd \{0}. Let O ∈ O(d) be a rotation on Rd such that O(|ξ|e1) = ξ and enforce the change of variables
h′ = OTh. Then dh = dh′ by the rotation invariance of the Lebesgue measure. Note that the rotation
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preserves the inner product and OT = O−1 hence ξ · h = O(|ξ|e1) · OOTh = |ξ|e1 · OTh = |ξ|e1 · h′. In
addition since ν is radial, we have ν(|h|) = ν(|h′|). As a result, the Fourier symbol ψ(ξ) becomes,

ψ(ξ) =
ˆ
Rd

(1− cos (ξ · h))ν(|h|) dh

=
ˆ
Rd

(1− cos (|ξ|e1 · h′))ν(|h′|) dh′

=
ˆ
Rd

(1− cos (h1)ν(h/|ξ|) dh
|ξ|−d

(ξ 6= 0) (2.5)

= ψ(|ξ|e1).

D.6: Generator of a symmetric Lévy process and of a semi-group Assume that ν is radial,
almost decreasing and

´
Rd ν(h) dh = ∞. According to [KR16, Lemma 2.5] for each t ≥ 0, there exists a

continuous function pt ≥ 0 in Rd \{0} such that in the Fourier space we have

p̂t(ξ) =
ˆ
Rd
e−iξ·xpt(x) dx = e−tψ(ξ), (ξ ∈ Rd).

Obviously, pt+s = ptps = pspt for all t, s ≥ 0. Therefore, the family (Pt)t is defined by

Ptu(x) = u ∗ pt =
ˆ
Rd
u(y)pt(x− y) dy, (x ∈ Rd).

(Pt)t is clearly a strong continuous semigroup on L2(Rd), whose generator is −L. We solely show that the
operator −L is the generator of (Pt)t. Let u ∈ S(Rd) we know that L̂u(ξ) = û(ξ)ψ(ξ). The Plancherel
theorem implies,∥∥∥Ptu− u

t
− (−Lu)

∥∥∥
L2(Rd)

=
∥∥∥ p̂tû− û

t
+ ûψ

∥∥∥
L2(Rd)

=
∥∥∥ûψ e−tψ − 1 + tψ

tψ

∥∥∥
L2(Rd)

t→0−−−→ 0.

The rightmost term goes to 0 as t → 0 since the function ζ : s 7→ e−s−1+s
s with ζ(0) = 0 is continuous

and bounded on [0,∞). Thus, applying the dominated convergence theorem suffices.

The Kolmogorov extension theorem (see [Sat13]) actually infers the existence of a stochastic process (Xt)t
with the transition density is pt(x, y) = pt(x− y), namely Px(Xt ∈ A) = Ex[1A(Xt)]. More generally

Ex[u(Xt)] =
ˆ
Rd
u(y)pt(x, y) dy.

Here Px (resp. Ex) is the probability (resp. the expectation) corresponding to a process (Xt)t starting
from the position x, i.e. Px(X0 = x) = 1. The generator of such a stochastic process turns out to be −L.
Indeed for a smooth function u,

lim
t→0

Ex[u(Xt)]− u(x)
t

= lim
t→0

Ptu(x)− u(x)
t

= −Lu(x).

In fact, (Xt)t is a pure-jump isotropic unimodal Lévy process in Rd, i.e., a stochastic process with
stationary and independent increments and càdlàg paths whose transition function pt(x) is isotropic and
unimodal. We refer to [Sat13] for a more extensive study on Lévy processes.
D.7: Energy form We now show that the integrodifferential operator L is intimately related with a
Hilbert space of greatest interest in its own right. Let Hν(Rd) be the space of functions u ∈ L2(Rd) such
that ERd(u, u) <∞ where we consider the bilinear form,

ERd(u, v) = 1
2

¨

RdRd

(u(x)− u(y))(v(x)− v(y))ν(x− y) dy dx (u, v ∈ Hν(Rd)).
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The space Hν(Rd) becomes a Hilbert space when furnished with the inner product

(u, v)Hν(Rd) := (u, v)L2(Rd) + ERd(u, v), u, v ∈ Hν(Rd).

Regarding the increments between the variables x and y involved in the integrand of ERd(u, v) one legiti-
mately suspects some close relation with integrodifferential operator L. This intuition is in fact correct,
and we show below that ERd(·, ·) can be viewed as the energy form associated with L. To do this, let us
first observe that S(Rd) ⊂ Hν(Rd). Indeed, for u ∈ S(Rd) we clearly have that u, |∇u| ∈ L2(Rd) and
arguing analogously as the proof of Proposition 2.5 ones readily arrives at
¨

RdRd

(u(x)− u(y))2ν(x− y) dy dx ≤
ˆ
B1

|h|2ν(h) dh ·
ˆ
Rd
|∇u(x)|2 dx+ 2

ˆ
Bc1

ν(h) dh ·
ˆ
Rd
|u(x)|2 dx<∞.

Noting that |1 − e−it|2 = 4
∣∣ |eit/2−e−it/2

2i
∣∣2 = 4 sin2 t

2 = 2(1 − cos t) for every t ∈ R, it follows that for
u ∈ S(Rd), the Plancherel theorem yields,

ERd(u, u) = 1
2

¨

RdRd

(u(x)− u(y))2ν(x− y) dy dx = 1
2

ˆ
Rd
ν(h) dh

ˆ
Rd

(u(x)− u(x+ h))2 dx

= 1
2

ˆ
Rd
ν(h) dh

ˆ
Rd
|û(ξ)|2|1− e−iξ·h|2 dξ =

ˆ
Rd
|û(ξ)|2

ˆ
Rd

(1− cos (ξ · h))ν(h) dh dξ

=
ˆ
Rd
|û(ξ)|2ψ(ξ) dξ =

ˆ
Rd
û(ξ)ψ(ξ)û(ξ) dξ =

ˆ
Rd
L̂u(ξ)û(ξ) dξ.

Here, the notation z denotes the conjugate of a complex number z ∈ C. Employing the Plancherel theorem
again to the last expression produces the relation

ERd(u, u) =
ˆ
Rd
u(x)Lu(x) dx.

Replacing u by u+ v leads to the relation,

ERd(u, v) =
ˆ
Rd
v(x)Lu(x) dx =

ˆ
Rd
u(x)Lv(x) dx for all u, v ∈ S(Rd).

Therefore, due to the density of S(Rd), Lu can be seen as a continuous linear form on Hν(Rd). Moreover,
through the dual pairing

〈Lu, v〉 = ERd(u, v) for all v ∈ Hν(Rd).

The integrodifferential operator L can be extended to functions u in Hν(Rd). Thereupon, L can legiti-
mately be regarded as a linear bounded operator from Hν(Rd) into its dual, i.e. L : Hν(Rd)→

(
Hν(Rd)

)′.
In this case, we observe that Hν(Rd) is a fairly large domain for L. It is worthy nothing that through the
correspondence L : Hν(Rd)→

(
Hν(Rd)

)′, L may not always be evaluated in the classical sense.
D.8: Distributions It is natural to want to know the largest possible functional space for which Lu is
defined. In an attempt to answer this question, assume in addition that ν : Rd \{0} → [0,∞] is unimodal,
i.e. ν is radial and almost decreasing and there is a constant c such that ν(y) ≤ cν(x) whenever |y| ≥ |x|.
Let us define the function

ν̂(x) = ν(1
2(1 + |x|)).

It is not difficult to show that ν̂ ∈ L1(Rd) ∩ L∞(Rd)(c.f. the proof of Lemma 3.24). Note that the space
L1(Rd, ν̂) is fairly large and contains the spaces C2

b (Rd), L∞(Rd) and C2(Rd)∩L∞(Rd). Most importantly,
we show in Chapter 3 that Hν(Rd) ⊂ L1(Rd, ν̂). Furthermore, for u ∈ C2(Rd) ∩ L1(Rd, ν̂), we have that
Lu(x) exists in the classical sense for all x ∈ Rd. Let us prove this formally.

Proposition 2.7. Assume ν : Rd \ {0} → [0,∞] is unimodal. Let u ∈ C2(Rd) ∩ L1(Rd, ν̂), then Lu(x) is
well defined for all x ∈ Rd.
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Proof. For x ∈ Rd, set R = 2|x|+ 1, then for y ∈ BcR(0) we have |x− y| ≥ |y|2 + R
2 − |x| ≥

1
2(1 + |y|). As

ν is almost deceasing, if y ∈ BcR(0), we have ν(x− y) ≤ cν̂(y). Consequently, for u ∈ L1(Rd, ν̂) we have∣∣∣ ˆ
Bc
R

(0)
(u(x)− u(y))ν(x− y) dy

∣∣∣ ≤ cˆ
Rd
|u(x)− u(y)|ν̂(y) dy

≤ c|u(x)|‖ν̂‖L1(Rd) + c

ˆ
Bc
R

(0)
|u(y)ν̂(y) dy <∞.

By exploiting (2.4) we get∣∣∣ˆ
BR(0)

(u(x)− u(y))ν(x− y) dy
∣∣∣ =

∣∣∣12
ˆ
BR(0)

(u(x+ h) + u(x− h)− 2u(x))ν(h) dh
∣∣∣

≤ 4‖u‖C2(BR(0))

ˆ
Rd

(1 ∧ |h|2) dh <∞.

In conclusion, Lu(x) exists since

Lu(x) = p. v.
ˆ
BR(0)

(u(x)− u(y))ν(x− y) dy +
ˆ
Bc
R

(0)
(u(x)− u(y))ν(x− y) dy.

A refinement of Proposition 2.7 for a possibly larger space, with an analog proof is given as follows:

Proposition 2.8. Assume ν : Rd \ {0} → [0,∞] is radial and almost decreasing. Let ε > 0 be sufficiently
small and βν be the Blumenthal-Getoor index of ν. Then, for u ∈ Cβν+ε(Rd) ∩ L1(Rd, ν̂), Lu(x) is well
defined for all x ∈ Rd.

Remark 2.9. For the simple instance ν(h) = |h|−d−α(α ∈ (0, 2)) we have ν̂ � 1 ∧ ν � (1 + |h|)−d−α.

We now deal with the situation where u ∈ L1(Rd, ν̂) and show that Lu is a distribution. We recall that
D(Rd) is the space C∞c (Rd) endowed its natural topology and a sequence (ϕn)n ⊂ D(Rd), ϕn n→∞−−−−→ 0
in D(Rd) if and only if there exists a Compact set K ⊂ Rd such that suppϕn ⊂ K for all n ∈ N0 and
‖∂αϕn‖C(K)

n→∞−−−−→ 0 for all α ∈ Nd0. The space D′(Rd) whose elements are usually called distributions,
is the collection of continuous linear forms on D(Rd). Furthermore, a sequence of linear forms (Tn)n ⊂
D′(Rd) converges to another one T if and only if 〈Tn − T, ϕ〉 n→∞−−−−→ 0 for every ϕ ∈ D(Rd). Here 〈·, ·〉 is
the dual pairing between D′(Rd) and D(Rd).

Proposition 2.10. For u ∈ L1(Rd, ν̂), Lu defines a distribution via the mapping

ϕ 7→ 〈Lu, ϕ〉 := (u, Lϕ)L2(Rd), ϕ ∈ C∞c (Rd).

Moreover, by applying this procedure, the linear map L : L1(Rd, ν̂)→ D′(Rd) with u 7→ Lu is continuous.

Proof. Let ϕ ∈ C∞c (Rd) be supported in BR(0) where R ≥ 1 is sufficiently large. First, we claim that

|Lϕ(x)| ≤ C‖ϕ‖C2
b
(Rd)ν̂(x) for all x ∈ Rd. (2.6)

Here the constant C = C(R, d, ν) depends only on R, d and ν. To be sure, suppose |x| ≥ 4R, so that
ϕ(x) = 0. Since |x − y| ≥ |x|

2 + |x|
2 − |y| ≥

|x|
2 + R ≥ 1

2(1 + |x|) for y ∈ BR(0), the monotonicity of ν
implies ν(x− y) ≤ cν̂(x). Accordingly,

|Lϕ(x)| ≤
ˆ
BR(0)

|ϕ(y)|ν(x− y) dy ≤ c|BR(0)|‖ϕ‖C2(Rd)ν̂(x).
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Whereas, if |x| ≤ 4R the proof of (2.6) is completed by applying (2.4) as follows: we have ν̂(x) ≥ c1 for
an appropriate constant c1 > 0, depending on R and ν since 1

2(1 + |x|) ≤ 4R.

|Lϕ(x)| ≤ 4Θ‖ϕ‖C2
b
(Rd) ≤ c−1

1 4Θ‖ϕ‖C2
b
(Rd)ν̂(x)

with Θ =
´
Rd(1 ∧ |h|2)ν(h) dh. Finally, (2.6) yields

|(u, Lϕ)L2(Rd)| ≤ C‖ϕ‖C2
b
(Rd)

ˆ
Rd
|u(x)|ν̂(x) dx.

This spontaneously shows that Lu is a distribution when u ∈ L1(Rd, ν̂) and that L : L1(Rd, ν̂)→ D′(Rd)
is continuous, i.e. Lun n→∞−−−−→ Lu in D′(Rd) if un n→∞−−−−→ u in L1(Rd, ν̂). Indeed the above estimate implies

|〈Lun − Lu, ϕ〉| ≤ C‖ϕ‖C2
b
(Rd)

ˆ
Rd
|un(x)− u(x)|ν̂(x) dx n→∞−−−−→ 0 for all ϕ ∈ D(Rd).

In light of Proposition 2.10, we are forced to formulate the following definition.

Definition 2.11. A function u ∈ L1
loc(Rd) will be called to be weakly integrodifferentiable (or integrod-

ifferentiable in the sense of distributions) with respect to ν on an open set Ω ⊂ Rd (eventually Ω = Rd)
if there exists a function g ∈ L1

loc(Ω) such that for every compact set K ⊂ Ω and for every ϕ ∈ C∞c (Rd)
with suppϕ ⊂ K,

ˆ
K

g(x)ϕ(x) dx =
ˆ
K

u(x)Lϕ(x) dx.

If ν is well understood, we briefly say that Lu is the weak integrodifferential of u or that Lu is the
integrodifferential of u in the sense of distributions. In fact, as it can be easily shown that g is unique up
to a set of measure zero, we shall merely write g = Lu a.e on Ω.

Remark 2.12. Of course, if for some locally integrable function u : Rd → R, the expression Lu exists
almost everywhere and belongs to L1

loc(Rd), then u is weakly integrodifferentiable and its weak integrodif-
ferential coincides with Lu.

Let us collect some simple facts involving the nonlocal operator L under consideration.

Proposition 2.13. The following assertions are true:

(i) The operator L commutes with translations. More generally, L commutes with rigid motions1 if in
addition ν is radial. To be more precise, if Lu(x) for all x ∈ Rd and τ : Rd → Rd is a rigid motion
then [Lu] ◦ τ(x) = L[u ◦ τ ](x) for all x ∈ Rd.

(ii) For any multiindex α ∈ Nd0 we have ∂α(Lu) = L∂αu provided that u and Lu are sufficiently smooth.

(iii) The convolution rule L(u ∗ ϕ) = Lu ∗ ϕ holds for all ϕ ∈ C2
b (Rd) and u ∈ L1(Rd).

(iv) Assume Lu is well defined in a distributional sense, then for all ϕ ∈ C2
b (Rd) the equality L(u ∗ ϕ) =

u ∗ Lϕ holds as well in the distributional sense.

(v) Given two functions u, v : Rd → R, the relation L[uv] = u[Lv] + [Lu]v − Γ(u, v) holds provided that
L[uv], Lu and Lv exist. Here Γ(u, v) is the so called carré du champs operator associated with L and
is defined by

Γ(u, v)(x) = 1
2

ˆ
Rd

(u(x)− u(y))(v(x)− v(y)) dy.
1 A rigid motion is any transformation that can be obtained as a finite composition of translations and rotations.
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(vi) Let (ϕj)j∈N be a sequence of functions in C∞c (Rd), such that for each j ≥ 1, ϕj = 1 on Bj(0).
Assume u ∈ Hν(Rd), such that Lu ∈ L12(Ω), then we have ‖L[ϕju]− Lu‖L2(Rd)

j→∞−−−→ 0.

Proof. (i) is a routine verification. (ii) follows by iterating the procedure from Proposition 2.2. (iv)
follows from (iii). To prove (iii), observe that from the estimate (2.4), for all x, h, z ∈ Rd we have∣∣u(z)

(
ϕ(x− z + h) + ϕ(x− z − h)− 2ϕ(x− z)

)∣∣ν(h) ≤ C|u(z)|(1 ∧ |h|2)ν(h) ∈ L1(Rd×Rd).

Thus, by applying Fubini’s theorem, one easily arrives at L(u ∗ ϕ) = Lu ∗ ϕ. (vi) is a consequence of (v)
whereas (v) follows by integrating the identity

u(x)v(x)− u(y)v(y) = u(x)(v(x)− v(y))− (u(x)− u(y))(v(x)− v(y)) + v(x)(u(x)− u(y)).

2.2. Case of the fractional Laplacian
In this section we focus on the most studied integrodifferential operator which is of course interesting in its
own right. Before we define this object formally, let us observe that for s ∈ R the function h 7→ |h|−d−2s

is Lévy integrable if and only if 0 < s < 1. Concretely,ˆ
Rd

(1 ∧ |h|2)|h|−d−2s dh <∞ if and only if 0 < s < 1.

A prototypical example of a symmetric Lévy operator is obtained by putting, ν(h) = Cd,s|h|−d−2s with
s ∈ (0, 1). The resulting Lévy operator is the so called fractional Laplace operator and is denoted by
(−∆)s or (−∆)α/2 with α = 2s. The "s" notation "with a fractional tendency" usually suites to PDEs
community whereas the probability community uses the "α" notation as its remind the α-stable processes.
Here, and in what follows depending on the context, we may simultaneously use the notation α = 2s.
The constant Cd,s ≡ Cd,α is chosen so that the Fourier relation ̂(−∆)α/2u(ξ) = |ξ|αû(ξ) holds for all u in
S(Rd). It follows from (2.5) that the Fourier symbol associated with ν(h) = Cd,s|h|−d−2s is given by

ψ(ξ) = Cd,s

ˆ
Rd

(1− cos (x1)|x/|ξ||−d−2s dx
|ξ|−d

= Cd,s|ξ|−2s
ˆ
Rd

1− cos(x1)
|x|d+2s dx.

By identification it follows that

Cd,α ≡ Cd,s :=
(ˆ

Rd

1− cos(x1)
|x|d+2s dx

)−1
.

Note that within the Fourier symbol ψ(ξ) we have already shown (see characterization D.5) that Cd,s
is well defined. Later, we use a simple approach to compute this constant and study its asymptotic(c.f
Section 2.3). For the moment, it is important to keep in mind that

Cd,α =
2αΓ

(
d+α

2
)

πd/2
∣∣Γ(− α

2
)∣∣ =

22sΓ
(
s+ d

2
)

πd/2
∣∣Γ(− s)∣∣ . (2.7)

Patently from this Fourier characterization of (−∆)α/2, we can already glimpse that for u ∈ S(Rd),
(−∆)α/2u(x) α→2−−−→ −∆u(x) and (−∆)α/2u(x) α→0−−−→ u(x). Here, we are reminded that ξ 7→ |ξ|2 corre-
sponds to the Fourier multiplier of −∆. This type of convergence extends to a more general context for
continuous bounded functions that are C2 in the vicinity of x (see Section 2.5). It is worth emphasiz-
ing that the conclusions from Section 2.1 apply to the fractional Laplacian (−∆)α/2. In particular with
α = 2s ∈ (0, 2), from D.3 we have

(−∆)α/2u(x) := Cd,α p. v.
ˆ
Rd

(u(x)− u(y))
|x− y|d+α dy

= −Cd,α2

ˆ
Rd

((u(x+ h) + u(x− h)− 2u(x)) dh
|h|d+α .

(2.8)
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The fractional operator (−∆)α/2 naturally appears as the generator of the rotationally symmetric α-
stable Lévy processes see [Sat13]. More extensive works on the fractional Laplace operator can be found
in [Aba15, Buc16, Sil05, Sti19]. Let us proceed with some further representations of the fractional Laplace
operator. Most of these representations are inspired by [Kwa17].

D.9: Inverse of Riesz’s potential The fractional Laplacian can be realized as the inverse of the Riesz
potential. The Riesz potential of order α ∈ (0, d) which we denote as Iα is a pseudo-differential operator
whose Fourier multiplier is ξ 7→ |ξ|−α, i.e. for all u ∈ S(Rd) we have Îαu(ξ) = |ξ|−αû(ξ). It is easy to
show that (see Remark 2.22) for all u ∈ S(Rd) we have

Iαu(x) = 1
γd,α

ˆ
Rd

u(y)
|x− y|d−α

dy, (x ∈ Rd),

where the constant γd,α (see Remark 2.22 for the computation) is given by

γd,a =
ˆ
Rd

e−ix1

|x|d−a
dx = π

d
2−a

Γ
(
d
2
)

Γ
(
d−a

2
) .

Using the Fourier characterization of (−∆)α/2 and Iα for α ∈ (0, 2) we get (−∆)α/2 ◦ Iαu = u and
Iα ◦ (−∆)α/2u = u. That is, (−∆)α/2 = I−1

α (the inverse of the operator Iα).

D.10: Dynkin’s definition For all u ∈ C2
b (Rd) and for x ∈ Rd, we have

(−∆)α/2u(x) = Cd,α lim
ε→0+

ˆ

Bcε(0)

(u(x)− u(x+ h))
|h|2(|h|2 − ε2)α/2 dh.

The Dynkin definition of the fractional Laplacian is useful for studying (see [Aba15]) α-harmonic functions,
i.e. functions solving the equation (−∆)α/2u = 0 on Rd. Let now us establish it. Fix, 0 < ε < 1. From
the relation (2.4), the following estimate holds

∣∣∣(u(x+ h) + u(x− h)− 2u(x))
|h|2(|h|2 − ε2)α/2 1Bcε(0)(h)

∣∣∣ ≤ 4‖u‖C2
b
(Rd)

(1 ∧ |h|2)
|h|2

∣∣|h|2 − 1
∣∣α/2 .

It is possible to show that the dominating function on the right side is integrable on Rd. Thus the claim
follows from the dominated convergence theorem, as we find from (2.8) that

Cd,α lim
ε→0+

ˆ

Bcε(0)

(u(x)− u(x+ h))
|h|2(|h|2 − ε2)α/2 dh = −Cd,α2 lim

ε→0+

ˆ

Bcε(0)

(u(x+ h) + u(x− h)− 2u(x))
|h|2(|h|2 − ε2)α/2 dh

= −Cd,α2

ˆ
Rd

(u(x+ h) + u(x− h)− 2u(x))
|h|d+α dh = (−∆)α/2u(x).

D.11: Bochner’s formula The claim here is that for α ∈ (0, 2) we have the identity

Bαu = (−∆)α/2u for all u ∈ S(Rd).

Here Bα is accomplished through the following Bochner’s integral formula

Bαu(x) := 1∣∣Γ(− α
2
)∣∣
ˆ ∞

0

(e−t∆u(x)− u(x))
t1+α/2 dt.

For a rigorous proof of this identity (see for example [ST10]) one would need some advance knowledge
on Bochner integrals and functional calculus for unbounded operators. Here we provide some intuitive
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approaches for guessing the Bochner identity for (−∆)α/2. For λ > 0, let us apply the integration by part
to following the integral:

ˆ ∞
0

(e−tλ − 1)t−α/2−1 dt = lim
ε→0+

[
− 2
α

(e−tλ − 1)t−α/2
]∞
ε
− 2λ

α

ˆ ∞
0

e−tλt−α/2 dt

= −λ−α/2 2
α

ˆ ∞
0

e−ss−α/2−1 ds = −λ−α/2 2
α

Γ
(
1− α

2
)
.

Since α ∈ (0, 2), by using the duplication formula for the Gamma function (see the formula (2.41) ), we
can write, Γ

(
1− α

2
)

= −α2 Γ
(
1− α

2
)

= α
2
∣∣Γ(− α

2
)∣∣. Finally we have

λα/2u(x) = 1∣∣Γ(− α
2
)∣∣
ˆ ∞

0

(e−tλ − 1)
t1+α/2 dt. (2.9)

By roughly substituting λ with ∆ and 1 with the identity operator, this gives

(−∆)α/2u = 1∣∣Γ(− α
2
)∣∣
ˆ ∞

0

(e−t∆u− u)
t1+α/2 dt. (2.10)

A more serious approach would be to consider the Fourier multiplier. By knowing that, ξ 7→ |ξ|2 is the
Fourier multiplier of −∆ it is not difficult to show that ξ 7→ e−t|ξ|

2 is the Fourier multiplier of e−t∆.
Therefore, using the formula (2.9) we obtain

B̂αu(ξ) = û(ξ)∣∣Γ(− α
2
)∣∣
ˆ ∞

0

(e−t|ξ|2 − 1)
t1+α/2 dt = |ξ|αû(ξ) = ̂(−∆)α/2u(ξ), for u ∈ S(Rd) and ξ ∈ Rd.

The uniqueness of the Fourier transform, implies Bαu = (−∆)α/2u, i.e. the identity (2.10) holds true.
D.12: Balakrishnan’s formula The idea here is the same as previously: fix λ > 0, then using the
Schwartz reflexion formula (2.40) we get

ˆ ∞
0

λtα/2−1

t+ λ
dt = λα/2

ˆ 1

0
(1− t)−α/2tα/2−1 dt = λα/2B

(
α
2 , 1−

α
2
)

= λα/2π

sin
(
απ
2
) .

Therefore, we have

λα/2 =
sin
(
απ
2
)

π

ˆ ∞
0

λtα/2−1

t+ λ
dt.

Substituting λ by −∆ yields the following Balakrishnan formula with u ∈ S(Rd)

(−∆)α/2u =
sin
(
απ
2
)

π

ˆ ∞
0
−∆(tI −∆)−1u tα/2−1 dt (2.11)

It is worth noting that one is able to establish this formula using the Fourier multiplier as in D.11
D.13: From long jump random walk The aim here (see [Val09]) is to show that the fractional
Laplacian can be approximated by the generator of random walks. Define K : Rd → [0,∞] with K(h) =
θd,α|h|−d−α for h 6= 0 and K(0) = 0, where the constant θd,α is chosen so that∑

k∈Zd
K(k) = 1.

For δ > 0, assume there is a random particle on the lattice δZd with the following properties.

• At any unit of time τ the particle jumps from any point of δZd to any other point.
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• The probability that the particle jumps from x ∈ δZd to x+ δk ∈ δZd is given by θd,α|k|−d−α. This
includes the fact that the particle can also experience a long jump with a small probability.

• Let u(x, t) be the probability that the particle sites at the point x ∈ δZd at the time t ∈ τN.

Patently, u(x, t+ τ) (the probability that the particle sites at point x, at time t + τ) corresponds to the
probability that the particle sites at any other point y = x+ δk ∈ δZd at time t weighted with the jump
rate θd,α|k|−d−α. Together with the fact that

∑
k∈Zd

θd,α|h|−d−α = 1, this yields

u(x, t+ τ)− u(x, t) = θd,α
∑
k∈Zd

|k|−d−αu(x+ δk, t)− u(x, t)

= θd,α
∑
k∈Zd

|k|−d−α
(
u(x+ δk, t)− u(x, t)

)
.

(2.12)

Assume the unit of time is τ = δα then |k|
−d−α

τ = δd|δk|−d−α. Combining this with(2.12) and the Riemann
sum of h 7→ (u(x+ h, t)− u(x, t))|h|−d−α over Rd yields the following

∂tu(x, t) = lim
τ→0

u(x, t+ τ)− u(x, t)
τ

= lim
δ→0

δdθd,α
∑
k∈Zd

|δk|−d−α
(
u(x+ δk, t)− u(x, t)

)
(2.13)

= θd,α

ˆ
Rd

(u(x+ h, t)− u(x, t))
|h|d+α dh (2.14)

= −θd,αC−1
d,α(−∆)α/2u(x, t).

One should observe that the expression in (2.13) is the Riemann sum of (2.14). We have shown that
∂tu(x, t) = −θd,αC−1

d,α(−∆)α/2u(x, t). In other words, the generators of our random particle is −(−∆)α/2
up to a positive constant.
D.14: Caffarelli-Silvestre extension The Caffarelli-Silvestre extension is probably the most skillful
way to derive the fractional Laplacian. Indeed, Caffarelli and Silvestre showed in [CS07] that the fractional
Laplacian can be determined as an operator that maps a Dirichlet boundary condition to a Neumann-
type condition (Dirichlet-to-Neumann correspondence) via a PDE-extension problem. Concretely, for
u ∈ C2

b (Rd) and α ∈ (0, 2), assume that a function U : Rd×[0,∞)→ R satisfies the extension problem

div(t1−α∇U) = 0 in Rd×[0,∞) and U(·, 0) = u on Rd. (2.15)

Then, for a constant C to be specified later, we have

C(−∆)α/2u(x) = − lim
t→0

t1−α
∂U

∂t
(x, t) = − lim

t→0

U(x, t)− U(x, 0)
α tα

. (2.16)

First, a routine check shows that we have div(t1−α∇) = t1−α
(
∆x + 1−α

t ∂t + ∂2
tt

)
, where ∆x is the d-

dimensional Laplacian with respect to the x variable. We shall now introduce the Green function and the
Poisson kernel associated with the operator div(t1−α∇) which will be indispensable for establishing the
relations in (2.16).
Definition 2.14 ([CS07]). The fundamental solution associated with the operator div(t1−α∇) is the
radial function Φd,α : (Rd×R) \ {0} → (0,∞) defined by

Φd,α(x) := − 1
2π ln

(
|x|2 + t2

)
if d+ 2− α = 2 , i.e. (d = 1, α = 1),

Φd,α(x) := −ω−1
d,α

(
|x|2 + t2

)− d−α2 if d+ 2− α > 2.
(2.17)

Assume that d+ 2 + α > 2. The Poisson kernel associated with the operator div(t1−α∇) is the function
Pd,α : Rd×(0,∞)\ → (0,∞) defined by

Pd,α(x, t) := −tα−1∂tΦd,2−α(x, t) = tα(d− 2 + α)

ωd,2−α
(
|x|2 + t2

) d+α
2
. (2.18)
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Note that the constant ωd,α is determined so that for every t > 0 the function Pd,α(·, t) : Rd → (0,∞)
with x 7→ Pd,α(x, t) has a unit mass, i.e. it satisfies the following integral condition

ˆ
Rd
Pd,α(x, t) dx = 1. (2.19)

Proposition 2.15. Assume that d+ 2− α > 2 then we have

Φd,α(x, t) = 1
ωd,α

1(
|x|2 + t2

) d−α
2

with ωd,α = 1
(d− α)

Γ
(
d+2−α

2
)

πd/2Γ
(2−α

2
) ,

Pd,α(x, t) = Vd,αt
α(

|x|2 + t2
) d+α

2
with Vd,α =

Γ
(
d+α

2
)

πd/2Γ
(
α
2
) .

Proof. It is sufficient to compute ωd,2−α. The relation (2.19) implies that

1 = ω−1
d,2−α(d+ 2− α)

ˆ
Rd

tα dx(
|x|2 + t2

) d+α
2

x=tz= ω−1
d,2−α(d− 2 + α)

ˆ
Rd

dz(
1 + |z|2

) d+α
2

= ω−1
d,2−α(d− 2 + α)A(d+ 1, α− 1

2 ).

Here, A(d+1, α−1
2 ) is given by the expressions (2.23) and (2.25) below from which the claim follows since,

ωd,2−α = 1
(d− 2 + α)A(d+ 1, α−1

2 )
= 1

(d− 2 + α)
Γ
(
d+α

2
)

πd/2Γ
(
α
2
) .

Remark 2.16. For the particular case α = 1, Φd,1 and Pd,1 are the Green kernel and the Poisson kernel
of the Laplacian in the d + 1 dimension space, respectively. Moreover, if ωd denotes the area of the
d+ 1-dimensional unit sphere of Rd+1 then we have

1
ωd,1

= 1
(d− 1)ωd

with ωd = 2π d+1
2

Γ
(
d+1

2
) .

We omit the computational details of the next proposition. Recall, div(t1−α∇) = t1−α
(
∆x+ 1−α

t ∂t+∂2
tt

)
.

Proposition 2.17. Let α ∈ (0, 2 such that d+ 2− α > 0. The following assertions are true.

(i) For each t > 0, Pd,α(·, t) is radial positive, satisfies Pd,α(·, t) = t−dPd,α(xt , 1) and
´
Rd
Pd,α(x, t) dx = 1.

(ii) The family (Pd,α(·, t))t weakly converges to the Dirac mass δ0 as t→ 0. To be more precise,

ϕ(0) = lim
t→0

ˆ
Rd
Pd,α(x, t)ϕ(x) dx for all ϕ ∈ C∞c (Rd).

(iii) Pd,α satisfies the equation div(t1−α∇)Pd,α = 0 in Rd×(0,∞).

(iv) Φd,α satisfies the equation div(t1−α∇)Φd,α = δ0 in Rd+1.

We can now derive the fractional Laplace operator from the Dirichlet-to-Neumann map associated with
the extension problem (2.15).

Proposition 2.18. Let u ∈ C2
b (Rd) and α ∈ (0, 2). Define the convolution U(x, t) = [Pd,α(·, t) ∗ u](x)

then the following assertions are true.

38



2.2. Case of the fractional Laplacian

(i) U solves the equation (2.16) in the sense that we have div(tα∇)U(x, t) = 0 for every x ∈ Rd and
every t > 0 and for every x ∈ Rd we have

U(x, 0) = lim
t→0

[Pd,α(·, t) ∗ u](x) = u(x).

(ii) Consider the constant C̃α = Vd,α
αCd,α

=
∣∣Γ(−α2 )∣∣
α2αΓ

(
α
2

) then for every x ∈ Rd we have

− lim
t→0

t1−α∂tU(x, t) = − lim
t→0

U(x, t)− U(x, 0)
αtα

= C̃α(−∆)α/2u(x).

(iii) We define U∗(x, t) = U(x, αt1/α), for x ∈ Rd and t > 0. Let β = −2(1−α)
α . Then U∗ verifies(

∆x + tβ∂2
tt

)
U∗ = 0 in Rd×[0,∞) and U∗(·, 0) = u on Rd. (2.20)

Moreover, for all x ∈ Rd we have

−∂tU∗(x, 0) = − lim
t→0

U∗(x, t)− U∗(x, 0)
t

= αα+1C̃α(−∆)α/2u(x).

Proof. The differentiation rule under the integral sign and Proposition 2.18 (iv) imply that

div(t1−α∇)U(x, t) = [div(t1−α∇)Pd,α(·, t)] ∗ u(x) = 0 for all x ∈ Rd and all t > 0.

Next, for x ∈ Rd and 0 < t < 1, using the condition (2.19), we have

U(x, t)− u(x) =[Pd,α(·, t) ∗ u](x)− u(x) =
ˆ
Rd

(v(x− h)− v(x))Pd,α(h, t) dh

= 1
2

ˆ
Rd

(u(x+ h) + u(x− h)− 2u(x))Pd,α(h, t) dh

= Vd,α
2

ˆ
Rd

(u(x+ h) + u(x− h)− 2u(x)) tα dh(
|h|2 + t2

) d+α
2
.

In view of the estimate (2.4), we find that for every h ∈ Rd,∣∣∣(u(x+ h) + v(x− h)− 2u(x)) tα(
|h|2 + t2

) d+α
2

∣∣∣ ≤ 4‖u‖C2
b
(Rd)(1 ∧ |h|2)|h|−d−α.

The dominant h 7→ (1∧ |h|2)|h|−d−α is integrable over Rd. For each h ∈ Rd we have Pd,α(h, t) t→0−−−→ 0 and
t−αPd,α(h, t) t→0−−−→ |h|−d−α. The convergence dominated theorem yields

U(x, 0) = lim
t→0

[Pd,α(·, t) ∗ u](x) = u(x)

and

lim
t→0

U(x, t)− U(x, 0)
αtα

= Vd,α
2α

ˆ
Rd

(u(x+ h) + u(x− h)− 2u(x)) dh
|h|d+α = −C̃α(−∆)α/2u(x).

Here C̃α = Vd,α
αCd,α

is deduced from the expressions of Vd,α and Cd,α (see(2.7)). Furthermore, since

t1−α∂tPd,α(h, t) = αVd,α
(
|h|2 + t2

)− d+α
2 − t2Vd,α(d+ α)

(
|h|2 + t2

)− d+α+2
2 ,

for 0 < t < 1, we also have the estimate
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∣∣(u(x+ h) + v(x− h)− 2u(x))t1−α∂tPd,α(h, t)
∣∣ ≤ 8‖u‖C2

b
(Rd)(d+ α)Vd,α(1 ∧ |h|2)|h|−d−α.

and t1−α∂tPd,α(h, t) t→0−−−→ α|h|−d−α, for each h ∈ Rd. Therefore, by using the differentiation rule under
the integral sign and the convergence dominated theorem one finds that

lim
t→0

t1−α∂tU(x, t) = lim
t→0

t1−α∂t
(
U(x, t)− u(x)

)
= lim
t→0

[t1−α∂tPd,α(·, t) ∗ (u− u(x))](x)

= lim
t→0

Vd,α
2

ˆ
Rd

(u(x+ h) + u(x− h)− 2u(x)) t1−α∂tPd,α(h, t) dh

= −C̃α(−∆)α/2u(x).

We have shown (i) and (ii), while (iii) is not yet proven. Clearly, for x ∈ Rd we have U∗(x, 0) = U(x, 0) =
u(x). Furthermore, for t > 0, we have ∆xU

∗(x, t) = ∆xU(x, αt 1
α ) and

tβ∂2
ttU
∗(x, t) = tβ

(
∂t(t

1
α−1∂tU(x, αt 1

α ))
)

= ∂2
ttU(x, αt 1

α ) + 1− α
αt

1
α

∂tU(x, αt 1
α ).

Recall that div(t1−α∇) = t1−α
(
∆x + 1−α

t ∂t + ∂2
tt

)
. Therefore, since U solves (2.15), letting z = αt

1
α , we

get

(
∆x + tβ∂2

tt

)
U∗(x, t) =

(
∆xU(x, z) + 1− α

z
∂tU(x, z) + ∂2

ttU(x, z
)

= 0.

Moreover, it follows from (ii) that

lim
t→0

U∗(x, t)− U∗(x, 0)
t

= lim
t→0

U(x, αt 1
α )− U(x, 0)
t

= αα+1 lim
z→0

U(x, z)− U(x, 0)
αzα

= −αα+1C̃α(−∆)α/2u(x).

2.3. Renormalization constant of the fractional Laplacian
Here, we provide a mere alternative method to compute the exact value of the constant Cd,s with 0 < s < 1
and d ∈ N given by

Cd,s :=
( ˆ

Rd

1− cos(x1)
|x|d+2s dx

)−1
.

Afterwards we provide its asymptotic behavior when s → 1 and s → 0. Although the constant Cd,s has
already been computed, we believe that our approach is simpler and uses basic elementary calculus tools.
To the best of our knowledge the computation of a similar constant first appeared in [Lan72, formula
(1.1.2)] while studying the Riesz potential.
This constant is nicely deduced in [BV16, Chapter 1] through Fourier analysis techniques while establishing
a relationship between: (i) the function U(x, t) solution of the heat equation: ∂tU(x, t) = ∆U(x, t) for
all (x, t) ∈ Rd × (0,+∞) with initial data U(x, 0) = u(x) for some u ∈ S(Rd), (ii) its natural semigroup
and (iii) the fractional power of the associated infinitesimal generator which is nothing but the fractional
Laplace operator (see D.11 the Bochner definition for (−∆)α/2 above ). Although this ingenuous idea
requires some further understanding of the related subjects, the identification process therein does not
provide a direct computation of the integral quantity defining the constant Cd,s.
The art work in [Buc16] consists of first showing that the function u(x) = [max(1−|x|2, 0)]s is the solution
to the Poisson equation (−∆)su(x) = θd,s in B1(0) and u(x) = 0 on Rd \B1(0). Here, θd,s is a specific
constant from [Buc16]. Afterwards the Green function Gs(x, y) for the fractional Laplacian in the unit
ball is exploited to deduce the value Cd,s since one has 1 = u(0) = θd,s

´
B1
Gs(0, y) dy.
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In contrast, Mathieu Felsinger [Fel13] opts for a direct computational method using polar coordinates.
This method brings into play the notion of Bessel functions of the first order k ∈ R the understanding of
which requires some advanced knowledge of integral calculus and the concept of analytic functions. The
computational details therein refer to several advanced and pre-established formulae for Bessel functions.
Instead of these two appointed techniques, we rather propose a straightforward computation using basic
elementary methods of integral calculus. Although the explicit value of Cd,s is not of particular interest
to us and only plays a minor role in our work, having it at hand significantly simplified the study of its
asymptotic behavior. Curious readers may look up [NPV12, Section 4] for a lengthy elementary study of
the asymptotic behavior of Cd,s.
To this scope, we start writing x = (x1, x

′) ∈ Rd where x′ ∈ Rd−1 assuming d ≥ 2. Thus, performing the
change of variables x′ = z|x1| on Rd−1 that is dx′ = |x1|d−1dz yields

C−1
d,s =

(ˆ
R

1− cos(t)
|t|1+2s dt

)(ˆ
Rd−1

1
(1 + |x|2) d+2s

2
dx

)
:= G(s)A(d, s)

s(1− s) . (2.21)

With

G(s) := s(1− s)
ˆ
R

1− cos(t)
|t|1+2s dt (2.22)

and if ωd−2 denotes the surface measure of the d− 2-dimensional unit sphere of Rd−1

A(d, s) :=
ˆ
Rd−1

1
(1 + |x|2) d+2s

2
dx = ωd−2

ˆ ∞
0

rd−2

(1 + r2) d+2s
2

dr. (2.23)

Note that from the expression of C(1, s) one can postulate the convention that A(1, s) ≡ 1 for all s ∈ (0, 1).
Let us recall the well known formula2 ωd−1 := 2πd/2

Γ(d/2) where Γ is the Euler’s Gamma function mapping
α > 0 to

Γ(α) :=
ˆ ∞

0
e−ttα−1 dt.

To compute the constant A(d, s) we consider the following general integral

I(a, b) :=
ˆ ∞

0

ra−1

(1 + r2) b2
dr 0 ≤ a < b.

The change of variables u = 1
1+r2 that is r =

( 1
u − 1

)1/2 and dr = − 1
2u2

( 1
u − 1

)−1/2
du yields,

I(a, b) = 1
2

ˆ 1

0
(1− u)

a
2−1

u
b
2−

a
2−1 du = 1

2B
(
a

2 ,
b

2 −
a

2

)
=

Γ(a2 )Γ( b2 −
a
2 )

2Γ( b2)
.

Here B(·, ·) is the beta function defined for x, y > 0 and given by the Legendre’s duplication formula by

B(x, y) :=
ˆ 1

0
(1− u)x−1

uy−1 du = Γ(x)Γ(y)
Γ(x+ y) . (2.24)

Then, taking into account that ωd−2 = 2π(d−1)/2

Γ( d−1
2 ) then from the expression of I(a, b) and (2.23), we get

A(d, s) = ωd−2I(d− 1, d+ 2s) = π(d−1)/2 Γ(s+ 1
2)

Γ(s+ d
2 )

(2.25)

On the other hand, by applying integration by parts, to the expression of G(s) we get,
2This can be obtained by computing the Gaussian integral

´∞
0 e−|x|

2
dx in two different fashions: first using polar coordi-

nates and second using Fubini ’s theorem observing that |x|2 = x2
1 + · · ·+ x2

d.
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G(s) = 2s(1− s)
ˆ ∞

0

1− cos(t)
t1+2s dt = (1− s)

ˆ ∞
0

sin(t)
t2s

dt. (2.26)

Our main interest is to compute the last integral term appearing in the expression of G(s). To do this,
we need to bring into play the integrals defined for α ∈ R by

ϕ1(α) =
ˆ ∞

0

sin t
tα

dt and ϕ2(α) =
ˆ ∞

0

cos t
tα

dt. (2.27)

A routine check reveals that ϕ1(α) exists if and only if 0 < α < 2 whereas, ϕ2(α) exists if and only if
0 < α < 1. Moreover a more precise investigation results in the below table

summing over (0,∞) Riemann integrable Lebesgue integrable
sin t
tα 0 < α < 2 1 < α < 2

cos t
tα 0 < α < 1 no value

Details of this are left to the interested reader. Integrals in (2.27) are somehow linked to the so called
general Fresnel’s3 integrals which are defined in their general forms for α ∈ R as follows:

f1(α) :=
ˆ ∞

0
sin(tα) dt and f2(α) :=

ˆ ∞
0

cos(tα) dt. (2.28)

In fact, if we assume α 6= 1 (observe that fi(1) = ϕi(0) does not exists), then enforcing the change of
variables x = tα, i.e dt = 1

αx
1−α
α dx we are led to the following relationships

fi(α) = sign(α)
α

ϕi

(
α− 1
α

)
equivalently, ϕi(α) = αsign(α)fi

( 1
1− α

)
. (2.29)

In contrast to the functions under the integrals in (2.27) the functions t 7→ cos(tα) and t 7→ sin(tα) have
the advantage of being analytical on the half complex plan {z ∈ C : Re(z) ≥ 0} for α > 1. It can be
deduced from the existence conditions on ϕi and the above relationships that f1(α) exists only for |α| > 1
and f2(α) exists only for α > 1. Over all, the computation of ϕi(α) will be carried out by computing
fi(α) while the computation of this latter springs from Cauchy’s theorem.

Theorem 2.19 (Cauchy Theorem). Every analytic function on an open connected set Ω ⊂ C has a null
integral over any closed oriented piecewise smooth simple curve supported in Ω.

Proposition 2.20. The values of ϕ1(α) and ϕ2(α) are respectively given by

ϕ1(α) =
ˆ ∞

0

sin t
tα

dt = Γ(2− α)
1− α cos

(πα
2
)

α ∈ (0, 2) (2.30)

and

ϕ2(α) =
ˆ ∞

0

cos t
tα

dt = Γ(2− α)
1− α sin

(πα
2
)

α ∈ (0, 1). (2.31)

Immediately, one gets

G(s) = (1− s)Γ(2− 2s)
1− 2s cos (sπ) . (2.32)

Proof. First we assume that 0 < α < 1, i.e. β = 1
1−α > 1. Next, we introduce the function z 7→ eizβ

which is analytic on {z ∈ C : Re(z) ≥ 0}. Let us also introduce the close counter-clockwise directed curve
denoted by ΓR and given by ΓR = [O,A]∪γR∪ [B,O] where R > 1 is an arbitrarily positive large enough,
γR = {Reit : t ∈ [0, π2β ]} is the arc of radius R angle π

2β , [B,O] = {xei π2β , x ∈ [0, R]} is the inclined
segment of angle π

2β with length R and [O,A] = [0, R] is the segment on the real line of length R (see the
figure 2.1).

3 For α = 2 integrals in (2.28) are commonly known as Fresnel’s integrals.
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O A

γR

B

R

R

π
2β

Figure 2.1.: Curve ΓR = [O,A] ∪ γR ∪ [B,O]

In virtue of Cauchy’s theorem, one has

0 =
ˆ

ΓR
f(z) dz =

ˆ
[O,A]

f(z) dz +
ˆ
γR

f(z) dz +
ˆ

[B,O]
f(z) dz

=
ˆ R

0
f(x) dx+

ˆ π
2β

0
f(Reit) d(Reit) +

ˆ 0

R

f(xei π2β ) d(xei π2β )

=
ˆ R

0
eixβ dx+ i

ˆ π
2β

0
e−R

β sin βteiRβ cos βtReit dt− ei π2β
ˆ R

0
e−x

β

dx. (2.33)

Applying a simple change of variables along with the inequality sin t ≥ 2
π t for every t ∈ [0, π2 ], we have

the following ∣∣∣∣∣i
ˆ π

2β

0
e−R

β sin βteiRβ cos βtReit dt

∣∣∣∣∣ ≤ R

β

ˆ π
2

0
e−R

β sin t dt

≤ R

β

ˆ π
2

0
e−R

β 2t
π dt = π

2βRβ−1

(
1− e−R

β
)

R→∞−−−−→ 0.

Hence for β > 1 the integral of f(z) over γR vanishes as R goes to infinity. So that by letting R→∞ in
(2.33) after identification, we simultaneously get the formulae

f1(β) =
ˆ ∞

0
sin(tβ) dt = sin π

2β

ˆ ∞
0

e−x
β

dx
t=xβ= 1

β
sin π

2β

ˆ ∞
0

e−tt
1
β−1 dt = 1

β
sin π

2βΓ
( 1
β

)
f2(β) =

ˆ ∞
0

cos(tβ) dt = cos π

2β

ˆ ∞
0

e−x
β

dx
t=xβ= 1

β
cos π

2β

ˆ ∞
0

e−tt
1
β−1 = 1

β
cos π

2βΓ
( 1
β

)
.

This, together with the relation (2.29) gives the following for 0 < α < 1,

ϕ1(α) = αf1

( 1
1− α

)
= Γ(1− α) sin(1− α)π2

ϕ2(α) = αf2

( 1
1− α

)
= Γ(1− α) cos(1− α)π2 .

For ϕ1(α), the case 1 < α < 2 (i.e. 0 < α − 1 < 1) obviously springs from the previous case and the
integration by part as follows:

ϕ1(α) =
ˆ ∞

0

sin t
tα

dt = − 1
α− 1

[ sin t
tα−1

]∞
0︸ ︷︷ ︸

0

+ 1
α− 1

ˆ ∞
0

cos t
tα−1 = 1

α− 1ϕ2(α− 1)

= −Γ(2− α)
1− α cos(2− α)π2 = Γ(2− α)

1− α sin(1− α)π2 .
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Finally, from the relation Γ(x+ 1) = xΓ(x) x > 0, it can be deduced from the above steps that

ϕ1(α) =
ˆ ∞

0

sin t
tα

dt = Γ(2− α)
1− α sin(1− α)π2 = Γ(2− α)

1− α cos
(πα

2
)

α ∈ (0, 2) (2.34)

ϕ2(α) =
ˆ ∞

0

cos t
tα

dt = Γ(2− α)
1− α cos(1− α)π2 = Γ(2− α)

1− α sin
(πα

2
)

α ∈ (0, 1). (2.35)

We deduce from (2.26) and (2.34) that the expression of G(s) is given by

G(s) = (1− s)
ˆ ∞

0

sin(t)
t2s

dt = (1− s)ϕ1(2s) = (1− s)Γ(2− 2s)
1− 2s cos (sπ) .

We are now in a position to give the explicit value of Cd,s and to study its asymptotic behavior as obtained
in [NPV12]. In addition, the Proposition below shows there is a surprising coincidence between constants
Cd,s and the Brezis-Bourgain-Mironescu constant Kd,p(see the Section 5.2), for p = 2, which will be useful
for studying the convergence of nonlocal structures to local ones.

Proposition 2.21. The following assertions are true:

(i) Let 0 < s < 1, we admit that Γ(1− s) = −sΓ(−s) extending the definition of Γ to −s. Then,

C−1
d,s = π(d−1)/2 Γ(s+ 1

2)Γ(2− 2s)
s(1− 2s)Γ(s+ d

2 )
cos (sπ) = πd/2|Γ(−s)|

22sΓ(d+2s
2 )

= πd/2Γ(1− s)
s22sΓ(d+2s

2 )
. (2.36)

Another simple expression is to set α = 2s so that we get

Cd,s ≡ Cd,α =
2αΓ

(
d+α

2
)

πd/2
∣∣Γ(− α

2
)∣∣ .

(ii) Let 1 ≤ p <∞ and e be any element of the unit sphere Sd−1. Then,

Kd,p :=
 
Sd−1
|w · e|pdσd−1(w) =

Γ
(
d
2
)

Γ
(
p+1

2

)
Γ
(1

2
)

Γ
(
p+d

2

) . (2.37)

(iii) Let |Sd−1| := ωd−1 = 2πd/2
Γ( d2 ) be the surface measure of unit sphere Sd−1 of Rd. We have,

lim
s→0+

Cd,s
s(1− s) = 2

ωd−1
and 4

ωd−1Kd,2
= lim
s→1−

Cd,s
s(1− s) = 4d

ωd−1
. (2.38)

Proof. (i) The first equality clearly holds by combining (2.21), (2.25) and (2.32). For the second equal-
ity we need some helping hand formulae related to Gamma function. Another version of Legendre’s
duplication formula stipulates that for all z > 0,

Γ(2z) = 22z−1
√
π

Γ(z)Γ(z + 1
2). (2.39)

A justification of this equality comes from the original Legendre duplication formula in (2.24) as follows

Γ(z)Γ(z)
Γ(2z) = B(z, z) =

ˆ 1

0
tz−1(1− t)z−1 dt

t=x+1
2= 21−2z

[
2
ˆ 1

0
(1− x2)z−1 dx

]
u=x2

= 21−2z
ˆ 1

0
u

1
2−1(1− u)z−1 du = 21−2zB(1

2 , z)

= 21−2z Γ(1
2)Γ(z)

Γ(z + 1
2)

= 21−2z
√
πΓ(z)

Γ(z + 1
2)
.
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Let us also recall that the Schwarz reflexion formula4 infers that for every 0 < ε < 1,

B(ε, 1− ε) = Γ(ε)Γ(1− ε) = π

sin(πε) (Schwarz’s reflexion formula). (2.40)

Wherefrom, by using the parity of the t 7→ sin t one obviously gets the relation

Γ(1− ε) = −εΓ(−ε) = ε|Γ(−ε)|. (2.41)

More generally, the analytic extension formula of Gamma function given for all m ∈ Z and all 0 < |ε| < 1
can be obtained by induction:

Γ(ε−m) = (−1)m Γ(1− ε)Γ(ε)
Γ(m+ 1− ε) . (2.42)

Indeed, considering the extended Gamma function for negative value, Schwarz’s reflexion formula above
is also valid for −1 < z < 0. By taking m = 1 and replacing ε in (2.42) by 1− ε with 0 < ε < 1, however
one observes that

Γ(−ε) = −Γ(1− ε)
ε

that is |Γ(−ε)| = Γ(1− ε)
ε

.

Within the relation (2.41), a routine check shows that for all 0 < s < 1 with s 6= 1
2 one has

Γ
(1

2 + 1− s
)

= 1− 2s
2 Γ

(1− 2s
2

)
. (2.43)

Thus, for 0 < s < 1 from relations (2.39), (2.41), (2.43) and (2.40) we get

Γ(2(1− s)) = 2−2s+1
√
π

Γ(1− s)Γ
(1

2 + 1− s
)

= s(1− 2s)2−2s
√
π
|Γ(−s)|Γ

(1− 2s
2

)
= s(1− 2s)2−2s

√
π
|Γ(−s)| π

sin(π(1−2s
2 ))Γ(s+ 1

2)

= s(1− 2s)2−2s√π |Γ(−s)|
cos(sπ)Γ(s+ 1

2)
.

This shows the second equality in (2.36) for s 6= 1
2 for which the result is also valid for s = 1

2 simply by
taking the limit as s→ 1

2 directly in (2.36).
(ii) Taking into account the rotation invariance of the Lebesgue measure one glimpses that Kd,p is inde-
pendent of the chosen unit vector e and whence it is sufficient to consider e := (0, · · · , 0, 1) ∈ Sd−1. Now
we let w = (w′, t) ∈ Sd−1 with t ∈ (−1, 1) so that w′ ∈

√
1− t2Sd−2. In virtue of the Jacobian formula

for spherical coordinates one has dσd−1(w) = dσd−2(w′)dt√
1−t2 (see [Gra08, Appendix D.2]). Therefore,

Kd,p =
 
Sd−1
|w1|pdσd−1(w) = 1

ωd−1

ˆ 1

−1

ˆ
w′∈
√

1−t2Sd−2
|t|pdσd−2(w′)dt√

1− t2

= 2
ωd−1

ˆ 1

0
tp
∣∣∣√1− t2Sd−2

∣∣∣ dt√
1−t2 = 2ωd−2

ωd−1

ˆ 1

0
(1− t2)

d−3
2 tpdt

= ωd−2

ωd−1

ˆ 1

0
(1− t)

d−1
2 −1t

p+1
2 −1dt = ωd−2

ωd−1
B

(
d− 1

2 ,
p+ 1

2

)

= ωd−2

ωd−1

Γ
(
d−1

2
)

Γ
(
p+1

2

)
Γ
(
d+p

2

) .

4The Legendre duplication formula implies Γ(ε)Γ(1− ε) = B(ε, 1− ε) =
´∞
0

tεdt
1+t thus the Schwarz reflexion formula can

be obtained by applying the residues theorem using an appropriate domain.

45



Chapter 2. Basics On Nonlocal Operators

Here B(·, ·) is the beta function and we have used the relation (2.24). The result follows by using the
formula |Sd−1| = ωd−1 = 2πd/2

Γ
(
d/2
) along with the relation Γ(1

2) = π1/2.

(iii) This result plainly follows from expressions of G(s) and A(d, s). Indeed, one can check that

G(s) = (1− s)Γ(1− 2s) cos (sπ) = 1
2

Γ(3− 2s)
1− 2s cos (sπ)

from where,

lim
s→0

G(s) = 1 and lim
s→1

G(s) = 1
2 .

Since Γ(1
2) = π1/2, from (2.23) we get the following after cancellation

A(d, 0) = πd/2

Γ(d2 )
= ωd−1

2 and A(d, 1) = πd/2

dΓ(d2 )
= ωd−1

2d .

Therefore, as s(1− s)C−1
d,s = G(s)A(d, s) and Kd,2 = 1

d , we obtain the following results:

lim
s→0

Cd,s
s(1− s) = 2

ωd−1
and lim

s→1

Cd,s
s(1− s) = 4d

ωd−1
= 4
ωd−1Kd,2

.

Alternatively, the above limits follows after one easily verifies that

s(1− s)
Cd,s

= πd/2Γ(2− s)
22sΓ(s+ d

2 )
.

Remark 2.22. For 0 < a < 1, from the foregoing computations, it follows that the constant

γd,a = 2φ2(1− a)A(d,−a/2) = π
d
2−a

Γ
(
d
2
)

Γ
(
d−a

2
)

is the constant for which the Riesz Potential (also known as the inverse of the fractional Laplacian)

Iaf(x) := 1
γd,a

ˆ
Rd

f(y)dy
|x− y|d−a

satisfies the relation Îaf(ξ) = |ξ|−af̂(ξ) for all f ∈ S(Rd) with equality understood in the sense of
distributions. Indeed, the invariance of the Lebesgue measure under rotation implies

Îaf(ξ) = 1
γd,a

f̂(ξ)
ˆ
Rd

e−ix·ξ

|x|d−a
dx = |ξ|

−a

γd,a
f̂(ξ)

ˆ
Rd

e−ix1

|x|d−a
dx.

Letting x′ = x1z with z ∈ Rd−1 that is dx′ = xd−1
1 dz

ˆ
Rd

e−ix1

|x|d−a
dx =

(ˆ
R

cos(t)
t1−a

dt

)(ˆ
Rd−1

dz

(1 + |z|2) d−a2

)
= 2ϕ2(1− a)A(d,−a/2).

2.4. Order of the fractional Laplace operator
Now, we show that the fractional Laplacian acts on Hölder spaces like an operator of order 2s.

Definition 2.23. Let m ∈ N and 0 < σ < 1. The Hölder space Cm+σ
b (Rd) also denoted, by Cm,σb (Rd), is

the collection of functions in Cmb (Rd) whose classical derivative of order |α| = m belongs to Cαb (Rd).
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In the spirit of the estimate (2.4), one can easily establish the following estimates.

Proposition 2.24. Let u ∈ Cγb (Rd) with γ = 1 + τ , m = 1 and 0 ≤ τ ≤ 1. Define the second order
discrete difference of u by D2

hu(x) = u(x+ h) + u(x− h)− 2u(x). Then for all x, h, z ∈ Rd we have

|D2
hu(x+ z)−D2

hu(x)| ≤ C‖u‖Cγ
b

(Rd)(|z||h|τ ∧ |h|1+τ ).

Furthermore, if u ∈ Cγb (Rd) with 0 ≤ γ ≤ 1 then

|D2
hu(x+ z)−D2

hu(x)| ≤ C‖u‖Cγ
b

(Rd)(|z|γ ∧ |h|γ).

The next result shows that the fractional Laplace operator (−∆)s is an integrodifferential of order 2s.

Theorem 2.25 (Order of fractional Laplacian). Let γ > 0 and 0 < s < 1 such that 0 < 2s < γ. The
fractional Laplacian defined (−∆)s : Cγb (Rd)→ Cγ−2s

b (Rd) is a bounded operator.

Proof. First, assume γ − 2s = m + σ with m = 0, 1 and 0 < σ ≤ 1. In the case m = 0, i.e. γ = 2s + σ
there are subcases: 0 < 2s < γ ≤ 1 or 1 < 2s < γ ≤ 2. Suppose that 0 < 2s < γ ≤ 1 then in view of
Proposition 2.24 we have

|(−∆)su(x+ z)− (−∆)su(x)| = Cd,s
2

∣∣∣∣ˆ
Rd

D2
hu(x+ z)−D2

hu(x)
|h|d+2s dh

∣∣∣∣
≤ Cd,s

2

ˆ
Rd

|z|γ ∧ |h|γ

|h|d+2s dh = Cd,s
2 |z|

γ−2s
ˆ
Rd

1 ∧ |h|γ
|h|d+2s dh

= Cd,s
2 |z|

γ−2scd
( 1
γ − 2s + 1

2s
)

= Cs|z|γ−2s.

For the second subcase where 1 < 2s < γ ≤ 2 we necessarily have 0 < σ < 1. Now we put γ = 1 + τ with
τ ∈ [0, 1] and recall that γ − 2s = σ so that τ = 2s+ σ − 1. From Proposition 2.24 we get

|(−∆)su(x+ z)− (−∆)su(x)| = Cd,s
2

∣∣∣∣ˆ
Rd

D2
hu(x+ z)−D2

hu(x)
|h|d+2s dh

∣∣∣∣
≤ Cd,s

2

ˆ
Rd

|z||h|τ ∧ |h|1+τ

|h|d+2s dh = Cd,s
2 |z|

γ−2s
ˆ
Rd
|h|−d+σ−1(1 ∧ |h|)dh

= Cd,s
2 |z|

γ−2scd
( 1
σ

+ 1
1− σ

)
= Cs|z|γ−2s.

In either case, we have (−∆)su ∈ Cγ−2s
b (Rd). Now, ifm = 1 that is γ = 2s+σ+1 then, 0 < 2s < 1 ≤ γ ≤ 2,

which implies that 0 < 2s + σ < 1. Furthermore, we have ∇u ∈ C2s+σ(Rd). Since ∇u is bounded, we
have |D2

hu(x+ tei)−D2
hu(x)| ≤ C|t|, and from Proposition 2.24 one also gets |D2

hu(x+ tei)−D2
hu(x)| ≤

C|t||h|2s+σ so that

|D2
hu(x+ tei)−D2

hu(x)| ≤ C|t|(1 ∧ |h|2s+σ).

On the other hand, h 7→ (1 ∧ |h|2s+σ)|h|−d−2s is integrable. Using the dominated convergence theorem
one arrives at ∂xi(−∆)su(x) = (−∆)s∂xiu(x). Furthermore, as ∂xiu ∈ C2s+σ

b (Rd), by applying dominated
convergence again one gets that the map x 7→ (−∆)s∂xiu(x) is continuous. In sum, x 7→ (−∆)su(x) is
differentiable and ∇(−∆)su = (−∆)s∇u. We know from the previous case ∇(−∆)su ∈ Cσb (Rd), that is
(−∆)su ∈ Cσ+1

b (Rd) = Cγ−2s
b (Rd), since γ−2s = σ+1. Proceeding by induction with a similar argument

the result remains true when γ = m + σ > 2 and ∂α(−∆)su = (−∆)s∂αu for each multiindex |α| ≤ m.
The boundedness of (−∆)s blatantly follows from the previous estimates.
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2.5. Nonlocal elliptic operators
In this section, we define some concepts analogous to those from elliptic partial differential operators of
second order. We then provide some concrete connections between the nonlocal and local notions. Let
us recall that the modern theory of elliptic partial differential operators of second order is governed by
two influential classes. The class of operators in the divergence form A and the class of operators in the
non-divergence form Ã . To be more precise these are operators of the following forms

A u = −div(A(·)∇)u+ b · ∇u+ cu = −
d∑

i,j=1

∂

∂xi

(
aij

∂

∂xj

)
u+

d∑
i=1

bi
∂u

∂xi
+ cu (divergence form)

Ã u = − tr(A(·)D2)u+ b · ∇u+ cu = −
d∑

i,j=1
aij

∂2u

∂xi∂xj
+

d∑
i=1

bi
∂u

∂xi
+ cu. (non-divergence form)

Here, c, bi : Rd → R are measurable functions and A = (aij)ij : Rd → M(d × d) is a matrix valued
measurable function satisfying the ellipticity condition, i.e. there is a constant Λ0 ≥ 1 such that

Λ−1
0 |ξ|2 ≤ 〈A(x)ξ, ξ〉 =

d∑
i,j=1

aij(x)ξiξj ≤ Λ0|ξ|2 for all x, ξ ∈ Rd.

The operators A and Ã are symmetric if the matrix A is symmetric, i.e. aij = aji, 1 ≤ i, j ≤ d and
translation invariant if and only if the coefficients c, bi, aij 1 ≤ i, j ≤ d are constants. If the coefficients
are constants then A = Ã . If A is regular enough, we then have the relation

A u = Ã u+ b̃ · ∇u with b̃i =
∑
j=1

∂aij
∂xj

.

The most studied elliptic partial differential operator of second order is the Laplacian

∆u = div(∇u) = tr(D2u) =
d∑
i=1

∂2u

∂2xi
for u ∈ C2(Rd).

Our purpose here is to introduce the analog notion of an elliptic operator in divergence and non-divergence
form for nonlocal operators especially for integrodifferential operators.

Definition 2.26 (Integrodifferential operator in divergence form). An integrodifferential operator
in divergence form is any nonlocal operator L that can be written in the form

L u(x) = p. v.
ˆ
Rd

(u(x)− u(y))µ(x, dy), (x ∈ Rd) (2.44)

for a sufficiently smooth function u : Rd → R. Here
(
µ(x, dy)

)
x∈Rd is a family of Borel measures satisfying

µ(x, {x}) = 0 for every x ∈ Rd. In practice, for consistency reasons, it is often assumed that the family(
µ(x, dy)

)
x∈Rd satisfies the uniform Lévy integrability condition

sup
x∈Rd

ˆ
Rd

(1 ∧ |x− y|2)µ(x, dy) <∞. (2.45)

We say that L is symmetric if for all measurable set A,B ⊂ Rd we have

¨

AB

µ(x, dy) dx =
¨

BA

µ(x, dy) dx.
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Definition 2.27 (Integrodifferential operator in non-divergence form). An integrodifferential
operator in non-divergence form is any nonlocal operator L̃ that can be written in the form

L̃ u(x) = 1
2

ˆ
Rd

(2u(x)− u(x+ h)− u(x− h) µ̃(x, dh), (x ∈ Rd) (2.46)

for a sufficiently smooth function u : Rd → R. Here
(
µ̃(x, dh)

)
x∈Rd is a family of Borel measures satisfying

µ̃(x, {0}) = 0 for every x ∈ Rd. In practice, for consistency reasons, it is often assumed that the family(
µ̃(x, dy)

)
x∈Rd satisfies the uniform Lévy integrability condition

sup
x∈Rd

ˆ
Rd

(1 ∧ |h|2)µ̃(x, dh) <∞. (2.47)

We say that L̃ is symmetric if µ̃(x,A) = µ̃(x,−A) for all measurable sets A ⊂ Rd and all x ∈ Rd.

Remark 2.28. If u ∈ C2
b (Rd) then the pointwise evaluation Ã u(x) obviously makes sense and under

the condition (2.47), the pointwise evaluation L̃ u(x) is also well defined (it is sufficient to adapt the
Proposition 2.1). In general, however, the pointwise evaluation L u(x) might not be defined under the
condition (2.45) even for bona fide test functions in C∞c (Rd). This operator is as good or as bad as the local
operator A can be. In fact, if the coefficients (aij)ij are sufficiently rough then the pointwise expression
A u(x) might not make sense. If we assume that L is symmetric and the condition (2.45) holds and that
A is symmetric and elliptic, however, then A u and L u can be evaluated in the generalized sense. It
other words, for all u, ϕ ∈ C∞c (Rd), the expressions 〈A u, ϕ〉 and 〈L u, ϕ〉 are well defined:

〈A u, ϕ〉 :=
ˆ
Rd

(A(x)∇u(x) · ∇ϕ(x)) dx (2.48)

〈L u, ϕ〉 :=
¨

Rd Rd

(u(x)− u(y))(ϕ(x)− ϕ(y)µ(x, dy) dx. (2.49)

Additional discussions on the operators L and L̃ are included in [Kas07].

Remark 2.29. Assume
(
µ(x, dy)

)
x∈Rd is symmetric i.e µ(x,−A) = µ(x,A) for every A ⊂ Rd and is

translation invariant, i.e. µ(x,A + h) = ν(x,A) for every A ⊂ Rd and x, h ∈ Rd then L = L̃ . In the
local setting, this corresponds to the situation where the matrix A is constant, hence A = Ã . In a
sense, an integrodifferential operator that is symmetric and translation invariant corresponds in the local
setting to the situation where the coefficients c, bi, aij are constants. A simple instance is provided if we
let µ(x, dy) = ν(x−y) dy where the function ν : Rd → [0,∞] is measurable and satisfies ν(−h) = ν(h) for
all h ∈ Rd. In this particular case, one recognizes the operator L = L = L̃ discussed in the first section.

Remark 2.30. Assume µ(x, dy) = ν(x−y) dy and µ̃(x, dh) = ν(h) dh where ν is radial. Assume A = Id
(identity matrix), then we have L = L = L̃ and −∆ = A = Ã . Moreover, it is not difficult to show
that the operators L and −∆ are isotropic, i.e. invariant by under rotations. Therefore, when ν is radial,
the operator L appears to be a prototypical example of an elliptic integrodifferential operator, just as the
Laplace operator −∆ is a prototypical example of an elliptic differential operator of second order.

Next we introduce the ellipticity condition associated with the operators L and L̃ . We restrict ourselves
to the case where for each x ∈ Rd, the measures µ(x, dy) and µ̃(x, dy) are absolutely continuous with
respect to the Lebesgue measure.

Definition 2.31. A measurable function ν : Rd → [0,∞] will be called unimodal if ν is radial and almost
decreasing, i.e. there is c > 0 such that ν(x) ≥ cν(y) whenever |x| ≤ |y|.
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Definition 2.32. We say that the family
(
µ(x, dy)

)
x∈Rd is weakly elliptic if there exist a constant Λ ≥ 1

and a unimodal function ν : Rd → [0,∞] that is Lévy integrable, i.e. ν ∈ L1((1 ∧ |h|2), dh) such that for
every Borel set A,B ⊂ Rd we have

Λ−1
¨

AB

(u(x)− u(y))2ν(x− y) dy dx ≤
¨

AB

(u(x)− u(y))2µ(x, dy) dx ≤ Λ
¨

AB

(u(x)− u(y))2ν(x− y) dy dx.

The operator L is weakly elliptic if
(
µ(x, dy)

)
x∈Rd is weakly elliptic.

Definition 2.33 (Elliptic kernel). We say that a kernel J : Rd×Rd \ diag→ [0,∞] is elliptic if

sup
x∈Rd

ˆ
Rd

(1 ∧ |x− y|2)J(x, y) dy <∞. (2.50)

and there exist a constant Λ ≥ 1 and a unimodal function ν : Rd → [0,∞] that is Lévy integrable, i.e.
ν ∈ L1((1 ∧ |h|2), dh) such that

Λ−1ν(x− y) ≤ J(x, y) ≤ Λν(x− y) for all 0 < |x− y| ≤ 1. (2.51)

We say that J is globally elliptic if instead we have

Λ−1ν(x− y) ≤ J(x, y) ≤ Λν(x− y) for all x 6= y. (2.52)

Obviously the global ellipticity condition implies the ellipticity condition and the ellipticity condition
implies the weak ellipticity condition.

Remark 2.34. It is possible to omit the condition that ν is almost decreasing in Definition 2.33 as it does
not really influence the concept of ellipticity defined here. One should keep in mind, however, that this
condition only plays a technical role when dealing with function spaces and Poincaré types inequalities.

Definition 2.35 (Elliptic operator). Assume µ(x, dy) = J(x, y) dy and µ̃(x, dh) = J(x, x + h) dh for
a kernel J : Rd×Rd \ diag → [0,∞]. We say that the operators L and L̃ are elliptic if the kernel J is
elliptic. Recall that here,

L u(x) = p. v.
ˆ
Rd

(u(x)− u(y))J(x, y) dy and L̃ u(x) = 1
2

ˆ
Rd

(2u(x)− u(x+ h)− u(x− h) J(x, x+ h) dh.

Next, we bridge a transition from elliptic integrodifferential operators of the forms L and L̃ to elliptic
partial differential operators of the forms A and Ã . We intend to convince that the aforementioned
notions (symmetry, translation invariance, ellipticity, divergence form and non-divergence form) are cor-
related. Let us introduce (να)0<α<2, a family of Lévy radial functions approximating the Dirac measure
at the origin, i.e. for every α, δ > 0

να ≥ 0, is radial,
ˆ
Rd

(1 ∧ |h|2)να(h) dh = 1, lim
α→2

ˆ
|h|>δ

να(h) dh = 0 .

Note that several examples of (να)α are provided in Section 5.1. For a family (Jα)0<α<2 of positive
symmetric kernels Jα : Rd × Rd \ diag→ [0,∞] we set-up the following:

(E) There exists a constant Λ ≥ 1 such that for every α ∈ (0, 2) and all x, y ∈ Rd, with 0 < |x− y| ≤ 1

Λ−1να(x− y) ≤ Jα(x, y) ≤ Λνα(x− y). (E)

(L) For every δ > 0

lim
α→2−

sup
x∈Rd

ˆ
|h|>δ

Jα(x, x+ h)dh = 0. (L)
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(I) For each α ∈ (0, 2) the kernel Jα is translation invariant, i.e., for every h ∈ Rd

Jα(x+ h, y + h) = Jα(x, y). (I)

(G-E) There exists a constant Λ ≥ 1 such that for every α ∈ (0, 2) and all x, y ∈ Rd, with x 6= y,

Λ−1να(x− y) ≤ Jα(x, y) ≤ Λνα(x− y). (G-E)

It is clear that (G-E) implies (E) and (L). Let us define the elliptic matrix uniquely determined by the
family (Jα)α. Given x ∈ Rd and δ > 0, we define the symmetric matrix as A(x) = (aij(x))1≤i,j≤d by

aij(x) = lim
α→2−

ˆ
Bδ

hihjJ
α(x, x+ h)dh. (2.53)

Remark 2.36. (i) Under conditions (E) and (L) the expression
´
Bδ
hihjJ

αn(x, x + h)dx converges for
a suitable subsequence of (αn). The existence of the limit in (2.53) poses an implicit condition on the
family (Jα)α. (ii) (E) and (L) ensure that the quantity aij(x) does not depend on the choice of δ and is
bounded as a function in x. Indeed for all δ, r > 0,

aij(x) = lim
α→2−

ˆ
Bδ

hihjJ
α(x, x+ h)dh = lim

α→2−

ˆ
Br

hihjJ
α(x, x+ h)dh.

(iii) Under condition (I) the functions aij(x) are constant in x.

Example 2.37. The conditions (E), (L) and (I) are fulfilled for each of the examples below.

Jα1 (x, y) = να(x− y),
Jα2 (x, y) = να(x− y)1B1(x− y) + (2− α)J(x, y)1Rd\B1(x− y) ,

where J is a symmetric and translation invariant kernel such that

sup
x∈Rd

ˆ
Rd\Bδ

J(x, x+ h)dh <∞ for every δ > 0.

We can also consider the standard kernels

Jα3 (x, y) = Cd,α
2 |x− y|−d−α ,

Jα4 (x, y) = Cd,α
2 |x− y|−d−α1B1(x− y) + (2− α)|x− y|−d−β1Rd\B1(x− y) ,

Here, β > 0 and Cd,α is the normalization constant of the fractional Laplacian. Another example is given
as follows. For e ∈ Rd we set

Jα5 (x, y) =
(
2 + cos(e · (x− y)))να(x− y).

The matrix corresponding to J1 and J2 above, is A(x) = 1
dId = ( 1

dδij)1≤i,j≤d and for J3 and J4 the
corresponding matrix is A(x) = Id = (δij)1≤i,j≤d, where Id is the identity matrix; see Proposition 2.38).

Proposition 2.38. Assume (E) and (L). Consider the symmetric matrix A = (aij)ij from (2.53), i.e.

aij(x) = lim
α→2−

ˆ
B1

hihjJ
α(x, x+ h)dh.

(i) The matrix A is elliptic and has bounded coefficients. To be more precise, we have

d−1Λ−1|ξ|2 ≤ 〈A(x)ξ, ξ〉 ≤ d−1Λ|ξ|2, for every x, ξ ∈ Rd .
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(ii) Under condition (I) each x 7→ aij(x) is constant function. In particular, for Jα1 (x, y) = να(x − y)
we have A(x) = 1

d(δij)1≤i,j≤d, i.e., the matrix A equals the identity matrix and for Jα(x, y) =
Cd,α

2 |x− y|
−d−α we have A(x) = (δij)1≤i,j≤d.

(iii) For u ∈ C2
b (Rd) we have

lim
α→2

L̃αu(x) = −1
2 tr(A(x)∇u)(x) = −1

2Ã u(x), for all x ∈ Rd

where

L̃αu(x) := −1
2

ˆ
Rd

(u(x+ h) + u(x− h)− 2u(x))Jα(x, x+ h) dh.

(iv) For all u ∈ C2
b (Rd) we have (−∆)α/2u(x) α→2−−−→ −∆u(x) and Lαu(x) α→2−−−→ − 1

2d∆u(x). Recall that

(−∆)α/2u(x) = Cd,α
2

ˆ
Rd

(u(x+ h) + u(x− h)− 2u(x)) dh
|h|d+α

Lαu(x) = 1
2

ˆ
Rd

(u(x+ h) + u(x− h)− 2u(x))να(h) dh.

(v) For u ∈ H1(Rd) and ϕ ∈ C∞c (Rd) we have

lim
α→2

〈
Lαu, ϕ

〉
=
〈
− div(A(·)∇u), ϕ

〉
=
〈
A u, ϕ

〉
.

Here,

Lαu(x) := p. v.
ˆ
Rd

(u(x)− u(y))Jα(x, y) dy

〈
A u, ϕ

〉
=
ˆ
Rd

(
A(x)∇u(x) · ∇v(x)

)
dx

〈Lαu, ϕ〉 :=
¨

Rd Rd

(u(x)− u(y))(ϕ(x)− ϕ(y)Jα(x, y) dy dx.

Proof. (i) Let x, ξ ∈ Rd and |h| ≤ 1. The condition (E) implies that

Λ−1
ˆ
B1

[ξ · h]2να(h) dh ≤
ˆ
B1

[ξ · h]2Jα(x, x+ h) dh ≤ Λ
ˆ
B1

[ξ · h]2να(h) dh.

From the definition of the matrix A we have

〈A(x)ξ, ξ〉 =
d∑

i,j=1
aij(x)ξiξj = lim

α→2−

ˆ

|h|≤1

Jα(x, x+ h)
d∑

i,j=1
hihjξiξj dh = lim

α→2−

ˆ

|h|≤1

[ξ · h]2Jα(x, x+ h) dh .

Since the Lebesgue measure is invariant under rotations, we have

lim
α→2−

ˆ

|h|≤1

[ξ · h]2να(h) dh = lim
α→2−

ˆ

|h|≤1

∑
1≤i 6=j≤d

ξiξjhihjνα(h) dh+ lim
α→2−

ˆ

|h|≤1

d∑
i=1

ξ2
i h

2
i να(h) dh

= lim
α→2−

∑
1≤i≤d

ξ2
i

ˆ

|h|≤1

h2
1να(h) dh = lim

α→2−
|ξ|2

ˆ

|h|≤1

h2
1να(h) dh

= lim
α→2−

|ξ|2d−1
ˆ

|h|≤1

∑
1≤i≤d

h2
i να(h) dh = lim

α→2−
|ξ|2d−1

ˆ

|h|≤1

να(h) dh

= |ξ|2d−1 .
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Indeed, due to the symmetric, the sum over i 6= j vanishes. Altogether this gives

Λ−1d−1|ξ|2 ≤ 〈A(x)ξ, ξ〉 ≤ Λd−1|ξ|2 for all x, ξ ∈ Rd

(ii) Obviously x 7→ aij(x) is constant if the condition (I) holds. Assume Jα(x, y) = να(x− y). We show
that A = 1

dId. By symmetry, for i 6= j is easy to show that aij = 0. From the fact that the Lebesgue
measure is rotationally invariant and Remark 5.4 we find that

aii(x) = lim
α→2−

ˆ

|h|≤1

h2
i να(h) dh = lim

α→2−

ˆ

|h|≤1

h2
1να(h) dh

= lim
α→2−

1
d

ˆ

|h|≤1

d∑
i=1

h2
i να(h) dh = lim

α→2−
1
d

ˆ

|h|≤1

|h|2να(h) dh = 1
d
.

If Jα(x, y) = Cd,α
2 |x− y|

−d−α then aii = 1 and thus we get A = Id. Indeed, it suffices to proceed as above
and accounting Proposition 2.21 which asserts that Cd,α

2dωd−1(2−α)
α→2−−−→ 1.

(iii) We know from (2.3) that

|u(x+ h) + u(x− h)− 2u(x)| ≤ 4‖u‖C2
b
(Rd)(1 ∧ |h|2).

This combined with the assumption (L) yields that

lim
α→2

ˆ

|h|≥δ

|u(x+ h) + u(x− h)− 2u(x)| Jα(x, x+ h) dh = 0.

The fundamental theorem of calculus suggests that

L̃αu(x) =− 1
2

ˆ

|h|<δ

(u(x+ h) + u(x− h)− 2(x)) Jα(x, x+ h) dh = −1
2

ˆ

|h|<δ

[D2(x) · h] · h Jα(x, x+ h) dh

− 1
2

ˆ 1

0

ˆ 1

0
2t

ˆ

|h|<δ

[D2u(x− th+ 2sth) · h−D2u(x) · h] · h Jα(x, x+ h) dh ds dt.

Since D2u (the Hessian of u) is continuous at x, for any ε > 0 there is sufficiently small δ > 0 such that
|D2(x+ z)−D2u(x)| < ε for all |z| < 4δ. This implies,

lim
α→2

1
2

ˆ 1

0

ˆ 1

0
2t

ˆ

|h|<δ

|((D2u(x− th+ 2sth)−D2u(x)) · h) · h| να(h) dh ds dt

≤ ε

2 lim
α→2

ˆ

|h|<δ

(1 ∧ |h|2) να(h) dh = ε

2
ε→0−−−→ 0.

Hence we get

−2 lim
α→0

L̃αu(x) =
ˆ

|h|<δ

[D2(x) · h] · h Jα(x, x+ h) dh =
d∑

i,j=1
aij(x) ∂

2u(x)
∂xi∂xj

= tr
(
A(x)D2u(x)

)
= Ã u(x).

Note that (iv) is a consequence of (ii) and (iii) whereas (v) is a particular case of Theorem 5.69.

2.6. Mixed Lévy operators
Loosely speaking, we define a mixed Lévy operator or a Lévy operator with mixed jumps or a generalized
anisotropic operator as Lévy operators that can be viewed as the sum of lower-dimensional Lévy operators.
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In recent years, the study of the sum of the one dimensional fractional Laplacian has attracted much
attention. The Fourier multiplier of such operators are of the form ψ(ξ) = |ξ1|α1 + |ξ2|α2 + · · · + |ξd|αd
with αi ∈ (0, 2) for all ξ ∈ Rd. Such operators are known as anisotropic operators, see for instance [Cha17]
and several other references therein. We wish to generalize this to lower dimensions greater than one and
due to this geometrical consideration, we believe there is more to learn from such operators.
Let us view Rd as Rd1 ×Rd2 × · · · × Rdn where d = d1 + d2 + · · · + dn with 1 ≤ n ≤ d and dj ∈ N. For
x ∈ Rd we write x = (x∗1, x∗2, · · · , x∗n) where x∗j ∈ Rdj . In addition we define x̃j = (0, 0, · · · , x∗j , 0, · · · , 0) ∈
Rd1 ×Rd2 × · · · ×Rdn so that x = x̃1 + x̃2 + · · ·+ x̃n. We identify Rdj as a linear sub-variety of Rd by the
means of the correspondence Rdj 3 x∗j 7→ x̃j = (0, · · · , 0, x∗j , 0, · · · , 0) ∈ Rd. Let νj( dh∗j ) be a symmetric
Lévy measure on Rdj , i.e. νj(Aj) = νj(−Aj) for all Aj ⊂ Rdj , νj({0}) = 0 and

ˆ
Rdj

(1 ∧ |h∗j |2)νj( dh∗j ) <∞.

Definition 2.39. For each x ∈ Rd we define the (mixed) measures

µ(x, dy) =
n∑
j=1

νj(x∗j − dy∗j )
∏
i 6=j

δx∗i ( dy∗i ) and µ̃(x, dh) =
n∑
j=1

νj( dh∗j )
∏
i 6=j

δ0∗i ( dh∗i ). (2.54)

Here δx∗i ( dy∗i ) represents the Dirac measure at x∗i ∈ Rdi .

It is noteworthy to mention that for each x ∈ Rd the measures µ̃(x, dh) is supported on the sub-
varieties Rd1 ,Rd2 , · · · ,Rdn whereas the measure µ(x, dh) is supported on the sub-varieties x̃1 +Rd1 , x̃2 +
Rd2 , · · · , x̃n + Rdn . To be more precise we have the following.

Proposition 2.40. (Integration rule)

(i) For each x ∈ Rd we have supp µ̃(x, dh) ⊂ Rd1 ∪Rd2 ∪ · · · ∪Rdn and suppµ(x, dh) ⊂ x̃1 +Rd1 ∪ x̃2 +
Rd2 ∪ · · · ∪ x̃n + Rdn . Moreover, for a Borel set A ⊂ Rd, if we identify Aj = A ∩ Rdj as a subset of
Rdj then, we have

µ(x,A) =
n∑
j=1

νj(x∗j +Aj) and µ̃(x,A) =
n∑
j=1

νj(Aj).

(ii) Let f : Rd → R be measurable then for each x ∈ Rd we have
ˆ
Rd
f(y)µ(x, dy) =

n∑
j=1

ˆ
Rdj

f(x+ h̃j)νj( dh∗j ) and
ˆ
Rd
f(h)µ̃(x, dh) =

n∑
j=1

ˆ
Rdj

f(h̃j)νj( dh∗j ).

As a consequence, we have the following Lévy integrability condition:
ˆ
Rd

(1 ∧ |x− y|2)µ(x, dy) =
n∑
j=1

ˆ
Rdj

(1 ∧ |h∗j |2)νj( dh∗j ) =
ˆ
Rd

(1 ∧ |h|2)µ̃(x, dh) <∞.

Definition 2.41. We shall call a mixed (or anisotropic) Lévy operator any Lévy type integrodifferential
operator whose Lévy measure can be represented in one of the forms in (2.54). For instance the following
operator L and L̃ are mixed Lévy operators.

L u(x) = p. v.
ˆ
Rd

(u(x)− u(y))µ(x, dy)

L̃ u(x) = 1
2

ˆ
Rd

(u(x+ h)− u(x− h)− 2u(x))µ̃(x, dh).
(2.55)

According to Proposition 2.40 we get the following proposition.
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Proposition 2.42. Let u ∈ C∞c (Rd) and let L and L̃ be as in (2.55) then for x ∈ Rd we have

L u(x) =
n∑
j=1

p. v.
ˆ
Rdj

(u(x)− u(x+ h̃j)νj( dh∗j )

L̃ u(x) =
n∑
j=1

1
2

ˆ
Rdj

(u(x+ h̃j) + u(x− h̃j)− 2u(x))νj( dh∗j ).

In addition, we have

〈L u, u〉 =
n∑
j=1

¨

Rd Rdj

(u(x)− u(x+ h̃j)2νj( dh∗j ) dx.

We see that L and L̃ are in some way the sum of lower dimensional Lévy operators. This is verified
within the Fourier symbol.

Proposition 2.43. Let ψ be the Fourier symbol of L̃ , i.e. ̂̃L u(ξ) = ψ(ξ)û(ξ) for ξ ∈ Rd and u ∈ Cdc (Rd).
Then for each ξ ∈ Rd we have ψ(ξ) = ψ1(ξ∗1) + ψ1(ξ∗2) + · · ·+ ψ1(ξ∗n), where ψj(ξ∗j ), j = 1, 2, · · · , n is the
Fourier symbol of the operator L̃j defined by

L̃ju(x∗j ) = 1
2

ˆ
Rdj

(u(x∗j + h∗j ) + u(x∗j + h∗j )− 2u(x∗j ))νj( dh∗j ).

Proof. According to Proposition 2.40 we get

ψ(ξ) =
ˆ
Rd

(1− cos(ξ · h))µ̃(x, dh) =
n∑
j=1

ˆ
Rdj

(1− cos(ξ · h̃j))νj( dh∗j )

=
n∑
j=1

ˆ
Rdj

(1− cos(ξ∗j · h∗j ))νj( dh∗j ) =
n∑
j=1

ψj(ξ∗j ).

Notation: To alleviate the notations we write

L̃ u =
[
L̃1 + L̃2 + · · ·+ L̃n

]
u

L u =
[
L1 + L2 + · · ·+ Ln

]
u.

Meaning in term of process: Assume that L̃ is the generator of a Lévy process (Xt)t, then the process
(Xt)t jumps according to the following rules:

• The process can start at any point x ∈ Rd.

• If the process sites at a point x ∈ Rd then the process is only allowed to jump to the points of the
form y = x+ h̃j , j = 1, 2, · · · , n, where we recall h̃j = (0, · · · , 0, h∗j , 0, · · · , 0) ∈ Rd and h∗j ∈ Rdj .

• The rate jump from x to y = x + h̃j is according to the Lévy measure νj( dh∗j ) on Rdj . Roughly
speaking, the process behaves like a dj-dimensional Lévy process associated with the generator L̃j .

Let us see some concrete examples. For simplicity one may assume that νj( dh∗j ) = νj(h∗j ) dh∗j where
νj : Rdj → [0,∞] is a symmetric Lévy measure on Rdj , i.e. νj(h∗j ) = νj(−h∗j ) for all h∗j ∈ Rdj and

ˆ
Rdj

(1 ∧ |h∗j |2)νj(h∗j ) dh∗j <∞.

• If n = 1, (i.e. d = d1), then µ(x, dy) = ν(x− y) dy (see the first section).
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• Let νj(h∗j ) = Cdj ,αj |h∗j |−dj−αj with αj ∈ (0, 2) then the Fourier symbol of L̃ which we denote by
(−∆)α1/2,··· ,αn/2(mixed fractional Laplacian) is given by ψ(ξ) = |ξ∗1 |α1 + · · ·+ |ξ∗n|αn and we have

(−∆)α1/2,··· ,αn/2u(x) =
n∑
j=1

Cdj ,αj
2

ˆ
Rdj

(u(x+ h̃j) + u(x− h̃j)− 2u(x))
dh∗j

|h∗j |dj+αj

≡
[
(−∆1)α1/2 + (−∆2)α2/2 + · · ·+ (−∆n)αn/2

]
u(x).

Here, (−∆j)αj/2 is the fractional Laplacian of order αj ∈ (0, 2) on Rdj . It is worth noting that for every
u ∈ C2

b (Rd), we have (−∆)α1/2,··· ,αn/2u(x) → −∆u(x) as min{α1, · · · , αn} → 2. Note that the special
case n = d, i.e. d1 = d2 = · · · = dn = 1, is considered in [Cha17] where the authors established the
Harnack inequality and Hölder regularity for such operators. Similar work is carried out in [BS07] for the
case α1 = · · · = αn = α and d1 = d2 = · · · = dn = 1.
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3. Nonlocal Sobolev-like Spaces
In this chapter we introduce some nonlocal Sobolev-like spaces that are generalizations of Sobolev-
Slobodeckij spaces which we will very often encounter. Roughly speaking these are just some refinements
of classical Lebesgue Lp-spaces (just like the classical Sobolev spaces W 1,p(Ω) and W 1,p

0 (Ω) ) whose ad-
ditional structures are of importance. In short, one can perceive them as nonlocal versions of classical
Sobolev spaces of first order generalizing the usual fractional Sobolev spaces. When needed we will recall
some basics on classical Sobolev spaces. Nonetheless to better understand the correlation between the
nonlocal spaces and the local spaces, we recommend curious readers to hitch-hike some classical text books
like [AF03, Alt16, Bre10, EE87, HT08]. For a thorough investigation on the theory of Sobolev spaces we
recommend, [Maz13]. We shall begin this chapter by reviewing some elementary properties of standard
Lebesgue spaces and the usual Sobolev spaces on an open set. Non-advanced readers should be aware
that some complementary basic notions on Lebesgue spaces are added in Appendix A. In the next section
we first visit the nonlocal Hilbert spaces which are crucial for the study of complement values problems.
After, we introduce nonlocal Sobolev-like spaces in their general form. Since such spaces are less common,
we will examine some of their rudimentary properties useful later in our analysis. The usual fractional
Sobolev spaces will appear as a particular case of our set-up. After, we show that functions in such spaces
can be realized as approximation of smooth functions. Finally under some additional assumptions we de-
rive some compact embedding wherefrom we prove some Poincaré type inequalities. The theoretical effort
spent in this chapter will be rewarded in the following ones. Throughout this chapter, unless otherwise
stated, Ω is an open subset of Rd and 1 ≤ p < ∞. If 1 ≤ p < ∞ then it is very often assumed that the
function ν : Rd → [0,∞] satisfies the p-Lévy integrability condition

ν(−h) = ν(h) for all h ∈ Rd and
ˆ
Rd

(1 ∧ |h|p)ν(h) dh <∞ . (J1)

3.1. Preliminaries
Our main focus in this section is to present the convolution product in Lp(Rd) along with some applications
to the approximation by smooth functions and the compactness result like the Riesz Frécht-Kolomogorov
theorem. Those are in some ways the cornerstone in the sequel.

3.1.1. Convolution product
Let us recall that the convolution product of two measurable functions u and v on Rd is given by

u ∗ v(x) =
ˆ
Rd
v(y)u(x− y) dy

provided that for almost every x ∈ Rd, the integral on the right hand side exists and makes sense. Of
course, u ∗ v will not exist unless suitable restrictions are imposed upon u and v. If it does exist, it is a
painless exercise to verify that convolution as product is commutative, associative and distributive over
the addition and the multiplication by scalars (at least for integrable functions).
We commence this section with a preparation result. Recall that for h ∈ Rd, τh denotes the shift function
defined by τhu(x) = u(x+ h).
The following result often known as the continuity of the shift operator on Lp-spaces, profoundly serves
our purposes in many perspectives.

Theorem 3.1 (Continuity of shift). Let u ∈ Lp(Rd) with 1 ≤ p <∞ then

lim
|h|→0

‖τhu− u‖Lp(Rd) = 0.
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Proof. Let ε > 0 and let g ∈ Lp(Rd) be a simple function such that ‖u− g‖Lp(Rd) < ε. We have

‖τhu− u‖Lp(Rd) ≤ ‖τhu− τhg‖Lp(Rd) + ‖τhg − g‖Lp(Rd) + ‖u− g‖Lp(Rd)

≤ 2ε+ ‖τhg − g‖Lp(Rd).

Hence, it suffices to prove the result for the simple function g in particular if g = 1A for a measurable
set A. Note that in this case A necessarily has finite measure. Thereupon, the result for this case comes
from the regularity of Lebesgue measure as follows

‖τh1A − 1A‖pLp(Rd) =
ˆ
Rd
|1A(x− h)− 1A(x)| dx = |(A− h) \A)|+ |A \ (A− h)| |h|→0−−−−→ 0.

Note that the above result holds true for p =∞ if and only if u is uniformly continuous.
The most fundamental inequality involving convolutions is Young’s inequality which determines some
special situations where the convolution of two functions exist. Recall that for 1 ≤ p ≤ ∞ we shall define
the number p′ by 1

p + 1
p′ = 1 with the understanding that p′ =∞ if p = 1, and p′ = 1 if p =∞.

Theorem 3.2 (Young’s inequality). Let 1 ≤ p, q, r ≤ ∞ such that 1
p+ 1

q = 1+ 1
r . Suppose that u ∈ L

p(Rd)
and v ∈ Lq(Rd) then u ∗ v ∈ Lr(Rd) and

‖u ∗ v‖Lr(Rd) ≤ ‖u‖Lp(Rd)‖v‖Lq(Rd) .

Moreover if r =∞, the map x 7→ u ∗ v(x) is uniformly continuous.

Proof. First of all observe that q
p′ +

q
r = 1, p

p′ +
p
r = 1 and 1

r + 1
p′ +

1
q′ = 1. Thus, applying the generalized

Hölder inequality with exponents p′, q′ and r we get

|u ∗ v(x)| ≤
ˆ
Rd
|v(y)||u(x− y|) dy

=
ˆ
Rd
|v(y)|q/p

′
|u(x− y)p/q

′
[|v(y)|q/r|u(x− y)|p/r] dy

≤ ‖v‖q/p
′

Lq(Rd)‖u‖
p/q′

Lp(Rd)

(ˆ
Rd
|v(y)|q|u(x− y)|p dy

)1/r
.

Consequently for almost all x ∈ Rd,

|u ∗ v(x)|r ≤ ‖v‖qr/p
′

Lq(Rd)‖u‖
pr/q′

Lp(Rd)

ˆ
Rd
|v(y)|q|u(x− y)|p dy.

Employing Fubini’s theorem and using once more the relations q
p′ + q

r = 1 and p
p′ + p

r = 1 yields

ˆ
Rd
|u ∗ v(x)|r dx ≤ ‖v‖qr/p

′

Lq(Rd)‖u‖
pr/q′

Lp(Rd)

ˆ
Rd

ˆ
Rd
|v(y)|q|u(x− y)|p dy dx

= ‖v‖qr/p
′+q

Lq(Rd) ‖u‖
pr/q′+p
Lp(Rd) = ‖v‖rLq(Rd)‖u‖

r
Lp(Rd)

which proves the desired inequality. Now assume that r =∞ and let h ∈ Rd. By the previous inequality
and the continuity of the shift we get that

‖τhu ∗ v − u ∗ v‖L∞(Rd) = ‖u ∗ (|τhv − v)‖L∞(Rd)

≤ ‖|τhv − v‖Lq(Rd)‖u‖Lp(Rd)
h→0−−−→ 0.

Thereby providing the uniform continuity and the proof is now complete.
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It is worthwhile mentioning that in general Young’s inequality can be established on every locally compact
group furnished with the left invariant Haar measure. Some special cases of Young’s inequality are much
simpler to establish. For instance, assume r =∞ which means 1

p + 1
q = 1 or q = p′. Let u ∈ Lp(Rd) and

v ∈ Lp′(Rd), it follows from Hölder inequality that for almost every x ∈ Rd,∣∣∣ˆ
Rd
v(y)u(x− y) dy

∣∣∣ ≤ ‖v‖Lp′ (Rd)‖u‖Lp(Rd).

Which can be rewritten as

‖u ∗ v‖L∞(Rd) ≤ ‖v‖Lq(Rd)‖u‖Lp(Rd).

In the case where q = 1 we have p = r and hence if we let u ∈ Lp(Rd) and v ∈ L1(Rd) then applying the
Hölder inequality again yields the following for almost every x ∈ Rd.∣∣∣ˆ

Rd
v(y)u(x− y) dy

∣∣∣ ≤ ˆ
Rd
|v(y)|1/p|u(x− y)||v(y)|1/p

′
dy

≤ ‖v‖1/p
′

L1(Rd)

( ˆ
Rd
|v(y)||u(x− y)|p dy

)1/p
.

Fubini’s theorem implies

ˆ
Rd
|u ∗ v(x)|p dx ≤ ‖v‖p/p

′

L1(Rd)

ˆ
Rd

ˆ
Rd
|v(y)||u(x− y)|p dy dx

= ‖v‖p/p
′

L1(Rd)‖v‖L1(Rd)‖u‖
p
Lp(Rd) = ‖v‖p

L1(Rd)‖u‖
p
Lp(Rd).

which is

‖u ∗ v‖Lp(Rd) ≤ ‖v‖L1(Rd)‖u‖Lp(Rd).

This inequality is often referred to as the Minkowski’s inequality for convolution. The particular case
q = p = r = 1 gives

‖u ∗ v‖L1(Rd) ≤ ‖v‖L1(Rd)‖u‖L1(Rd).

In this way L1(Rd) is a commutative Banach algebra with the convolution as product.

3.1.2. Approximation by smooth functions via convolution
Next we want to approximate a given function u ∈ Lp(Rd) by smooth functions. This will be derived
as an application of the convolution product and the continuity of the shift. We begin with some basic
facts. Let ϕ ∈ C∞c (Rd) and u ∈ L1

loc(Rd). Then as suppϕ has compact support, it is routine to check
that u ∗ ϕ ∈ C∞(Rd) and ∂α(u ∗ ϕ) = u ∗ ∂αϕ for all multi-indices α ∈ Nd. Assume u, v ∈ C(Rd) are
continuous functions. If u and v have compact supports so has u ∗ v. Indeed, in general the convolution
u ∗ v, if it exists, satisfies the inclusion

suppu ∗ v ⊂ suppu+ supp v.

Let (ηε)ε be the standard mollifier family that is ηε(x) = ε−dη
(
x
ε

)
with

η(x) = c exp− 1
1− |x|2 if |x| < 1 and η(x) = 0 if |x| ≥ 1,

where the constant c > 0 is chosen such thatˆ
Rd
η(x) dx = 1.

It is not difficult to establish that for each ε > 0,

ηε ∈ C∞c (Rd), supp ηε ⊂ Bε(0) and
ˆ
Rd
ηε(x) dx = 1.
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Chapter 3. Nonlocal Sobolev-like Spaces

Theorem 3.3. Let 1 ≤ p <∞, for all g ∈ Lp(Rd) we have

lim
ε→0
‖g − g ∗ ηε‖Lp(Rd) = 0.

Furthermore, C∞c (Rd) is a dense subspace of Lp(Rd).

Proof. Let g ∈ Lp(Rd), since
´
Rd ηε(x) dx = 1 for every x ∈ Rd

|g ∗ ηε(x)− g(x)| =
∣∣∣ ˆ

Rd
(g(x− y)− g(x))ε−dη(ε−1y) dy

∣∣∣
≤
ˆ
Rd

∣∣∣g(x− εy)− g(x)
∣∣∣η(y) dy.

Applying Jensen’s inequality with respect to the measure η(y) dy in combination with Fubini’s theorem
leads to

‖g ∗ ηε − g‖pLp(Rd) =
ˆ
Rd
|g ∗ ηε(x)− g(x)|p dx ≤

ˆ
Rd

( ˆ
Rd

∣∣∣g(x− εy)− g(x)
∣∣∣η(y) dy

)p
dx

≤
¨

RdRd

∣∣∣g(x− εy)− g(x)
∣∣∣p dxη(y) dy =

ˆ
Rd

∥∥∥g(· − εy)− g
∥∥∥p
Lp(Rd)

η(y) dy.

For each ε > 0, we have η(y)‖g(· − εy)− g(x)‖p
Lp(Rd) ≤ 2η(y)‖g‖p

Lp(Rd) ∈ L
1(Rd) and by continuity of the

shift, ‖g(·− εy)− g‖p
Lp(Rd)

ε→0−−−→ 0. In virtue of the foregoing, the dominated convergence theorem implies
that we also have ‖g ∗ ηε − g‖pLp(Rd)

ε→0−−−→ 0.
Let us now prove the density of C∞c (Rd) in Lp(Rd). Let u ∈ Lp(Rd) and fix δ > 0. From the dominated
convergence theorem we are able to find j0 ≥ 1 large enough such that ‖u − g‖Lp(Rd) < δ/2 with g =
u1Bj0 (0). Since g has compact support it turns out that g ∗ηε is of compact support too. Furthermore, we
have g∗ηε ∈ C∞c (Rd) and as previously shown, there is ε > 0 small enough for which ‖g∗ηε−g‖Lp(Rd) < δ/2
so that

‖u− g ∗ ηε‖Lp(Rd) ≤ ‖u− g‖Lp(Rd) + ‖g ∗ ηε − g‖Lp(Rd) < δ.

This finishes the proof.

Corollary 3.4. Assume Ω ⊂ Rd is an open subset and let 1 ≤ p <∞. Then C∞c (Ω) is dense in Lp(Ω).

Proof. Let (Kj)j be an exhaustion of compact sets of Ω with dist(Kj, ∂Ω) > 1
j . For u ∈ Lp(Ω) and δ > 0

small enough there exists j ≥ 1 sufficiently large such that ‖u − u1Kj‖Lp(Ω) < δ/2. Assume u1Kj is
extended by zero to Rd then by Theorem 3.3 for ε < 1/2j sufficiently small, we have ‖u1Kj − (u1Kj ) ∗
ηε‖Lp(Rd) < δ/2 so that

‖u− (u1Kj ) ∗ ηε‖Lp(Ω) ≤ ‖u− u1Kj‖Lp(Ω) + ‖u1Kj − (u1Kj ) ∗ ηε‖Lp(Rd) < δ.

Moreover u ∗ ηε belongs to C∞c (Ω) since supp(u1Kj ) ∗ ηε ⊂ Kj +B1/2j(0) ⊂ K2j and K2j is a compact
subset of Ω. This achieves the proof.

3.1.3. The Riesz-Fréchet-Kolmogorov theorem
With the help of approximation by means of convolutions, we shall provide a compactness criterion of
subsets in Lp(Rd), which is very effective in applications. The concerned result will be obtained through
the Arzelà-Ascoli theorem which gives a criterion for compactness in spaces of functions. We state the
result explicitly for the spaces of interest here and we shall omit the proof which can be found in [Yos80,
chapter 3].
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Theorem 3.5 (Arzelà-Ascoli). Assume that K is a nonempty compact set in Rd. A subset F of C(K)
normed by ‖u‖C(K) = max

x∈K
|u(x)|, is precompact if and only if F is bounded in C(K) and F is equicon-

tinuous on C(K), i.e.
lim
|h|→0+

sup
u∈F
‖τhu− u‖C(K) = 0.

Explicitly, for every ε > 0 there exists δ > 0 such that for all |h| < δ, if x, x+ h ∈ K then

|u(x+ h)− u(x)| < ε for all u ∈ F .

In connection to the equicontinuity we also have the following analogous concept in Lp(Rd).

Definition 3.6. Let F be a subset of Lp(Rd) with 1 ≤ p < ∞. A subset F of Lp(Rd) is said to be
p-equicontinuous if

lim
|h|→0

sup
u∈F
‖τhu− u‖Lp(Rd) = 0.

The following result known as the Riesz-Fréchet-Kolmogorov1 Theorem gives conditions analogous to the
ones in the Arzelà- Ascoli theorem for a set to be precompact in Lp(Rd). The proof of the following
version follows [Bre10, Theorem 26].

Theorem 3.7 (Riesz-Fréchet-Kolmogorov). Let 1 ≤ p < ∞. Assume F is a bounded p-equicontinuous
subset of Lp(Rd). Then F |Ω is precompact in Lp(Ω) for any measurable subset Ω ⊂ Rd with finite measure
.

Proof. Given that Lp(Ω) is complete it suffices to show that F |Ω is totally bounded therein. To this
end, we fix δ > 0 since p-equicontinuous we choose ε > 0 arbitrarily small such that

sup
u∈F
‖u− u ∗ ηε‖Lp(Rd) < δ/2 (3.1)

In truth, with the p-equicontinuity at hand, by arguing as for the proof of Theorem 3.3 and applying the
dominated convergence theorem, one comes to conclusion that

lim
ε→0

sup
u∈F
‖u− u ∗ ηε‖pLp(Rd) ≤ lim

ε→0

ˆ
Rd

sup
u∈F

∥∥∥u(· − εy)− u
∥∥∥p
Lp(Rd)

η(y) dy = 0.

Meanwhile, for each ε > 0 and each u ∈ F , Young’s inequality yields that we have

‖u ∗ ηε‖L∞(Rd) ≤ C‖ηε‖Lp′ (Rd) and ‖∇(u ∗ ηε)‖L∞(Rd) ≤ C‖∇ηε‖Lp′ (Rd), (3.2)

where we have used ∇(u ∗ ηε) = u ∗∇ηε and set C = sup
u∈F
‖u‖Lp(Rd). Let K be a compact subset of Ω then

using the left estimate from the previous display and (3.1) we have that for all u ∈ F

‖u‖Lp(Ω\K) ≤ ‖u− u ∗ ηε‖Lp(Rd) + ‖u ∗ ηε‖Lp(Ω\K) ≤ δ/2 + C|Ω \K|1/p‖ηε‖Lp′ (Rd)

Wherefore, choosing the compact set K large so that |Ω \K| is small enough, we obtain that

sup
u∈F
‖u‖Lp(Ω\K) < δ. (3.3)

For such a compact set K and fixed ε > 0 as above we claim that the family F ∗ ηε|K is equicontinuous
in C(K). From the second estimate in (3.2) it follows that

sup
u∈F
‖τhu ∗ ηε − u ∗ ηε‖C(K) ≤ |h| sup

u∈F
‖∇(u ∗ ηε)‖L∞(Rd) ≤ C|h|‖∇ηε‖Lp′ (Rd)

|h|→0−−−−→ 0.

1 This was originally proved by M. Riesz. A further characterization, given by Fréchet and Kolmogorov, is the approxi-
mation of precompact sets by finite-dimensional ones
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In view of the Arzelà-Ascoli Theorem 3.5 the set F ∗ ηε|K is precompact in C(K) and hence is totally
bounded. Whence there exist g1, · · · , gN ∈ F ∗ ηε|K such that

F ∗ ηε|K⊂
N⋃
i=1

B∞δK (gi) with δK = δ|K|−1/p.

To conclude that F |Ω is totally bounded, we show that

F |Ω⊂
N⋃
i=1

B3δ(gi),

where gi is the zero extension to Rd of gi. Let u ∈ F then by the previous inclusion, for some i we have
‖u ∗ ηε − gi‖C(K) ≤ δK . This implies that

‖u ∗ ηε − gi‖Lp(K) ≤ δ. (3.4)

Combining (3.1), (3.3) and (3.4) one arrives at

‖u− gi‖
p
Lp(Ω) =

( ˆ
Ω\K
|u(x)|p dx+

ˆ
K

|u(x)− gi(x)|p dx
)1/p

≤ ‖u‖Lp(Ω\K) + ‖u ∗ ηε − u‖Lp(K) + ‖u ∗ ηε − gi‖Lp(K) < 3δ.

That is u ∈ B3δ(gi), and the proof ends here.

Theorem 3.8 (Riesz-Fréchet-Kolmogorov). Let 1 ≤ p <∞. A subset F of Lp(Rd) is precompact if and
only if F is bounded, p-tight and p-equicontinuous in Lp(Rd).

Proof. Assume F is bounded, p-tight and p-equicontinuous. In light of the p-tightness, for δ > 0 let
Ω ⊂ Rd be of finite measure and such that

sup
u∈F

ˆ

Rd\Ω

|u(x)|p dx < δ/2.

Theorem 3.7 reveals that F|Ω is precompact in Lp(Ω) thus it is possible to cover F|Ω by finitely many balls
of radii δ/2 centred at g1, · · · , gn ∈ Lp(Ω). Let gi be the zero extension to Rd of gi. For u ∈ F such that
u ∈ Bδ/2(gi) we have

‖u− gi‖Lp(Rd) ≤ ‖u− gi‖Lp(Rd\Ω) + ‖u− gi‖Lp(Ω)

= ‖u‖Lp(Rd\Ω) + ‖u− gi‖Lp(Ω) < δ.

It follows that
F ⊂

n⋃
i=1

Bδ(gi).

Thus F is totally bounded in Lp(Rd) and hence precompact.
Conversely assume F is precompact. Then it is evidently bounded. Let ε > 0 and let there exists
g1, · · · , gn ∈ Lp(Rd) such that F ⊂

⋃n
i=1Bδ(gi). The p-tightness and p-equicontinuity (by continuity of

the shift) of the set {g1, · · · , gn} in Lp(Rd) implies that of F within the estimates

‖τhu− u‖Lp(Rd) ≤ ‖τhgi − gi‖Lp(Rd) + 2‖u− gi‖Lp(Rd)

and

‖u‖Lp(Rd\BR(0)) ≤ ‖u− gi‖Lp(Rd) + ‖gi‖Lp(Rd\BR(0)).

for u ∈ F , R > 0, h ∈ Rd and i = 1, 2, · · · , n.
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The following theorem generalizes [Bre10, Corollary 4.28] or [ACS+14, Theorem 6.23].

Theorem 3.9. Let 1 ≤ p, q, r ≤ ∞ such that 1
p + 1

q = 1 + 1
r . Suppose that F is a bounded subset of

Lp(Rd) and let g ∈ Lq(Rd) then F ∗ g is relatively compact in Lrloc(Rd).

Proof. Since F is bounded in Lp(Rd), for each u ∈ F and h ∈ Rd Young’s inequality implies

‖u ∗ (τhg − g)‖Lr(Rd) ≤ ‖u‖Lp(Rd)‖τhg − g‖Lq(Rd) ≤ C‖τhg − g‖Lq(Rd).

Together with the continuity of the shift, we get the r-equicontinuity of F ∗ g as follows:

lim
|h|→0

sup
u∈F
‖τh(u ∗ g)− u ∗ g‖Lr(Rd) ≤ C lim

|h|→0
‖τhg − g‖Lq(Rd) = 0.

In case r =∞ we know from Young’s inequality (cf Theorem 3.2) that F ∗ g ⊂ C(Rd) so that by Arzelá-
Ascoli Theorem 3.5 we get that F ∗ g is relatively compact in C(K) for every compact subset K of Rd
that is to say F ∗ g is relatively compact in L∞loc(Rd). If r < ∞ then the result readily follows from the
Kolmogorov–Riesz–Fréchet Theorem 3.5.

3.2. Classical Sobolev spaces
In this section we go through a rudimentary review of Sobolev spaces. We refer the reader to [AF03,
Maz13] for more discussions on the theory of Sobolev spaces. Assume Ω ⊂ Rd is an open set. Let
α = (α1, · · · , α1) ∈ Nd0 be a multiindex and u ∈ L1

loc(Ω)(space of locally integrable function onΩ). A
function g ∈ L1

loc(Ω) usually denote by g = ∂αu is called weak derivative or distributional derivative of u
of order α, if

ˆ
Ω
u(x)ϕ(x) dx = (−1)|α|

ˆ
Ω
g(x)ϕ(x) dx for all ϕ ∈ C∞c (Ω).

The uniqueness of the weak derivative g = ∂αu follows from the fundamental lemma of calculus of variation
which asserts that in L1

loc(Ω), only the null function u = 0 a.e. on Ω satisfies
ˆ

Ω
u(x)ϕ(x) dx = 0 for all ϕ ∈ C∞c (Ω).

Let m ∈ N and 1 ≤ p ≤ ∞. The space Wm,p(Ω) is the equivalence classes of functions u ∈ Lp(Ω)
whose distributional derivatives Dαu, up to the other m, belong to Lp(Ω). In other words we have
Wm,p(Ω) :=

{
u ∈ Lp(Ω) : Dαu ∈ Lp(Ω), |α| ≤ m

}
. The space Wm,p(Ω) is furnished with the norm

‖ · ‖Wm,p(Ω) defined by

‖u‖Wm,p(Ω) :=
(
‖u‖pLp(Ω) +

∑
|α|≤m

‖Dαu‖pLp(Ω)

) 1
p for 1 ≤ p <∞,

‖u‖Wm,∞(Ω) := ‖u‖L∞(Ω) +
∑
|α|≤m

‖Dαu‖L∞(Ω).

The closure of C∞c (Ω) in Wm,p(Ω) is denoted by Wm,p
0 (Ω).

Notation: For p = 2 and m = 1 we shall write H1(Ω)(resp. H1
0 (Ω)) in place of W 1,2(Ω) (resp.W 1,2

0 (Ω)).
The space Wm,p(Ω) is a separable Banach space (Hilbert space for p = 2 ) for 1 ≤ p < ∞ and reflexive
for 1 < p < ∞ (c.f. [AF03]). The absence of reflexivity for the case p = 1 gives rise to another type
of function space. When m = 1 this is known to be the space of bounded variation functions. Roughly
speaking it is the space of elements in L1(Ω) whose derivatives in the sense of distributions are bounded
Radon measures. This is formally defined as follows.
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Definition 3.10. The space of functions with bounded variation on Ω denoted by BV (Ω) is defined as
the space of functions u ∈ L1(Ω) such that |u|BV (Ω) <∞ (in which case u is said to has bounded variation
on Ω) where

|u|BV (Ω) := sup
{ˆ

Ω
u(x) divφ(x)dx : φ ∈ C∞c (Ω,Rd), ‖φ‖L∞(Ω) ≤ 1

}
. (3.5)

We will still denote the distributional derivative of a function u ∈ BV (Ω) by ∇u. Roughly speaking,
∇u = (Λ1,Λ2, · · · ,Λd) can be seen as a vector valued Radon measure2 on Ω such that

ˆ
Ω
u(x) ∂ϕ

∂xi
(x) dx = −

ˆ
Ω
ϕ(x) dΛi(x), for all ϕ ∈ C∞c (Ω), i = 1, · · · , d.

In particular, if u ∈ W 1,1(Ω) then |u|BV (Ω) ≤ ‖∇u‖L1(Ω) ≤ d2|u|BV (Ω) that is u ∈ BV (Ω) and we
have ∂xiu(x) dx = dΛi(x). Indeed, note that for ϕ ∈ C∞c (Ω) and e ∈ Sd−1 then eϕ ∈ C∞c (Ω,Rd) and
div(eϕ) = ∇ϕ · e. By duality we have

‖∇u‖L1(Ω) ≤
√
d

d∑
i=1
‖∇u · ei‖L1(Ω) =

√
d

d∑
i=1

sup
‖ϕ‖L∞(Ω)≤1

∣∣∣ˆ
Ω
u(x) div(eiϕ)(x) dx

∣∣∣ ≤ d2|u|BV (Ω).

Conversely, since u ∈W 1,1(Ω), the integration by part implies the following

|u|BV (Ω) = sup
‖φ‖L∞(Ω)≤1

∣∣∣ˆ
Ω
∇u(x) · φ(x) dx

∣∣∣ ≤ sup
‖φ‖L∞(Ω)≤1

ˆ
Ω
|∇u(x)||φ(x)| dx ≤ ‖∇u‖L1(Ω).

The quantity |∇u| may be regarded as a positive Radon measure whose value on an open set U ⊂ Ω is
|∇u|(U) = |u|BV (U). Notationally when no confusion may arise, it is often the case to write

´
Ω d|∇u|

or |∇u|(Ω) to synonymously denote the semi-norm |u|BV (Ω) also called the total variation of |∇u|. The
space BV (Ω) becomes a Banach space under the norm

‖u‖BV (Ω) = ‖u‖L1(Ω) + |u|BV (Ω).

We recommend the books [EG15, Maz13, Zie12] for further details on the space of functions with bounded
variation.

Remark 3.11. Given 1 < p <∞ by the reflexivity of Lp(Ω) it is possible to show that for

|u|BV p(Ω) := sup
{ˆ

Ω
u(x) divφ(x)dx : φ ∈ C∞c (Ω,Rd), ‖φ‖Lp′y(Ω) ≤ 1

}
,

the space BV p(Ω) of Lp(Ω) such that |u|BV p(Ω) < ∞ coincides with the Sobolev space W 1,p(Ω). We
show this fact implicitly in the proof of Theorem 5.22. Moreover, as for the p = 1, one shows that
|u|BV p(Ω) = ‖∇u‖Lp(Ω). However, the inclusion W 1,1(Ω) ↪→ BV (Ω) is strict and continuous. For instance
the weak derivative of the function u(x) = 1(0,1)(x)− 1(−1,0)(x) is 2δ0 (Dirac mass at the origin) whence
it belongs to BV (−1, 1) but is not in W 1,1(−1, 1). Actually, in this specific case the radon measure |∇u|
equals 2δ0 and |∇u|(−1, 1) = |u|BV (−1, 1) = 2.

Later we shall need the following less common approximation result.

Theorem 3.12 ([EG15, p.172],[AFP00, Theorem 3.9]). Let Ω ⊂ Rd be open. Assume u ∈ BV (Ω).
There exist functions (un)n in BV (Ω) ∩C∞(Ω) such that ‖un − u‖L1(Ω)

n→∞−−−−→ 0 and ‖∇un‖L1(Ω)
n→∞−−−−→

|u|BV (Ω) = |∇u|(Ω).

Remark 3.13. Note that the above approximation theorem does not claim that |un − u|BV (Ω)
n→∞−−−−→ 0

but rather implies that ‖un‖W 1,1(Ω)
n→∞−−−−→ ‖u‖BV (Ω). Strictly speaking, BV (Ω)∩C∞(Ω) is not necessarily

dense in BV (Ω). On the other hand, if a function u ∈ L1(Ω) is regular enough say u ∈ W 1,1(Ω) then
‖∇u‖L1(Ω) � |u|BV (Ω). From this we find that BV (Ω) ∩ C∞(Ω) = W 1,1(Ω) ∩ C∞(Ω).

2That is any Borel measure which is inner and outer regular and finite on each Compact subset of Ω.
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3.2. Classical Sobolev spaces

A separate aim of this chapter is to provide some strong connections between the aforementioned
Sobolev spaces and the upcoming nonlocal spaces of higher interest. Most of these properties will be
realized under some additional assumption on the geometry of Ω. Especially if Ω is an extension domain
understood in the following sense.

Definition 3.14 (cf. [AF03]). An open set Ω ⊂ Rd is called an Wm,p-extension (resp. BV -extension)
domain if there exists a linear operator E : Wm,p(Ω) → Wm,p(Rd) (resp. E : BV (Ω) → BV (Rd)) and a
constant C := C(Ω, d) depending only on the domain Ω and the dimension d such that

Eu |Ω = u and ‖Eu‖Wm,p(Rd) ≤ C‖u‖Wm,p(Ω) for all u ∈Wm,p(Ω)
(resp. Eu |Ω = u and ‖Eu‖BV (Rd) ≤ C‖u‖BV (Ω) for all u ∈ BV (Ω)).

Extension domains are significant in applications and are necessary in order to extend certain embeddings
theorems on function spaces defined on domains. Note that, bounded Lipschitz domains are both W 1,p-
extension and BV -extension domains. The geometry characterization of extension domains has been
extensively studied in the recent years. The W 1,p-extension property of an open set Ω implies certain
regularity of the boundary ∂Ω. For instance, according to [HKT08, Theorem 2], a W 1,p-extension domain
Ω ⊂ Rd is necessarily is a d-set, i.e. satisfies the volume density condition: there exists a constant c > 0
such that for all x ∈ ∂Ω and 0 < r < 1 we have |Ω ∩ B(x, r)| ≥ crd. Using the Lebesgue differentiation
theorem, it is easy to show that the boundary of a d-set Ω, has a zero Lebesgue measure, i.e. |∂Ω| = 0.
Therefore, given a W 1,p-extension domain Ω, we have the followingˆ

∂Ω
|∇Eu(x)|p dx = 0 for all u ∈W 1,p(Ω). (3.6)

To the best of our knowledge, we do not know whether the geometric characterization (3.6) remains true
for a BV -extension domain. However, we emphasize that [HKT08, Lemma 2.4] every W 1,1-extension
is a BV−extension domain. Hence, we will require a BV -extension domain Ω to satisfy the additional
condition

|∇Eu|(∂Ω) =
ˆ
Rd
1∂Ω(x) d|∇Eu| = 0 for all u ∈ BV (Ω). (3.7)

Some authors prefer [AFP00] to define a BV -extension domain together with the condition (3.7). Dis-
cussions on BV−extension domains can be found in [KMS10, Lah15]. Several references on extension
domains for Sobolev spaces can be found in [Zho15].

Trace spaces of Sobolev spaces
Next we recall the notion of traces spaces that are in a certain sense Sobolev spaces on the boundary
of a smooth domain. Loosely speaking trace spaces are models of Sobolev spaces on lower dimensional
smooth manifolds. Some cares are needed in order to properly build such spaces. Indeed for functions of
Sobolev spaces the classical restriction to a lower dimensional manifold are meaningless. Because a smooth
manifold of lower manifolds has Lebesgue a vanishing measure and Sobolev functions are solely defined
in the almost everywhere sense. Notwithstanding, by means of functional methods one can generalize the
concept of restriction by introducing the notion of trace. Let us commence by recalling the trace theorem
for a smooth domain Ω in the Hilbert setting.

Theorem 3.15 (Trace theorem, [HT08, Pon16]). Assume Ω ⊂ Rd is bounded domain with C2− boundary.
Then there exists a bounded linear map (or trace operator) γ0 : H1(Ω) → L2(∂Ω) such that Ker γ0 =
H1

0 (Ω), for every v ∈ C(Ω) we have γ0v = v|∂Ω, and there is some constant C > 0 for which

‖γ0v‖L2(∂Ω) ≤ C‖v‖H1(Ω), ∀ v ∈ H1(Ω).

Similarly the linear map γ1 : C1(Ω) ∩H1(Ω)→ C(∂Ω) ∩ L2(∂Ω) defined by

γ1v := γ0 ◦
∂v

∂ν
= ∇v · n|∂Ω

continuously extends to H2(Ω) and Ker γ0 ∩Ker γ1 = H2
0 (Ω).
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Chapter 3. Nonlocal Sobolev-like Spaces

Definition 3.16. Let Ω be a bounded smooth domain. The trace spaces H1/2(∂Ω) and H3/2(∂Ω) are
respectively the range of the trace operators γ0 and γ1 that is

H1/2(∂Ω) := γ0(H1(Ω)) and H3/2(∂Ω) := γ1(H2(Ω))

so that the mappings γ0 : H1(Ω)→ H1/2(∂Ω) and γ1 : H2(Ω))→ H3/2(∂Ω) are onto and remain bounded
respectively under the natural norms

‖v‖H1/2(∂Ω) := inf{‖w‖H1(Ω) : w ∈ H1(Ω) and v = γ0w}

and
‖v‖H3/2(∂Ω) := inf{‖w‖H2(Ω) : w ∈ H1(Ω) and v = γ1w}.

Usually H−1/2(∂Ω) denote the dual space of H1/2(∂Ω). Clearly we have the following continuous embed-
dings: H1

0 (Ω) ↪→ H1(Ω) ↪→ H1/2(∂Ω) ↪→ L2(∂Ω). Note that, if Ω is not smooth, then an intelligent way
to define H1/2(∂Ω) is to set H1/2(∂Ω) ≡ H1(Ω)/H1

0 (Ω) that is, the quotient space of H1(Ω) by H1
0 (Ω)

via the equivalent relation u ∼ v if and only if u− v ∈ H1
0 (Ω).

Let us also emphasize that for a domain with sufficiently smooth boundary, it is possible to define an
intrinsic norm [Din96, Mik11] on the spaces Hs(∂Ω) with s = 1/2, 3/2 as follows:

‖v‖2Hs(∂Ω) :=
ˆ
∂Ω
|u(x)|2dσ(x) +

¨

∂Ω×∂Ω

|u(x)− u(y)|2
|x− y|d−1+2s dσ(x)dσ(y).

Here dσ represents the Lebesgue surface measure on ∂Ω. This is an avant-gout towards the introduction
of the so called fractional Sobolev spaces. For the general case, where s ∈ (0, 1) see [Gri11, Section 1.3.3].

Remark 3.17. Roughly speaking the operator γ0 models the restriction of H1(Ω) functions on the
boundary ∂Ω (indeed the classical restriction on ∂Ω of such functions apriori does not make sense in
general since ∂Ω has zero Lebesgue measure as d− 1-dimensional manifold). The operator γ1 can be seen
as extension of the notion of the normal derivative on H2(Ω). Meanwhile, one can prove that operators
γ0 and γ1 are not defined on L2(Ω) and H1(Ω) respectively. A modern treatise on trace spaces in general
is included in [Pon16].

3.3. Nonlocal Hilbert function spaces
In this section we introduce generalized Sobolev-Slobodeckij-like function spaces with respect to a sym-
metric Lévy measure ν(h) dh tailor made for L2-theory of nonlocal elliptic complement value problems.
We will extend this to Lp-spaces later. Our standing object is a function ν : Rd \ {0} → [0,∞] which
satisfies the Lévy integrability condition, i.e., ν ∈ L1(Rd, (1∧|h|2) dh) and is symmetric, i.e., ν(h) = ν(−h)
for all h ∈ Rd. The function ν then is the density of a symmetric Lévy measure. In case ν is radial we
adopt the convention by identifying ν with its radial profile, i.e., ν(h) = ν(|h|), h ∈ Rd . Let Ω ⊂ Rd be
open.

• We define the space Hν(Ω) by,

Hν(Ω) =
{
u ∈ L2(Ω) : |u|2Hν(Ω) :=

¨

ΩΩ

(
u(x)− u(y)

)2
ν(x− y) dy dx <∞

}
.

equipped with the norm defined as follows

‖u‖2Hν(Ω) = ‖u‖2L2(Ω) +
¨

ΩΩ

(
u(x)− u(y)

)2
ν(x− y) dy dx.
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3.3. Nonlocal Hilbert function spaces

Note that we also have the following nice representation
¨

ΩΩ

(
u(x)− u(y)

)2
ν(x− y) dy dx =

¨

Rd Rd

(
u(x)− u(y)

)2 [
1Ω(x) · 1Ω(y)

]
ν(x− y) dy dx.

• We also introduce the space Vν(Ω|Rd) which is of highest interest in this work.

Vν(Ω|Rd) =
{
u : Rd → R meas. : E(u, u) := 1

2

¨

(Ωc×Ωc)c

(
u(x)− u(y)

)2
ν(x− y) dy dx <∞

}
.

Note that (Ωc × Ωc)c = (Rd × Rd) \ (Ωc × Ωc) = (Ω × Ω) ∪ (Ωc × Ω) ∪ (Ω × Ωc). Thus, an equal simple
representation of the form E(·, ·) is given by

E(u, u) := 1
2

¨

Rd Rd

(
u(x)− u(y)

)2 [
1Ω(x) ∨ 1Ω(y)

]
ν(x− y) dy dx.

• Assume L is the Lévy operator associated with the measure ν. Define the new space V 1
ν (Ω|Rd) by

V 1
ν (Ω|Rd) =

{
u ∈ Vν(Ω|Rd) : Lu exists weakly and Lu ∈ L2(Ω)

}
.

Here the weak integrodifferentiability of Lu is understood in the sense of Definition 2.11.
• Denote by V Ω

ν (Ω|Rd) the space of functions that vanish on the complement of Ω i.e

V Ω
ν (Ω|Rd) = {u ∈ Vν(Ω|Rd) : u = 0 a.e. on Rd \ Ω} .

Proposition 3.18. The space Vν(Ω|Rd) can be equally defined as follows

Vν(Ω|Rd) =
{
u : Rd → R meas. | |u|2Vν(Ω|Rd) :=

¨

ΩRd

(
u(x)− u(y)

)2
ν(x− y) dy dx <∞

}
.

Moreover, for all u ∈ Vν(Ω|Rd) we have |u|2Vν(Ω|Rd) ≤ E(u, u) ≤ 2|u|2Vν(Ω|Rd).

Proof. A routine check, shows that we have

E(u, u) = 1
2

¨

Rd Rd

(
u(x)− u(y)

)2 [
1Ω(x) ∨ 1Ω(y)

]
ν(x− y) dy dx

|u|2Vν(Ω|Rd) = 1
2

¨

Rd Rd

(
u(x)− u(y)

)2 [
1Ω(x) + 1Ω(y)

]
ν(x− y) dy dx

Clearly we have 1
2
[
1Ω(x)+1Ω(y)

]
≤
[
1Ω(x)∨1Ω(y)

]
≤ 2· 12

[
1Ω(x)+1Ω(y)

]
. Thus the following comparison

holds true ¨

ΩRd

(
u(x)− u(y)

)2
ν(x− y) dy dx ≤ E(u, u)≤ 2

¨

ΩRd

(
u(x)− u(y)

)2
ν(x− y) dy dx .

Therefore, for some proofs the usage of the quadratic form
˜

ΩRd

(
u(x) − u(y)

)2
ν(x − y) dy dx which is

simpler to handle in place of
˜

(Ωc×Ωc)c

(
u(x) − u(y)

)2
ν(x − y) dy dx should not alarm the reader. In

reality, as we can observe, the notation Vν(Ω|Rd) is to emphasize that the integral of the measurable map
(x, y) 7→

(
u(x)−u(y)

)2
ν(x−y) performed over Ω×Rd is finite. Another possible suitable notation of the

space Vν(Ω|Rd) could be Hν(Ω|Rd). But we shall use only the notation Vν(Ω|Rd). We shall visit some
fundamental results in connection to the aforementioned spaces in wider context.
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Chapter 3. Nonlocal Sobolev-like Spaces

3.3.1. Natural embeddings of nonlocal energy spaces
Here we intend to answer the following questions: (i) What is the most suitable way to define a norm on
Vν(Ω|Rd)? (ii) What are the possible ways to embed Vν(Ω|Rd) into some L2-space of functions defined
on Ωc or on the whole Rd? The answer to the latter question is of great interest for our framework as it
is a cornerstone for the study of the Inhomogeneous Neumann and Robin complement value problems.
Before we start with our investigation, let us observe that under certain conditions on ν and Ω, there
exists at least a natural norm on Vν(Ω|Rd). Let us recall the following.

Definition 3.19. A function ν : Rd → [0,∞] is said to be the density of an unimodal Lévy measure
if it is radial, ν ∈ L1(1 ∧ |h|2 dh) and almost decreasing, i.e., there is c > 0 such that |y| ≥ |x| implies
ν(y) ≤ cν(x). We merely say that the function ν is unimodal.

Proposition 3.20. Let ν : Rd \ {0} → R be unimodal and Ω ⊂ Rd be a bounded open set. Assume
Ω ⊂ B|ξ|/2(0) for some ξ ∈ Rd with ν(ξ) 6= 0. In particular, if ν is fully supported on Rd. Then
Vν(Ω|Rd) ⊂ L2(Ω). Equivalently Vν(Ω|Rd) ∩ L2(Ω) = Vν(Ω|Rd).

Proof. First, if Ω ⊂ B|ξ|/2(0), then for all x, y ∈ Ω we have ν(x − y) ≥ c′ with c′ = cν(ξ) > 0. By
Jensen’s inequality, we have

¨

(Ωc×Ωc)c

(
u(x)− u(y)

)2
ν(x− y) dx dy ≥ c′

¨

ΩΩ

(|u(x)| − |u(y)|)2 dx dy

≥ c′|Ω|
ˆ

Ω

(
|u(x)| −

ffl
Ω |u|

)2
dx.

This shows that the mean value
ffl

Ω |u| is finite. We conclude u ∈ L2(Ω) because of
ˆ

Ω
u2(x) dx ≤ 2

ˆ
Ω

(
|u(x)| −

ffl
Ω|u|

)2
dx+ 2|Ω|

(ffl
Ω |u|

)2
.

Therefore, when Ω is bounded, under the assumptions of Proposition 3.20 it is natural to endow the space
Vν(Ω|Rd) with the norm

‖u‖2Vν(Ω|Rd) := ‖u‖2L2(Ω) + E(u, u) � ‖u‖2L2(Ω) + |u|2Vν(Ω|Rd).

Accordingly on Vν(Ω|Rd) it is convenient to define the corresponding inner product(
u, v

)
Vν(Ω|Rd) =

(
u, v

)
L2(Ω) + E(u, v) or

(
u, v

)
Vν(Ω|Rd) =

(
u, v

)
L2(Ω) + [u, v]2 .

where

E(u, v) = 1
2

¨

(Ωc×Ωc)c

(
u(x)− u(y)

)(
v(x)− v(y)

)
ν(x− y) dy dx

[u, v]Vν(Ω|Rd) =
¨

ΩRd

(
u(x)− u(y)

)(
v(x)− v(y)

)
ν(x− y) dy dx .

When the function ν is bounded, e.g. in the case ν(h) = 1B1(h), the space Hν(Ω) equals L2(Ω). The
same holds true if ν ∈ L1(Rd). Indeed in such situation if u ∈ L2(Ω) then we have

¨

ΩΩ

(
u(x)− u(y)

)2
ν(x− y) dy dx ≤ 4

¨

ΩΩ

u2(x) ν(x− y) dy dx

≤ 4
¨

ΩRd

u2(x) ν(h)dx dh = 4‖ν‖L1(Rd)‖u‖L2(Ω) .
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Definition 3.21. From now on, for a general measure ν with full support, even if Ω is not bounded, we
refer to the space Vν(Ω|Rd) as the space Vν(Ω|Rd) ∩ L2(Ω) equipped with the norm defined by

‖u‖2Vν(Ω|Rd) = ‖u‖2L2(Ω) + E(u, u).

The space V 1
ν (Ω|Rd) shall be equipped with the norm

‖u‖2V 1
ν (Ω|Rd) = ‖Lu‖2L2(Ω) + ‖u‖2L2(Ω) + E(u, u) = ‖Lu‖2L2(Ω) + ‖u‖2Vν(Ω|Rd).

Some authors find it convenient to work with space Vν(Ω|Rd) ∩ L2(Rd) equipped with the norm

|||u|||2Vν(Ω|Rd) := ‖u‖2L2(Rd) + E(u, u).

Remark 3.22. The space V 1
ν (Ω|Rd) can be understood as a nonlocal version of H2(Ω). Indeed it is well-

known from Caldéròn-Zygmund inequality that for a smooth domain Ω, H2(Ω) = {u ∈ H1(Ω) : ∆u ∈
L2(Ω)} where ∆u is understood in the distributional sense. Moreover ‖ · ‖H2(Ω) � ‖ · ‖H1(Ω) + ‖∆ · ‖L2(Ω).

Clearly, Vν(Ω|Rd) ∩ L2(Rd) ⊂ Vν(Ω|Rd) and ‖u‖Vν(Ω|Rd) ≤ |||u|||Vν(Ω|Rd) for all u ∈ Vν(Ω|Rd) ∩ L2(Rd) so
that the embedding Vν(Ω|Rd)∩L2(Rd) ↪→ Vν(Ω|Rd) is continuous. Note that as in (3.8), for an integrable
function ν, the space Vν(Ω|Rd) ∩ L2(Rd) equals L2(Rd) whereas, Vν(Ω|Rd) reduces to the subspace of
functions u ∈ L2(Ω) with

¨

ΩΩc

(u(x)− u(y))2ν(x− y) dx dy <∞.

This shows that in many situations the space Vν(Ω|Rd) might be a little larger than Vν(Ω|Rd) ∩ L2(Rd).
Nevertheless, when Ω = Rd the normed spaces

(
Vν(Ω|Rd), ‖ · ‖Vν(Ω|Rd)

)
,
(
Vν(Ω|Rd)∩L2(Rd), |||·|||Vν(Ω|Rd)

)
and

(
Hν(Ω), ‖ · ‖Hν(Ω)

)
are all equal and coincide in norms and will be denoted by (Hν(Rd), ‖ · ‖Hν(Rd)).

Theorem 3.23. Assume that ν : Rd \{0} → R is a symmetric Lévy measure. The function spaces(
Vν(Ω|Rd) ∩ L2(Rd), |||·|||Vν(Ω|Rd)

)
and

(
Hν(Ω), ‖ · ‖Hν(Ω)

)
are separable Hilbert spaces.

In addition if ν has full support in Rd then the same is true for the space
(
Vν(Ω|Rd), ‖ · ‖Vν(Ω|Rd)

)
and the

space
(
V 1
ν (Ω|Rd), ‖ · ‖V 1

ν (Ω|Rd)
)

Proof. For the spaces
(
Vν(Ω|Rd) ∩ L2(Rd), |||·|||Wp

ν (Ω|Rd)
)
and

(
Hν(Ω), ‖ · ‖Wp

ν (Ω)
)
and

(
Vν(Ω|Rd), ‖ ·

‖Wp
ν (Ω|Rd)

)
the statements are contained in Theorem 3.46. Now assume ν is fully supported and let

(un)n ⊂ V 1
ν (Ω|Rd). Then (un)n and (Lun)n are Cauchy sequences in

(
Vν(Ω|Rd), ‖ · ‖Vν(Ω|Rd)

)
and

L2(Ω) respectively. Let u ∈ Vν(Ω|Rd) such that ‖un − u‖Vν(Ω|Rd)
n→∞−−−−→ 0 and g ∈ L2(Ω) such that

‖Lun − g‖L2(Ω)
n→∞−−−−→ 0. It remains to show that Lu = g distributionally which is straightforward. Ac-

cording to Definition 2.11, since ‖Lun − g‖L2(Ω) + ‖un − u‖L2(Ω)
n→∞−−−−→ 0, we have Lu = g. Indeed since

each Lun is define in the weak sense, for ϕ ∈ C∞c (Ω) with K = suppϕ we get
ˆ
K

g(x)ϕ(x) dx = lim
n→∞

ˆ
K

Lun(x)ϕ(x) dx = lim
n→∞

ˆ
K

un(x)Lϕ(x) dx =
ˆ
K

u(x)Lϕ(x) dx.

The following lemma shows that it is possible to define certain norms on Vν(Ω|Rd) (with nice properties)
which are equivalent to the norm ‖ · ‖Vν(Ω|Rd) when the function ν is unimodal.

Lemma 3.24. Let Ω ⊂ Rd be open (not necessarily bounded) such that Ωc has a non-empty interior.
Assume ν : Rd \ {0} → R is unimodal and has full support. Then there exists an almost decreasing radial
Radon measure ν̃ : Rd → [0,∞) with full support and a constant C > 0 both depending only on ν, d and
Ω such that the following assertions hold true.
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(i) ν̃(Rd) <∞.

(ii) 0 < ν̃ ≤ C(1 ∧ ν) a.e. Moreover, we have ν̃ � 1 ∧ ν if in addition ν satisfies the doubling grow
condition: there is a constant κ > 0 such that ν(h) ≤ κν(2h) for all |h| ≥ 1.

(iii) We have the continuous embeddings

Vν(Ω|Rd) ↪→ L2(Rd, ν̃) ↪→ L1(Rd, ν̃).

(iv) On Vν(Ω|Rd), the norms ‖ · ‖#
Vν(Ω|Rd) and ‖ · ‖∗Vν(Ω|Rd) are equivalent. Where,

‖u‖∗2Vν(Ω|Rd) =
ˆ
Rd
u2(x)ν̃(x) dx+

¨

(Ωc×Ωc)c

(u(x)− u(y))2ν(x− y) dx dy ,

‖u‖#2
Vν(Ω|Rd) =

ˆ
Ω
u2(x)ν̃(x) dx+

¨

(Ωc×Ωc)c

(u(x)− u(y))2ν(x− y) dx dy .

Furthermore, if Ω is bounded then the norms ‖ · ‖Vν(Ω|Rd) and ‖ · ‖∗Vν(Ω|Rd) are also equivalent.

Proof. Assume ν has full support. We take R ≥ 1 sufficiently large such that we have |BR(0) ∩ Ω| > 0
and |BR(0) ∩ Ωc| > 0. Set Ω(R) = BR(0) ∩ Ω (if Ω is bounded take R > 1 large so that Ω ⊂ BR(0),
i.e. Ω(R) = Ω). In any case, for all x ∈ Ω(R) and all y ∈ Rd we have |x − y| ≤ R(1 + |y|). The
monotonicity condition on ν implies ν(R(1 + |y|)) ≤ cν(x − y). Set ν̃(h) = ν(R(1 + |h|)) for h ∈ Rd,
where we abuse the notation and write ν(|y|) instead of ν(y) for y ∈ Rd. Let us show that ν̃ satisfies the
desired conditions. Firstly, using the scaling and the translation invariance properties of the Lebesgue
measure it is easy to show that ν̃ also has full support. Note that |h| ≤ R(1 + |h|) and R ≤ R(1 + |h|)
for all h ∈ Rd . Whence, 0 < ν̃ ≤ C(1 ∧ ν) a.e. In addition let us assume that ν(h) ≤ κν(2h) for all
|h| ≥ 1. Let n ≥ 1 be the unique integer such that 2n ≤ R < 2n+1 and consider δ = R

2n+1−R ≥ 1. For

this choice of δ we have R(1 + |h|) ≤ R|h|(δ + 1)
δ

= 2n|h| whenever |h| ≥ δ or |h|/δ ≥ 1. This entails that
ν̃(h) ≥ cν(2n|h|) and by assumption we get ν̃(h) ≥ cκ−nν(|h|). Now, if |h| ≤ δ then R(1 + |h|) ≤ R(δ+ 1)
so that ν̃(h) ≥ cν(R(δ + 1)) = C. We have proved that ν̃(h) ≥ C(1 ∧ ν(h)) and hence (ii) is verified.
Passing through polar coordinates, we have

ν̃(Rd) =
ˆ

Rd

ν(R(1 + |h|)) dh = |Sd−1|
ˆ ∞

0
ν(R(1 + r))rd−1 dr

= |Sd−1|R−1
ˆ ∞
R

ν(r)
( r
R
− 1
)d−1

dr ≤ |Sd−1|R−d
ˆ ∞
R

ν(r)rd−1 dr

= R−d
ˆ
|h|≥R

(1 ∧ |h|2)ν(h) dh ≤ R−d
ˆ
Rd

(1 ∧ |h|2)ν(h) dh <∞ .

This proves (i) and hence L2(Rd, ν̃(h) dh) ⊂ L1(Rd, ν̃(h) dh). We recall that Vν(Ω|Rd) is a subspace
of L2(Ω) endowed with the norm ‖ · ‖Vν(Ω|Rd). Let u ∈ Vν(Ω|Rd) since we know that ν̃(x) ≤ C and
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ν̃(x) ≤ cν(x− y) for all y ∈ Ω(R) and all x ∈ Rd the following estimates holdˆ
Ω
u2(x) dx+

¨

ΩΩc

(u(x)− u(y))2ν(x− y) dy dx

≥ C−1
ˆ

Ω
u2(x)ν̃(x) dx+

¨

ΩΩc

(u(x)− u(y))2ν(x− y) dy dx

≥ C−1
ˆ

Ω(R)
u2(x)ν̃(x) dx+

¨

Ω(R)Ωc

(u(x)− u(y))2ν(x− y) dy dx

= C−1ν̃(Ωc)−1
¨

Ω(R)Ωc

u2(x)ν̃(y) dy dx+
¨

Ω(R)Ωc

(u(x)− u(y))2ν(x− y) dy dx

≥ (C−1ν̃(Ωc)−1 ∧ c−1)
¨

Ω(R)Ωc

[
u2(x) + (u(x)− u(y))2

]
ν̃(y) dy dx

≥ (C−1ν̃(Ωc)−1 ∧ c−1) |Ω(R)|
2

ˆ

Ωc

u2(y)ν̃(y) dy .

The second and the last line imply that u ∈ L2(Rd, ν̃) thereby proving that Vν(Ω|Rd) ⊂ L2(Rd, ν̃(h) dh).
Obviously the proof of (iii) is also complete. The first, second and the last line of the above estimates
show that there exist two constants C1 > 0 and C2 > 0 depending only on Ω, ν, R and d such that

‖u‖Vν(Ω|Rd) ≥ C1‖u‖#Vν(Ω|Rd) ≥ C2‖u‖∗Vν(Ω|Rd) .

Together with the trivial inequality ‖u‖#
Vν(Ω|Rd) ≤ ‖u‖

∗
Vν(Ω|Rd), the norms ‖ · ‖#

Vν(Ω|Rd) and ‖ · ‖∗Vν(Ω|Rd)
turn out to be equivalent.
Moreover, if Ω is bounded, then R ≤ R(1 + |h|) ≤ R(1 + R) for all h ∈ Ω. The monotonicity of ν yields
C−1 ≤ ν̃(h) ≤ C for all h ∈ Ω. Hence, C−1‖u‖L2(Ω) ≤ ‖u‖L2(Ω, ν̃(h) dh) ≤ C‖u‖L2(Ω) which implies the
equivalent of ‖ · ‖#

Vν(Ω|Rd) and ‖ · ‖Vν(Ω|Rd) thereby proving the equivalence of ‖ · ‖Vν(Ω|Rd) and ‖ · ‖∗Vν(Ω|Rd).
Part (iv) is proved.

Example 3.25. For α ∈ (0, 2) consider ν(h) = |h|−d−α and one obtains ν̃ � 1∧ν with ν̃(h) = (1+|h|)−d−α
or ν̃(h) = (1 + |h|d+α)−1. In the aforementioned case, the space Hν(Ω) equals the classical Sobolev-
Slobodeckij space Hα/2(Ω). For the same choice of ν we define V α/2(Ω|Rd) as the space Vν(Ω|Rd). So
that we have V α/2(Ω|Rd) ↪→ L2(Rd, (1 + |h|)−d−α).
In the special case where ν is unimodal, the Lemma 3.24 provides several possible ways to define other
norms on Vν(Ω|Rd) equivalent to the norm ‖ · ‖Vν(Ω|Rd). In particular we have the continuous embedding
Vν(Ω|Rd) ↪→ L2(Rd, ν̃). Next we obtain similar results for a more general symmetric Lévy kernel ν. We
start with the following definition
Definition 3.26. Let ν : Rd \{0} → [0,∞] be the density of a symmetric Lévy measure and K ⊂ Rd
be a measurable set such that |K| > 0. We write νK to denote the measurable function defined by
νK : Rd → [0,∞] such that for x ∈ Rd,

νK(x) = essinfy∈K ν(x− y).

Remark 3.27. Since ν is integrable away from the origin it has some decay at infinity. Typically, for
x ∈ Rd the infimum of ν(x− y) is realized when y is far from x. In some sense the function νK destroys
the singularity of ν. A simple way to illustrate this is to consider the example where ν is unimodal.
Proposition 3.28. Let ν be the density of a unimodal Lévy measure with full support on Rd \{0}. Then
(i) νB1 ∈ L1(Rd), (ii) νB1 ≤ c(1 ∧ ν) and (iii) if in addition ν satisfies the doubling growth condition:
∃ κ > 0 such that ν(h) ≤ κν(2h) for all |h| ≥ 1 then

νB1 � 1 ∧ ν with νB1(x) = essinfy∈B1 ν(x− y).
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The same conclusions hold with B1 replaced by any other ball B. Furthermore for a ball B ⊂ Ω we have

Vν(Ω|Rd) ↪→ L2(Rd, νB) ↪→ L1(Rd, νB).

Proof. For x ∈ B1 there exists x∗ ∈ B1 (diametrically opposite to x) such that 2 ≥ |x−x∗| = 2−|x| ≥ 1.
Since ν is almost decreasing we have cν(2) ≤ νB1(x) ≤ ν(x − x∗) ≤ c−1ν(1). If x ∈ Rd \B1 there exists
x∗ ∈ B1 (diametrically opposite to x) such that |x| ≤ |x| + 1 = |x − x∗| that is cνB1(x) ≤ cν(|x|) for all
y ∈ B1 |x− y| ≤ |x|+ 1 ≤ 2|x| which implies cν(2|x|) ≤ νB1(x). We have cν(|x|) ≤ νB1(x) ≤ c−1ν(|x|).
Observe that νB1 is bounded on B1 and νB1ν on Rd \B1 and ν is integrable on Rd \B1. Therefore,
νB1 ∈ L1(Rd) and thus L2(Rd, νB1) ↪→ L1(Rd, νB1). Further we have shown that cνB1 ≤ (1 ∧ ν) and
νB1(x) ≥ c(1 ∧ ν(2|x|)). If ν satisfies ν(h) ≤ κν(2|h|) for all |h| ≥ 1 then κ−1c(1 ∧ ν) ≤ νB1 ≤ c−1(1 ∧ ν).
One reaches the similar conclusions for any other ball B. If B ⊂ Ω we let u ∈ Vν(Ω|Rd) and y ∈ B thenˆ

Rd
|u(x)|2νB(x) dx ≤ 2|u(y)|2‖νB‖L1(Rd) + 2

ˆ
Rd

(u(x)− u(y))2ν(x− y) dx.

Integrating both sides with respect to the variable y over B yieldsˆ
Rd
|u(x)|2νB(x) dx ≤ C

ˆ
B

|u(x)|2 dy + C

¨

K′Rd

(u(x)− u(y))2ν(x− y) dx dy

≤ C
ˆ

Ω
|u(x)|2 dy + C

¨

ΩRd

(u(x)− u(y))2ν(x− y) dx dy

with C = 2|B|−1(‖νB‖L1(Rd) + 1). Hence Vν(Ω|Rd) ↪→ L2(Rd, νB) since ‖u‖2L2(Ωc,νK) ≤ C‖u‖2Vν(Ω|Rd).

Remark 3.29. (i) The conclusions of Lemma 3.24 remain true with ν̃ replaced by νB for a ball B ⊂ Ω.
(ii) Under the doubling scaling condition on a unimodal kernel ν, it is possible to analogously show that
for any ball B we have νB � 1 ∧ ν. Hence for any compact set K with a non-empty interior we have
νK � 1∧ν. This means that almost all νK are comparable. But this is not always the case in general. For
instance consider ν(h) = |h|−de−|h|2 , then we claim that νB1 and νB2 are not comparable. Indeed assume
there is a constant C > 0 such that νB1(x) ≤ cνB1(x) for all x ∈ Rd. Let |x| ≥ 4 then there are two points
x∗ ∈ ∂B1 and x′∗ ∈ ∂B2(diametrically opposite to x) such that |x− x∗| = |x|+ 1, |x− x′∗| = |x|+ 2 and

νB1(x) = ν(x− x∗) = (|x|+ 1)−de−(1+|x|)2
and νB2(x) = ν(x− x′∗) = (|x|+ 2)−de−(2+|x|)2

.

That νB1(x) ≤ CνB2(x) implies 1 ≤ C
( |x|+2
|x|+1

)d
e−2|x| |x|→∞−−−−→ 0, which is impossible.

(iii) Note that, although the class of the almost decreasing unimodal Lévy kernel is fairly large, there
exists some radial Lévy kernels which are not almost decreasing . For example, for β ∈ [−1, 2) define

νβ(h) = |h|−d−β ρ(h) with ρ(h) :=
(2 + cos |h|

3
)|h|4

.

Note that νβ is not almost decreasing since ρ(2πn) = 1 and ρ(π(2n − 1)) = 3−π4(2n−1)4 for all n ∈ N.
Now if β ∈ (0, 2), it is clear that νβ is Lévy integrable since ρ is bounded. If −1 ≤ β ≤ 0 then νβ is also
Lévy integrable since the map r 7→ ρ(r) is in L1(R).

The following result is more general and provides an alternative to the Lemma 3.24 when ν is not a
unimodal function.

Lemma 3.30. Assume ν is a symmetric Lévy kernel and Ω ⊂ Rd is an open set. For any measurable
subset K ⊂ Ω with positive measure |K| > 0, consider the map νK : Ωc → [0,∞] with

νK(x) = essinfy∈K ν(x− y).

Then νK ∈ L1(Ωc) and we have the continuous embeddings

Vν(Ω|Rd) ↪→ L2(Ωc, νK) ↪→ L1(Ωc, νK).
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Proof. Given that |K| > 0, for a suitable z ∈ K ⊂ Ω we have δz = dist(z, ∂Ω) > 0 and νK(x) ≤ ν(x− z)
for almost every x ∈ Ωc. As Ωc ⊂ Bcδz(z) by Lévy integrability of ν, we get

ˆ
Ωc
νK(x) dx ≤

ˆ
Bc
δz

(z)
ν(x− z) dx =

ˆ
Bc
δz

(0)
ν(h) dh <∞.

In particular, νK ∈ L1(Ωc). This implies that L2(Ωc, νK) ↪→ L1(Ωc, νK). Let y ∈ K ′ ⊂ K be measurable
such that 0 < |K ′| < ∞ . Proceeding as in the proof of Proposition 3.28, one obtains the estimate
‖u‖2L2(Ωc,νK) ≤ C‖u‖2Vν(Ω|Rd) with C = 2|K ′|−1(‖νK‖L1(Ωc) + 1).

As we have demonstrated above, the main feature of the weight νK consists of removing the singularity
of ν. Another way of defining such a weight is as follows.

Definition 3.31. Let ν : Rd \{0} → [0,∞] be the density of a symmetric Lévy measure and K ⊂ Rd
be a measurable set such that |K| > 0. We write ν̊K to denote the measurable function defined by
ν̊K : Rd → [0,∞] such that for x ∈ Rd,

ν̊K(x) =
ˆ
K

1 ∧ ν(x− y) dy.

Proposition 3.32. Assume that ν is the density of a symmetric Lévy measure and Ω ⊂ Rd is an open set.
For any measurable set S ⊂ Rd such that 0 < |S| < ∞ we have ν̊S ∈ L1(Rd). Let K ⊂ Ω be measurable
with |K| > 0 then the embedding Vν(Ω|Rd) ↪→ L2(Rd, ν̊K) is continuous. Moreover If 0 < |K| < ∞ then
the embeddings Vν(Ω|Rd) ↪→ L2(Rd, ν̊K) ↪→ L1(Rd, ν̊K) are continuous.

Proof. The integrability of ν̊S is readily obtained as follows
ˆ
Rd
ν̊S(x) dx =

ˆ
S

ˆ
Rd

1 ∧ ν(x− y) dx dy = |S|
ˆ
Rd

1 ∧ ν(h) dh ≤ |S|
ˆ
B1

dh+ |S|
ˆ
Bc1

ν(h) dh <∞.

Let u ∈ Vν(Ω|Rd) and K ⊂ Ω, we get the estimate
ˆ
Rd
|u(x)|2ν̊K(x) dx =

ˆ
K

ˆ
Rd
|u(x)− u(y) + u(y)|21 ∧ ν(x− y) dx dy

≤ 2‖1 ∧ ν‖L1(Rd)

ˆ
Ω
|u(y)|2 dy + 2

¨

ΩRd

(u(x)− u(y))2ν(x− y) dy dx

≤ C‖u‖2Vν(Ω|Rd).

Let us look at the case where ν is radial.

Proposition 3.33. Let ν be the density of a unimodal Lévy measure with full support on Rd \{0}. In
addition ν satisfies the doubling growth condition, i.e. ∃ κ > 0 such that ν(h) ≤ κν(2h) for all |h| ≥ 1
then for any ball B ⊂ Rd we have

ν̊B � 1 ∧ ν with ν̊B(x) =
ˆ
B

1 ∧ ν(x− y) dy.

Furthermore, if B ⊂ Ω then the embeddings Vν(Ω|Rd) ↪→ L2(Rd, ν̊B) ↪→ L1(Rd, ν̊B) are continuous.

Proof. Since ν is unimodal, let c > 0 be a constant such that cν(y) ≤ ν(x) if |y| ≥ |x|. Let R ≥ 1 be
large enough such that B ⊂ BR. We know from Lemma 3.24 (ii) that there exists λ > 1 such that

λ−1ν̃(h) ≤ 1 ∧ ν(h) ≤ λν̃(h) for all h ∈ Rd,

where ν̃(h) = ν(R(1 + |h|)).
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Assume |x| ≥ 4R. For y ∈ B we have |y| ≤ R ≤ 4R ≤ |x| and thus R(1 + |x − y|) ≤ 3R|x|. We also
have |x − y| ≥ |x| − |y| ≥ |x|

2 . Hence, for each y ∈ B, we have |x|2 ≤ |x − y| ≤ R(1 + |x − y|) ≤ 3R|x|,
which implies cν(3R|x|) ≤ ν̃(x − y) ≤ c−1ν( |x|2 ). Since |x|2 ≥ 2R ≥ 1, the scaling condition implies that
ν( |x|2 ) ≤ κν(|x) and there exists a constant η > 0 such that η ν(|x|) ≤ ν(3R|x|). It follows that

cη ν(|x|) ≤ ν̃(x− y) ≤ c−1κν(|x|).

Assume |x| ≤ 4R then for each y ∈ B ⊂ BR we have R ≤ R(1 + |x − y|) ≤ 6R. This implies that
cν(6R) ≤ ν̃(x− y) ≤ c−1ν(R) for all y ∈ B.
Altogether, it follows that for some constant C > 1 and for all y ∈ B and all x ∈ Rd we have

C−1 (1 ∧ ν(x)) ≤ ν̃(x− y) ≤ C(1 ∧ ν(x)).

Finally, for all y ∈ B and all x ∈ Rd we get

λ−1C−1 (1 ∧ ν(x)) ≤ 1 ∧ ν(x− y) ≤ λC(1 ∧ ν(x)).

Integrating over B yields, ν̊B � 1 ∧ ν since

λ−1C−1|B (1 ∧ ν(x)) ≤ ν̊B(x) ≤ λC(|B|1 ∧ ν(x)).

If B ⊂ Ω then according to Proposition (3.32) the embeddings Vν(Ω|Rd) ↪→ L2(Rd, ν̊B) ↪→ L1(Rd, ν̊B) are
continuous.

Example 3.34. Assume K is a compact subset of Ω then δK = dist(K, ∂Ω) > 0. For the particular
choice ν(h) = |h|−d−α, α ∈ (0, 2) one has that νK(x) � (1 + |x|)−d−α � 1∧ ν(x). Indeed, for fixed x ∈ Ωc
and choose y ∈ K such that νK(x) = ν(x − y). Let R ≥ 1 be large enough such that K ⊂ BR(0) then
|x− y| ≤ R(1 + |x|) that is R−d−α(1 + |x|)−d−α ≤ νK(x). We now show that upper bound in two cases.
If |x| ≥ 4R then |x− y| ≥ |x| − |y| ≥ |x|2 +R ≥ 1

2(1 + |x|) so that νK(x) ≤ 2d+α(1 + |x|)−d−α. If |x| ≤ 4R
since δK ≤ |x− y| we get νK(x) ≤ (5Rδ−1

K )−d−α(1 + |x|)−d−α.
Analogously, we also have ν̊K(x) � (1 + |x|)−d−α � 1 ∧ ν(x).

From this example, the inclusion Vν(Ω|Rd) ↪→ L2(Ωc, νK) turns out to be a variant of the inclusion
V α/2(Ω|Rd) ↪→ L2(Ωc, 1

(1+|x|)d+α ) from [DK18, Proposition 13].

Now we resume the conclusions we have obtained following Definition 3.26 and Definition 3.31 .

Theorem 3.35. Let ν be the density of a symmetric Lévy measure. Let Ω ⊂ Rd be open. The following
assertions are true.

(i) For a ball B ⊂ Ω we have Vν(Ω|Rd) ↪→ L2(Rd, νB) ↪→ L1(Rd, νB). If ν is unimodal and satisfies the
doubling growth condition then we have νB � 1 ∧ ν. The same holds for ν̊B.

(ii) For a measurable set K ⊂ Ω with |K| > 0 we have Vν(Ω|Rd) ↪→ L2(Ωc, νK) ↪→ L1(Ωc, νK). If K is
compact then νK ∈ L1(Rd) and Vν(Ω|Rd) ↪→ L2(Rd, νK) ↪→ L1(Rd, νK).

(iii) For a measurable set K ⊂ Ω with |K| > 0 we have Vν(Ω|Rd) ↪→ L2(Rd, ν̊K). If 0 < |K| < ∞ then
ν̊K) ∈ L1(Rd) and L2(Rd, ν̊K) ↪→ L1(Rd, ν̊K).

3.3.2. Nonlocal trace spaces
The main goal of this part is to design an abstract notion of a trace space of Vν(Ω|Rd) similarly as one does
for the space H1(Ω). Due the nonlocal feature of the space Vν(Ω|Rd), the trace space assumes functions
defined on the complement of Ω. Indeed, one reason is that elements of Vν(Ω|Rd) are defined on the whole
Rd. This contrasts with the local situation, where the trace space of H1(Ω) (with Ω sufficiently smooth)
consists of elements defined on the boundary ∂Ω. In this part, we assume that ν is fully supported on Rd
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and Vν(Ω|Rd) is solely endowed with the norm ‖ · ‖Vν(Ω|Rd). We define Tν(Ωc), as the space of restrictions
to Ωc of functions of Vν(Ω|Rd). That is,

Tν(Ωc) = {v : Ωc → R meas. such that v = u|Ωc with u ∈ Vν(Ω|Rd)}.

We endow Tν(Ωc) with its natural norm,

‖v‖Tν(Ωc) = inf{‖u‖Vν(Ω|Rd) : u ∈ Vν(Ω|Rd) with v = u|Ωc}. (3.8)

As an immediate consequence of the definition of the space
(
Tν(Ωc), ‖ · ‖Tν(Ωc)

)
, the trace map Tr :

Vν(Ω|Rd) → Tν(Ωc) with u 7→ Tr(u) = u |Ωc is continuous, onto, i.e. Tr(Vν(Ω|Rd)) = Tν(Ωc), ker(Tr) =
V Ω
ν (Ω|Rd) and satisfies ‖Tr(u)‖Tν(Ωc) ≤ ‖u‖Vν(Ω|Rd) for all u ∈ Vν(Ω|Rd).

Theorem 3.36. The space is a separable Hilbert space with the scalar product

(u, v)Tν(Ωc) = 1
2
(
‖u+ v‖2Tν(Ωc) − ‖u‖2Tν(Ωc) − ‖v‖2Tν(Ωc)

)
.

Proof. Clearly the norm ‖ · ‖Tν(Ωc) verifies the parallelogram law since the norm ‖ · ‖Vν(Ω|Rd) does. It
follows that

(
·, ·
)
Tν(Ωc) is a scalar product on Tν(Ωc) with associated norm ‖ · ‖Tν(Ωc) . We want to prove

that Tν(Ωc) is complete under the norm ‖ · ‖Tν(Ωc). Let (un)n be a Cauchy sequence in Tν(Ωc) then up
to extraction of a subsequence we may assume that

‖un − un+1‖Tν(Ωc) <
1

2n+1 for all n ≥ 1 .

Let us fix u1 ∈ Vν(Ω|Rd) such that u1 = u1|Ωc . By definition of ‖u1−u2‖Tν(Ωc) there exists v ∈ Vν(Ω|Rd)
such that u1 − u2 = v|Ωc and ‖v‖Vν(Ω|Rd) < ‖u1 − u2‖Tν(Ωc) + 4−1 . Letting u2 = v + u1, i.e. v = u1 − u2
yields u2 ∈ Vν(Ω|Rd), u2 = u2|Ωc and hence ‖u1 − u2‖Vν(Ω|Rd) < ‖u1 − u2‖Tν(Ωc) + 4−1 < 2−1 . Repeating
this process, one constructs a sequence of functions un ∈ Vν(Ω|Rd) such that

‖un − un+1‖Vν(Ω|Rd) <
1
2n for all n ≥ 1,

which turns out to be a Cauchy sequence in the complete space Vν(Ω|Rd). Let u ∈ Vν(Ω|Rd) be the limit
of (un)n. Clearly, setting u = u |Ωc we have ‖un − u‖Tν(Ωc) ≤ ‖un − u‖Vν(Ω|Rd)

n→∞−−−−→ 0. Finally, the
original Cauchy sequence (un)n converges up to extraction of subsequence to u and hence converges itself
to u.

It is natural to ask the following question: Can the space Tν(Ωc) be defined with an intrinsic scalar
product preserving its initial Hilbert structure such that its trivial connection to Vν(Ω|Rd) is less evident?
In the local situation, it is possible to define a scalar product on the space H1/2(∂Ω) when Ω is a special
Lipschitz domain (see [Din96]) . We give an answer to this question provided that some regularity and
growth bound conditions on ν are assumed. We follow [BGPR20] where the authors enforce the following
assumptions.

A1: ν is unimodal, twice continuously differentiable and there is a constant C1 > 0 such that

|ν′(r)|, |ν′′(r)| ≤ C1ν(r).

A2: There exist constants β ∈ (0, 2) and C > 0 such that

ν(λr) ≤ Cλd−βν(r), 0 < r, λ ≤ 1, and ν(r) ≤ Cν(r + 1), r ≥ 1.

Assume Ωc satisfies the volume density condition, i.e. ∃ c > 0 such that |Ωc ∩ Br(x)| ≥ crd for all
x ∈ ∂Ω and all r > 0. Then under assumptions, A1 and A2 [BGPR20, Theorem 2.3] reveals that for any
g ∈ Tν(Ωc), there exists a unique ug ∈ Vν(Ω|Rd) such that ug|Ωc = g and

HΩ(g, g) :=
¨

ΩcΩc

(
g(x)− g(y)

)2
γΩ(x, y) dy dx =

¨

(Ωc×Ωc)c

(
ug(x)− ug(y)

)2
ν(x− y) dy dx. (3.9)
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Furthermore, ug satisfies the weak formulation
¨

(Ωc×Ωc)c

(
ug(x)− ug(y)

)
(φ(x)− φ(y)) ν(x− y) dy dx = 0, for all φ ∈ V Ω

ν (Ω|Rd). (3.10)

The interaction kernel γΩ(x, y) is given via the Poisson kernel PΩ(·, ·) of Ω by the formula

γΩ(x, y) =
ˆ

Ω
PΩ(x, z)ν(z − y) dz x, y ∈ Ωc.

Furthermore, a precise formula for ug in Ω is given by the Poisson integral

ug(x) = PΩ[g](x) =
ˆ

Ωc
g(y)PΩ(x, y) dy x ∈ Ω .

Now let v ∈ Tν(Ωc) by definition of ‖ · ‖Tν(Ωc) we have

‖v‖2Tν(Ωc) = inf{‖u‖2Vν(Ω|Rd) : u ∈ Vν(Ω|Rd) with v = u|Ωc}

= inf
{ˆ

Ω
u2(x) dx : u ∈ Vν(Ω|Rd) with v = u|Ωc

}
+HΩ(v, v) .

It is rather challenging to find or to estimate the quantity

inf
{ ˆ

Ω
u2(x) dx : u ∈ Vν(Ω|Rd) with v = u|Ωc

}
.

Let us remind that our goal here is to explicitly define a norm which is equivalent to ‖ · ‖Tν(Ωc) and has
less visible connection to Vν(Ω|Rd). To this end, we bring into play the norm ‖ · ‖∗Vν(Ω|Rd) defined as in
Lemma 3.24.

Proposition 3.37. Assume Ω is open and bounded, such that Ωc satisfies the volume density condition.
Assume ν satisfies conditions A1 and A2 (in particular ν is unimodal and has full support on Rd). Let
ν̃ and ‖ · ‖∗Vν(Ω|Rd) be the measure and the norm respectively given in Lemma 3.24. Then,

Tν(Ωc) =
{
v : Ωc → R meas. HΩ(v, v) =

¨

ΩcΩc

(
v(x)− v(y)

)2
γΩ(x, y) dy dx <∞

}

and the norms ‖ · ‖Tν(Ωc), ‖ · ‖∗Tν(Ωc) and ‖ · ‖†Tν(Ωc) are all equivalent. The norms are defined by

‖v‖∗Tν(Ωc) = inf{‖u‖∗Vν(Ω|Rd) : u ∈ Vν(Ω|Rd) with v = u|Ωc}

‖v‖†2Tν(Ωc) =
ˆ

Ωc
v2(x)ν̃(x) dx+

¨

ΩcΩc

(
v(x)− v(y)

)2
γΩ(x, y) dy dx .

Proof. The equivalence between ‖ · ‖Tν(Ωc) and ‖ · ‖∗Tν(Ωc) is an immediate consequence of Lemma 3.24
(iv). By (3.9) it follows that

‖v‖∗2Tν(Ωc) = inf{‖u‖∗2Vν(Ω|Rd) u ∈ Vν(Ω|Rd) with v = u|Ωc}

= inf
{ ˆ

Rd
u2(x)ν̃(x) dx u ∈ Vν(Ω|Rd) with v = u|Ωc

}
+HΩ(v, v)

≥
ˆ

Ωc
v2(x)ν̃(x) dx+HΩ(v, v).

We have ‖v‖†Tν(Ωc) ≤ ‖v‖
∗
Tν(Ωc). Hence the identity Id : (Tν(Ωc), ‖ · ‖∗Tν(Ωc)) → (Tν(Ωc), ‖ · ‖†Tν(Ωc)) is

continuous. The space (Tν(Ωc), ‖ · ‖∗Tν(Ωc)) is a Hilbert space since ‖ · ‖Tν(Ωc) and ‖ · ‖∗2Tν(Ωc) are equivalent.
Also, using Fatou’s lemma one can easily show that (Tν(Ωc), ‖·‖†Tν(Ωc)) is a Hilbert space. As a consequence
of the open mapping theorem the norms ‖ · ‖†Tν(Ωc) and ‖ · ‖∗Tν(Ωc) are equivalent.
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In the special case ν(h) = (2 − α)|h|−d−α, noting δz = dist(z, ∂Ω), the authors in [DK18, Theorem 3]
claim that if v ∈ Vν(Ω|Rd) then

¨

ΩcΩc

(
v(x)− v(y)

)2
(|x− y|+ δx + δy)−d−α

dx dy <∞ . (3.11)

Conversely if (3.11) holds true for v = g on Ωc then there exists ug ∈ Vν(Ω|Rd) such that ug|Ωc=g and

(2− α)
¨

(Ωc×Ωc)c

(
ug(x)− ug(y)

)2
(|x− y|+ δx + δy)−d−α

dy dx �
¨

ΩcΩc

(
v(x)− v(y)

)2
(|x− y|+ δx + δy)−d−α

dx dy (3.12)

with the constants independent of g and ug. Therefore, it readily follows that

Tν(Ωc) =
{
v : Ωc → R meas.

¨

ΩcΩc

(
v(x)− v(y)

)2
(|x− y|+ δx + δy)−d−α

dy dx <∞
}
.

Actually it is not straightforward to conclude on the equivalence of norms in this case. In view of (3.12)
we only have ‖ · ‖Tν(Ωc) ≤ C‖ · ‖

′

Tν(Ωc) with the norm

‖v‖
′2
Tν(Ωc) =

ˆ
Ωc

v2(x)
(1 + |x|)d+α dx+

¨

ΩcΩc

(
v(x)− v(y)

)2
(|x− y|+ δx + δy)−d−α

dx dy .

Remark 3.38. Let us emphasize the nonlocal trace Tr does not need any special construction via the
functional analysis and density argument. Since Ωc is still a d-dimensional manifold, it makes sense to
consider the restriction of a measurable function on Ωc. Moreover no regularity on Ω is required. Whereas
in the local situation, the trace of a Sobolev function u on the boundary ∂Ω requires the smoothness of
both u and ∂Ω.

Let us give an important result concerning the notion of nonlocal trace, thereby providing some analogies
with the classical notion traces.

Proposition 3.39. Let K ⊂ Ω be measurable with |K| > 0. The following properties are true.

(i) The trace map Tr : Vν(Ω|Rd)→ L2(Ωc, νK) with u 7→ Tr(u) = u |Ωc is linear and continuous.

(ii) The trace map Tr : Vν(Ω|Rd)→ L2(Ωc, ν̊K) with u 7→ Tr(u) = u |Ωc is linear and continuous.

(iii) In both cases we have ker(Tr) = V Ω
ν (Ω|Rd) and Tr(Vν(Ω|Rd)) = Tν(Ωc).

Proof. This is a straightforward consequence of Theorem 3.35.

Remark 3.40. Let us observe that the interplay between , Vν(Ω|Rd), V Ω
ν (Ω|Rd), Tν(Ωc) and L2(Ωc, νK)

may be view as the nonlocal counterpart of that between H1(Ω), H1
0 (Ω), H1/2(∂Ω) and L2(∂Ω). Indeed,

it is well known that if the classical trace operator γ0 : H1(Ω)→ L2(∂Ω) exists then we have

• γ0 : H1(Ω)→ L2(∂Ω) is linear and continuous.

• γ0(H1(Ω)) = H1/2(∂Ω) and ker(γ0) = H1
0 (Ω).

In this regard it is fair to view Vν(Ω|Rd), V Ω
ν (Ω|Rd), Tν(Ωc) and L2(Ωc, νK) respectively as the nonlocal

replacement of H1(Ω), H1
0 (Ω), H1/2(∂Ω) and L2(∂Ω).

Proposition 3.41. Assume Ω is a Lipschitz bounded domain. Then T : H1/2(∂Ω) → Tν(Ωc) with
Tu = Tr ◦E ◦ Extu is a linear operator bounded.
Here E : H1(Ω) → H1(Rd) is the Sobolev extension, i.e. Eu|Ω = u and ‖Eu‖H1(Rd) ≤ C‖u‖H1(Ω) for
all u ∈ H1(Ω). And Ext : H1/2(∂Ω) → H1(Ω) is the trace-extension operator, i.e. γ0 ◦ Extu = u and
‖Extu‖H1/2(∂Ω) ≤ C‖u‖H1(Ω) for all u ∈ H1/2(∂Ω).
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Proof. The proof is immediate.

Proposition 3.42. Let C∞c (Ωc) = C∞c (Rd)|Ωc be set of restrictions on Ωc of C∞ functions on Rd with
compact support. Then C∞c (Ωc) is dense in Tν(Ωc).

Proof. For v ∈ Tν(Ωc) we write v = u|Ωc with u ∈ Vν(Ω|Rd). According to Theorem 3.70 there exists
un ∈ C∞c (Rd) such that ‖un − u‖Vν(Ω|Rd) → 0. Put, vn = un|Ωc we get

‖vn − v‖Tν(Ωc) ≤ ‖un − u‖Vν(Ω|Rd)
n→∞−−−−→ 0.

Note the recent result on the nonlocal trace from [Von19] is rather restrictive compared to our existing
results. Indeed therein the space L2(Ωc, µ) appears to be the trace of Vν(Ω|Rd) ∩ L2(Rd,m) where
m(x) = 1Ω(x) +µ(x)1Ωc(x) and µ(x) =

´
Ω ν(x− y) dy for x ∈ Ωc . The corresponding extension operator

defined from L2(Ωc, µ) to Vν(Ω|Rd) ∩ L2(Rd,m) is merely the extension operator by zero outside Ω. The
main defect of this approach is that the measure m is too singular across the boundary of Ω. Another
point is that our trace space Tν(Ωc) turns out to be larger than L2(Ωc, µ). In the sense that L2(Ωc, µ)
is continuously embedded in Tν(Ωc). Indeed, for v ∈ L2(Ωc, µ) its zero extension v0 = v1Ωc belongs to
Vν(Ω|Rd) since we have

¨

(Ωc×Ωc)c

(
v0(x)− v0(y)

)2
ν(x− y) dy dx = 2

ˆ
Ωc
v2(x)µ(x) dx.

So that v ∈ Tν(Ωc) and the continuity is obtained as follows ‖v‖Tν(Ωc) ≤ ‖v0‖Vν(Ω|Rd) ≤
√

2‖v‖L2(Ωc,µ).

3.4. Nonlocal Sobolev-like spaces
An important role in our study is played by function spaces. We assume that Ω an open subset of Rd.
Let us introduce generalized Sobolev-Slobodeckij-like spaces with respect to a symmetric p-Lévy measure
ν(h) dh (1 ≤ p < ∞) We will show some strong connections with the classical Sobolev spaces. Our
standing assumption is that ν : Rd \{0} → [0,∞] satisfies

ν(−h) = ν(h) for all h ∈ Rd and
ˆ
Rd

(1 ∧ |h|p)ν(h) dh <∞ . (J1)

In case ν is radial we adopt the convention by identifying ν with its radial profile, i.e. ν(h) = ν(|h|), h ∈ Rd .
For several results ν will be assumed to have full support. Let Ω ⊂ Rd be open.
• We define the space W p

ν (Ω) as

W p
ν (Ω) =

{
u ∈ Lp(Ω) : |u(x)− u(y)|ν1/p(x− y) ∈ Lp(Ω× Ω)

}
.

equipped with the norm defined as follows

‖u‖p
Wp
ν (Ω) = ‖u‖pLp(Ω) + |u|p

Wp
ν (Ω) with |u|p

Wp
ν (Ω) :=

¨

ΩΩ

∣∣u(x)− u(y)
∣∣p ν(x− y) dy dx.

Note that norm ‖ · ‖p
Wp
ν (Ω) is equivalent to norm defined by

u 7→ ‖u‖pLp(Ω) +
¨

ΩΩ∩{|x−y|≤δ}

∣∣u(x)− u(y)
∣∣p ν(x− y) dy dx for all δ > 0.

Indeed it suffice to observe that letting Cδ =
´
|h|≥δ ν(h) dh > 0

¨

ΩΩ∩{|x−y|≥δ}

∣∣u(x)− u(y)
∣∣p ν(x− y) dy dx ≤ 2p

ˆ
Ω
|u(x)|p dx

ˆ
|x−y|≥δ

ν(x− y) dy = Cδ‖u‖pLp(Ω).
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• We also introduce the space W p
ν (Ω|Rd) defined as follows

W p
ν (Ω|Rd) =

{
u : Rd → R meas. : |u(x)− u(y)|ν1/p(x− y) ∈ Lp(Ω× Rd)

}
.

The space W p
ν (Ω|Rd) shall be equipped with the following norm

‖u‖p
Wp
ν (Ω|Rd) = ‖u‖pLp(Ω) + |u|p

Wp
ν (Ω|Rd) with |u|p

Wp
ν (Ω|Rd) :=

¨

ΩRd

∣∣u(x)− u(y)
∣∣p ν(x− y) dy dx.

Likewise as above, the norm ‖ · ‖p
Wp
ν (Ω|Rd) is equivalent to the norm defined by

u 7→ ‖u‖pLp(Ω) +
¨

ΩRd ∩{|x−y|≤δ}

∣∣u(x)− u(y)
∣∣p ν(x− y) dy dx for all δ > 0.

Another possibility is to consider the norm

|||u|||pWp
ν (Ω|Rd) = ‖u‖p

Lp(Rd) + |u|p
Wp
ν (Ω|Rd).

• The space W p
ν,Ω(Ω|Rd) is the space of functions that vanish on the complement of Ω i.e

W p
ν,Ω(Ω|Rd) = {u ∈W p

ν (Ω|Rd) : u = 0 a.e. on Rd \ Ω} .

We set
‖u‖Wp

ν,Ω(Ω|Rd) = ‖u‖Wp
ν (Ω|Rd).

Remark 3.43. (i) For p = 2 the spacesW p
ν (Ω),W p

ν (Ω|Rd) andW p
ν,Ω(Ω|Rd) become the spacesHν(Ω), Vν(Ω|Rd)

and V Ω
ν (Ω|Rd) of Section 3.3 respectively.

(ii) It is a little exercise to show that the investigations from Section 3.3 extend to the case p 6= 2.

(iii) For Ω = Rd the spaces W p
ν (Ω|Rd), W p

ν,Ω(Ω|Rd) and W p
ν (Ω) all coincide. We shall denote by W p

ν (Rd)
or Hν(Rd) if p = 2.

(iv) Obviously the norms ‖ · ‖Wp
ν (Ω|Rd), ‖ · ‖Wp

ν (Rd) and |||·|||Wp
ν (Ω|Rd) agree on W p

ν,Ω(Ω|Rd). Furthermore,
W p
ν,Ω(Ω|Rd) is a closed subspace of W p

ν (Ω|Rd).

(v) Note that h 7→ |h|−d−sp belongs to L1(Rd, 1 ∧ |h|p) if and only if 0 < s < 1. In this case taking
ν(h) = |h|−d−sp the space W p

ν (Ω) turns out to be the fractional Sobolev space W s,p(Ω). The space
W p
ν (Ω|Rd) shall be denoted by W s,p(Ω|Rd).

(vi) Along the lines of Section 3.3 one can analogously establish that u ∈ Lp(Rd, (1 + |h|)−d−sp dh) for
any u ∈W p

ν (Ω|Rd) provided that |Ω| > 0 and |Rd \Ω| > 0.

(vii) The integrability of the increments |u(x)− u(y)|pν(x− y) over Ω× Rd encodes certain regularity of
the function u in Ω and across the boundary of Ω. We concretely deal with the regularity inside Ω in
Section 5.2 under certain conditions. To picture the regularity across the boundary, for the instance
case ν(h) = |h|−d−sp with sp ≥ 1, let us assume u is continuous and u = 0 on Ωc. If u ∈ W p

ν (Ω|Rd)
then

|u|p
Wp
ν (Ω|Rd) ≥ 2

ˆ
Ω
|u(x)|p

ˆ
Ωc
|x− y|−d−sp dy = C

ˆ
Ω
|u(x)|p dist(x, ∂Ω)−sp dx.

For the case sp ≥ 1, this implies that u(x) dist(x,∂Ω)→0−−−−−−−−−→ 0.

Here we highlight the reason why it is crucial to assume ν to be of full support.
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Proposition 3.44. Assume ν has full support then |u|Wp
ν (Ω|Rd) = 0 if and only if u = c a.e on Rd (c ∈ R).

In particular, (W p
ν (Ω|Rd), ‖u‖Wp

ν (Ω|Rd)) is a normed space. This conclusion may be false if ν is not of full
support.

Proof. In the case |u|Wp
ν (Ω) = 0, there exists N ⊂ Ω with |N | = 0 and for all Ω \N we have

0 =
ˆ
Rd
|u(x)− u(y)|pν(x− y) dy =

ˆ
Rd
|u(x)− u(x+ h)|pν(h) dh.

Since ν(h) > 0 a.e, for a ∈ Ω \ N we have u(a + h) = u(a) for almost all h ∈ Rd. That u is almost
everywhere constant on Rd. If ‖u‖Wp

ν (Ω) = 0, then |u|p
Wp
ν (Ω|Rd) = 0, u is constant almost everywhere and

since u = 0 a.e on Ω it follows that u = 0 a.e on Rd. This enables ‖ ·‖Wp
ν (Ω|Rd) to be a norm on W p

ν (Ω|Rd).

Next assume that Ω is bounded and ν has a compact support. Let S = Rd \
(
Ω∪ supp ν+ Ω

)
and consider

the function u(x) = 1S(x). A routine verification shows that ‖u‖Wp
ν (Ω|Rd) = 0 but u 6= 0. This means

that (W p
ν (Ω|Rd), ‖ · ‖Wp

ν (Ω|Rd)) cannot be a normed space.

It is noteworthy to mention that the assumption (J1) is optimal in the sense of the following proposition.

Proposition 3.45. Assume that ν : Rd → [0,∞] is symmetric. The following assertions hold true.

(i) If ν ∈ L1(Rd), then W p
ν (Ω) = Lp(Ω) and W p

ν (Ω|Rd) ∩ Lp(Rd) = Lp(Rd).

(ii) If ν ∈ L1(Rd, 1 ∧ |h|p) and Ω is bounded, then W p
ν (Ω) and W p

ν (Ω|Rd) contain all bounded Lipschitz
functions.

(iii) Assume
´
Bδ
|h|pν(h) dh = ∞ for all δ > 0 (in particular ν 6∈ L1(Rd, 1 ∧ |h|p)), ν is radial and Ω is

connected. Then the only smooth functions contained in W p
ν (Ω) are constants.

(iv) If ν ∈ L1(Rd, 1 ∧ |h|p) and ν is radial then there exists two constant C1, C2 > 0 such that for all
u ∈W 1,p(Rd) we have C1‖u‖W 1,p(Rd) ≤ ‖u‖Wp

ν (Rd) ≤ C2‖u‖W 1,p(Rd).

Proof. If ν ∈ L1(Rd) then (i) is obtained through the following estimate
¨

ΩΩ

∣∣u(x)− u(y)
∣∣p ν(x− y) dy dx ≤

¨

ΩRd

∣∣u(x)− u(y)
∣∣p ν(x− y) dy dx

≤ 2p
¨

ΩRd

|u(x)|p ν(x− y) dy dx ≤ 2p
¨

ΩRd

|u(x)|p ν(h)dx dh = 2p‖ν‖L1(Rd)‖u‖Lp(Ω) .

For a bounded Lipschitz function u, there is a constant C > 0 such that |u(x)− u(y)| ≤ C(1∧ |x− y|) for
all x, y ∈ Rd. Hence it clearly follows that u ∈W p

ν (Ω) and u ∈W p
ν (Ω|Rd), i.e. (ii) is true.

Now assume
´
Bδ
|h|pν(h) dh = ∞ for all δ > 0 and let u ∈ C∞c (Ω). Assume u ∈ W p

ν (Ω), let K ⊂ Ω be a
compact and let δ > 0 such that K(δ) = K +Bδ(0) ⊂ Ω. Using the fundamental theorem of calculus and
passing through polar coordinates yields

|u|p
Wp
ν (Ω) =

¨

ΩΩ

|u(x)− u(y)|pν(x− y) dy dx

≥
ˆ
K

ˆ
|x−y|≤δ

∣∣∣∣∣
ˆ 1

0
∇u(x+ t(y − x)) · (y − x)

|y − x|
dt
∣∣∣∣∣
p

|x− y|pν(x− y), dy dx

=
ˆ
K(δ)

ˆ
Sd−1
|∇u(x) · w|p dσ(w)

ˆ δ

0
rp+d−1ν(r)dr

= |Sd−1|−1
( ˆ

K(δ)

ˆ
Sd−1
|∇u(x) · w|p dσ(w) dx

)( ˆ
Bδ

|h|pν(h) dh
)
.

(3.13)
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However, this is possible only if ∇u = 0 since
´
Bδ
|h|pν(h) dh =∞. Hence u must be a constant function.

To prove (iv), observe that, taking K = Rd in (3.13) and noting that the Lebesgue measure is invariant
by rotation we have

|u|p
Wp
ν (Rd) ≥ |S

d−1|−1
(ˆ

Rd

ˆ
Sd−1
|∇u(x) · w|p dσ(w) dx

)( ˆ
Bδ

|h|pν(h) dh
)

= Kp,d

(ˆ
Bδ

|h|pν(h) dh
) ˆ

Rd
|∇u(x)|p dx := Cδ‖∇u‖pLp(Rd).

WithKp,d =
ffl
Sd−1 |w·e|p dσd−1(w) (see Lemma 5.13). From this, the estimate C1‖u‖W 1,p(Rd) ≤ ‖u‖Wp

ν (Rd)
follows. The reverse estimate is a direct consequence of the estimate (3.14) below.

Let us now see some fundamental properties of the spaces under consideration.

Theorem 3.46. Assume that ν satisfies the condition (J1). The function spaces
(
W p
ν (Ω|Rd), |||·|||Wp

ν (Ω|Rd)
)

and
(
W p
ν (Ω), ‖ · ‖Wp

ν (Ω)
)
are separable Banach (Hilbert for p = 2) spaces and reflexive for 1 < p <∞.

In addition, if ν has full support in Rd, then the same is true for the space
(
W p
ν (Ω|Rd), ‖ · ‖Wp

ν (Ω|Rd)
)
.

Proof. It is not difficult to check that ‖ · ‖Wp
ν (Ω|Rd) and |||·|||Wp

ν (Ω|Rd) are norms on W p
ν (Ω|Rd) and W p

ν (Ω)
respectively. We know that ‖ · ‖Wp

ν (Ω|Rd) is a norm on W p
ν (Ω|Rd).

Now, let (un)n be a Cauchy sequence in
(
W p
ν (Ω|Rd), |||·|||Wp

ν (Ω|Rd)
)
. It converges to some u in the topology

of Lp(Rd) and pointwise almost everywhere in Rd up to a subsequence (unk)k. Fix k large enough, the
Fatou’s lemma implies

|unk − u|
p
Wp
ν (Ω|Rd) ≤ lim inf

`→∞

¨

ΩRd

∣∣[unk − un` ](x)− ([unk − un` ](y)
∣∣p ν(x− y) dy dx .

Since (unk)k is a Cauchy sequence, the right hand side is finite for any k and tends to 0 as k →∞. This
implies u ∈ W p

ν (Ω|Rd) and |unk − u|
p
Wp
ν (Ω|Rd)

k→∞−−−−→ 0. Finally, un → u in W p
ν (Ω|Rd). Furthermore, the

map I : W p
ν (Ω|Rd)→ Lp(Rd)× Lp(Ω× Rd) with

I(u) =
(
u(x), (u(x)− u(y))ν1/p(x− y)

)
is an isometry. From its Banach structure, the space

(
W p
ν (Ω|Rd), ‖ · ‖Wp

ν (Ω|Rd)
)
, which can be identified

with I
(
W p
ν (Ω|Rd)

)
, is separable (and reflexive for 1 < p <∞) as a closed subspace of the separable (and

reflexive for 1 < p <∞) space Lp(Rd)×Lp(Ω×Rd). Analogously, one can show that
(
W p
ν (Ω), ‖ · ‖Wp

ν (Ω)
)

is a separable Banach space.

It remains to prove that
(
W p
ν (Ω|Rd), ‖ · ‖Wp

ν (Ω|Rd)
)
is a separable Banach space. Here we assume that ν

has full support on Rd. Without loss of generality we assume ν(h) > 0 for every h ∈ Rd. Let (un)n be a
Cauchy sequence in

(
W p
ν (Ω|Rd), ‖ ·‖Wp

ν (Ω|Rd)
)
. Then there exist a subsequence (unk)k of (un)n, a function

u in Lp(Ω), a function U ∈ Lp(Ω× Rd), and null sets N ⊂ Rd and R ⊂ Ω× Rd such that

- (unk)k converges to u in Lp(Ω) ,

- (unk)k converges to u pointwise on Ω \N ,

- (Unk)k converges to U in Lp(Ω× Rd) ,

- (Unk)k converges to U pointwise on (Ω× Rd) \ R ,
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where Un(x, y) = (un(x)−un(y))ν1/p(x−y). For(x, y) ∈ (Ω×Rd)\R′ with x 6= y where R′ = R∪(N×∅),

unk(y) = unk(x)− Unk(x, y)/ν1/p(x− y) k→∞−−−−→ u(x)− U(x, y)/ν1/p(x− y)

Finally, U(x, y) = (u(x) − u(y))ν1/p(x − y) ∈ Lp(Ω × Rd) so that u ∈ W p
ν (Ω|Rd). We easily conclude

‖un − u‖Wp
ν (Ω|Rd)

n→∞−−−−→ 0 which proves completeness.

Actually the spaces W p
ν,Ω(Ω|Rd),W p

ν (Ω|Rd) and W p
ν,Ω(Ω|Rd) (just like the Sobolev space W 1,p(Ω) and

W 1,p
0 (Ω)) are refinement of Lp(Ω). Next we highlight some strong connections with the classical Sobolev

spaces W 1,p(Ω) and W 1,p
0 (Ω)) (1 ≤ p <∞). To start, let us point out some useful estimates. First of all

observe that for h ∈ Rd we have ‖τhu−u‖Lp(Rd) ≤ 2‖u‖Lp(Rd). On the other hand since smooth functions
of compact support are dense inW 1,p(Rd), using the fundamental theorem of calculus along with Jensen’s
inequality we find that

ˆ
Rd
|u(x+ h)− u(x)|p dx =

ˆ
Rd

∣∣∣ˆ 1

0
∇u(x+ th) · h

∣∣∣p dx ≤ |h|p‖∇u‖Lp(Rd).

Therefore, the following estimate holds true for all for 1 ≤ p <∞
ˆ
Rd
|u(x+ h)− u(x)|p dx ≤ 2p(1 ∧ |h|p)‖u‖W 1,p(Rd), for every u ∈W 1,p(Rd), and h ∈ Rd . (3.14)

Next, since by Theorem 3.12 the BV -norm of an element in BV (Rd) can be approximated by the W 1,1-
norms of elements in W 1,1(Rd), we easily find the following analogous estimate

ˆ
Rd
|u(x+ h)− u(x)| dx ≤ 2(1 ∧ |h|)‖u‖BV (Rd), for every u ∈ BV (Rd) and h ∈ Rd . (3.15)

Lemma 3.47. Let ν ∈ L1(Rd, 1 ∧ |h|p) be a nonnegative function with 1 ≤ p < ∞. Let Ω be a W 1,p-
extension (in particular a Lipschitz domain) open subset of Rd. Then there is a constant C = C(Ω, p, d)
depending only Ω p and d such that for all u ∈W 1,p(Ω)

¨

ΩΩ

|u(x)− u(y)|pν(x− y)dydx ≤ C‖u‖pW 1,p(Ω)‖ν‖L1(Rd,1∧|h|p).

Proof. Since Ω is an extension domain, let u be anW 1,p(Ω)-extension of u on Rd. First of all recall (3.14)
that ‖τhu− u‖pLp(Rd) ≤ 2p(1 ∧ |h|p)‖u‖p

W 1,p(Rd) for all h ∈ Rd. Hence using Fubini’s theorem yields
¨

ΩΩ

|u(x)− u(y)|pν(x− y)dydx ≤
¨

RdRd

|u(x+ h)− u(x)|pν(h)dhdx

=
ˆ

Rd

ν(h)dh
ˆ

Rd

|u(x+ h)− u(x)|pdx ≤ ‖u‖W 1,p(Rd)

ˆ

Rd

2p(1 ∧ |h|p)ν(h)dh

≤ C‖u‖W 1,p(Ω)‖ν‖L1(Rd,1∧|h|p).

For the case p = 1 the above result still holds true with W 1,1(Ω) replaced by the larger space BV (Ω).

Lemma 3.48. If ν ∈ L1(Rd, 1 ∧ |h|) and Ω is a BV -extension open subset of Rd there exists a constant
C = C(Ω, d) > 0 such that for all u ∈ BV (Ω),

¨

ΩΩ

|u(x)− u(y)|ν(x− y)dydx ≤ C‖u‖BV (Ω)‖ν‖L1(Rd,1∧|h|).
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Proof. Consider u ∈ BV (Rd) to be the extension on Rd of a functionu ∈ BV (Ω), i.e. ‖u‖BV (Rd) ≤
C‖u‖BV (Ω) with constant C > 0 independent of u. We know from Theorem 3.12 that there is (un)n a
sequence of functions of W 1,1(Rd) converging to u in L1(Rd) and such that ‖∇un‖L1(Rd)

n→∞−−−−→ |u|BV (Rd).
This implies ‖un‖W 1,1(Rd)

n→∞−−−−→ ‖u‖BV (Rd). This together with Lemma 3.47 and Fatou’s lemma, yield
¨

ΩΩ

|u(x)− u(y)|ν(x− y)dydx ≤
¨

Rd Rd

|u(x)− u(y)|ν(x− y)dydx

≤ lim inf
n→∞

¨

Rd Rd

|un(x)− un(y)|ν(x− y)dydx ≤ 2 lim inf
n→∞

‖un‖W 1,1(Rd)‖ν‖L1(Rd,1∧|h|)

= 2‖u‖BV (Rd)‖ν‖L1(Rd,1∧|h|) ≤ C‖u‖BV (Ω)‖ν‖L1(Rd,1∧|h|).

Willingly, one could proceed as in the Lemma 3.47 by means of the inequality (3.15).

It is noteworthy to emphasize that Lemma 3.47 (respectively Lemma 3.48 ) does not hold true if Ω is not
an extension domain, see the Counterexample 3.53. As a result we have the following.

Theorem 3.49. If Ω is an W 1,p-extension (resp. BV -extension) domain, then the following embedding
is continuous

W 1,p(Ω) ↪→W p
ν (Ω) (resp. for p = 1 BV (Ω) ↪→W 1

ν (Ω) ).

The above embeddings fail if Ω is not an extension domain (see the counterexample 3.53).

Proof. Let u ∈W 1,p(Rd) be an extension of a function u ∈W 1,p(Ω) with ‖u‖W 1,p(Rd) ≤ C‖u‖W 1,p(Ω) for a
constant C depending only on Ω and d. Within the estimate (3.14) we easily get the continuous embedding
W 1,p(Ω) ↪→ W p

ν (Ω) . Analogously using Lemma 3.48 one can also establish that BV (Ω) ↪→ W 1
ν (Ω) . If Ω

is not an extension domain the counterexample 3.53 shows that the results do not always hold.

Let us collect some trivial embeddings also involving the classical Sobolev spaces. Note the norm
|||·|||Wp

ν (Ω|Rd) is not excluded in the following.

• It springs from (3.14) that the following continuous embeddings hold true:

W 1,p(Rd) ↪→W p
ν (Rd) ↪→W p

ν (Ω|Rd).

• We obviously have the following continuous embeddings

W p
ν (Ω|Rd) ↪→W p

ν (Ω) ↪→ Lp(Ω) .

• Let W p
ν,0(Ω) be the closure of C∞c (Ω) with respect to ‖ · ‖Wp

ν (Ω)). Note that- the zero extension to Rd of
any function in W 1,p

0 (Ω) belongs to W 1,p(Rd). Hence, using (3.14) we also have the following continuous
embeddings:

W 1,p
0 (Ω) ↪→W p

ν,Ω(Ω|Rd) ↪→W p
ν,0(Ω) ↪→ Lp(Ω) and W p

ν,Ω(Ω|Rd) ↪→Wν(Rd).

The embeddings W p
ν,Ω(Ω|Rd) ↪→ W p

ν,0(Ω) and W p
ν,Ω(Ω|Rd) ↪→ Wν(Rd) follow from the fact that for all

u ∈W p
ν (Ω|Rd)

¨

RdRd

|u(x)− u(y)|pν(x− y) dy dx =
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dy dx+ 2
¨

ΩΩc

|u(x)|pν(x− y) dy dx.
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It is worth noticing that not every function u ∈ Hν,0(Ω) has its zero extension in Hν(Rd). Indeed for this
to hold, one would need that

ˆ
Ω
|u(x)|p dx

ˆ
Ωc
ν(x− y) dy <∞.

This is not always true because the measure ν might be very singular at the origin. This purely nonlocal
effect contrasts with the local function space W 1,p

0 (Ω) whose elements can be isometrically extended by
zero on Rd as functions of W 1,p(Rd). This also shows that for some appropriate domain Ω and for some
appropriate measure ν e.g. ν(h) = |h|−d−α the spaces Wν,0(Ω) and W p

ν,Ω(Ω|Rd) are strictly different
although they both possess C∞c (Ω) as dense subspace.

Proposition 3.50. Let Ω ⊂ Rd be open.

(i) Let ν1 and ν2 satisfying (J1). Assume that there exist two constants r > 0 and k > 0 such that if
|h| ≤ r we have

ν1(h) ≤ kν2(h).
Then the following embeddings are continuous

W p
ν2

(Ω) ↪→W p
ν1

(Ω) and W p
ν2

(Ω|Rd) ↪→W p
ν1

(Ω|Rd).

(ii) If Ω1 ⊂ Ω2 then we have the continuous embeddings

W p
ν (Ω2) ↪→W p

ν (Ω1) and W p
ν (Ω2|Rd) ↪→W p

ν (Ω1|Rd).

(iii) For a ball B ⊂ Ω we have the continuous embeddings

W p
ν (Ω|Rd) ↪→ Lp(Rd, νB) and W p

ν (Ω|Rd) ↪→ Lp(Rd, ν̊B),

where for x ∈ Rd we let

νB(x) = essinfy∈B ν(x− y) and ν̊B(x) =
ˆ
B

1 ∧ ν(x− y) dy.

Proof. Note that (ii) is obvious and for the proof of (iii) we use analogous methods as in Section 3.3.
Putting Cδ =

´
|h|≥δ ν1(h) dh, then for u ∈W p

ν2
(Ω) we get

¨

ΩΩ

|u(x)− u(y)|pν1(x− y) dy dx ≤ 2pCδ‖u‖pLp(Ω) +
¨

ΩΩ∩{|x−y|≤δ}

|u(x)− u(y)|pν1(x− y) dy dx

≤ 2pCδ‖u‖pLp(Ω) + k

¨

ΩΩ∩{|x−y||≤δ}

|u(x)− u(y)|pν2(x− y) dy dx

≤ 2p(k + 1)Cδ‖u‖pWp
ν2 (Ω)

From this it follows that W p
ν2

(Ω) ↪→W p
ν1

(Ω) and likewise W p
ν2

(Ω|Rd) ↪→W p
ν1

(Ω|Rd).

In light of Proposition 3.50 it is legitimate to formulate the following definition.

Definition 3.51. Given two functions ν1 and ν2 satisfying (J1) we shall say that ν2 is regular than ν1
there exist two constants r0, κ > 0 such that for all h ∈ Rd with |h| ≤ r0 one has ν1(h) ≤ κν2(h).
This definition is not fortuitous. In some sense it means that ν2 is likely to be more singular than ν1
near the vicinity of the original. Should the singularity of ν2 be higher, more regularity of a function u
is required for the integrability of the increment (x, y) 7→ (u(x) − u(y))ν1/p

2 (x − y). A simple example is
given as follows.
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Example 3.52. For 0 < s < s′ < 1 we have W s′,p(Ω) ↪→ W s,p(Ω) and W s′,p(Ω|Rd) ↪→ W s,p(Ω|Rd).
Indeed, this follows from (i) since for every |h| ≤ 1 we have |h|−d−sp ≤ |h|−d−s′p and hence it suffices to
take ν1(h) = |h|−d−sp, ν2(h) = |h|−d−s′p. Moreover we have the continuous embedding W s,p(Ω|Rd) ↪→
Lp(Rd, (1 + |h|)−d−sp dh). Note that the norm of W s,p(Ω) can be rescaled so that in the limiting case
s = 1, W s,p(Ω) is precisely W 1,p(Ω) whose functions are more regular.

Counterexample 3.53. For a simple instance, in one dimension, consider Ω = (−1, 0) ∪ (0, 1) and put
u(x) = −1 if x ∈ (−1, 0) and u(x) = 1 if x ∈ (0, 1). Clearly, we have u ∈ W 1,p(Ω) for all 1 ≤ p < ∞
with ∇u = 0. However, u does not belong to any of the fractional Sobolev space W s,p(Ω) provided that
s ≥ 1/p. Recall that here we have ν(h) = |h|−1−sp. Indeed, since s ≥ 1/p

¨

ΩΩ

|u(x)− u(y)|p
|x− y|1+sp dx dy = 2p+1

ˆ 1

0

ˆ 0

−1

dx dy
|x− y|1+sp = 2p+1

ˆ 1

0
x−sp + (1 + x)−sp dx =∞.

Moreover, Ω = (−1, 0)∪ (0, 1) is not a W 1,p-extension domain. Indeed, if u ∈W 1,p(Rd) is an extension of
u defined as above then in particular we would have u ∈ W 1,p(−1, 1) and u = u on Ω = (−1, 0) ∪ (0, 1).
The distributional derivative of u on (−1, 1) is ∇u = 2δ0 (where δ0 stands for the Dirac mass at the
origin). Hence ∇u is not a function which contradicts the fact that u ∈W 1,p(R).
Next we prove that this example persists in the higher dimensional space d ≥ 2. Let B+

1 (0) = B1(0) ∩
{(x′, xd) ∈ Rd : xd > 0} and B−1 (0) = B1(0) ∩ {(x′, xd) ∈ Rd : xd < 0}. Put Ω = B1(0) \ {(x′, xd) ∈
Rd : xd = 0} = B+

1 (0) ∪ B−1 (0) and define the function u(x) = 1B+
1 (0)(x) − 1B−1 (0)(x), i.e. u(x) = 1

if x ∈ B+
1 (0) and u(x) = −1 if x ∈ B−1 (0). Obviously we have u ∈ W 1,p(Ω) for all 1 ≤ p < ∞ with

∇u = 0. Further following the discussion above, one can check that u does not have any extension to the
whole space. Hence Ω cannot be an extension domain. On the other hand u does not belong to any of
the fractional Sobolev space W s,p(Ω) provided that s ≥ 1/p. Recall that here we have ν(h) = |h|−d−sp.
Indeed, assume s ≥ 1/p. Since integrals disregard sets of zero measure, we have
¨

ΩΩ

|u(x)− u(y)|p
|x− y|d+sp dx dy = 2p+1

ˆ
B+

1 (0)

ˆ
B−1 (0)

dx dy
|x− y|d+sp = 2p+1

ˆ
B+

1 (0)
dx

ˆ

B1(x)∩{hd>xd}

|h|−d−sp dh =∞.

We justify this conclusion as follows. It is easy to show that D′ ⊂ D where

D = {(x, h) ∈ Rd×Rd : x ∈ B+
1 (0), h ∈ B+

1 (x) ∩ {hd > xd}}
D′ = B+

1/2(0)× {(h′, hd) ∈ Rd : |h′| < 1/4, xd < hd < 1/4}.

Also note that {(x′, xd) ∈ Rd : |x′| < 1/4, 0 < xd < 1/4} ⊂ B+
1/2(0). Using the change of variables

h′ = hdz
′ so that dh′ = hd−1

d dz′ then since s ≥ 1/p we get the following
¨

ΩΩ

|u(x)− u(y)|p
|x− y|d+sp dx dy = 2p+1

¨
D

|h|−d−sp dx dh ≥ 2p+1
¨
D′
|h|−d−sp dx dh

= 2p+1
ˆ

B+
1/2(0)

dx
ˆ 1/4

xd

dhd
ˆ

|h′|<1/4

(|h′|2 + h2
d)−(d+sp)/2 dh′

= 2p+1
ˆ

B+
1/2(0)

dx
ˆ 1/4

xd

h−1−sp
d dhd

ˆ

|h′|<1/4

(1 + |z′|2)−(d+sp)/2 dz′

= Cs

ˆ

B+
1/2(0)

(x−spd − 4−sp) dx with Cs = 2p+1
ˆ

|z′|<1/4

(1 + |z′|2)−(d+sp)/2 dz′

≥ Cs
ˆ 1/4

0
(x−spd − 4−sp) dxd

ˆ

|x′|<1/4

dx′ =∞.
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3.5. Fractional Sobolev spaces
Let us first observe that for s ∈ R, ν : h 7→ |h|−d−sp satisfies (J1), i.e. belongs to Lp(Rd, (1 ∧ |h|p)) if
and only if s ∈ (0, 1). In this case the spaces W p

ν (Ω),W p
ν,0(Ω),W p

ν,Ω(Ω|Rd) and W p
ν (Ω|Rd) are respectively

denoted by W s,p(Ω), W s,p
0 (Ω), W s,p

∗ (Ω) and W s,p(Ω|Rd). The spaces W s,p(Ω) and W s,p
0 (Ω) are recog-

nized as the usual fractional Sobolev spaces. They are often called Aronszajn, Gagliardo or Slobodeckij
spaces[Aro55, Gag61, Slo58] after the names of those who introduced them simultaneously. Those spaces
are of particular interest in their own right and have been extensively studied throughout the literature in
recent years. Rigorous treatises on fractional Sobolev spaces can be found in [Gri11, Maz13]. See [NPV12]
for a treatment of Sobolev spaces of fractional order. The terminologies fractional is on one hand owed to
the fact that for on a smooth domain the space W s,p(Ω) can be realized as the s-interpolation of Lp(Ω)
and W 1,p(Ω). On the other hand the spaces W 1− 1

p ,p(∂Ω) (with ∂Ω viewed as an open manifold of Rd−1)
is the trace space of W 1,p(Ω). Precisely there exists a bounded operator T : W 1,p(Ω) → W 1− 1

p ,p(∂Ω)
such that if u ∈ C∞(Ω) ∩W 1,p(Ω) we have Tu = u |∂Ω, i.e. Tu = u on ∂Ω ). The existence of such an
operator was proven by Emilio Gagliardo around 1957, a modern treatment of this result can be found in
[Pon16]. Next we relate the fractional Sobolev spaces to the interpolation of Lp and W 1,p.

Theorem 3.54. Let s ∈ (0, 1), 1 ≤ p < ∞. There is a constant θ(s, d, p) > 0 such that for all u ∈
W s,p(Rd) the following log-convex inequality (interpolation estimate) holds

‖u‖W s,p(Rd) ≤ θ(s, d, p)‖u‖1−sLp(Rd)‖u‖
s
W 1,p(Rd). (3.16)

With 1 ≤ θ(s, d, p) < C(s(1− s))−1/p where the constant C does not depend on s.
If Ω is a W 1,p-extension domain there is C > 0 also depending on Ω such that

‖u‖W s,p(Ω) ≤ C(d, p,Ω)(s(1− s))−1/p‖u‖1−sLp(Ω)‖u‖
s
W 1,p(Ω) for all u ∈W s,p(Ω).

Proof. Assume u ∈W 1,p(Rd) and let r > 0. We have
ˆ

Rd

ˆ

|h|≥r

|u(x)− u(x+ h)|p
|h|d+sp dhdx ≤ 2p

ˆ

Rd

|u(x)|p dx
ˆ

|h|≥r

|h|−d−sp dh = 2p|Sd−1|r
−sp

sp
‖u‖p

Lp(Rd).

Furthermore, using Fubini’s theorem we get
ˆ

Rd

ˆ

|h|<r

|u(x)− u(x+ h)|p
|h|d+sp dh dx =

ˆ

|h|<r

ˆ

Rd

ˆ 1

0

∣∣∇u(x+ th) · hdt
∣∣p|h|−d−sp dx dh

≤
ˆ

Rd

∣∣∇u(x)
∣∣p dx

ˆ

|h|<r

|h|−d−(1−s)p dh = |Sd−1|r
p(1−s)p

p(1− s)‖∇u‖
p
Lp(Rd).

Adding the two inequalities for3 r =
(

1−s
s

)1/p ‖∇u‖
Lp(Rd)

‖u‖
Lp(Rd)

and letting θp(s, d, p) = 2sp
(
1+ |Sd−1|

ps1−s(1−s)s
)
yields

‖u‖p
Lp(Rd) + |u|p

W s,p(Rd) ≤
|Sd−1|

ps1−s(1−s)s ‖u‖
p(1−s)
Lp(Rd)‖∇u‖

sp
Lp(Rd)

2−spθp(s, d, p)‖u‖p(1−s)
Lp(Rd)

(
‖u‖sp

Lp(Rd) + ‖∇u‖sp
Lp(Rd)

)
≤
[
θ(s, d, p)‖u‖1−s

Lp(Rd)‖u‖
s
W1,p(Rd)

]p
.

Note that e−1/e ≤ tt ≤ 1 for t ∈ (0, 1) hence θ(s, d, p) ≤ C(s(1− s))−1/p. The claim is proved.

3This value is obtained after solving for r, 2p|Sd−1| r
−sp

sp ‖u‖
p

Lp(Rd) = |Sd−1| r
p(1−s)p

p(1−s) ‖∇u‖
p

Lp(Rd).
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We observe that (3.16) is sharp in the sense that tending s → 1(resp. s → 0+) leads to the obvious
inequality ‖u‖p

W 1,p(Rd) ≤ C‖u‖p
W 1,p(Rd) ( resp. ‖u‖p

Lp(Rd) ≤ C‖u‖p
Lp(Rd)). We discuss this widely in

Section 5.2. In addition, the log-convex inequality (3.16) somehow encodes an interpolation between Lp
and W 1,p whose the resulting interpolation space is W s,p. Truly speaking, the fractional Sobolev space
results from the so called real interpolation. A concrete elaboration of this assertion can be found in
[Tri95, BL12].
Next we derive the fractional counterpart of the famous Gagliardo–Nirenberg–Sobolev embedding theorem.
The spectacularly amazing elementary proof presented here is apparently due to Haim Brezis [Pon16,
Proposition 15.5] from a personal communication. It is important to highlight that earlier proofs of this
theorem exist in the literature as well. For instance another lengthy proof also using basic analysis tools
is well incorporated in [NPV12, Theorem 6.5]. See also [CT04] where the inequality is established with
the best constant for p = 2.
Theorem 3.55 (Gagliardo–Nirenberg–Sobolev). Let s ∈ (0, 1) and 1 ≤ p < d

s . For all u ∈ L
p∗s (Rd),

‖u‖Lp∗s (Rd) ≤ 2p
∗
s/p|B1(0)|−1/p−s/d

( ¨

Rd Rd

|u(x)− u(y)|p
|x− y|−d−sp

dx dy
)1/p

. (3.17)

Here 1
p∗s

= 1
p
− s

d
> 0 is the so-called fractional critical exponent or fractional Sobolev conjugate. In

particular, the embedding W s,p(Rd) ↪→ Lp
∗
s (Rd) is continuous.

Proof. First we fix x ∈ Rd and r > 0. Integrating the inequality |u(x)| ≤ |u(y)| + |u(x) − u(y)| over
y ∈ Br(x) and using Jensen’s inequality gives

|u(x)| ≤
 
Br(x)

|u(y)|dy +
 
Br(x)

|u(x)− u(y)|dy

≤
(  

Br(x)
|u(y)|p

∗
s dy

)1/p∗s +
( 

Br(x)
|u(x)− u(y)|p dy

)1/p

≤
(  

Br(x)
|u(y)|p

∗
s dy

)1/p∗s +
(
rd+sp

 
Br(x)

|u(x)− u(y)|p
|x− y|d+sp dy

)1/p

= r−d/p
∗
s |B1(0)|−1/p∗s

( ˆ

Br(x)

|u(y)|p
∗
s dy

)1/p∗s + rs|B1(0)|−1/p
( ˆ

Br(x)

|u(x)− u(y)|p
|x− y|d+sp dy

)1/p

≤ r−d/p
∗
s |B1(0)|−1/p∗s

(ˆ
Rd

|u(y)|p
∗
s dy

)1/p∗s + rs|B1(0)|−1/p
( ˆ
Rd

|u(x)− u(y)|p
|x− y|d+sp dy

)1/p
.

Next solving the following equation for r,

r−d/p
∗
s |B1(0)|−1/p∗s

(ˆ
Rd

|u(y)|p
∗
s dy

)1/p∗s = rs|B1(0)|−1/p
(ˆ
Rd

|u(x)− u(y)|p
|x− y|d+sp dy

)1/p

gives

r(x) = r = |B1(0)|1/d−p/dp
∗
s

(ˆ
Rd

|u(y)|p
∗
s dy

)p/dp∗s( ˆ
Rd

|u(x)− u(y)|p
|x− y|d+sp dy

)−1/d
.

Substituting this specific r(x) in the preceding estimate leads to

|u(x)|p
∗
s ≤ 2p

∗
sr−d(x)|B1(0)|−1

(ˆ
Rd

|u(y)|p
∗
s dy

)

= 2p
∗
s |B1(0)|−2+p/p∗s

(ˆ
Rd

|u(y)|p
∗
s dy

)1−p/p∗s(ˆ
Rd

|u(x)− u(y)|p
|x− y|d+sp dy

)
.
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Integrating both sides with respect to the variable x gives

ˆ

Rd

|u(x)|p
∗
s dx ≤ 2p

∗
s |B1(0)|−2+p/p∗s

( ˆ
Rd

|u(y)|p
∗
s dy

)1−p/p∗s( ¨

Rd Rd

|u(x)− u(y)|p
|x− y|d+sp dy dx

)
.

Cancellation on both sides provides the desired estimate.

It is interesting to know what could be the suitable definition of fractional Sobolev space W s,p for s ≥ 1.
It turns out that the definition of | · |W s,p(Ω) cannot be extended to the situation where s ≥ 1. This is
justified by the following result.

Proposition 3.56. Let Ω ⊂ Rd be open and let u ∈ C∞c (Ω) with u 6= 0. Then for 1 ≤ p <∞

|u|W s,p(Ω) =∞ for all s ≥ 1 and lim
s→1−

|u|W s,p(Ω) =∞.

Proof. Let K ⊂ Ω be a compact and let δ > 0 such that K(δ) = K + Bδ(0) ⊂ Ω. Since u ∈ C2
c (Ω), by

mimicking 3.13 we find that

|u|pW s,p(Ω) ≥
ˆ
K(δ)

dx
ˆ
Sd−1
|∇u(x) · w|p dσ(w)

ˆ δ

0
r(1−s)p−1dr.

The claim follows since for all s ≥ 1,
´ δ

0 r
(1−s)p−1dr =∞ and we also have

ˆ δ

0
r(1−s)p−1 = δ(1−s)p

(1− s)p
s→1−−−−−→∞.

On a smooth domain Ω the spaces W s,p(Ω) with 0 < s < 1 can be realized as the interpolation space
between Lp(Ω) and W 1,p(Ω). Therefore it is interesting to know how close is the space ‖ · ‖W s,p(Ω) to
‖ · ‖Lp(Ω) as s → 0 and to ‖ · ‖W 1,p(Ω) as s → 1−. Unpleasantly, for the asymptotic → 1− we know from
Proposition 3.56 that lim

s→1−
|u|W s,p(Ω) = ∞. This divergence was initially observed by Haim Brezis, Jean

Bourgain and Pierre Mironescu in 2001 [BBM01]. As one can foresee from the above computation, to
correct this anomaly, putting the factor (1− s) in front of the term |u|pW s,p(Ω) annihilates the singularity.
In fact, they prove that for all u ∈W 1,p(Ω)

lim
s→1−

(1− s)|u|pW s,p(Ω) = Kd,p‖∇u‖pLp(Ω) := Kd,p|u|pW 1,p(Ω). (3.18)

for some appropriate universal constant Kd,p depending only on d and p ≥ 1. We shall see this in a more
general context later on. The case s→ 0 was solved in [MS02] claiming that for all u ∈

⋃
0<s<1

W s,p(Rd),

lim
s→0+

s|u|p
W s,p(Rd) = 2

p
|Sd−1|‖u‖p

Lp(Rd).

Seemingly, Proposition 3.56 suggests that the space W s,p(Ω) for s > 1 must be defined in a different way.
Assuming for now that the relation (3.18) is true the following definition plainly makes sense.

Definition 3.57. Let Ω ⊂ Rd be an open set, 1 ≤ p < ∞ and s > 0. We put s = m + σ if s is not
an integer, where m ∈ N and σ ∈ (0, 1). The space W s,p(Ω) assumes the equivalence classes of functions
u ∈Wm,p(Ω) whose distributional derivatives Dαu of order |α| = m belong to Wσ,p(Ω), namely

W s,p(Ω) :=
{
u ∈Wm,p(Ω) : Dαu ∈Wσ,p(Ω) for any α s.t. |α| = m

}
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3.5. Fractional Sobolev spaces

The space W s,p(Ω) is a Banach space with respect to the norm defined by

‖u‖W s,p(Ω) :=
(
‖u‖pWm,p(Ω) +

∑
|α|=m

‖Dαu‖pWσ,p(Ω)

)1
p

.

Purposely we emphasize that Wσ,p(Ω) =
{
u ∈ Lp(Ω) : |u(x)− u(y)|

|x− y|
n
p+σ ∈ L

p(Ω× Ω)
}
and

‖u‖pWσ,p(Ω) =
ˆ

Ω
|u(x)|p dx+

¨

ΩΩ

|u(x)− u(y)|p
|x− y|n+σp dxdy.

Furthermore, W−s,p(Ω) is the topological dual of W s,p′

0 (Ω) = Cc(Ω)W
s,p′ (Ω) where 1/p′ = 1 − 1/p. The

space W s,∞(Ω) boils down to the usual Hölder space Cm,σ(Ω).
Clearly, if s = m is an integer, the space W s,p(Ω) coincides with the Sobolev space Wm,p(Ω).

Remark 3.58. The fractional Sobolev spaces W s,p(Ω) fill the gaps between the classical Sobolev of
integers orders. Actually there are two main different schools when it comes to define the notions of
fractional Sobolev spaces. The spacesW s,p(Ω), s ∈ R belong to the schools of Besov-Gagliardo-Nirenberg.
There are also the spaces Hs,p(Ω) (which we define below) belonging to the school of Triebel-Linzorkin.
The latter spaces can be realized as the complex interpolation between Lp(Rd) and W 1,p(Rd) whereas
W s,p(Ω) is the real interpolation between Lp(Rd) and W 1,p(Rd).

Definition 3.59 (Via Fourier transform). Let Ω ⊂ Rd be open, 1 ≤ p <∞ and s ∈ R. According to the
definition due to Triebel-Linzorking the fractional Sobolev space denoted Hs,p(Rd) is the completion of
the space

Hs,p(Rd) :=
{
u ∈ S(Rn) : ‖(〈ξ〉sû)∨‖Lp(Rd) <∞

}
,

equipped with the norm
‖u‖Hs,p(Rd) = ‖

[
(1 + |ξ|2)sû

]∨‖Lp(Rd).

Furthermore, we have the space Hs,p(Ω) :=
{
u |Ω: u ∈ Hs,p(Rd)

}
, equipped with the norm

‖u‖Hs,p(Ω) = inf{‖v‖Hs,p(Rd) : u = v |Ω , v ∈ Hs,p(Rd)}.

Let us now illuminate some correlations between the spaces W s,p(Rd) and Hs,p(Rd).

• By using the Fourier transform (see the presentation in Chapter 2) one gets that for all s ∈ R,
W s,2(Rd) = Hs,2(Rd).

• According to Mikhlin’s Theorem [Zie12, Theorem 2.6.1] we have Wm,p(Rd) = Hm,p(Rd) for all
m ∈ Z and 1 < p <∞. Moreover the equality holds with equivalent norms. This fails for p = 1 or
p =∞.

• Furthermore, according to [Gri11], for all s ∈ Rd we have

W s,p(Rd) ⊂ Hs,p(Rd) for 1 < p ≤ 2 and Hs,p(Rd) ⊂W s,p(Rd) for 2 ≤ p <∞.

• In addition Lions and Peetre (1964) [Gri11] have proved that if s1 < s2 < s3 then

W s3,p(Rd) ⊂ Hs2,p(Rd) ⊂W s1,p(Rd).

• If Ω is a Lipschitz domain then combining Proposition 3.50 and Theorem 3.49 it is easy to establish
the following continuous embedding for all 1 ≤ s1 ≤ s2

W s2,p(Ω) ↪→W s1,p(Ω).

Similarly, for all 1 ≤ s1 ≤ s2, one can show that Hs2,p(Ω) ↪→ Hs1,p(Ω).
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Let us now quote some interesting results in connection to the spaces W s,p(Ω).

Theorem 3.60 ([HT08, Gri11]). Let Ω ⊂ Rd be open.

(i) C∞c (Rd) is dense in W s,p(Rd) for all s ∈ R.

(ii) If Ω has a continuous boundary, then the space W s,p
∗ (Ω) = {u ∈ W s,p(Rd) : u = 0 a.e on Ωc}

contains C∞c (Ω) as a dense subspace.

(iii) Assume Ω has a continuous boundary, then C∞c (Ω) is dense in W s,p(Ω) for all s > 0, where we recall
that C∞c (Ω) is the space of all functions which are restriction of C∞ functions with compact support
in Rd to Ω.

(iv) Assume Ω has a Lipschitz boundary, then C∞c (Ω) is dense in W s,p(Ω) for 0 ≤ s ≤ 1/p, i.e.,
W s,p

0 (Ω) = W s,p(Ω) for s ≤ 1/p.

(v) Let Ω be a bounded open subset of Rd with a Lipschitz boundary, then W s,p
∗ (Ω) = W s,p

0 (Ω) except if
s− 1/p is an integer. Furthermore, if 0 < s < 1/p , W s,p

∗ (Ω) = W s,p
0 (Ω) = W s,p(Ω).

The proofs of (i)− (iv) are included in Section 3.6 in a more general context.

Remark 3.61. To some authors e.g [FKV15, DK13], the space W s,p
0 (Ω) is the closure in W s,p(Rd) of

C∞0 (Ω) in this case we will denote simply by C∞0 (Ω)W
s,p(Rd). Whereas others e.g [NPV12, HT08] define

W s,p
0 (Ω) to be closure of C∞0 (Ω) in W s,p(Ω). One should be careful since (see (v)) in general both

definitions do not coincide especially on non-smooth domains.

3.6. Approximations by smooth functions

In practice it is rather laborious and demanding to work in a function space not containing smooth
functions. In this section we show from different perspectives that functions from the nonlocal spaces of
interest for us can be approximated by smooth functions. This part is stimulated by [EE87]. Throughout
this section, the function ν : Rd \{0} → [0,∞] is assumed to satisfy the condition (J1) see (page 57). In
addition we fix a function φ ∈ C∞c (Rd) supported in B1(0) such that φ ≥ 0 and

´
B1
φ = 1 we denote the

corresponding mollifier by φδ(x) = 1
δd
φ
(
x
δ

)
. It is not difficult to establish that for each δ > 0,

φδ ∈ C∞c (Rd), φδ ≥ 0, suppφδ ⊂ Bδ(0) and
ˆ
Rd
φδ(x) dx = 1.

A standard example is given by taking φ(x) = c exp− 1
1−|x|2 if |x| < 1 and φ(x) = 0 if |x| ≥ 1 where the

constant c > 0 is chosen such that
´
Rd φ(x) dx = 1.

We start by recalling some basic remarks and some useful Lemmata.

Remark 3.62. Note that if we notationally set U(x, y) = (u(x)− u(y))ν1/p(x− y) then

• u ∈W p
ν (Ω) if and only if (u, U) ∈ Lp(Ω)× Lp(Ω× Ω)

• u ∈W p
ν (Ω|Rd) if and only if (u, U) ∈ Lp(Ω)× Lp(Ω× Rd).
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Employing Jensen’s inequality we get

|φδ ∗ u− u|pWp
ν (Ω) =

¨

ΩΩ

∣∣[φδ ∗ u− u](x)− [φδ ∗ u− u](y)
∣∣pν(x− y) dy dx

=
¨

ΩΩ

∣∣∣ ˆ
Rd

φδ(z)
{
U(x− z, y − z)− U(x, y)

}
dz
∣∣∣p dy dx

=
¨

ΩΩ

∣∣∣ˆ
Rd

φ(z)
{
U(x− δz, y − δz)− U(x, y)

}
dz
∣∣∣p dy dx

≤
ˆ

B1

φ(z) dz
¨

ΩΩ

∣∣U(x− δz, y − δz)− U(x, y)
∣∣p dy dx

(3.19)

Lemma 3.63. Assume Ω ⊂ Rd is an open set. Let Ω′ ⊂ Ω be open and such that dist(Ω′, ∂Ω) > 0 (if
Ω 6= Rd). For u ∈W p

ν (Ω) then φδ ∗ u ∈ C∞(Ω′) ∩W p
ν (Ω′) for all 0 < δ < dist(Ω′, ∂Ω) and

‖φδ ∗ u− u‖Wp
ν (Ω′)

δ→0−−−→ 0.

The same is true with W p
ν (Ω′) replaced with W p

ν (Ω′|Rd). Moreover if Ω = Rd then one can take Ω′ = Rd.

Proof. We will only prove the first statement and the others statements will follow analogously. Fix
0 < δ < dist(Ω′, ∂Ω). Note that for x, y ∈ Ω′ and z ∈ B1, then x− δz, y − δz ∈ Ω′ + Bδ ⊂ Ω. Hence, by
mimicking the estimate (3.19) and using a trivial change of variables we find that

|φδ ∗ u|pWp
ν (Ω′) ≤

ˆ

B1

φ(z) dz
¨

Ω′Ω′

∣∣U(x− δz, y − δz)
∣∣p dy dx

≤
ˆ

B1

φ(z) dz
¨

Ω′+Bδ Ω′+Bδ

∣∣U(x, y)
∣∣p dy dx ≤ |u|p

Wp
ν (Ω) <∞.

Thus, φδ ∗ u ∈W p
ν (Ω′). By continuity of the shift in Lp(Rd×Rd),

¨

Ω′Ω′

∣∣∣U(x− δz, y − δz)− U(x, y)
∣∣∣p dy dx δ→0−−−→ 0.

Further, we have

φ(z)
¨

Ω′Ω′

∣∣∣U(x− δz, y − δz)− U(x, y)
∣∣∣p dy dx ≤ 2pφ(z)

¨

ΩΩ

∣∣U(x, y)
∣∣p dy dx ≤ 2pφ(z)‖u‖p

Wp
ν (Ω) ∈ L

1(Rd)

By dominated convergence we conclude that |φδ ∗ u− u|pWp
ν (Ω′)

δ→0−−−→ 0 and according to Theorem 3.3 we
know that ‖φδ ∗ u− u‖Lp(Ω′)

δ→0−−−→ 0 and so we get ‖φδ ∗ u− u‖Wp
ν (Ω′|Rd)

δ→0−−−→ 0.

The next lemma plays a determinant role in approximation functions.

Lemma 3.64. Assume Ω ⊂ Rd is open. The following assertions are true

(i) Let Ω′ ⊂ Ω be open and such that dist(Ω′, ∂Ω) > 0. For u ∈ W p
ν (Ω) with suppu ⊂ Ω′ the zero

extension u of u outside Ω belongs to W p
ν (Rd). Moreover, there is C > 0 independent of u with

‖u‖Wp
ν (Rd) ≤ C‖u‖Wp

ν (Ω).

(ii) Let ϕ ∈ C∞c (Rd) then for all u ∈ Lp(Ω) and all x, y ∈ Rd, we have the estimate

|ϕ(x)u(x)− ϕ(y)u(y)|p ≤ 2p‖ϕ‖pW 1,∞

(
1suppϕ(y)|u(x)− u(y)|p + |u(x)|p(1 ∧ |x− y|p)

)
. (3.20)
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(iii) Let ϕ ∈ C∞c (Rd). If u ∈W p
ν (Ω) then ϕu ∈W p

ν (Ω) and for some constant independent of u,

‖ϕu‖Wp
ν (Ω) ≤ C‖u‖Wp

ν (Ω).

The same holds with W p
ν (Ω) replaced by W p

ν (Ω|Rd).

(iv) Let ϕ ∈ C∞c (Ω). If u ∈W p
ν (Ω) then ϕu ∈W p

ν (Rd) and for some constant independent of u

‖ϕu‖Wp
ν (Rd) ≤ C‖u‖Wp

ν (Ω).

The same holds true with W p
ν (Ω) replaced by W p

ν (Ω|Rd).

Proof. Observe that (iv) follows by combining (i) and (iii). Next, let us prove (i). Set δ = dist(Ω′, ∂Ω) >
0 and Cδ =

´
|h|≥δ ν(h) dh > 0. It follows that

¨

Rd Rd

|u(x)− u(y)|pν(x− y) dy dx =
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dy dx+ 2
ˆ

Ω′
|u(x)|p dx

ˆ
Rd \Ω

ν(x− y) dy

≤ |u|Wp
ν (Ω) + 2

ˆ
Ω′
|u(x)|p dx

ˆ
|x−y|≥δ

ν(x− y) dy

= |u|p
Wp
ν (Ω) + 2Cδ‖u‖pLp(Ω).

Whence, ‖u‖p
Wp
ν (Rd) ≤ (2Cδ + 1)‖u‖p

Wp
ν (Ω). Now we prove (ii). Observe that for all x, y ∈ Rd we have

|ϕ(x)u(x)− ϕ(y)u(y)| ≤ |ϕ(y)||u(x)− u(y)|+ |u(x)||ϕ(x)− ϕ(y)|

= |ϕ(y)|1suppϕ(y)|u(x)− u(y)|+ |u(x)|
∣∣∣ˆ 1

0
∇ϕ(x+ t(y − x)) · (y − x)

∣∣∣
≤ ‖ϕ‖L∞(Rd)1suppϕ(y)|u(x)− u(y)|+ ‖ϕ‖W 1,∞ |u(x)|(1 ∧ |x− y|).

Thus implies (ii) follows. On the other hand, (iii) follows by integrating both sides of the estimate (3.20),
over Rd×Rd, with respect to the measure ν(x − y) dy dx. Indeed, letting δ = dist(suppϕ,Ωc) > 0 we
have

¨

Rd Rd

|ϕ(x)u(x)− ϕ(y)u(y)|pν(x− y) dx dy

≤ 2p‖ϕ‖pW 1,∞

(¨
ΩΩ

|u(x)− u(y)|pν(x− y) dx dy +
ˆ

Ω

|u(x)|p dx
ˆ

Rd

(1 ∧ |h|p)ν(h) dh
)

+ 2
ˆ

suppϕ

|u(x)|p dx
ˆ

|h|≥δ

ν(h) dh.

(3.21)

Lemma 3.65. Assume that Ω ⊂ Rd is open. Let χ ∈ C∞c (Rd) such that 0 ≤ χ ≤ 1 and χ(x) = 1 for
|x| < 1 and χ(x) = 0 for |x| ≥ 2. If u ∈W p

ν (Ω) then χ(·/j)u ∈W p
ν (Ω) and

‖χ(·/j)u− u‖Wp
ν (Ω)

j→∞−−−→ 0.

The same holds with W p
ν (Ω) replaced by W p

ν (Ω|Rd).
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Proof. Pointwise we have χ(x/j) j→∞−−−→ 1. So that for u ∈ W p
ν (Ω), χ(x/j)u(x) j→∞−−−→ u(x). We know

that χ(·/j)u ∈W p
ν (Ω). On the other hand, |χ(·/j)u| ≤ |u| then |χ(·/j)u− u|Lp(Ω)

n→∞−−−−→ 0 and using the
estimate (3.20), for all x, y ∈ Rd and j ≥ 1 we find that

|χ(x/j)u(x)− χ(y/j)u(y)|pν(x− y) ≤ |u(x)− u(y)|pν(x− y)
+ 2p‖χ‖pW 1,∞ |u(x)|p(1 ∧ |x− y|p)ν(x− y) ∈ L1(Ω× Ω).

The dominated convergence theorem implies that |χ(·/j)u − u|Wp
ν (Ω)

j→∞−−−→ 0 and thus, it follows that
‖χ(·/j)u− u‖Wp

ν (Ω)
j→∞−−−→ 0. The case u ∈W p

ν (Ω|Rd) follows likewise.

Let us immediately start with a simple case.

Theorem 3.66. Let 1 ≤ p < ∞ and ν : Rd \{0} → [0,∞] satisfying (J1). Then C∞c (Rd) is dense in
W p
ν (Rd), i.e. for a function u ∈W p

ν (Rd), there exist functions un ∈ C∞c (Rd) such that

‖un − u‖Wp
ν (Rd)

n→∞−−−−→ 0.

Proof. Let χ ∈ C∞c (Rd) such that 0 ≤ χ ≤ 1 and χ(x) = 1 for |x| < 1 and χ(x) = 0 for |x| ≥ 2. Letting
uj = χ(·/j)u, by Lemma 3.65 we can find j ≥ 1 such that ‖uj − u‖Wp

ν (Rd) < ε/2 with ε > 0. Note
that φδ ∗ uj ∈ C∞c (Rd). Setting Uj(x, y) = (uj(x)− uj(y))ν1/p(x− y) ∈ Lp(Rd×Rd). By mimicking the
estimate (3.19) for Ω = Rd we have

|φδ ∗ uj − uj |pWp
ν (Rd) ≤

ˆ

B1

φ(z) dz
¨

Rd Rd

∣∣Uj(x− δz, y − δz)− Uj(x, y)
∣∣p dy dx .

By the continuity of the shift in Lp(Rd×Rd)
¨

Rd Rd

∣∣∣Uj(x− δz, y − δz)− Uj(x, y)
∣∣∣p dy dx δ→0−−−→ 0.

Further, we have

φ(z)
¨

Rd Rd

∣∣∣Uj(x−δz, y−δz)−Uj(x, y)
∣∣∣p dy dx ≤ 2pφ(z)

¨

Rd Rd

∣∣Uj(x, y)
∣∣p dy dx = 2pφ(z)|u|p

Wp
ν (Rd) ∈ L

1(Rd).

By dominated convergence we conclude that |φδ ∗ uj − uj |pWp
ν (Rd)

δ→0−−−→ 0 and according to Theorem

3.3 we know that ‖φδ ∗ uj − uj‖Lp(Rd)
δ→0−−−→ 0. Accordingly we can find δ > 0 sufficiently small such

that ‖φδ ∗ uj − uj‖Wp
ν (Rd) < ε/2. Finally we get φδ ∗ uj ∈ C∞c (Rd) and it is not difficult to show that

φδ ∗ uj ∈W p
ν (Rd) and we have

‖φδ ∗ uj − u‖Wp
ν (Rd) ≤ ‖uj − u‖Wp

ν (Rd) + ‖φδ ∗ uj − uj‖Wp
ν (Rd) < ε.

We now deal with what can be seen as the Meyers-Serrin density type result for nonlocal spaces.

Theorem 3.67. Let 1 ≤ p <∞ and ν : Rd \{0} → [0,∞] satisfying (J1). Then C∞(Ω)∩W p
ν (Ω) is dense

in ∈W p
ν (Ω).

Proof. We shall only assume Ω 6= Rd because the case Ω = Rd is greatly covered by Theorem 3.66. We
follow the standard arguments as for the classical Sobolev spaces. Set

Oj =
{
x ∈ Ω : dist(x, ∂Ω) > 2−j , |x| < 2j

}
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Chapter 3. Nonlocal Sobolev-like Spaces

and V1 = O3 and Vj = Oj+2 \Oj for j ≥ 2. We have Ω =
∞⋃
j=1

Vj . Consider (ξj)j , a partition of the unity

subordinate to the family (Vj)j . That is,

ξj ∈ C∞c (Rd), supp(ξj) ⊂ Vj , 0 ≤ ξj ≤ 1,
∞∑
j=1

ξj = 1.

According to Lemma 3.64 for u ∈ W p
ν (Ω), each uj = ξju ∈ W p

ν (Ω). We also have suppuj ⊂ Vj ⊂ Ωj+2.
Chose δ > 0 small enough so that suppuj∪supp(ϕ∗uj) ⊂ Oj+3\Oj−1. Note that dist(Oj+3, ∂Ω) > 2−j−3.
In accordance to Lemma 3.63 we have

‖φδ ∗ uj − uj‖Wp
ν (Oj+4)

δ→0−−−→ 0.

On the other hand, since dist(Oj+3,Ω \Oj+4) ≥ 2−1, letting C =
´
|h|≥2−1 ν(h) dh > 0 we get

ˆ
Oj+3

|φδ ∗ uj(x)− uj(x)|p dx
ˆ

Ω\Oj+4

ν(x− y) dy ≤ C
ˆ
Oj+3

|φδ ∗ uj(x)− uj(x)|p dx δ→0−−−→ 0.

Altogether we have ‖φδ ∗ uj − uj‖pWp
ν (Ω)

δ→0−−−→ 0 because

‖φδ ∗ uj − uj‖pWp
ν (Ω) = ‖φδ ∗ uj − uj‖pWp

ν (Oj+4) + 2
ˆ
Oj+3

|φδ ∗ uj(x)− uj(x)|p dx
ˆ

Ω\Oj+4

ν(x− y) dy.

Accordingly, given ε > 0 we can find δj > 0 such that

‖φδj ∗ uj − uj‖
p
Wp
ν (Ω) ≤ ε2

−j .

Given that Oj+3 \Oj−1
′s can only overlap at most five times and φδ ∗uj ∈ C∞c (Oj+3 \Oj−1), the function

v =
∞∑
j=1

φδj ∗ uj is well defined and belongs to C∞(Rd). Noticing that u =
∞∑
j=1

ξju =
∞∑
j=1

uj , from the

above we get on the one hand that ‖v − u‖Wp
ν (Ω) ≤ ε since

‖v − u‖Wp
ν (Ω) =

∥∥∥ ∞∑
j=1

φδj ∗ uj − uj
∥∥∥
Wp
ν (Ω)

≤
∞∑
j=1
‖φδj ∗ uj − uj‖Wp

ν (Ω)‖ ≤
∞∑
j=1

ε2−j = ε.

And on the other hand, v ∈ C∞(Rd) ∩W p
ν (Ω) since

‖v‖Wp
ν (Ω) ≤ ‖v − u‖Wp

ν (Ω) + ‖u‖Wp
ν (Ω) ≤ ‖u‖Wp

ν (Ω) + ε.

This completes the proof.

Note that the main point in the above proof is that if u ∈W p
ν (Ω) then by truncation it is possible to shrink

the support of u inside Ω using a suitable partition of unity, so that convoluting makes sense afterwards.
On the other hand, the question of approximating a function of W p

ν (Ω|Rd) by smooth functions is more
delicate, but can be reduced to the question whether W p

ν (Ω|Rd) is closed under the shift operator, i.e.
for u ∈ W p

ν (Ω|Rd), do we have u(· − h) = τhu ∈ W p
ν (Ω|Rd)? This is equivalent to say that for δ > 0

sufficiently small, u ∈W p
ν (Ω +Bδ|Rd) when u ∈W p

ν (Ω|Rd). Whereas this is not totally obvious because
in this situation the function u is already defined on the whole Rd. Next we give a partial answer to this
question when Ω has a compact Lipschitz boundary.

Definition 3.68. An open set Ω ⊂ Rd shall be called a local graph domain if for each x ∈ ∂Ω there exists
a r > 0 and a function γ : Rd−1 → R such that

Ω ∩Br(x) =
{
x ∈ Br(x) : xd > γ(x′)

}
∂Ω ∩Br(x) =

{
x ∈ Br(x) : xd = γ(x′)

}
Ωc ∩Br(x) =

{
x ∈ Br(x) : xd ≤ γ(x′)

}
.

In addition, if γ is of class Cm,σ then Ω is called to be a Cm,σ-domain. For m = 0, σ = 1, Ω is called a
Lipschitz domain.
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We will need the following result.

Lemma 3.69. Let 1 ≤ p < ∞ and assume ν : Rd \{0} → [0,∞] satisfying (J1) is radially almost
decreasing, i.e. ν(x) ≤ cν(y) (c > 0 ) whenever |y| ≥ |x|. Then for Ω ⊂ Rd open, W p

ν (Ω|Rd) ⊂ Lploc(R
d).

Moreover for each compact K ⊂ Rd there is a constant C = (K,Ω, ν) such that for all u ∈W p
ν (Ω),

ˆ
K

|u(x)|p dx ≤ C‖u‖p
Wp
ν (Ω).

Proof. If u ∈W p
ν (Ω|Rd) then u ∈ Lp(Ω). For a compact set K ⊂ Rd write K = K1∪K2 with K1 = Ω∩K

and K2 = Ωc ∩ K. Now choose K ′ ⊂ Ω to be any compact set and R > 0 sufficiently large such that
K ′ ∪K2 ⊂ BR(0). Clearly u ∈ Lp(K1) and u ∈ Lp(K ′). It remains to show that u ∈ Lp(K2). For every
x ∈ K ′ and y ∈ K2 we have |x − y| ≤ R so that ν(x − y) ≥ cR for some constant cR > 0. Applying this
and Jensen’s inequality we get the following

∞ >

¨

ΩRd

|u(x)− u(y)|pν(x− y) dy dx ≥ cR
ˆ
K′

ˆ
K2

|u(x)− u(y)|p dy dx

≥ cR|K ′|
ˆ
K2

|u(x)−
ffl
K′
u|p dx.

The conclusion is reached because
ˆ
K2

|u(x)|p dx ≤ 2p|K2|
 
K′
|u(x)|p dx+ 2p

ˆ
K2

|u(x)−
ffl
K′
u|p dx

≤ 2p(c−1
R + 1)|K2||K ′|−1‖u‖p

Wp
ν (Ω) <∞.

The following density result ameliorates the analogous one from [Voi17] whose proof is more likely not to
be fully satisfactory.

Theorem 3.70. Assume Ω ⊂ Rd is open with a compact Lipschitz boundary ∂Ω. Let ν satisfy (J1) and
in addition, assume ν is radially almost decreasing. Then C∞c (Rd) is dense in W p

ν (Ω|Rd) with respect to
the norm ‖ · ‖Wp

ν (Ω|Rd), i.e. for u ∈W p
ν (Ω|Rd) there exists a sequence (un) ⊂ C∞c (Rd) with

‖un − u‖Wp
ν (Ω|Rd) −→ 0 as n→∞ .

Moreover for p = 2, then C∞c (Rd) is dense in V 1
ν (Ω|Rd) with respect to the norm

‖u‖2V 1
ν (Ω|Rd) = ‖Lu‖2L2(Ω) + ‖u‖2Vν(Ω|Rd).

Proof. Let u ∈ W p
ν (Ω|Rd). We prove that |vε − u|Wp

ν (Ω)
ε→0−−−→ 0 wherevε ∈ C∞c (Rd). This implies

‖vε − u‖Wp
ν (Ω|Rd)

ε→0−−−→ 0 because convergence of the Lp-norms follows by standard arguments. Note that
the sequence (vε) is constructed by translation and convolution of the function u with a mollifier Thus
for u ∈ V 1

ν (Ω|Rd) since ∂Ω is Lipschitz, taking into account Proposition 2.13, by a subsequence shift
arguments one can show that ‖Lu− Lvε‖L2(Ω)

ε→0−−−→ 0.

Step 1: Let x0 ∈ ∂Ω. Since is ∂Ω Lipschitz, there exists r > 0 and a Lipschitz function γ : Rd−1 → R
with Lipschitz constant k > 0, such that (upon relabelling the coordinates)

Ω ∩Br(x0) = {x = (x′, xd) ∈ Br(x0)|xd > γ(x′)}.
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For the sake of convenience, we choose r > 0 so small such that |Ω ∩ Bcr(x0)| > 0. For x ∈ Br/2(x0),
τ > 1 + k and 0 < ε < r

2(1+τ) we define the shifted point xε = x+ τεed . We define

uε(x) = u(xε) = u(x+ τεed) and vε = φε ∗ uε,

where φε is a smooth mollifier having support in Bε(0). It is noteworthy to emphasize that the smoothness
of the function φε ∗uε is warranted by Lemma 3.69, which assures that u ∈ Lploc(R

d) when u ∈W p
ν (Ω|Rd)

and ν is radially almost decreasing. Indeed we have C∞c (Rd) ∗ L1
loc(R

d) ⊂ C∞(Rd).
Step 2: Let us assume suppu b Br/4(x0). In this case vε ∈ C∞c (Br(x0)). In this step, we aim to prove

|vε − u|Wp
ν (Ω|Rd) −→ 0 as ε→ 0 .

Due to the nonlocal nature of the semi-norm, this step turns out to be rather challenging. We begin with
a geometric observation.

Lemma 3.71. Let z ∈ B1(0). Let Ωzε = Ω + ε(τed − z). Then Ωzε ∩Br/2(x0) ⊂ Ω ∩Br(x0).

Proof. For h ∈ Ωzε∩Br/2(x0), let us write h = t+ετed−εz with t ∈ Ω. Note that since ε < r
2(τ+1) we get

|t−x0| ≤ |t−h|+ |h−x0| < ε(τ + 1) + r/2 < r. So that t ∈ Br(x0), h′ = t′− εz′ and hd = td + ε(τ − zd).
Since γ is Lipschitz with Lipschitz constant k < τ − 1 and t ∈ Ω∩Br(x0) = {x ∈ Br(x0)|xd > γ(x′)}, i.e.
td > γ(t′), we obtain

γ(h′) ≤ γ(t′) + |γ(h′)− γ(t′)| < td + εk|z′|
< td + εk < td + ε(τ − zd) = hd.

Thus, h ∈ Br(x0) and hd > γ(h′). We have shown h ∈ Ω ∩Br(x0) as desired.

The main technical tool of the argument below is the Vitali convergence theorem, (see Theorem A.19
in Appendix). Since u belongs to the space W p

ν (Ω|Rd), for every δ > 0 there is η > 0 such that for all sets
E ⊂ Ω, F ⊂ Rd with |E × F | < η we know

¨

EF

∣∣u(x)− u(y)
∣∣pν(x− y) dy dx < δ and

ˆ
EF

|u(y)|p dy < δ . (3.22)

The second estimate uses the fact that u has compact support and belongs to Lploc(R
d).

Lemma 3.72. For every δ > 0 there is η > 0 such that for all sets E ⊂ Ω, F ⊂ Rd with |E × F | < η

sup
z∈B1(0)

sup
ε>0

¨

EF

∣∣uzε(x)− uzε(y)
∣∣pν(x− y) dy dx < δ , (3.23)

where uzε(ξ) = uε(ξ − εz) = u(ξ + ετed − εz).

Proof. Let δ > 0. Choose η > 0 as in (3.22). Let ε > 0, z ∈ B1(0). Let E ⊂ Ω, F ⊂ Rd be sets with
|E × F | < η. Then

¨

EF

∣∣uzε(x)− uzε(y)
∣∣pν(x− y) dy dx =

¨

EzεF
z
ε

∣∣u(x)− u(y)
∣∣pν(x− y) dy dx , (3.24)

where Ezε = E+ε(τed−z) and F zε defined analogously. We decompose Ezε as follows Ezε = Ezε ∩Br/2(x0)∪
Ezε ∩Bcr/2(x0). Note

Ezε ∩Br/2(x0) ⊂ Ωzε ∩Br/2(x0) ⊂ Ω ∩Br/2(x0) ,
where we apply Lemma 3.71. We directly conclude

¨

EzεF
z
ε

1Br/2(x0)(x)
∣∣u(y)− u(x)

∣∣pν(x− y) dy dx ≤ δ . (3.25)
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With regard to the remaining term since suppu ⊂ Br/4(x0), note
¨

EzεF
z
ε

1Bc
r/2(x0)(x)

∣∣u(x)− u(y)
∣∣pν(x− y) dy dx

=
¨

EzεF
z
ε

1Bc
r/2(x0)(x)1Br/4(x0)(y)|u(y)|pν(x− y) dy dx

≤ c(r, ν)
¨

EzεF
z
ε

1Bc
r/2(x0)(x)1Br/4(x0)(y)|u(y)|p dy dx ≤ c

¨

EzεF
z
ε

|u(y)|p dy dx

= c

¨

EF zε

|u(y)|p dy dx ≤ cδ .

(3.26)

The positive constant c(r, ν) depends on r and on the shape of ν. Summation over (3.25) and (3.26)
completes the proof after redefining δ accordingly.

The next lemma shows the tightness of uzε(x)− uzε(y) uniformly for z ∈ B1(0) and ε > 0.

Lemma 3.73. For every δ > 0 there exists E(δ) ⊂ Ω and Fδ ⊂ Rd such that |E(δ)× Fδ| <∞ and

sup
z∈B1(0)

sup
ε>0

¨

(Ω×Rd)\(E(δ)×Fδ)

∣∣uzε(x)− uzε(y)
∣∣pν(x− y) dy dx < δ. (3.27)

Proof. Fix ε > 0 and z ∈ B1(0). Let R̄ = sup
ξ∈Ω
|ξ − x0| which is finite since Ω is bounded. Note that

suppuzε ⊂ Br/2(x0). Choose R > 0 so large such that [BcR(x0)]zε = BcR(x0) + ε(τed + z) ⊂ BcR/2(x0) and
|x− y| ≥ R/2− R̄ for x ∈ BcR/2(x0) and y ∈ Ω. Thus,

¨

(Ω×Rd)\(Ω×BR(x0))

∣∣uzε(x)− uzε(y)
∣∣pν(x− y) dy dx =

¨

ΩBc
R

(x0)

∣∣uzε(x)
∣∣pν(x− y) dy dx

=
ˆ

Ωzε∩Br/2(x0)

|u(x)|p dx
ˆ

[Bc
R

(x0)]zε

ν(x− y) dy ≤
ˆ

Ω

|u(x)|p dx
ˆ

Bc
R/2−R̄

(x)

ν(x− y) dy

= ‖u‖pLp(Ω)

ˆ

Bc
R/2−R̄

(0)

ν(h) dh.

The desired result follows by taking E(δ) = Ω and Fδ = BR(x0) with R > 0 large enough such that´
Bc
R/2−R̄

(0)
ν(h) dh < δ‖u‖−2

Lp(Ω) .

Lemma 3.74. There exists a constant C(Ω, r, ν) depending on Ω, r and ν such that

|uzε|
p
Wp
ν (Ω|Rd) ≤ C(Ω, r, ν)|u|p

Wp
ν (Ω|Rd) for all z ∈ B1(0) and all ε > 0. (3.28)

Proof. Note that |x − y| ≥ r/4 for x ∈ Bcr/2(x0) and y ∈ Br/4(x0). Note that is ν radially almost
decreasing, i.e. ν(x− y) < c(r, ν) = cν(r/4). Let us choose

C = 1 + sup
y∈Br/4(x0)

( ˆ

Ω∩Bcr(x0)

ν(x− y) dx
)−1 ˆ

Bc
r/4(0)

ν(h) dh ≤ 1 + (c(r, ν)|Ω ∩Bcr(x0)|)−1̂

Bc
r/4(0)

ν(h) <∞.
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Therefore, for each z ∈ B1(0) and each ε > 0 we have
¨

Ωzε∩Bcr/2(x0)×Rd

|u(x)|p − u(y)|p ν(x− y) dy dx =
ˆ

Br/4(x0)

|u(y)|p dy
ˆ

Ωzε∩Bcr/2(x0)

ν(x− y) dx

≤
ˆ

Br/4(x0)

|u(y)|p dy
ˆ

Bc
r/4(y)

ν(h) dh ≤ C
ˆ

Br/4(x0)

|u(y)|p dy
ˆ

Ω∩Bcr(x0)

ν(x− y) dx

= C

¨

Ω∩Bcr(x0)×Rd

|u(x)− u(y)|pν(x− y) dy dx.

By applying change of variables, this and Lemma 3.71, we have

|uzε|
p
Wp
ν (Ω|Rd) =

¨

ΩRd

∣∣uzε(x)− uzε(y)
∣∣pν(x− y) dy dx =

¨

Ωzε Rd

∣∣u(x)− u(y)
∣∣pν(x− y) dy dx

=
¨

Ωzε∩Br/2(x0)×Rd

∣∣u(x)− u(y)
∣∣pν(x− y) dy dx+

¨

Ωzε∩Bcr/2(x0)×Rd

∣∣u(x)− u(y)
∣∣pν(x− y) dy dx

≤ C
¨

Ω∩Br(x0)×Rd

∣∣u(x)− u(y)
∣∣pν(x− y) dy dx + C

¨

Ω∩Bcr(x0)×Rd

|u(x)− u(y)|pν(x− y) dy dx

≤ C|u|p
Wp
ν (Ω|Rd).

We are now in a position to prove the main result of this step. By mimicking the estimate (3.19), we get

|vε − u|pWp
ν (Ω|Rd) =

¨

Ω Rd

((vε(x)− vε(y))− (u(x)− u(y))|pν(x− y) dy dx

≤
ˆ

B1(0)

φ(z) dz
¨

ΩRd

∣∣(uε(x− εz)− uε(y − εz))− (u(x)− u(y))
∣∣pν(x− y) dy dx

=
ˆ

B1(0)

|uzε − u|
p
Wp
ν (Ω|Rd)φ(z) dz .

For each fixed z ∈ B1(0) the family of functions (x, y) 7→
∣∣(uzε(x)− uzε(y))− (u(x)− u(y))

∣∣pν(x− y) with
(x, y) ∈ Ω × Rd, ε > 0 is equiintegrable (by Lemma 3.72), is tight (by Lemma 3.73) and converges to 0
a.e on Ω× Rd. Also note that according to the estimate (3.28), each member of this family is integrable
(this follows from the equiintegrability). Thus for fixed z ∈ B1(0) the Vitali’s convergence theorem gives

¨

Ω Rd

∣∣(uε(x− εz)− uε(y − εz))− (u(x)− u(y))
∣∣pν(x− y) dy dx ε→0−→ 0 .

That is, |uzε − u|
p
Wp
ν (Ω|Rd) → 0, as ε → 0 for each z ∈ B1(0). Further, from estimate (3.28) the function

z 7→ φ(z)[uzε − u]p
Wp
ν (Ω|Rd) is bounded by 2C[u]Wp

ν (Ω|Rd) for all ε > 0 and a.e. z ∈ B1(0). Thus, by
Lebesgue’s dominated convergence theorem

ˆ

B1(0)

|uzε − u|
p
Wp
ν (Ω|Rd)φ(z) dz

ε→0
−→ 0 .

This implies [vε − u]Wp
ν (Ω|Rd) → 0 as ε→ 0.
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Step 3: Let u ∈ W p
ν (Ω|Rd) be arbitrary. Let R > 0 such that Ω ⊂ BR(0). Let fR ∈ C∞c (B3R(0)) with

fR ≤ 1 and fR(x) = 1 for all x ∈ B2R(0). Define uR = fRu. Then according to Lemma 3.65, we have
supp(uR) ⊂ B3R(0), uR ∈W p

ν (Ω) and [u− uR]Wp
ν (Ω|Rd) → 0 as R→∞.

Step 4: Let xi ∈ ∂Ω, ri > 0, i = 1, .., N , such that

∂Ω ⊂
N⋃
i=1

Bri/2(xi),

where the ri are chosen small enough, such that up to relabelling the coordinates, we can assume

Ω ∩B4ri(xi) = {x ∈ B4ri(xi)|xd > γi(x′)}

for some smooth γi : Rd−1 → R as in Step 1. Let Ω∗ = {x ∈ Rd |dist(x,Ω) > 1
2 mini={1,..,N} ri} and

Ω0 = {x ∈ Ω| dist(x,Ωc) > 1
2 mini={1,..,N} ri}. Then

N⋃
i=1

Bri(xi) ∪ Ω∗ ∪ Ω0 = Rd .

Let {ξi}N+1
i=0 be a smooth partition of unity subordinated to the above constructed sets. We define

ui = ξi · uR for all i ∈ {0, .., N + 1},

and thus

suppui ⊂ Bri(xi) for i ∈ {1, ..N},
suppu0 ⊂ Ω0,

suppuN+1 ⊂ Ω∗.

Step 5: Let δ > 0 and i ∈ {1, .., N}. By Step 2 there exists a sequence viε ∈ C∞c (B4ri(xi)) such that

[ui − viε]Wp
ν (Ω|Rd) −→ 0

for ε→ 0. Thus we can choose ε0 > 0 such that [ui − viε]Wp
ν (Ω|Rd) <

δ
N+2 for all i ∈ {1, .., N}.

For i = N + 1 define vN+1
ε = φε ∗ uN+1 and set r = 1

4 mini∈{1,..,N} ri. Choosing ε < r and since
suppuN+1 ⊂ Ω∗ for all x ∈ Ω, y ∈ Rd and z ∈ Bε(0)

UN+1(x, y) = UN+1(x− z, y − z) = 0 or |x− y| > r.

where we set UN+1(x, y) = (u(x)− u(y)ν1/p(x− y). Thus, following the estimate (3.19) , we have

|vN+1
ε − uN+1|pWp

ν (Ω|Rd) = |φε ∗ uN+1
ε − uN+1|pWp

ν (Ω|Rd)

≤
ˆ
B1(0)

φ(z) dz
¨

ΩRd

|UN+1(x− εz, y − εz)− UN+1(x, y)|p dy dx.

By the continuity of the shift in Lp(Rd×Rd),
¨

Ω Rd

|UN+1(x− εz, y − εz)− UN+1(x, y)|p dy dx −→ 0.

Further, since UN+1(x, y) = UN+1(x− z, y − z) = 0 or |x− y| > r, for any z ∈ B1(0), then the map

z 7→ φ(z)
¨

Ω Rd

UN+1(x− εz, y − εz)− UN+1(x, y)|pν(x− y) dy dx
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is bounded. Thus [vN+1
ε − uN+1]Wp

ν (Ω|Rd) → 0 by dominated convergence and we find ε0 > 0, such that
|vN+1
ε − uN+1|Wp

ν (Ω|Rd) <
δ

N+2 for all ε < ε0. We define v0
ε = φε ∗ u0. Thus for ε < r

supp v0
ε b Ω.

The convergence v0
ε → u0 follows by the same arguments as above and we find ε0 > 0 such that [v0

ε −
u0]Wp

ν (Ω|Rd) <
δ

N+2 for all ε < ε0.

Step 6: Define vε =
N+1∑
i=0

viε ∈ C∞c (Rd). Since uR(x) =
N+1∑
i=0

ui(x), we have

|uR − vε|Wp
ν (Ω|Rd) ≤

∣∣∣N+1∑
i=0

(
viε − ui

)∣∣∣
Wp
ν (Ω|Rd)

≤
N+1∑
i=0
|viε − ui|Wp

ν (Ω|Rd) ≤ (N + 2) δ

N + 2 .

Choosing 1
ε < R in Step 3 such that |u− uR|Wp

ν (Ω|Rd) < δ, concludes

|u− vε|Wp
ν (Ω|Rd) ≤ |u− uR|Wp

ν (Ω|Rd) + |uR − vε|Wp
ν (Ω|Rd) ≤ 2δ.

The convergence in Lp(Ω) follows from the continuity of the shift in Lp(Rd).

We now derive another variant of Theorem 3.70 for W p
ν (Ω) ∩ Lp(Rd) only assuming (J1). Recall

|||u|||pWp
ν (Ω|Rd) = ‖u‖p

Lp(Rd) + ‖u‖p
Wp
ν (Ω|Rd).

Theorem 3.75. Assume Ω ⊂ Rd is open with a compact Lipschitz boundary ∂Ω. Assume that ν only
satisfies (J1). Then, C∞c (Rd) is dense in W p

ν (Ω|Rd) ∩ Lp(Rd) with respect to the norm |||·|||Wp
ν (Ω|Rd), i.e.

for u ∈W p
ν (Ω|Rd), there exists a sequence (un) ⊂ C∞c (Rd) with

|||un − u|||Wp
ν (Ω|Rd) −→ 0 as n→∞ .

Proof. The proof of the assertion here solely follows the scheme of the proof of Theorem 3.70 so we only
point out the crucial Step 2 where the radially of ν enters into play. The estimate (3.28), i.e.

|uzε|
p
Wp
ν (Ω|Rd) ≤ C(Ω, r, ν)|u|p

Wp
ν (Ω|Rd)

remains true with the constant

C = 1 + sup
y∈Br/4(x0)

( ˆ

Ω∩Bcr(x0)

ν(x− y) dx
)−1 ˆ

Bc
r/4(0)

ν(h) dh <∞.

We recall, |x− y| ≥ r/4 for x ∈ Bcr/2(x0) and y ∈ Br/4(x0).
However since in this case we have u ∈ Lp(Rd) it is easy to obtain the following analog estimate

|uzε|
p
Wp
ν (Ω|Rd) ≤ C(r, ν)‖u‖p

Wp
ν (Ω|Rd), (3.29)

with the mere constant C = 1 +
´

Bc
r/4(0)

ν(h) dh <∞. Indeed, a close look at the proof of the estimate (3.29)

shows that one gets the estimate (3.29) by applying the following¨

Ωzε∩Bcr/2(x0)×Rd

|u(x)|p − u(y)|p ν(x− y) dy dx

=
ˆ

Br/4(x0)

|u(y)|p dy
ˆ

Ωzε∩Bcr/2(x0)

ν(x− y) dx ≤ C
ˆ
Rd
|u(y)|p dy.
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Next by mimicking the estimate (3.19) we have

|vε − u|pWp
ν (Ω) ≤

ˆ

B1

φ(z) dz
¨

ΩRd

∣∣U(x− ε(τed − z), y − ε(τed − z))− U(x, y)
∣∣p dy dx

with U(x, y) = (u(x) − u(y))ν1/p(x − y). The estimate (3.29) shows that u, uzε ∈ W p
ν (Ω|Rd) we recall

uzε(x) = u(x + ε(τed − z)) equivalently U(· − ε(τed − z), · − ε(τed − z)), U ∈ Lp(Ω × Rd). So that by
continuity of the shift,

¨

ΩRd

∣∣U(x− ε(τed − z), y − ε(τed − z))− U(x, y)
∣∣p dy dx ε→0−−−→ 0.

Analogously by invoking dominated convergence we get |vε − u|pWp
ν (Ω)

ε→0−−−→ 0 and step 2 follows. The
remaining details from the proof of Theorem 3.70 are unchanged. However we emphasize that the smooth-
ness of vε = φε ∗ uε is provided since u ∈ Lp(Rd) ⊂ Lploc(R

d).

Theorem 3.76. Let Ω be a continuous domain such that the boundary ∂Ω is compact. Assume ν satisfies
(J1) (see page 57). The following assertions hold.

(i) C∞c (Ω) is dense in W p
ν,Ω(Ω|Rd).

(ii) C∞c (Ω) is dense in W p
ν (Ω), where C∞c (Ω) is the space of all functions which are restriction of C∞

functions with compact support in Rd to Ω.

Remark 3.77. Note that an incomplete proof of Theorem 3.76 (i) is provided in [BGPR20, Theorem
A.4] under the additional condition that ν radially almost decreasing. However for our setting, this is just
reminiscent of the main result in [FSV15] for fractional Sobolev spaces from which we borrow some ideas.

Proof. (i) Since ∂Ω is compact, let xi ∈ ∂Ω, i = 1, .., N and r > 0 such that

∂Ω ⊂
N⋃
i=1

Br/2(xi),

where the r > 0 is chosen small enough, such that up to relabelling the coordinates, we can assume

Ω ∩Br(xi) = {x = (x′, xd) ∈ Br(xi)|xd > γi(x′)}
Ωc ∩Br(xi) = {x = (x′, xd) ∈ Br(xi)|xd ≤ γi(x′)}.

for some continuous functions γi : Rd−1 → R. Let Ωr/2 = {x ∈ Ω : dist(x, ∂Ω) > r/2}. Then,

Ω ⊂
N⋃
i=1

Br(xi) ∪ Ωr.

Let {ξi}Ni=0 be a smooth partition of unity subordinated to the above constructed sets. That is we have

ξi ≥ 0,
N∑
i=0

ξi = 1 and ξ0 ∈ C∞c (Ωr/2) and ξi ∈ C∞c (Br(xi)). Let u ∈W p
ν,Ω(Ω|Rd) and define

ui = ξi · u for all i ∈ {0, .., N}.

For 0 < η < r/2 sufficiently small, we define

uiη(x) = ui(x′, xd − η) for all i ∈ {0, .., N}.
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Chapter 3. Nonlocal Sobolev-like Spaces

Recall that u = 0 on Ωc, so it is clear that u ∈W p
ν (Rd) and according to Lemma 3.64 ui = ξiu ∈W p

ν (Rd).
Therefore, regarding the finiteness of the ‖ui‖Wp

ν (Rd), no problem should raise while shifting the function
ui. Thus ui, uiη ∈ W p

ν (Rd). Invoking the continuity of the shift in both Lp(Rd) and Lp(Rd×Rd), for
instance like in the proof of Theorem 3.3, we find that ‖ui − uiη‖Wp

ν (Rd)
η→0−−−→ 0. Given ε > 0, from now

we fix η > 0 sufficiently small that

‖ui − uiη‖Wp
ν (Rd) ≤

ε

2(N + 1) .

Meanwhile we claim that uiη is compactly supported in Ω. We even have suppuiη ⊂ V iη with V iη = {x ∈
Br(xi) : xd − η > γi(x′)}. Indeed assume

x = (x′, xd) 6∈ V iη = {z = (z′, zd) ∈ Br(xi) : d − η > γi(z′)}

equivalently
(x′, xd − η) ∈ {z = (z′, zd) ∈ Br(xi) : zd ≤ γi(z′)} = Ωc ∩Br(xi).

Which implies uiη(x) = [ξiu](x′, xd − η) = 0 because (x′, xd − η) ∈ Ωc and ui = ξiu = 0 on Ωc. We now
get

suppuiη ⊂ V iη ⊂ Ω ∩Br(xi).
Indeed, by the continuity of the γ′is we get

V iη = {x ∈ Br(xi) : xd − η ≥ γi(x′)} ⊂ {x ∈ Br(xi) : xd > γi(x′)} = Ω ∩Br(xi).

Meanwhile the same arguments used in the proof of Theorem 3.3 yields that ‖φδ ∗uiη−uiη‖Wp
ν (Rd)

δ→0−−−→ 0.
For 0 < δ < dist(suppuiη, ∂Ω)/2, we have

suppφδ ∗ uiη ⊂ Bδ + suppuiη ⊂ Ω.

We have φδ ∗ uiη ∈ C∞c (Ω). We can find 0 < δ < dist(suppuiη, ∂Ω)/2 such that φδ ∗ uiη ∈ C∞c (Ω) and

‖φδ ∗ uiη − uiη‖Wp
ν (Rd) ≤

ε

2(N + 1) .

For u0 the assertion φδ ∗ u0 ∈ C∞c (Ω), is much easier since there is no need to shift it. Of course

v =
N∑
i=0

φδ ∗ uiη ∈ C∞c (Ω) and u =
N∑
i=0

ui since
N∑
i=0

ξi = 1. Altogether we get

‖v − u‖Wp
ν (Rd) =

∥∥∥ N∑
i=0

φδ ∗ uiη − ui
∥∥∥
Wp
ν (Rd)

≤
N∑
i=0

[
‖φδ ∗ uiη − uiη‖Wp

ν (Rd) + ‖uiη − ui‖Wp
ν (Rd)

]
≤

N∑
i=0

ε

N + 1 = ε.

To show (ii), in view of Theorem 3.67 it suffices to prove it for u ∈ C∞(Ω) ∩W p
ν (Ω). With the previous

notations we consider uiη(x) = [uξi](x′, xd + η), i = 1, · · · , N . Note that uiη is C∞ and supported in
Br(xi) because supp ξi ⊂ Br(xi). Furthermore, for 0 < η < r small enough, it is possible to show that
x ∈ Ωc ∩ Bη/2(xi) implies (x′, xd + η) ∈ Ω ∩ Br(xi) and hence uiη(x′, xd + η) is well define. In other
words, uiη ∈ C∞c (Ω). Also note that for η > 0 small enough we also have uiη ∈ W p

ν (Ω). With analogous

arguments as previously, for v =
N∑
i=0

φδ ∗ uiη ∈ C∞c (Ω) one gets ‖v − u‖ < ε.

Now, we state an extension result for the space W p
ν (Ω). Up to a rigorous modification of the extension

result of [NPV12, Theorem 5.4] one is able to obtain the following extension theorem.
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Theorem 3.78. Let 1 ≤ p < ∞ and Ω be open with a bounded Lipschitz boundary. Let ν : Rd \{0} →
[0,∞] be radial, almost decreasing and satisfies the p-Lévy integrability (J1). Then there exists linear
bounded operator E : W p

ν (Ω)→W p
ν (Rd) such that Eu|Ω = u for all u ∈W p

ν (Ω).

If the conclusion of the above theorem holds then one says that Ω is an extension domain for W p
ν (Ω). Let

us recall, in the special case where ν(h) = |h|−d−sp, s ∈ (0, 1), the main result of [Zho15] states that Ω
is an extension domain for W s,p(Ω) if and only if Ω is a d-set, i.e. there exists c > 0 such that for every
x ∈ ∂Ω and r ∈ (0, 1) we have |B(x, r) ∩ Ω| ≥ crd.

3.7. Compact embeddings and Poincaré type inequalities
In this section we are concerned with the compact embeddings of the spaces W p

ν (Ω), W p
ν (Ω|Rd) and

W p
ν,Ω(Ω|Rd) into Lp(Ω). Let us start with some basic observations and formulate some sufficient assump-

tions on ν and Ω. We shall temporarily modify our general assumption on the function ν : Rd \ {0} →
[0,∞]. Like previously for 1 ≤ p <∞, we assume that ν satisfies

ν(−h) = ν(h) for all h ∈ Rd and
ˆ
Rd

(1 ∧ |h|p)ν(h) dh <∞ . (I1)

It is an obvious fact that if ν ∈ L1(Rd), then the space W p
ν (Ω) coincides with Lp(Ω) and thus cannot

be compactly embedded into Lp(Ω). Likewise, if ν ∈ L1(Rd), then the spaces W p
ν (Ω|Rd) ∩ Lp(Rd) and

W p
ν (Rd) coincide with Lp(Rd) which is not even locally compactly embedded in Lp(Ω). In other words,

the least necessary condition for compact embeddings to hold is that ν must not be integrable. Therefore,
it is necessary to consider the following non-integrability condition

ˆ
Rd
ν(h) dh =∞. (I2)

If the condition (I1) holds true, it is possible to strengthen the condition (I2) by merely assuming that

lim
|h|→0

|h|dν(h) =∞. (I ′2)

The conditions (I1) and (I ′2) clearly imply (I1) and (I2). The latter conditions are sufficient to obtain
locally compact embeddings of W p

ν (Ω) and W p
ν (Ω|Rd) into Lp(Ω) (see Corollary 3.84). The global com-

pactness needs some extra regularity assumptions on Ω compatible with ν that we will state later on.
First and foremost, we the following well known from functional analysis.

Theorem 3.79 (Chapter X, p.278, [Yos80]). Given X and Y two Banach spaces denote by L(X,Y ) (resp.
K(X,Y )) the space of linear bounded operators( resp. linear compact operators) from X into Y . Then
K(X,Y ) is closed in L(X,Y )) with respect top the topology associated to the norm ‖ · ‖L(X,Y )).

‖T‖L(X,Y )) := sup
‖x‖X=1

‖Tx‖Y .

For a measurable subset D ⊂ Rd we adopt the notation RD to denote the restriction operator assigning
u|D to a function u. The following lemma is a consequence of Theorem 3.9 applied with p = r and q = 1.

Lemma 3.80. Let w ∈ L1(Rd). Then the convolution operator Tw : Lp(Rd)→ Lp(Rd) with Twu = w ∗ u
is continuous, locally compact and its norm is not greater than ‖w‖L1(Rd).

In what follows, we denote by νδ the kernel ν truncated away from the ball Bδ(0), i.e., for every h ∈ Rd
and every δ > 0, we have

νδ = 1Rd\Bδ(0)(h)ν(h).

The following result is reminiscent of [JW19a, Theorem 1.2] under a slightly weaker assumption. Recall
that u ∈W p

ν,Ω(Ω|Rd) if and only if u ∈W p
ν (Ω|Rd) and u = 0 on Ωc.
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Theorem 3.81. Let ν : Rd \ {0} → [0,∞] be a measurable function for which the conditions (I2) and
(I ′1) hold (in particular if (I1) holds true ) with

ν(−h) = ν(h) for all h ∈ Rd and
ˆ
|h|≥δ

ν(h) dh <∞ for all δ > 0. (I ′1)

Then the embedding W p
ν (Rd) ↪→ Lp(Rd) is locally compact. Moreover, for Ω ⊂ Rd open and bounded, the

embedding W p
ν,Ω(Ω|Rd) ↪→ Lp(Ω) is compact.

Proof. This proof is in the spirit of [JW19a]. Let δ > 0 small enough, the assumptions (I ′1) and (I2)
imply 0 < ‖νδ‖L1(Rd) < ∞; we set wδ = νδ

‖νδ‖L1(Rd)
. Thus, ‖wδ‖L1(Rd) = 1 and for fixed u ∈ Lp(Rd), by

evenness of ν for all x ∈ Rd we have

Twδu(x) =
ˆ
Rd
wδ(y)u(x− y) dy =

ˆ
Rd
wδ(y)u(x+ y) dy, .

Thus, by Jensen’s inequality

‖u− Twδu‖
p
Lp(Rd) =

ˆ
Rd

∣∣∣ ˆ
Rd

[u(x)− u(x+ h)]wδ(h) dh
∣∣∣p dx

≤
¨

RdRd

|u(x)− u(x+ h)|pwδ(h) dh dx

≤ ‖νδ‖−1
L1(Rd)

¨

RdRd

|u(x)− u(x+ h)|pν(h) dhdx

≤ ‖νδ‖−1
L1(Rd)‖u‖

p
Wp
ν (Rd) .

Accordingly, for a compact subset K of Rd, taking into account the assumption (I2) leads to

‖RK −RKTwδ‖L
(
Wp
ν (Rd), Lp(K)

) ≤ ‖νδ‖−1
L1(Rd)

δ→0−−−→ 0 .

Thus the embedding RK : W p
ν (Rd)→ Lp(K) is compact since by Lemma 3.80, the operator RKTwδ is also

compact for every δ > 0. In view of Theorem 3.79 K
(
W p
ν (Rd), Lp(K)

)
is closed in L

(
W p
ν (Rd), Lp(K)

)
.

This prove the locally compactness of the embeddingW p
ν (Rd) ↪→ Lp(Rd). Furthermore, it springs directly

from the continuous embeddings, W p
ν,Ω(Ω|Rd) ↪→ W p

ν (Rd) ↪→ Lp(Ω) and the ideal property of compactor
operators that the embedding W p

ν,Ω(Ω|Rd) ↪→ Lp(Ω) is also compact.

Remark 3.82. Note that (I ′1) and (I2) do not only capture the class of Lévy integrable functions which
are non-integrable but also functions with strong singularity at the origin. For instance, consider ν(h) =
|h|−d−β for h 6= 0 with β > 0. In this case, the p-Lévy integrability in (I1) fails for β ≥ p while (I ′1) and
(I2) remain true and hence Theorem 3.81 applies.

In the sequel we will frequently use the family of cut-off functions introduced ion the following lemma.

Lemma 3.83. For δ > 0 small enough, recall that Ωδ = {x ∈ Ω : dist(x, ∂Ω) > δ}. Let φ ∈ C∞c (Rd)
supported in the unit ball B1(0), φ ≥ 0 and

´
Rd φ(x) dx = 1. Then the function ϕδ(x) = φδ/8 ∗ 1Ω5δ/8(x)

with φδ(x) = 1
δd
φ(xδ ) satisfies: ϕδ ∈ C∞c (Ω), suppϕδ ⊂ Ωδ/2, 0 ≤ ϕδ ≤ 1, ϕδ = 1 on Ωδ, ϕδ δ→0−−−→ 1 and

|∇ϕδ| ≤ c/δ, (with c = 8
´
|∇φ|).

Proof. Indeed, since φδ/8 is supported in Bδ/8(0),

ϕδ(x) =
ˆ

Bδ/8(0)

φδ/8(y)1Ω5δ/8(x− y) dy =
ˆ

Ω5δ/8

φδ/8(x− y) dy.
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Fix x ∈ Ωδ. Let z ∈ ∂Ω and y ∈ Bδ/8(0) then |x− z − y| ≥ |x− z| − |y| ≥ 3δ
4 . Since z ∈ ∂Ω is arbitrarily

chosen, dist(x− y, ∂Ω) ≥ 3δ
4 > 5δ

8 we get x− y ∈ Ω5δ/8 i.e 1Ω5δ/8(x− y) = 1 which implies

ϕδ(x) =
ˆ

Bδ/8(0)

φδ/8(y) dy = 1.

That is ϕδ = 1, on Ωδ. Hence we also get ϕδ δ→0−−−→ 1. Now if x ∈ Ω \ Ωδ/2 then for y ∈ Ω5δ/8 we have

|x− y| ≥ | dist(y, ∂Ω)− dist(x, ∂Ω)| ≥ δ/8

so that x − y 6∈ Bδ/8(0), i.e. φδ/8(x − y) = 0 for all y ∈ Ω5δ/8 which means that ϕδ(x) = 0 that is
suppϕδ ⊂ Ωδ/2. Last we note that∇ϕδ(x) = 8

δ [∇φ]δ/8∗1Ω5δ/8(x) so that |∇ϕδ| ≤ c/δ, (with c = 8
´
|∇φ|).

As an immediate consequence of Theorem 3.81 we get the local compactness of W p
ν (Ω) in Lp(Ω).

Corollary 3.84. Let Ω ⊂ Rd be open bounded. Assume that ν : Rd \ {0} → R fulfills conditions (I1) and
(I2). The embedding W p

ν (Ω) ↪→ Lp(Ω) is locally compact. Furthermore, for every bounded sequence (un)n
there exits u ∈W p

ν (Ω) and subsequence (unj )j converging to u in Lploc(Ω). Moreover,

‖u‖Wp
ν (Ω) ≤ lim inf

n→∞
‖un‖Wp

ν (Ω).

Proof. In view of Lemma 3.64 we claim that for ϕ ∈ C∞c (Ω), the mapping Jϕ : W p
ν (Ω) → W p

ν,Ω(Ω|Rd),
with Jϕu = uϕ is continuous and hence by Theorem 3.81 and the ideal property of compact operator,
the linear map Jϕ : W p

ν (Ω) → W p
ν,Ω(Ω|Rd) → Lp(Ω) is compact which therefore implies the locally

compactness of the embedding W p
ν (Ω) ↪→ Lp(Ω).

Let us prove the second statement. For δ > 0 small enough, we let ϕδ ∈ C∞(Ω) be such that ϕδ = 1 on
Ωδ see in Lemma 3.83.
Next we employ Cantor’s diagonalization procedure to show that every bounded sequence of W p

ν (Ω) has a
converging subsequence in L2

loc(Ω) to some function u ∈W p
ν (Ω). To this end, for k ∈ N, we let δk = 1

2k+k0

and merely set the shorthand notations Ωk = Ωδk and ϕk = ϕδk where k0 is large enough so that Ωδ0 is
non-empty. For every k ≥ 1, Ωk ⊂ Ωk+1 and ϕk = 1 on Ωk.
Assume (un)n is a bounded sequence inW p

ν (Ω). By the above remark, for each k ≥ 1 the sequence (ϕkun)n
is also bounded in W p

ν (Rd) and hence relatively compact in Lploc(Rd) by Theorem 3.81. In particular for
fixed k, (un)n is relatively compact in Lp(Ωk) because ϕkun = un on Ωk. Thus there is a subsequence
(uθk(n))n of (un)n converging to some function uk in Lp(Ωk) and almost everywhere in Ωk. Applying
this argument again on (ϕk+1uθk(n))n it turns out that the subsequence (uθk(n))n possesses a further
subsequence (uθk+1(n))n converging to some function uk+1 in Lp(Ωk+1) and a.e. on Ωk+1.
By this procedure, assume that for each k we have constructed a subsequence (uθk(n))n having the property
that the (k+1)th subsequence (uθk+1(n))n is a subsequence of the preceding kth subsequence (uθk(n))n and
additionally the sequence (uθk(n))n converges in Lp(Ωk) and almost everywhere on Ωk to some function
uk. Clearly, for each k, the restriction of uk+1 on Ωk coincides with uk. Therefore the function u : Ω→ R
coinciding with uk on Ωk for every k ∈ N is well defined and measurable since it is easy to verify that
u = u0 +

∞∑
k=1

uk1Ωk\Ωk−1 a.e. Now we consider the diagonal sequence (uθn(n))n which is a bounded

subsequence in Lp(Ω) of the original sequence (un)n converging almost everywhere to u on Ω. Indeed
this follows immediately since uθk(n) → uk a.e on Ωk and (Ωk)k is an exhaustion of Ω. We conclude that
u ∈W p

ν (Ω) since (uθn(n))n is bounded in W p
ν (Ω), and by Fatou’s lemma we have

‖u‖Wp
ν (Ω) ≤ lim inf

n→∞
‖uθn(n)‖Wp

ν (Ω) <∞.
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Meanwhile, the global compactness requires some extra compatibility assumptions between Ω and ν.
We establish the global compactness, by exploiting the recent results from [JW19a] and [DMT18]. We
intend to provide an alternative approach to the compactness result in [CDP18, Theorem 2.2]. The
technique therein is adapted from [NPV12, Theorem 7.1] for fractional Sobolev spaces which uses the
Sobolev extension property of the corresponding domain. However, the proof provided in [CDP18] seems
to be valid only for domains which can be written as a finite union of cubes; unless the corresponding
nonlocal function space possesses the extension property. Our approach is rather standard and follows
the idea used to prove the classical Rellich–Kondrachov theorem, i.e. the compactness of the embedding
H1(Ω) ↪→ L2(Ω) for Ω sufficiently smooth. It consists of applying the local local compactness and using
an approximation argument near the boundary of Ω.
Let us introduce some regimes relating Ω and ν under which the global compactness holds true. We will
enumerate these assumptions on the couple (ν,Ω) into different classes. We say that the couple (ν,Ω) is
in the class Ai, i = 1, 2, 3 if Ω ⊂ Rd is an open bounded set, ν : Rd \ {0} → [0,∞] satisfies the conditions
(I1) and (I2) and additionally ν and Ω satisfy:
• The class A1: there exists an W p

ν (Ω)-extension operator E : W p
ν (Ω) → W p

ν (Rd). That is there is a
constant C : C(ν,Ω, d) > 0 such that ‖u‖Wp

ν (Rd) ≤ C‖u‖Wp
ν (Ω) and Eu|Ω = u for every u ∈W p

ν (Ω).
• The class A2: Ω has Lipschitz boundary, ν is radial and

q(δ) := 1
δp

ˆ
Bδ(0)

|h|pν(h) dh δ→0−−−→∞. (3.30)

• The class A3: letting Ωδ = {x ∈ Ω : dist(x, ∂Ω) > δ} for δ > 0, the following condition holds true

q̃(δ) := inf
a∈∂Ω

ˆ
Ωδ
ν(h− a) dh δ→0−−−→∞. (3.31)

Let us also introduce a fourth class A4 of interest.
• The class A4 : we say that the couple (ν,Ω) is in the class A4 if Ω is any open bounded subset of
Rd and ν : Rd \ {0} → [0,∞] is a unimodal Lévy measure that is, ν is radial, almost decreasing and
ν ∈ L1(Rd, 1 ∧ |h|2 dh). Note that in the class A4, ν is not necessarily singular near 0.
Let us make some comments about the newly introduced classes. We note that the monotonicity of ν is
not required here. The condition (3.31) reflects a certain correlation between Ω and the singularity of ν
near the origin when shifted on the boundary ∂Ω of Ω. In a sense, the singularity of ν is compatible with
the boundary ∂Ω. On the other hand, q̃(δ) < ∞ since for each a ∈ ∂Ω and each δ > 0, Ωδ ⊂ Bcδ(a) and
hence by (I1) we get

q̃(δ) ≤
ˆ
Bc
δ
(0)
ν(h) dh <∞.

Straight away, we would like to show some examples of elements of the classes Ai, i = 1, 2, 3. To this end,
let us recall some concepts about the regularity of a domain.
Recall that Ω is of class C1,1 if for every a ∈ ∂Ω there is r > 0 for which Br(a) ∩ ∂Ω = {x = (x′, xd) ∈
Br(a) : xd = γ(x′)} represents the graph of a C1,1 function γ : Rd−1 → R. That is to say γ is a C1

function whose gradient is Lipschitz. The main result in [Bar09] shows that an open set Ω is C1,1 if and
only if Ω satisfies the interior and exterior sphere condition. We say that Ω satisfies the interior and
exterior sphere condition at some scale r > 0 if for every a ∈ ∂Ω one can find a′ ∈ Ω and a′′ ∈ Ωc for
which Br(a′) ⊂ Ω, Br(a′′) ⊂ Ωc and Br(a′) ∩ Br(a′′) = {a}. The interior and exterior sphere condition
holds for every scale r ∈ (0, r0) once it holds for r0. This characterization entails that a C1,1 set Ω is a
d-set (or volume density condition according to some authors): that is, there exist two positive constants
c > 0 and r0 > 0 such that for every r ∈ (0, r0) and every a ∈ ∂Ω

|Ω ∩Br(a)| ≥ crd.
Now we show that the classes Ai, i = 1, 2, 3 are not empty. Let us simply assume that (I ′2) holds true,
take for instance ν(h) = |h|−d−sp,(s ∈ (0, 1)), which together with (I1) implies (I2). It is easy to see that

q(δ) = 1
δp

ˆ
Bδ(0)

|h|pν(h) dh = |Sd−1|
p(1− s)δ

−sp δ→0−−−→∞.
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Figure 3.1.:

This shows that (3.30) is verified. Wherefore, considering any Lipschitz domain Ω, (ν,Ω) in the class A2.
If Ω is of class C1,1 we would like to show that (ν,Ω) is in the class A3. Consider R > 0, δ0 and
r0 > 0 as above. Fix a ∈ ∂Ω, by the interior sphere condition, consider δ ∈ (0, δ0/4) small enough
and x ∈ Ω such that B2δ(x) ⊂ Ω, dsit(x, ∂Ω) = |x − a| = 2δ and B2δ(x) ∩ ∂Ω = {a} then obviously,
Bδ(x) ⊂ Ωδ ∩B2δ(x) ⊂ Ωδ ∩B4δ(a). This yields that

|Ωδ ∩B4δ(a)| ≥ dωdδd, with ωd = |Sd−1|. (3.32)

Therefore, recalling that ν(h− a) ≥M |h− a|−d ≥ M
4dδd when h ∈ B4δ(a) we have

ˆ
Ωδ
ν(h− a) dh ≥ R

4dδd
ˆ

Ωδ∩B4δ(a)
dh = R

4dδd |Ωδ ∩B4δ(a)| ≥ dωd
4d R.

Finally, we get q̃(δ) ≥ dωd
4d R which means that the condition (3.31) is verified since M can be arbitrarily

large. Thus if Ω is C1,1 and ν satisfying (I ′2), (ν,Ω) belongs to A3.
On the other hand, it is well known from [Zho15] that Ω is an extension domain for W s,p(Ω), s ∈ (0, 1)
if and only if Ω is a d-set and thus, (| · |−d−sp,Ω) is an element of the class A1.
Assuming (I1) and (I2) it is an interesting question to know under which additional minimal conditions
on boundary ∂Ω and ν the condition (3.31) holds true. We illustrate this interest, with a simple counter
example. In the Euclidean plane consider ν(h) = |h|−2−α1V (h) (d = 2, p = 2, α ∈ (0, 2)) with V =
{(x1, x2) ∈ R2 : |x1| < |x2|} and Ω = {(x1, x2) ∈ R2 : 4|x2 − 6| < x1, 0 < x1 < 4} whose boundary
is continuous. Considering a = (0, 6) ∈ ∂Ω one has V ∩ (Ωδ − a) = ∅ for every δ > 0 (see figure 3.1).
Therefore we have

q̃(δ) ≤
ˆ

Ωδ
ν(h− a) dh = 0.

In conclusion, the condition (3.31) fails although conditions (I1) and (I2) are satisfied.
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It is interesting to know whether for small δ > 0, Ωδ inherits the regularity of Ω. As proven in [GT15,
Section 6.14] if Ω is of class Ck with k ≥ 2 then so is Ωδ. Regarding the relevance of the relation (3.32),
we introduce the notion of strong volume density condition which, together with (I ′2) will imply (3.31).

Definition 3.85. We say that Ω satisfies the strong volume density condition if there exist positive
constants r0 > 0 and c > 0 such that for all δ, r ∈ (0, r0) and a ∈ ∂Ω, one has |Ωδ ∩Br(a)| ≥ crd.

Let us resume with our quest toward the global compactness. In the spirit of [DMT18] and [Pon03] we
will need some estimates near the boundary ∂Ω. We start with an inequality involving cut-off functions.

Lemma 3.86. Let Ω ⊂ Rd be open and bounded . Assume ν : Rd \ {0} → [0,∞] be an even measurable
function. For δ > 0 small enough, let ϕ ∈ C∞(Ω) be such that ϕ = 0 on Ωδ, ϕ = 1 on Ω\Ωδ/2, 0 ≤ ϕ ≤ 1
and |∇ϕ| ≤ c/δ (cf. Lemma 3.83 by taking ϕ = 1−ϕδ). Then for every u ∈ Lp(Ω), the following estimate
holds true¨

ΩΩ

∣∣[uϕ](x)− [uϕ](y)
∣∣pν(x− y) dx dy ≤ C

δp

ˆ

Ωδ/2

|u(x)|p dx+ 2p
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy (3.33)

where, C = 2pcp
´

BR(0)
|h|pν(h) dh and R = diam(Ω).

Proof. Firstly, since ϕ = 1 on Ω \ Ωδ/2 we have

¨

Ω\Ωδ/2 Ω\Ωδ/2

∣∣[uϕ](x)− [uϕ](y)
∣∣pν(x− y) dx dy =

¨

Ω\Ωδ/2 Ω\Ωδ/2

|u(x)− u(y)|pν(x− y) dx dy

≤
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy .

In view of the fact that 0 ≤ ϕ ≤ 1 and |ϕ(x)− ϕ(y)| ≤ c/δ|x− y| for every x, y ∈ Ω, we have∣∣[uϕ](x)− [uϕ](y)
∣∣p =

(
ϕ(y)(u(x)− u(y)) + u(x)(ϕ(x)− ϕ(y))

)p
≤ 2p−1|u(x)− u(y)|p + 2p−1cp

δp
|u(x)|p|x− y|p . (3.34)

Secondly, noticing that Ω ⊂ BR(x) for all x ∈ Ω where R = diam(Ω) and integrating both sides of (3.34)
over Ωδ/2 × Ωδ/2 we obtain the following estimate

¨

Ωδ/2Ωδ/2

∣∣[uϕ](x)− [uϕ](y)
∣∣pν(x− y) dx dy

≤ 2p−1
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy + 2p−1cp

δp

ˆ

Ωδ/2

|u(x)|p dx
ˆ

BR(x)

|x− y|pν(x− y) dy

= 2p−1
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy + 2p−1cp

δp

( ˆ

BR(0)

|h|pν(h) dh
) ˆ

Ωδ/2

|u(x)|p dx .

Similar to the previous estimate, using (3.34) we get¨

Ωδ/2×Ω\Ωδ/2

∣∣[uϕ](x)− [uϕ](y)
∣∣pν(x− y) dx dy

≤ 2p−1
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy + 2p−1cp

δp

( ˆ

BR(0)

|h|pν(h) dh
) ˆ

Ωδ/2

|u(x)|p dx .

108



3.7. Compact embeddings and Poincaré type inequalities

Altogether, the desired estimate follows as claimed since by symmetry we can use the split

¨

Ω×Ω

=
¨

Ωδ/2×Ωδ/2

+ 2
¨

Ωδ/2×Ω\Ωδ/2

+
¨

Ω\Ωδ/2×Ω\Ωδ/2

.

Since Lipschitz domains play an important role in this section let us recall another handy characterization
of such domains according to [Gri11, Theorem 1.2.2.2].

Theorem 3.87. A bounded open subset Ω of Rd has the uniform cone properties if and only if its boundary
is Lipschitz. In particular any open bounded convex set is Lipschitz.

Let us recall the following: Ω has the uniform segment property (resp. cone property ) if for every x ∈ ∂Ω,
there exists a neighborhood of x in Rd and new coordinate system {y1, y2, · · · , yd} such that

(i) V is a hypercube, V = {(y1, y2, · · · , yd) : −ai ≤ yi ≤ ai i = 1, 2, · · · , d}.

(ii) y − z ∈ Ω whenever y ∈ Ω ∩ V and z ∈ C where C is the open segment {(0, 0, · · · , zd) : 0 < zd < h}
(resp. the open cone {(z′, zd) : cot θ|z′| < zd < h} for some θ ∈ (0, π/2]) for some h > 0.

Note that tan θ < 1/k where is k the uniform Lipschitz constant or Ω.

We need the following lemma in the sequel.

Lemma 3.88. Assume Ω ⊂ Rd is open bounded and ν : Rd \ {0} → [0,∞] is an even function. Then for
every u ∈ Lp(Ω) and every δ > 0 small enough there exists a positive constant C > 0 independent of δ
such that

ˆ
Ω
|u(x)|p dx ≤ C

δpq̃(2δ)

ˆ
Ωδ/2

|u(x)|p dx+ 2p+1

q̃(2δ)

¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy. (3.35)

Moreover if Ω has Lipschitz boundary and ν is radial then
ˆ

Ω
|u(x)|p dx ≤ C

δpq(2δ)

ˆ
Ωδ/2

|u(x)|p dx+ 2p+1

q(2δ)

¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy. (3.36)

Proof. Let ϕ be as in Lemma 3.86 and fix a ∈ ∂Ω. A routine check reveals that Ω2δ − a ⊂ Ωδ − x for
every x ∈ Ω ∩Bδ(a) which yields,

ˆ
Ω∩Bδ(a)

[ϕu]p(x) dx
ˆ

Ωδ
ν(x− y) dy ≥

ˆ
Ω∩Bδ(a)

[ϕu]p(x) dx
ˆ

Ωδ−x
ν(h) dh

≥
ˆ

Ω∩Bδ(a)
[ϕu]p(x) dx

ˆ
Ω2δ−a

ν(h) dh

≥ q̃(2δ)
ˆ

Ω∩Bδ(a)
[ϕu]p(x) dx.

By a compactness argument there exist a1, a2, · · · an ∈ ∂Ω such that ∂Ω ⊂
n⋃
i=1

Bδ/2(ai). Thus, Ω \Ωδ/2 ⊂
n⋃
i=1

Ω∩Bδ(ai) ⊂ Ω \Ωδ. Since ϕu = 0 on Ωδ/2 so on Ωδ. Therefore with the aid of the above estimate we
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get the following estimate
¨

ΩΩ

∣∣[ϕu](x)− [ϕu](y)
∣∣pν(x− y) dx dy ≥ 2

¨

Ω\Ωδ Ωδ

[ϕu]p(x)ν(x− y) dx dy

≥
ˆ

n⋃
i=1

Ω∩Bδ(ai)

[ϕu]p(x) dx
ˆ

Ωδ
ν(x− y) dy ≥ 2q̃(2δ)

ˆ
n⋃
i=1

Ω∩Bδ(ai)

[ϕu]p(x) dx

≥ 2q̃(2δ)
ˆ

Ω\Ωδ/2

[ϕu]p(x) dx = 2q̃(2δ)
ˆ

Ω\Ωδ/2

|u(x)|p(x) dx .

This combined with (3.33) gives (3.35).
Now we assume that ν is radial and Ω is Lipschitz. Let a ∈ ∂Ω up to translating we may a = 0. Since
[uϕ] = 0 on Ωδ, according to [Pon03, Eq. 22] there is a constant C = C(Ω, d, p) not depending on uϕ
such that for all w ∈ Λ ∩ Sd−1

ˆ

Ω∩Bδ/2(0)

|[uϕ](x)|p dx ≤ Cδp
ˆ

Ω∩B3δ(0)

|[uϕ](x+ rw)− [uϕ]((x)|p
rp

dx (3.37)

Here Λ is a half cone locally related to Ω and defined by Λ = {x = (x′, xd) : |x′| ≤ xd}.
In connection to the polar coordinates, since ν is radial, integrating the above inequality with respect to
the measure |h|pν(h) dh := rp+d−1ν(r) dσd−1(w) dr over Λ∩Sd−1×(0, δ) and letting c1 = |Λ∩Sd−1|/|Sd−1|
gives(

c1

ˆ

Bδ(0)

|h|pν(h) dh
) ˆ

Ω∩Bδ/2(0)

|[uϕ](x)|p dx ≤ Cδp
¨

Ω∩B3δ(0)Bδ(0)

|[uϕ](x+ h)− [uϕ](x)|pν(h) dh dx

≤ Cδp
¨

Ω∩B4δ(0) Ω∩B4δ(0)

|[uϕ](y)− [uϕ](x)|pν(y − x) dy dx,

where the last inequality holds since x+h ∈ Ω∩B4δ(0) for x ∈ Ω∩B3δ(0) and h ∈ Bδ(0). Up to doubling
the parameter δ > 0 relabelling the constant C > 0 that is( ˆ

B2δ(0)

|h|pν(h) dh
) ˆ

Ω∩Bδ(0)

|[uϕ](x)|p dx ≤ Cδp
¨

Ω∩B8δ(0) Ω∩B8δ(0)

|[uϕ](y)− [uϕ](x)|pν(y − x) dy dx

and using once more a recovering argument as previously (since Ω\Ωδ/2 ⊂
n⋃
i=1

Ω∩Bδ(ai) ⊂
n⋃
i=1

Ω∩B8δ(ai))
one reaches the following estimate( ˆ

B2δ(0)

|h|pν(h) dh
) ˆ

Ω\Ωδ/2

|[uϕ](x)|p dx ≤ Cδp
¨

ΩΩ

|[uϕ](y)− [uϕ](x)|pν(y − x) dy dx. (3.38)

Hence,

2q(2δ)
ˆ

Ω\Ωδ/2

[ϕu]p(x) dx ≤ C
¨

ΩΩ

∣∣[ϕu](x)− [ϕu](y)
∣∣pν(x− y) dx dy.

which combined with (3.33) implies (3.36).

Here is the global compactness result.
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Theorem 3.89. Let Ω ⊂ Rd be open, bounded and ν : Rd \ {0} → [0,∞] be a measurable function. If the
couple (ν,Ω) belongs to one of the class Ai, i = 1, 2, 3 then the embedding W p

ν (Ω) ↪→ Lp(Ω) is compact.
In particular, the embedding W p

ν (Ω|Rd) ↪→ Lp(Ω) is compact.

Proof. Given the continuous embedding W p
ν (Ω|Rd) ↪→ W p

ν (Ω), it will be sufficient to prove that the
embedding W p

ν (Ω) ↪→ Lp(Ω) is compact. For (ν,Ω) belonging to the class A1 the result is a direct
consequence of Theorem 3.81. Now assume (ν,Ω) belongs to o the class A2 (resp. A3) then for ε > 0
there is δ > 0 small enough such that 2p+1q−1(2δ) < ε (resp. 2p+1q̃−1(2δ) < ε) If (un)n is a bounded
sequence of W p

ν (Ω) then Corollary 3.84 infers the existence of a subsequence (unj )j of (un)n converging
to some u ∈W p

ν (Ω) in Lp(Ωδ/2) i.e ‖unj −u‖Lp(Ωδ/2) → 0 as j →∞. In any case, in view of Lemma 3.88,
passing to the limsup in (3.35) or in (3.36) applied to unj − u we get

lim sup
j→∞

ˆ
Ω
|unj (x)− u(x)|p dx ≤Mε

where M = 2p‖u‖p
Wp
ν (Ω) + 2p sup

n≥1
‖un‖pWp

ν (Ω) <∞. Finally, letting ε→ 0 gives lim sup
j→∞

‖unj − u‖Lp(Ω) = 0.

Which ends the proof.

A noteworthy consequence of Theorem 3.89 is the well known and established Rellich-Kondrachov’s4.

Corollary 3.90 (Rellich-Kondrachov’s Theorem). Assume Ω ⊂ Rd is open and bounded. The embedding
W 1,p

0 (Ω) ↪→ Lp(Ω) is compact. Further if Ω is Lipschitz, then the embeddingW 1,p(Ω) ↪→ Lp(Ω) is compact.

Proof. The embedding W 1,p
0 (Ω) ↪→ Lp(Ω) is compact because, with the choice ν(h) = |h|−d−sp, since in

view of Theorem 3.81 the embedding W p
ν,Ω(Ω|Rd) ↪→ Lp(Ω) is compact and the embedding W 1,p

0 (Ω) ↪→
W p
ν,Ω(Ω|Rd) is continuous.

Now if Ω is Lipschitz then by Theorem 3.49 we know that the embeddingW 1,p(Ω) ↪→W p
ν (Ω) is continuous

whereas from Theorem 3.89 it comes that the embedding W p
ν (Ω) ↪→ Lp(Ω) is compact. It thus turns out

that W 1,p(Ω) ↪→ Lp(Ω) is compact too.

The efforts made to establish the compactness result of Theorem 3.89 will be rewarded for the elaboration
of the Poincaré type inequality which will be useful in the forthcoming section.

Theorem 3.91 (Poincaré inequality). Let Ω be an open bounded subset of Rd and ν : Rd\{0} → [0,∞] be a
measurable function with full support. Assume the couple (ν,Ω) belongs to one of the class Ai, i = 1, 2, 3, 4.
Then there exists a positive constant C = C(d,Ω, ν) depending only on d, Ω and ν such that

∥∥u− ffl
Ωu
∥∥p
Lp(Ω) ≤ C

¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy for every u ∈ Lp(Ω) (3.39)

and immediately,

∥∥u− ffl
Ωu
∥∥p
Lp(Ω) ≤ C

¨

ΩRd

|u(x)− u(y)|pν(x− y) dx dy for every u ∈ Lp(Ω) . (3.40)

Proof. Assume such constant does not exist then we can find a sequence (un)n elements of W p
ν (Ω) such

that for every n,
ffl

Ω un = 0, ‖un‖Lp(Ω) = 1 and
¨

ΩΩ

|un(x)− un(y)|pν(x− y) dx dy ≤ 1
2n .

4The classical Rellich-Kondrachov theorem is often known as the Kondrachov compactness theorem after V.Kondrachov
who generalized Rellich’s result for compact map W 1,p

0 (Ω) into Lq(Ω) whenever 1 ≤ q ≤ dp/(d− p).
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The sequence (un)n is thus bounded in W p
ν (Ω) which by Theorem 3.89 is compactly embedded in Lp(Ω)

whenever (ν,Ω) belongs to one of the class Ai, i = 1, 2, 3. Therefore, if it is the case, passing through
a subsequence, (un)n converges in Lp(Ω) to some function u. Clearly it follows that

ffl
Ω u = 0 and

‖u‖Lp(Ω) = 1. Moreover, by Fatou’s lemma we have
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy ≤ lim inf
n→∞

¨

ΩΩ

|un(x)− un(y)|pν(x− y) dx dy = 0

which implies that u equals the constant function x 7→
ffl

Ω u = 0 almost everywhere on Ω. This goes
against the fact that ‖u‖Lp(Ω) = 1 hereby showing that our initial assumption was wrong.
Next assume (ν,Ω) belongs to the class A4 then, as ν has a full support, is radial and is almost decreasing
and Ω is bounded, there is a constant c′ > 0 such that ν(x − y) ≥ c′ for all x, y ∈ Ω. Using this and
Jensen’s inequality we get the desired inequality as follows¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy ≥ c′|Ω|
ˆ

Ω

 
Ω
|u(x)− u(y)|p dx dy

≥ c′|Ω|‖u−
ffl

Ω u‖
p
Lp(Ω) .

Which ends the proof since (3.40) is clearly a consequence of (3.39).

The above Poincaré inequality (3.39)-(3.40) can be seen has the nonlocal counterpart of the classical
Poincaré inequality which states that for a connected bounded Lipschitz Ω, there is C > 0 for which∥∥u− ffl

Ωu
∥∥
Lp(Ω) ≤ C‖∇u‖Lp(Ω) , for all u ∈ Lp(Ω)

where by convention we assume ‖∇u‖Lp(Ω) =∞ if |∇u| is not in Lp(Ω). Alongside this, we also recall the
classical Poincaré-Friedrichs inequality: there is C > 0 such that

‖u‖Lp(Ω) ≤ C‖∇u‖Lp(Ω) for all u ∈W 1
0 (Ω) .

With a close look at the proof of Theorem 3.46 one readily establishes the following generalization.

Theorem 3.92 (Poincaré inequality). Let Ω be an open bounded subset of Rd and ν : Rd \{0} → [0,∞] be
a measurable function with full support. Assume the couple (ν,Ω) belongs to the Ai, i = 1, 2, 3. Assume
that there G ⊂ Lp(Ω) is a nonempty closed subset of Lp(Ω) not containing non-zero constant functions.
Then there exists a positive constant C = C(d,Ω, ν,G) such that∥∥u∥∥p

Lp(Ω) ≤ C
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy for every u ∈ G.

By a subsequent analogy, one can also establish the following result as well.

Theorem 3.93 (Poincaré inequality). Let Ω be an open bounded subset of Rd and ν : Rd \ {0} → [0,∞]
be a measurable function with full support. Assume the couple (ν,Ω) belongs to the Ai, i = 1, 2, 3. Let
G ⊂ W p

ν (Ω|Rd) be a nonempty closed subset of W p
ν (Ω|Rd) not containing non-zero constant functions.

Then there exists a positive constant C = C(d,Ω, ν,G) such that∥∥u∥∥p
Lp(Ω) ≤ C

¨

ΩRd

|u(x)− u(y)|pν(x− y) dx dy for every u ∈ G.

Remark 3.94. (i) Let E ⊂ Ω be a measurable set with a positive measure and δ > 0. Some special
closed subsets of Lp(Ω) to which Theorem 3.92 applies are given by, GE = {u ∈ Lp(Ω) :

ffl
E
u = 0 },

G0
E = {u ∈ Lp(Ω) : u = 0 a.e. on E} and Gδ = {u ∈ Lp(Ω) : |{u = 0}| ≥ δ}.

(ii) Let E ⊂ Rd be a measurable set with a positive measure and δ > 0. Some special closed subsets of
W p
ν (Ω|Rd) to which Theorem 3.93 applies are given by, GE = {u ∈ W p

ν (Ω|Rd) :
ffl
E
u = 0 }, G0

E = {u ∈
W p
ν (Ω|Rd) : u = 0 a.e. on E} and Gδ = {u ∈W p

ν (Ω|Rd) : |{u = 0}| ≥ δ}.

112



3.7. Compact embeddings and Poincaré type inequalities

In the same spirit, as we will see below the corresponding nonlocal Poincaré-Friedrichs inequalityW p
ν,Ω(Ω|Rd)

(which we recall is the closure of the C∞c (Ω) in W p
ν (Ω|Rd)) is much easier to obtain and no compactness

argument is required. This provides an effortless alternative way to proof the Poincaé-Friedrichs inequal-
ity from [FKV15, Lemma 2.7] which uses iterated convolutions. Nevertheless, we point out that under
the condition that the embedding is W p

ν,Ω(Ω|Rd) ↪→ Lp(Ω) is compact, a similar inequality is derived in
[JW19a] when Ω is only bounded in one direction.

Theorem 3.95 (Poincaré-Friedrichs inequality for W p
ν,Ω(Ω|Rd)). Let Ω be a open bounded subset of Rd

and ν : Rd \ {0} → [0,∞] be a function satisfying (I ′1). There is a constant C = C(d,Ω, ν) such that

‖u‖pLp(Ω) ≤ C|u|
p
Wp
ν (Ω|Rd) for every u ∈W p

ν,Ω(Ω|Rd). (3.41)

Proof. Let R > 0 be the diameter of Ω then for all x ∈ Ω we have BcR(x) ⊂ Ωc. For u ∈W p
ν,Ω(Ω|Rd) we

recall that u = 0 a.e on Ωc. It suffices to take C= (2‖νR‖L1(Rd))−1 with νR = ν1Rd\BR(0) indeed

|u|p
Wp
ν (Ω|Rd) =

¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy + 2
ˆ

Ω
|u(x)|p dx

ˆ
Ωc
ν(x− y) dy

≥ 2
ˆ

Ω
|u(x)|p dx

ˆ
Bc
R

(x)
ν(x− y) dy = 2‖νR‖L1(Rd)‖u‖

p
Lp(Ω).

In view of the compactness of W p
ν,0(Ω) (the closure of C∞c (Ω) in W p

ν (Ω)) into Lp(Ω) it is very tempting
to say that the nonlocal counterpart of the Poincaré-Friedrichs inequality also holds on W p

ν,0(Ω) under
the only assumption that (ν,Ω) is in the class Ai, i = 1, 2, 3. But this is not warranted especially if one
considers the simple case ν(h) = |h|−d−sp with 0 < s < 1/p. Indeed, is well known that C∞c (Ω) is dense in
W s,p(Ω) when 0 < s < 1/p (c.f. [Gri11, Tri83]) that is to say in this situation we have W p

ν (Ω) = W p
ν,0(Ω).

In fact, since W p
ν (Ω) contains constant functions, it is impossible to find a C > 0 for which the following

Poincaré-Friedrichs inequality holds

‖u‖pLp(Ω) ≤ C
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy for all u ∈ C∞c (Ω) . (3.42)

More generally, following the scheme of the proof of Theorem 3.91 one is able to establish the following.

Theorem 3.96 (Poincaré-Friedrichs inequality for W p
ν,0(Ω)). Let Ω ⊂ Rd be an open bounded set and a

measurable function ν : Rd → [0,∞] satisfying (I ′1) such that the embedding W p
ν (Ω) ↪→ Lp(Ω) is compact.

Then the Poincaré-Friedrichs inequality (3.42) holds true on the space W p
ν,0(Ω) if and only if the constant

u = 1 is not an element of W p
ν,0(Ω).

We are also in the mood to establish the so called nonlocal Friedrichs type inequality. To do this let us
start with the following well-know results.

Theorem 3.97. Let X,Y and Z be three Banach spaces such that X is reflexive. Let K ∈ L(X,Y ) be a
compact operator and S ∈ L(X,Z) be one-to-one. Then for every ε > 0 there exists a constant Cε > 0
such that for all x ∈ X

‖Kx‖Y ≤ ε‖x‖X + Cε‖Sx‖Z ,

Proof. Assume the claim fails for some ε > 0. Then there exists a sequence (xn)n of X such that for
all n ∈ Nwe have ‖Kxn‖Y > ε‖xn‖X + 2n‖Sxn‖Z . Preferably we assume ‖xn‖X = 1. Hence, since X
is reflexive, a subsequence (xn) weakly converges to some x ∈ X. So that Sxn also converges weakly
in Z to Sx which implies ‖Sx‖Z ≤ lim inf

n→∞
‖Sxn‖Z and by compactness of K, Kxn converges to Kx in

Y . Simultaneously, the above relation forces ‖Sxn‖Z → 0 that is Sx = 0 which means x = 0 since S is
one-to-one and hence ‖Kx‖Y > ε which is a contradiction.
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Chapter 3. Nonlocal Sobolev-like Spaces

As a consequence of this we have the following nonlocal version of Friedrichs’ inequality.

Theorem 3.98 (Nonlocal Friedrichs inequality). Let Ω be an open bounded subset of Rd, 1 < p <∞ and
ν : Rd \ {0} → [0,∞] be a measurable function with full support. Assume the couple (ν,Ω) belongs to the
Ai, i = 1, 2, 3. Assume K ⊂ Ω (eventually K = Ω ) and O ⊂ Ωc(eventually O = Ωc) be a measurable
sets such that |K| > 0 and |O| > 0. There exists a constant C > 0 such that for all u ∈W p

ν (Ω|Rd),

‖u‖pLp(Ω) ≤ C|u|
p
Wp
ν (Ω|Rd) + C‖u‖pLp(O, νK),

‖u‖pLp(Ω) ≤ C|u|
p
Wp
ν (Ω|Rd) + C‖u‖pLp(O, ν̊K)

where we recall that

νK(x) = essinfy∈K ν(x− y) and ν̊K(x) =
ˆ
K

1 ∧ ν(x− y) dy.

In particular the following norms are mutually equivalent to ‖ · ‖Wp
ν (Ω|Rd),

u 7→
(
|u|p

Wp
ν (Ω|Rd) + ‖u‖pLp(O,νK)

)1/p
and u 7→

(
|u|p

Wp
ν (Ω|Rd) + ‖u‖pLp(O,̊νK)

)1/p
.

Proof. The embedding W p
ν (Ω|Rd) ↪→ Lp(Ω) is compact. A mere adaption of Proposition 3.39 shows

that Tr : W p
ν (Ω|Rd) → Lp(Ωc, νK) and Tr : W p

ν (Ω|Rd) → Lp(Ωc, ν̊K) with u 7→ Tr(u) = u |Ωc are linear
and continuous. On the other hand we trivially have that the embeddings Lp(Ωc, νK) ↪→ Lp(O, νK) and
Lp(Ωc, ν̊K) ↪→ Lp(O, ν̊K) are continuous. Whence the mappings S : W p

ν (Ω|Rd)→ Lp(Ω×Rd)×Lp(O, νK)
and S̊ : W p

ν (Ω|Rd)→ Lp(Ω× Rd)× Lp(O, νK) with

S̊u = Su =
(
u(x)− u(y))ν1/p(x− y),Tru

)
are linear bounded and one-to-one. In virtue of Theorem 3.97, for ε > 0 we have

‖u‖pLp(Ω) ≤ ε‖u‖
p
Wp
ν (Ω|Rd) + Cε‖Su‖2L2(Ωc,νK)

= ε‖u‖pLp(Ω) + (ε+ Cε)|u|pWp
ν (Ω|Rd) + Cε‖u‖pLp(Ωc,νK).

Likewise, we have

‖u‖pLp(Ω) ≤ ε‖u‖
p
Lp(Ω) + (ε+ Cε)|u|pWp

ν (Ω|Rd) + Cε‖u‖pLp(Ωc ,̊νK).

Taking ε = 1/2 provides the required inequalities. That the norms are equivalent blatantly follows.

Let us recall the classical Friedrichs inequality whose proof can be derived analogously.

Theorem 3.99 (c.f. [Maz13]). Assume Ω ⊂ Rd has a Lipschitz boundary. Let Γ0 ⊂ ∂Ω be a surface with
a positive area, i.e. |Γ0| > 0. Let 1 < p <∞. Then there exists a constant C > 0 such that

‖u‖Lp(Ω) ≤ C‖u‖W 1,p(Ω) + C‖u‖Lp(Γ0)

Moreover, the norm ‖ · ‖W 1,p(Ω) is equivalent to the norm

u 7→
(
|u|pW 1,p(Ω) + ‖u‖pLp(Γ0)

)1/p
.
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4. Complement Value Problems For Nonlocal Operators

The overreaching goal of this chapter is to investigate weak solutions to some specific integrodifferential
equations (IDEs) involving nonlocal operators of Lévy type. In many cases, this will be equivalent to
proving the existence of minimizers via the direct method of calculus of variations1. At first, we shall be
concerned with the well-posedness of Dirichlet (first), Neumann (second), Robin (third) and mixed com-
plement value type problems for integrodifferential operators (IDEs) of Lévy type. Afterwards, we study
the spectral decomposition of Lévy type operators that are subject of the aforementioned complement
conditions. The latter will allow us to study evolution IDEs problems on bounded domains, Dirichlet-
to-Neumann map and essentially self-adjointness for integrodifferential operators. Our approaches sub-
stantially consist of developing the aforementioned notions using gadgets from L2-theory. Analogous
approaches treating standard elliptic PDEs of the second order are referenced in [AA15, Eva10, Hun14,
HT08, Jos13, LDL16, Leo13, Mik78, Tay11]. We begin by reviewing some important results from the
theory of calculus of variations.

4.1. Review of variational principles
Definition 4.1. Let (V, ‖ ·‖V ) be a normed space. Let ` : V → R be a linear form and a(·, ·) : V ×V → R
be a bilinear form.

• ` is bounded if there exists M > 1 such that

|`(v)| ≤M‖v‖V for all v ∈ V.

• a(·, ·) is bounded if there exists M > 0 such that

|a(u, v)| ≤M‖u‖V ‖v‖V for all u, v ∈ V.

• a(·, ·) is called to be coercive or V−elliptic if there exists 0 < θ < 1 such that

a(v, v) ≥ θ‖v‖2V for all v ∈ V.

In short, we will simply say that a(·, ·) is θ-coercive.

The dual space V ′ is the collection of linear continuous forms on V and is a Banach space under the norm

‖`‖V ′ = sup
v∈V, ‖v‖V =1

|`(v)| .

We omit the proof of the next theorem.

Theorem 4.2. Let (V, ‖ ·‖V ) be a normed space and K ⊂ V be a convex subset. Let ` : V → R be a linear
form and let a(·, ·) : V × V → R be a symmetric and positive definite bilinear form. Then the functional
J : V → R with

J(v) = 1
2a(v, v)− `(v)

is strictly convex. Moreover, there is at most one u ∈ K such that

J(u) = min
v∈K

J(v).

1Calculus of variations is a branch of mathematical analysis dealing with optimization problems to find the extremum for
a functional.
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Moreover, this minimization is equivalent to the variational inequality

a(u, v − u) ≥ `(v − u) for all v ∈ K .

Furthermore, in the special case where K is an affine subspace of V , i.e. K = v0 + U with v0 ∈ V and U
is a closed subspace of V , the above variational inequality becomes

a(u, v) = `(v) for all v ∈ K .

The next theorem shows that in the setting of Banach spaces, the above variational inequality is well-posed
in the sense of Hadamard. In other words, it possesses a unique solution which continuously depends upon
the data. This is useful to show the well-posedness of many variational equations.

Theorem 4.3 (Stampachia2). Let V be a Banach space and K ⊂ V be a nonempty, closed, convex set.
Let a(·, ·) : V × V → R be a continuous and θ-coercive bilinear form. Then for every continuous linear
form ` : V → R there is a unique u ∈ K such that

a(u, v − u) ≥ `(v − u) for all v ∈ K . (4.1)

Moreover, if u ∈ K corresponds to another continuous linear form ` : V → R then,

‖u− u‖V ≤
1
θ
‖`− `‖V ′ (4.2)

Proof. Assume u, u ∈ K be solutions corresponding to `, `. Since K is convex, testing both u and u with
v = u+u

2 ∈ K and adding both inequalities one easily arrives at

−a(u− u, u− u) ≥ (`− `)(u− u) .

The coercivity yields

θ‖u− u‖2V ≤ a(u− u, u− u) ≤ ‖`− `‖V ′‖u− u‖V .

This entails the estimate (4.2) from which the uniqueness follows subsequently. Now we prove the existence
which in virtue of Theorem 4.2 corresponds to show that the functional

J(v) = 1
2a(v, v)− `(v) .

has a minimizer on K. First of all, the quantity d = inf
v∈K

J(v) exists, since J is bounded below on V .
Indeed, for v ∈ V,

J(v) ≥ θ

2‖v‖
2
V − ‖`‖V ′‖v‖V =

(√θ

2‖u‖
2
V −

1√
2θ
‖`‖V ′

)2
− 1

2θ‖`‖
2
V ′ ≥ −

1
2θ‖`‖

2
V ′ .

First, we assume that a(·, ·) is symmetric. For each n ∈ N we consider un ∈ K such that d ≤ J(un) ≤ d+ 1
2n

Whence, since J is convex, from the relation 2ab = a2 + b2 − 4
(
a+b

2
)2 we get

θ‖un − um‖2V ≤ a(un − um, un − um)

= 4J(un) + 4J(um)− 8J
(un + um

2
)

≤ 4
(
d+ 1

2n
)

+ 4
(
d+ 1

2m
)
− 8d = 4

( 1
2n + 1

2m
)
.

Therefore, (un)n is a Cauchy sequence in the Banach space V and hence converges to some u ∈ K since
K is closed. By continuity of J , we have d = J(u).

2This theorem was established by Guido Stampachia in the setting of Hilbert spaces in 1964, he extended it later in 1967
to Banach spaces in a joint work with Jacques-Louis Lions. See for example [ET09] and other references therein
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4.2. Lagrange multipliers

If a(·, ·) is not symmetric, then for fixed t ∈ [0, 1] we write

at(u, v) = a0(u, v) + tb(u, v)

with

a0(u, v) = 1
2
(
a(u, v) + a(v, u)

)
and b(u, v) = 1

2
(
a(u, v)− a(v, u)

)
.

Clearly, the bilinear forms b(·, ·), at(·, ·) are bounded and at(·, ·) is θ-coercive since for every v ∈ V we have
at(v, v) = a0(v, v) = a(v, v). For fixed w ∈ V , define the bounded linear form `w(v) = `(v) − tb(w, v).
Given that a0(·, ·) is symmetric, from the previous case, there is a unique u = u(w) ∈ K satisfying the
variational inequality

a0(u, v − u) ≥ `w(v − u) for all v ∈ K.

Accordingly, the map T : V → K with u(w) = Tw is well defined. Choosing t such that 0 ≤ t ≤ θ
2M then

utilizing the estimate (4.2) leads to

‖Tw − Tw′‖V ≤
1
θ
‖`w − `w′‖V ′

= t

θ
‖b(w − w′, ·)‖V ′ ≤

M

θ
t‖w − w′‖V ≤

1
2‖w − w

′‖V .

This shows that T is a contraction on V and thus has a unique fixed point ut ∈ K. We have ut = Tut
which by definition implies that for every v ∈ K,

at(ut, v − ut) = a0(ut, v − ut) + tb(ut, v − ut)
≥ `ut(v − ut) + tb(ut, v − ut) = `(v − ut) .

We have shown that for 0 ≤ t ≤ θ
2M , there is a unique ut ∈ K such that

at(ut, v − ut) ≥ `(v − ut) for all ∈ v ∈ K .

A recursive argument shows that this remains true when θn
2M ≤ t ≤ θ(n+1)

2M for all n ∈ N and thus for all
t ≥ 0. This terminates the proof since for t = 1 we have a1(u, v) = a(u, v) for all u, v ∈ V .

The celebrated Lax-Milgram lemma turns out to be a consequence of the Theorem 4.3.

Corollary 4.4 (Lax-Milgram lemma). Let V be a Banach space and K ⊂ V be a nonempty closed, convex
set. Let a(·, ·) : V × V → R be a continuous θ-coercive bilinear form. Then for every continuous linear
form ` : V → R there is a unique u ∈ V such that

a(u, v) = `(v) for all v ∈ V .

Moreover, the mapping ` 7→ u is linear and continuous from V ′ to V with

‖u‖V ≤
1
θ
‖`‖V ′ .

4.2. Lagrange multipliers
The Lagrange multiplier method is one of the most powerful tools used to solve certain types of constrained
minimization problems in the setting of Banach spaces. For a fair exposition we need some basics on
differential calculus. We recommend [Che13] for supplementary notions on differential calculus. In this
section, V,W are two Banach spaces and U ⊂ V is an open set of V . We recall the notion of Fréchet
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derivative. A function f : U → W is said to be Fréchet differentiable at a point a ∈ U if there is a linear
bounded operator La : V →W i.e La ∈ L(V,W ) such that

lim
‖h‖V→0

‖f(a+ h)− f(a)− La(h)‖W
‖h‖V

= 0.

It is often common that the operator La is synonymously denoted by df(a) or f ′(a). We will adopt the
latter notation. We say that f is C1 or continuously differentiable if f ′(a) exists for every a ∈ U and the
function f ′ : U → L(V,W ) with a 7→ f ′(a) is continuous. Note that L(V,W ) is equipped with the norm

‖T‖L(V,W ) := sup{‖Tv‖W : ‖v‖V = 1}.

If the Fréchet derivative of f at a exists then

lim
t→0

f(a+ tv)− f(a)
t

= f ′(a)v for all v ∈ V.

In general, if the above expression exists then f is said to be gâteau differentiable at a in the direction
v. However, the gâteau differentiability does not always imply the Fréchet differentiability. The Fréchet
derivative is related to the open mapping theorem.

Theorem 4.5 (Open mapping Theorem). [Che13, Section 3.4] Let f : U → W be a continuously differ-
entiable function where U ⊂ V is open. If the Fréchet derivative f ′(a) of f at point a ∈ U is surjective,
then f(U) is a neighborhood of f(a) in W .

Theorem 4.6 (Lagrange Multiplier). [Che13, Section 3.5] Let U ⊂ V be open and let f : U → R and
g : V → W be continuously differentiable functions. Let K = {x ∈ U : g(x) = 0}. Assume a ∈ U ∩K is
the a local minimum of f on U ∩K such that g′(a) ∈ L(V,W ) is surjective. Then there exists a bounded
linear form ` ∈W ′ so that f ′(a) = ` ◦ g′(a). To be more precise, f ′(a)(v) = ` ◦ g′(a)(v) for all v ∈ V.

This theorem can be proved by applying the implicit function theorem, see [Che13]. However, the Lagrange
multiplier theorem above can be reformulated in the special case where W = R as follows.

Theorem 4.7 (Lagrange Multiplier). Let U ⊂ V be open and let f : U → R and g : U → W be
continuously differentiable functions. Let K = {x ∈ U : g(x) = 0}. Assume a ∈ U ∩ K is the a local
minimum of f on U ∩K such that g′(a) 6= 0. Then there is λ ∈ R so that f ′(a) = λg′(a). To be more
precise, f ′(a)(v) = λg′(a)(v) for all v ∈ V.

Proof. Without loss of generality, assume that f(a) = min
x∈U∩K

f(x). Define F : U → R2 with F (x) =
(f(x), g(x)). Then F (a) = (f(a), 0) and F is also C1 and for x ∈ U , F ′(x)(v) = (f ′(x)(v), g′(x)(v)) for
all v ∈ V . As f(a) is the local minimum of f , it appears that for ε > 0 small enough, (f(a) − ε, 0)) is
not an element of F (U). This means that F (U) is not a neighborhood of F (a). Whence the function
F cannot be open which in virtue of the open mapping Theorem 4.5 means that F ′(a) is not surjective.
Accordingly, the range Im(F ′(a)) of F ′(a) is at most of dimension one. Hence there is a bounded linear
form ` ∈ V ′ and an element γ = (γ1, γ2) ∈ R2 such that F ′(a)(v) = γ`(v) for all v ∈ V . We have
f ′(a)(v) = γ1`(v) and g′(a)(v) = γ2`(v). The fact that g′(a) 6= 0 implies that γ2 6= 0. Letting λ = γ1/γ2
we obtain f ′(a) = λg′(a).
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4.3. Integrodifferential equations (IDEs)
Here we study the well-posedness of various types of integrodifferential equations (IDEs) associated with
symmetric integrodifferential operators of Lévy type. These are operators of the form

Lu(x) = p. v.
ˆ
Rd

(u(x)− u(y))ν(x− y) dy, (x ∈ Rd)

where ν : Rd \{0} → [0,∞] is even and Lévy integrable, i.e.

ν(h) = ν(−h) for h 6= 0 and
ˆ
Rd

(1 ∧ |h|2)ν(h) dh <∞.

We are interested in showing the well-posedness of IDEs on a domain Ω ⊂ Rd with Neumann, Dirichlet,
Robin and mixed complement condition. It is worth emphasizing that due to the nonlocal feature of L,
the condition for each of the aforementioned problems is imposed on the complement of Ω. In each case,
we briefly recall the local analog. From now on we use several notations from the previous chapters. In
particular, we associate with the Lévy density ν, the bilinear form E(·, ·) defined for u, v ∈ Vν(Ω|Rd) by

E(u, v) = 1
2

¨

(Ωc×Ωc)c

(
u(x)− u(y)

)(
v(x)− v(y)

)
ν(x− y)dx dy.

In addition, the function spaces introduced in Chapter 3 play an important role in this section. It is worth
recalling that the space Vν(Ω|Rd) is always endowed with the norm ‖v‖2Vν(Ω|Rd) = ‖v‖2L2(Ω) +E(u, u). Also
recall that | · |2Vν(Ω|Rd) ≤ E(·, ·) ≤ 2| · |2Vν(Ω|Rd), where

|v|2Vν(Ω|Rd) =
¨

ΩRd

(
v(x)− v(y)

)2
ν(x− y)dx dy.

4.3.1. Integrodifferential equations (IDEs) with Neumann condition
Assume Ω ⊂ Rd is an open set. Let f : Ω → R and g : Rd \ Ω → R be measurable functions. The
Neumann problem for the operator L is to find a measurable function u : Rd → R such that

Lu = f in Ω and Nu = g on Rd \ Ω, (N)

where N , also called for an obvious reason the nonlocal normal derivative operator (see [DROV17,
DGLZ12]) on Ω with respect to ν is the integrodifferential operator defined by

Nu(y) =
ˆ

Ω
(u(x)− u(y))ν(x− y) dx (y ∈ Rd \ Ω). (4.3)

Let us derive the so called nonlocal Green-Gauss formula cf. (4.5) which provides a nonlocal version to
the classical Green-Gauss formula for u ∈ H2(Ω) and v ∈ H1(Ω) (See [FSU19, Theorem 2.20]),

ˆ
Ω

(−∆)u(x)v(x) dx =
ˆ

Ω
∇u(x) · ∇v(x) dx−

ˆ
∂Ω
γ1u(x)γ0v(x) dσ(x), (4.4)

where we recall that γ1 = γ0 ◦ ∇, and γ0 stands for the trace operator on H1(Ω).

Proposition 4.8 (Green-Gauss formula). Let Ω ⊂ Rd be open and bounded. For every u ∈ C2
b (Rd)

and v ∈ C1
b (Rd) the following Green-Gauss formula holds true

ˆ
Ω

[Lu(x)]v(x)dx = E(u, v)−
ˆ

Ωc
Nu(y)v(y)dy. (4.5)
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In particular, letting v = 1 one gets the integration by part formula,
ˆ

Ω
Lu(x)dx = −

ˆ
Ωc
Nu(y)dy. (4.6)

Furthermore, if u, v ∈ C2
b (Rd) then we have the following second Green-Gauss formula,

ˆ
Ω

[Lu(x)]v(x)− [Lv(x)]u(x)dx =
ˆ

Ωc
[N v(y)]u(y)− [Nu(y)]v(y)dy. (4.7)

Proof. It is sufficient to prove (4.5) since it implies (4.7). Note that for ϕ ∈ C1
b (Rd), we have

|ϕ(x)− ϕ(x+ h)| ≤ 2‖ϕ‖C1
b
(Rd)(1 ∧ |h|) for all x, h ∈ Rd. (4.8)

Let u ∈ C2
b (Rd) and v ∈ C1

b (Rd). With the aid of Proposition 2.2 we can write
ˆ

Ω
[Lu(x)]u(x)v(x)dx = lim

ε→0

ˆ

Ω

v(x)dx
ˆ

Rd\Bε(x)

((u(x)− u(y))ν(x− y) dy

= lim
ε→0

ˆ

Ω

ˆ

Ω\Bε(x)

(u(x)− u(y))v(x)ν(x− y) dydx+
ˆ

Ω

ˆ

Ωc

(u(x)− u(y))v(x)ν(x− y) dydx

On one side, by a symmetry argument we have

lim
ε→0

ˆ

Ω

ˆ

Ω\Bε(x)

(u(x)− u(y))v(x)ν(x− y) dydx = lim
ε→0

¨

Ω×Ω∩{|x−y|>ε}

(u(x)− u(y))v(x)ν(x− y) dydx

= lim
ε→0

1
2

¨

Ω×Ω∩{|x−y|>ε}

(u(x)− u(y))(v(x)− v(y))ν(x− y) dydx = 1
2

¨

ΩΩ

(u(x)− u(y))(v(x)− v(y))ν(x− y) dydx

where one gets rid of the principal value using the estimate (4.8) applied to u and v. On the other side,
with the help of Fubini’s theorem we have

¨

ΩΩc

(u(x)− u(y))v(x)ν(x− y) dydx

=
¨

ΩΩc

(u(x)− u(y))(v(x)− v(y))ν(x− y) dydx+
ˆ

Ωc

v(y)dy
ˆ

Ω

(u(x)− u(y))ν(x− y) dx

= 1
2

¨

ΩΩc

(u(x)− u(y))(v(x)− v(y))ν(x− y) dy dx+ 1
2

¨

ΩcΩ

(u(x)− u(y))(v(x)− v(y))ν(x− y) dydx

−
ˆ

Ωc
Nu(y)v(y)dy .

Altogether inserted in the initial relation provide the desired relation.

Regarding the density of C∞c (Rd) in V 1
ν (Ω|Rd) and in Vν(Ω|Rd) (see Theorem 3.70), the nonlocal version

of Green-Gauss formula (4.4) is given as follows.

Theorem 4.9. Assume Ω ⊂ Rd is open and bounded with Lipschitz boundary. Recall the definition of the
space V 1

ν (Ω|Rd) see Section 3.3, for every u ∈ V 1
ν (Ω|Rd) and every v ∈ Vν(Ω|Rd) we have

ˆ
Ω

[Lu(x)]v(x)dx = E(u, v)−
ˆ

Ωc
Nu(y)v(y)dy

where, the operators L and N are understood in the generalized sense.
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Let us look at a connection between the trace space Tν(Ωc) and the nonlocal normal derivative N .

Theorem 4.10. Assume Tν(Ωc) is endowed with the norm ‖ · ‖Tν(Ωc). Then for any linear continuous
form ` : Tν(Ωc)→ R there exists w ∈ Vν(Ω|Rd) such that for every v ∈ C∞c (Ωc)

`(v) =
ˆ

Ωc
Nw(y)v(y)dy (4.9)

In particular, given a measurable function g : Ωc → R, if the linear mapping `g : v 7→
´

Ωc g(y)v(y)dy is
continuous on Tν(Ωc), then there exists w ∈ Vν(Ω|Rd) such that g = Nw almost everywhere on Ωc.

Proof. Let ` ∈ (Tν(Ωc))′. Because of the continuity of the trace operator Tr : Vν(Ω|Rd) → Tν(Ωc),
the linear form ` ◦ Tr is also continuous on Vν(Ω|Rd). By Riesz’s representation theorem there exists
w ∈ Vν(Ω|Rd) such that ` ◦ Tr(v) = (v, w)(Vν(Ω|Rd) for each v ∈ Vν(Ω|Rd). In particular, for v ∈ C∞c (Ωc)
identified with its zero extension on Ω so that Tr(v) = v, we obtain the following

`(v) =
ˆ

Ω
w(x)v(x)dx+

¨

(Ωc×Ωc)c

(w(x)− w(y))(v(x)− v(y))ν(x− y) dx dy

=
ˆ

Ωc

v(y)dy
ˆ

Ω

(w(y)− w(x))ν(x− y) dx =
ˆ

Ωc
Nw(y)v(y)dy.

Furthermore, if g : Ωc → R is such that `g is continuous on Tν(Ωc) then by the above computation, it
follows that g = Nw almost everywhere on Ωc sinceˆ

Ωc
g(y)v(y) dy =

ˆ
Ωc
Nw(y)v(y)dy, for all v ∈ C∞c (Ωc).

Remark 4.11. The second statement of Theorem 4.10 particularly suggests that the space of all mea-
surable functions g : Ωc → R for which linear the form v 7→

´
Ωc g(y)v(y) dy is continuous on Tν(Ωc) is

contained in N (Vν(Ω|Rd)) (the range of N ).

In light of the relation (4.5) it is reasonable to define weak solutions of the Neumann problem as follows.

Definition 4.12. A measurable function u : Rd → R is a weak solution or a variational solution of the
inhomogeneous Neumann problem (N) if u ∈ Vν(Ω|Rd) and satisfies the relation

E(u, v) =
ˆ

Ω
f(x)v(x)dx+

ˆ
Ωc
g(y)v(y)dy, for all v ∈ Vν(Ω|Rd) . (V )

In particular, if Ω is bounded then taking v = 1, (V ) turns to the so called compatibility conditionˆ
Ω
f(x)dx+

ˆ
Ωc
g(y)dy = 0. (C)

Remark 4.13. The compatibility condition (C) is an implicit necessary requirement that the data f and
g must fulfill before any attempt at solving the problems (V ) and (N). The local counterpart of this
compatibility condition, where g is defined on ∂Ω, is given byˆ

Ω
f(x)dx+

ˆ
∂Ω
g(y)dσ(y) = 0. (4.10)

Let us recall that the variational formulation of the classical Neumann problem −∆u = f in Ω and ∂u
∂n = g

on ∂Ω is to find u ∈ H1(Ω) such thatˆ
Ω
∇u(x) · ∇v(x)dx =

ˆ
Ω
f(x)v(x)dx+

ˆ
∂Ω
g(y)v(y)dσ(y), for all v ∈ H1(Ω) . (4.11)
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Both integrodifferential operators L and N annihilate additive constants. Therefore, as long as u is a
solution to the system (N) or to the variational problem (V ) so does the function ũ = u + c for any
c ∈ R. Accordingly, both problems are ill-posed in the sense of Hadamard. The situation is likewise in the
local setting with the operators L and N respectively replaced by the operators −∆ and ∂

∂n . In order to
overcome this anomaly we introduce an appropriate functional space Vν(Ω|Rd)⊥ consisting of functions
in Vν(Ω|Rd) with zero mean over Ω. To be more precise,

Vν(Ω|Rd)⊥ :=
{
u ∈ Vν(Ω|Rd) :

ˆ
Ω
u(x)dx = 0

}
.

Assuming that Ω is bounded, the space Vν(Ω|Rd)⊥ endowed with the scalar product of Vν(Ω|Rd) is also
a Hilbert as well. With this at hand, we rewrite the variational problem (V ) as follows

E(u, v) =
ˆ

Ω
f(x)v(x)dx+

ˆ
Ωc
g(y)v(y)dy, for all v ∈ Vν(Ω|Rd)⊥ . (V ′)

It is noteworthy emphasizing that in contrast to (V ), the variational problem (V ′) possesses at most one
solution since E(·, ·) defines a scalar product on Vν(Ω|Rd)⊥. Analogous observations can be carried out in
the local setting by introducing the space H1(Ω)⊥ =

{
u ∈ H1(Ω) :

´
Ω u(x)dx = 0

}
.

Under additional regularity assumptions, we show that both problems (N) and (V ) are equivalent.

Proposition 4.14. Let Ω be an open bounded subset of Rd with Lipschitz boundary. Let u ∈ C2
b (Rd),

f ∈ L2(Ω) and g ∈ L2(Ωc, ν−1
K ) where νK(x) = essinfy∈K ν(x − y) for some measurable set K ⊂ Ω with

|K| > 0. Then u is a solution of (N) if and only if f and g are compatible in the sense of (C) and u is
a solution of (V ).

Proof. If u solves (N), i.e. Lu = f in Ω and Nu = g on Ωc, then by the Green-Gauss formula (4.5) we
obtain the following

E(u, v) =
ˆ

Ω
f(x)v(x)dx+

ˆ
Ωc
g(y)v(y)dy, for all v ∈ C1

b (Rd). (4.12)

As shown in (4.17)-(4.18) below, all terms involved in (4.12) are linear and continuous on Vν(Ω|Rd) with
respect to the variable v. Moreover, smooth functions of compact support are dense in Vν(Ω|Rd) hence
the relation in (4.12) remains true for functions v in Vν(Ω|Rd) so (V ) is satisfied. In particular, taking
v = 1 yields the condition (C). Conversely, assume u solves (V ) then inserting the Green-Gauss formula
(4.5) with v ∈ C1

b (Rd) ⊂ Vν(Ω|Rd) in (4.12) yieldsˆ
Ω
Lu(x)v(x)dx−

ˆ
Ω
f(x)v(x)dx =

ˆ
Ωc
g(y)v(y)dy −

ˆ
Ωc
Nu(y)v(y)dy, for all v ∈ C1

b (Rd).

Specializing this relation for v ∈ C∞c (Ω) and v ∈ C∞c (Rd \ Ω) respectively, we end up withˆ
Ω
Lu(x)v(x)dx−

ˆ
Ω
f(x)v(x)dx = 0 for all v ∈ C∞c (Ω),

ˆ
Ωc
g(y)v(y)dy −

ˆ
Ωc
Nu(y)v(y)dy = 0 for all v ∈ C∞c (Rd \ Ω).

According to Proposition 2.2, Lu is well defined and bounded hence belongs to L2(Ω). Similarly Nu is
well defined and bounded, i.e. belongs to L∞(Ωc). Thus, up to null sets, the above equations lead to (N).
Precisely, we have Lu = f in Ω and Nu = g on Rd \ Ω.

By standard procedure, a solution of the variational problem (V ) is characterized as a critical point (a
minimizer) of the functional

J (v) = 1
2E(v, v)−

ˆ
Ω
fv dx−

ˆ
Ωc
gvdx

= 1
4

¨

(Ωc×Ωc)c

(v(x)− v(y))2ν(x− y) dx dy −
ˆ

Ω
fv dx−

ˆ
Ωc
gvdx.

(4.13)
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Proposition 4.15. A function u ∈ Vν(Ω|Rd)⊥ is solution to (V ′) if and only if u is also a solution of
the minimization problem

J (u) = min
v∈Vν(Ω|Rd)⊥

J (v) (M ′)

Moreover, u ∈ Vν(Ω|Rd)⊥ solves (V ′) if and only if for any c ∈ R, u + c solves the variational problem
(V ) and the latter problem is equivalent to the minimization problem

J (u) = min
v∈Vν(Ω|Rd)

J (v). (M)

Proof. Let u, v ∈ Vν(Ω|Rd)⊥. Employing, Cauchy-Schwartz inequality yields

E(u, v) ≤ 1
2E(u, u) + 1

2E(v, v) = E(u, u)− 1
2E(u, u) + 1

2E(v, v).

Thus, if (V ′) holds true for all v ∈ Vν(Ω|Rd)⊥ then we get J (u) ≤ J (v) and thus u solves (M ′).
Conversely, assume that u ∈ Vν(Ω|Rd)⊥ satisfies (M ′). For all v ∈ Vν(Ω|Rd)⊥ and all t ∈ R (M ′) implies
J (u) ≤ J (u+ tv) since u+ tv ∈ Vν(Ω|Rd)⊥. Therefore, for fixed v ∈ Vν(Ω|Rd)⊥ the polynomial of second
order J (u+ �v) : R→ R,

t 7→ J (u+ tv) = J (u) + t
[
E(u, v)−

ˆ
Ω
f(x)v(x)dx

]
+ t2

2 E(v, v)

has a critical point at t = 0. From this we get that (V ′) is verified since

0 = lim
t→0

J (u+ tv)− J (u)
t

= E(u, v)−
ˆ

Ω
f(x)v(x)dx−

ˆ
Ωc
g(y)v(y)dy.

Meanwhile, if the compatibility condition (C) holds, then it is easy to observe that the relation in (V ′)
remains unchanged under additive constant, i.e. J (v + c) = J (v) for all v ∈ Vν(Ω|Rd) and all c ∈ R.
Accordingly, if u ∈ Vν(Ω|Rd)⊥ solves (V ′), then we have J (u + c) = min

v∈Vν(Ω|Rd)
J (v) which by a similar

arguments as above is equivalent to (V ).

We are now in a position to state the well-posedness of (V ′) and hence of (V ) up to additive constant.

Theorem 4.16. Assume that Ω ⊂ Rd is a bounded open set and the function ν : Rd → [0,∞] is the density
of a symmetric Lévy measure with full support such that the couple (ν,Ω) belongs to one of the classes
Ai, i = 1, 2, 3, 4. For a set K ⊂ Ω with positive measure, assume νK(x) = essinfy∈K ν(x− y) > 0 a.e for
almost x ∈ Ωc. Then, given f ∈ L2(Ω) and g ∈ L2(Ωc, ν−1

K ), there exists a unique solution u ∈ Vν(Ω|Rd)⊥
to the variational problem (V ′). Further, the solutions to (V ) are of the form u + c with c ∈ R provided
that f and g are compatible in the sense that (C) is verified.
Moreover, there exists a constant C := C(d,Ω, ν) > 0 independent of f and g such that any solution w of
(V ) satisfies the following weak regularity estimate

‖w −
ffl

Ωw‖Vν(Ω|Rd) ≤ C
(
‖f‖L2(Ω) + ‖g‖L2(Ωc,ν−1

K
)

)
. (4.14)

In particular, the operator Φ : L2(Ω) × L2(Ωc, ν−1
K ) → Vν(Ω|Rd)⊥ mapping the Neumann data (f, g) ∈

L2(Ω) × L2(Ωc, ν−1
K ) to the unique solution u ∈ Vν(Ω|Rd)⊥ of the variational problem (V ′) is linear,

one-to-one, continuous and we have

‖Φ(f, g)‖Vν(Ω|Rd) ≤ C‖(f, g)‖L2(Ω)×L2(Ωc,ν−1
K

).
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Remark 4.17. In some sense, a solution to the variational problem (V ) exists only if the data f and
g satisfy the compatibility condition (C). This constraint corresponds to the situation arising in finite
dimension when solving linear equations Ax = b with b ∈ Rd and A ∈ Rd×d where a unique solution exists
if and only if dim(kerA) = 0. Recall that dim(kerA) + dim(ImA) = d . This generalizes in infinite
dimensional spaces via the so called Fredholm alternative (see Theorem 4.38).

The next theorem offers an alternative formulation of Theorem 4.16 with a relaxed condition on νK and
a different (possibly larger) function space for g.

Theorem 4.18. Assume that Ω ⊂ Rd is a bounded open set and the function ν : Rd → [0,∞] is the
density of a symmetric Lévy measure with full support such that the couple (ν,Ω) belongs to one of the
classes Ai, i = 1, 2, 3, 4 (see page 106). For some K ⊂ Ω with positive measure, consider νK(x) =
essinfy∈K ν(x− y) for almost all x ∈ Ωc.
Given f ∈ L2(Ω) and g ∈ L2(Ωc, νK), there exists a unique solution u∗ ∈ Vν(Ω|Rd)⊥ to the following
variational problem (V ′∗)

E(u∗, v) =
ˆ

Ω
f(x)v(x)dx+

ˆ
Ωc
g(y)v(y)νK(y)dy, for all v ∈ Vν(Ω|Rd)⊥ . (V ′∗)

Additionally, if f and g verify the condition (C∗), then all solutions to the problem (V∗) are of the form
u∗ + c with c ∈ R, where we let

ˆ
Ω
f(x)dx+

ˆ
Ωc
g(y)νK(y)dy = 0 (C∗)

E(u, v) =
ˆ

Ω
f(x)v(x)dx+

ˆ
Ωc
g(y)v(y)νK(y)dy, for all v ∈ Vν(Ω|Rd) . (V∗)

Moreover, there exists a constant C := C(d,Ω,K, ν) > 0 independent of f and g such that any solution
w of (V∗) satisfies the following weak regularity estimate

‖w −
ffl

Ωw‖Vν(Ω|Rd) ≤ C
(
‖f‖L2(Ω) + ‖g‖L2(Ωc,νK)

)
. (4.15)

In particular, the operator Φ∗ : L2(Ω) × L2(Ωc, νK) → Vν(Ω|Rd)⊥ mapping the Neumann data (f, g) ∈
L2(Ω)× L2(Ωc, νK) to the unique solution u ∈ Vν(Ω|Rd)⊥ of the variational problem (V∗) is linear, one-
to-one, continuous and we have

‖Φ∗(f, g)‖Vν(Ω|Rd) ≤ C‖(f, g)‖L2(Ω)×L2(Ωc,νK) .

Remark 4.19. (i) It is worthwhile noticing that Theorem 4.16 and Theorem 4.18 remain true with the
weight νK replaced by ν̊K , where we recall that

ν̊K(x) =
ˆ
K

1 ∧ ν(x− y) dy.

The reason is that, according to Theorem 3.35, the embedding Vν(Ω|Rd) ↪→ L2(Ωc, ν̊K) is also continuous.
(ii) Let f ∈ L2(Ω), for g = 0 it is worthwhile to see that the variational problem (V ) coincides with (V∗)
and both correspond to the variational (weak) formulation of the homogeneous Neumann problem Lu = f
in Ω and Nu = 0 on Ωc.

Proof of Theorem 4.16 and Theorem 4.18. The existence and the uniqueness of solutions of (V ′)
and (V ′∗) on Vν(Ω|Rd)⊥ plainly spring from the Lax-Milgram lemma using the arguments below. The
bilinear form E(·, ·) is continuous on Vν(Ω|Rd)⊥. From the Poincaré inequality (3.40) (Theorem 3.91), for
some constant C > 0 we have

‖v‖2L2(Ω) ≤ CE(v, v) for all v ∈ Vν(Ω|Rd)⊥ .
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Equivalently, this inequality amounts to the coercivity of E(·, ·) on Vν(Ω|Rd)⊥ and we obtain

E(v, v) ≥
(
1 + C

)−1‖v‖2Vν(Ω|Rd). (4.16)

Let us show the continuity of the linear forms involved. For every v ∈ Vν(Ω|Rd)⊥ we have∣∣∣ ˆ
Ω
f(x)v(x)dx

∣∣∣ ≤ ‖f‖L2(Ω)‖v‖L2(Ω) ≤ ‖f‖L2(Ω)‖v‖Vν(Ω|Rd) . (4.17)

If g ∈ L2(Ωc, ν−1
K ) along with the continuity of Tr : Vν(Ω|Rd) ↪→ L2(Ωc, νK) (see Theorem 3.35) then,∣∣∣ ˆ

Ωc
g(x)v(x)dx

∣∣∣ ≤ ‖g‖L2(Ωc,ν−1
K

)‖v‖L2(Ωc,νK) ≤ ‖g‖L2(Ωc,ν−1
K

)‖v‖Vν(Ω|Rd). (4.18)

Similarly, if g ∈ L2(Ωc, νK) we get∣∣∣ˆ
Ωc
g(x)v(x)νK(x)dx

∣∣∣ ≤ ‖g‖L2(Ωc,νK)‖v‖Vν(Ω|Rd). (4.19)

This conclude the existence and the uniqueness of a solution u ∈ Vν(Ω|Rd)⊥ (resp. u∗ ∈ Vν(Ω|Rd)⊥) to
the problem (V ′) (resp. (V ′∗)).
For v ∈ Vν(Ω|Rd) set v = ṽ + c′ with c′ =

ffl
Ω vdx so that ṽ ∈ Vν(Ω|Rd)⊥. In addition, a constant

function w = c belongs to Vν(Ω|Rd) for every c ∈ Rd because Ω is bounded. This means that Vν(Ω|Rd) =
Vν(Ω|Rd)⊥⊕R. From this observation along with the identity E(u+c, v+c′) = E(u, v) for all c, c′ ∈ R and
the uniqueness of u ∈ Vν(Ω|Rd)⊥ solving (V ′), it becomes easy to check under the compatibility condition
(C) that all solutions of (V ) are of the form u+ c. Analogously, if u∗ ∈ Vν(Ω|Rd)⊥ solves (V ′∗) then under
condition (C∗) all solutions of (V∗) are of the form u∗ + c.
Conversely, if the problem (V ) (resp. (V∗)) has a solution, then testing with v = 1 provides the compati-
bility condition (C) (resp. (C∗)).
Next observe that, if w ∈ Vν(Ω|Rd) solves (V ) then w −

ffl
Ωwdx ∈ Vν(Ω|Rd)⊥ solves (V ′), and thus by

uniqueness we have u = w −
ffl

Ωw dx. Plunging u ∈ Vν(Ω|Rd)⊥ into (4.16)-(4.18) and (V ′) one easily
arrives at (4.14). The estimate (4.15) is obtained analogously by taking into account the estimate (4.19)
instead of (4.19). The continuity of the linear mappings Φ and Φ∗ follow immediately.

4.3.2. Integrodifferential equations (IDEs) with Dirichlet condition
Assume that Ω ⊂ Rd is an open set. Let f : Ω → R and g : Rd \ Ω → R be measurable functions. The
Dirichlet problem for the operator L associated with the data f and g is to find a measurable function
u : Rd → R such that

Lu = f in Ω and u = g on Rd \ Ω. (D)

Definition 4.20. A measurable function u : Rd → R is a weak solution or a variational solution of the
inhomogeneous Dirichlet problem (D) if u ∈ Vν(Ω|Rd) and satisfies

u− g ∈ V Ω
ν (Ω|Rd) and E(u, v) =

ˆ
Ω
f(x)v(x)dx, for all v ∈ V Ω

ν (Ω|Rd) . (V0)

The weak formulation (V0) makes sense regarding the Green-Gauss formula (4.5). Let us now see the
corresponding minimization formulation.

Proposition 4.21. A function u ∈ Vν(Ω|Rd) is solution to (V0) if and only if

J0(u) = min
v∈V Ω

ν (Ω|Rd)+g
J0(v) (M0)

where

J0(v) = 1
2E(v, v)−

ˆ
Ω
f(x)v(x) dx for all u ∈ V Ω

ν (Ω|Rd).
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Proof. Let u ∈ V Ω
ν (Ω|Rd) + g satisfying (V0). Note that for v ∈ Vν(Ω|Rd) + g we have u− v ∈ V Ω

ν (Ω|Rd)
thus from the relation (V0) and Cauchy-Schwartz inequality we get

E(u, u) = E(u, u− v) + E(u, v) =
ˆ

Ω
f(x)(u(x)− v(x)) dx+ E(u, v)

≤ 1
2E(u, u) +

ˆ
Ω
f(x)u(x) dx+ 1

2E(v, v)−
ˆ

Ω
f(x)v(x) dx

Equivalently, we have J0(u) ≤ J0(v) and hence u verifies (M0). Conversely, assume that u ∈ V Ω
ν (Ω|Rd)+g

satisfies (M0). For all v ∈ V Ω
ν (Ω|Rd) and all t ∈ R (M0) we have u + tv ∈ V Ω

ν (Ω|Rd) + g which implies
J0(u) ≤ J0(u+tv). Therefore, for fixed v ∈ V Ω

ν (Ω|Rd) the polynomial of second order J0(u+ �v) : R→ R,

t 7→ J0(u+ tv) = J0(u) + t

[
E(u, v)−

ˆ
Ω
f(x)v(x)dx

]
+ t2

2 E(v, v)

has a critical point at t = 0. Hence (V0) is verified since we have

0 = lim
t→0

J0(u+ tv)− J0(u)
t

= E(u, v)−
ˆ

Ω
f(x)v(x)dx.

Theorem 4.22. Let Ω ⊂ Rd be bounded and open. Assume that the function ν : Rd → [0,∞] satisfies the
mild condition (I ′1). Given f ∈ L2(Ω) and g ∈ Tν(Ωc), there exists a unique solution u ∈ Vν(Ω|Rd) to the
variational problem (V0). Moreover, there exists a constant C := C(d,Ω, ν) > 0 independent of f and g
such that for any g ∈ Vν(Ω|Rd) extending g, we have

E(u, u) ≤ C
(
‖f‖2L2(Ω) + E(g, g)

)
. (4.20)

In addition, the following weak regularity estimate holds

‖u‖Vν(Ω|Rd) ≤ C
(
‖f‖L2(Ω) + ‖g‖Tν(Ωc)

)
. (4.21)

In particular, the operator Φ′ : L2(Ω)× Tν(Ωc)→ Vν(Ω|Rd) mapping the Dirichlet data (f, g) ∈ L2(Ω)×
Tν(Ωc) to the unique solution u ∈ Vν(Ω|Rd) of the variational problem (V0) is linear, one-to-one, contin-
uous and we have

‖Φ′(f, g)‖Vν(Ω|Rd) ≤ C‖(f, g)‖L2(Ω)×Tν(Ωc).

Proof. From the Poincaré-Friedrichs inequality (3.41) (see Theorem 3.95) one finds a constant C =
C(Ω, ν, d) > 0 such that the following coercivity holds

‖v‖2Vν(Ω|Rd) ≤ CE(v, v), for all v ∈ V Ω
ν (Ω|Rd) .

Let g ∈ Vν(Ω|Rd) be an extension of g. The linear form v 7→ −E(g, v) +
´

Ω f(x)v(x) dx is continuous on
V Ω
ν (Ω|Rd). It is clear that, the symmetric bilinear form E(·, ·) is also continuous. By Lax-Milgram, there

exists a unique u0 ∈ V Ω
ν (Ω|Rd) such that

E(u0, v) = −E(g, v) +
ˆ

Ω
f(x)v(x) dx for all v ∈ V Ω

ν (Ω|Rd).

Hence u = u0 + g solves (V0) since u− g ∈ V Ω
ν (Ω|Rd) and

E(u, v) =
ˆ

Ω
f(x)v(x) dx, for all v ∈ V Ω

ν (Ω|Rd).
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With the aid of the coercivity one can easily show that u is unique and does not depend on the choice of
g. Meanwhile, since u − g ∈ V Ω

ν (Ω|Rd), using the definition of u and the Poincaré-Friedrichs inequality
we get

E(u, u) = E(u, u− g) + E(u, g) =
ˆ

Ω
f(x)(u(x) dx− g(x)) dx+ E(u, g)

≤ ‖f‖L2(Ω)‖u− g‖L2(Ω) + E(u, u)1/2E(g, g)1/2

≤ CE(u, u)1/2(‖f‖L2(Ω) + E(g, g)1/2).

Hence, (4.20) follows. Next, since u− g ∈ V Ω
ν (Ω|Rd), the Poincaré-Friedrichs inequality (3.41) implies

‖u‖2L2(Ω) ≤ 2‖u− g‖2L2(Ω) + 2‖g‖2L2(Ω)

≤ 2CE(u− g, u− g) + 2‖g‖2L2(Ω)

≤ 4C
(
E(u, u) + ‖g‖2Vν(Ω|Rd)

)
.

Recalling that ‖g‖Tν(Ωc) = inf
{
‖g‖Vν(Ω|Rd) : Tr(g) = g

}
, the estimate (4.21) follows as well by combining

(4.20) with the above estimate.

Next, we establish a nonlocal version of Weyl’s decomposition lemma which the local case asserts that
H1(Ω) = H1

0 (Ω)⊕Hγ(Ω) where Hγ(Ω) =
{
u ∈ H1(Ω) : −∆u = γu, in Ω and u = 0 on ∂Ω

}
.

Proposition 4.23 (Weyl’s lemma). For γ > 0 define the scalar product Eγ(u, u) = E(u, u)+γ(u, u)L2(Ω)
and the space of γ−Harmonic functions by

Vν,γ(Ω|Rd) =
{
u ∈ Vν(Ω|Rd) : Lu = γu in Ω and u = 0 on Ωc

}
.

The following Eγ(·, ·)-orthogonal decomposition is true

Vν(Ω|Rd) = V Ω
ν (Ω|Rd)⊕ Vν,γ(Ω|Rd).

Proof. Let u ∈ Vν(Ω|Rd). We know there is a unique u′ ∈ Vν(Ω|Rd) such that u′′ = u− u′ ∈ V Ω
ν (Ω|Rd)

and Eγ(u′, v) = 0 for all v ∈ V Ω
ν (Ω|Rd) that is u′ ∈ Vν,γ(Ω|Rd). In particular we have Eγ(u′, u′′) = 0, i.e.

u′ and u′′ are Eγ(·, ·)-orthogonal. Thus, u = u′ + u′′ ∈ V Ω
ν (Ω|Rd)⊕ Vν,γ(Ω|Rd).

4.3.3. Integrodifferential equations (IDEs) with mixed condition
Here we treat a special IDE whose complement condition is a mixture of the Dirichlet and the Neumann
complement conditions. Assume Ω ⊂ Rd is an open set. Let D ⊂ Ωc and N ⊂ Ωc be measurable sets
such that |D|, |N | > 0, Ωc = D ∪N and |D ∩N | = 0. Let f : Ω → R, gD : D → R and gN : N → R be
measurable functions. The mixed problem for the operator L associated with the data f , gD and gN is
to find a measurable function u : Rd → R such that

Lu = f in Ω, u = gD on D and Nu = gN on N. (4.22)

The local counterpart of the problem (4.22) for the Laplace operator is to find a measurable function
u : Ω→ R such that

−∆u = f in Ω, u = gD on D and ∂u

∂n
= gN on N. (4.23)

where the functions gD and gN are respectively defined on D ⊂ ∂Ω and N ⊂ ∂Ω so that D∪N = ∂Ω with
|D ∩N | = 0. As for the Neumann and the Dirichlet complement conditions, a weak solution of (4.22) is
defined as follows.

Definition 4.24. A measurable function u : Rd → R is a weak solution or a variational solution of the
inhomogeneous mixed problem (4.22) if u ∈ Vν(Ω|Rd) and satisfies

u− gD ∈ VD and E(u, v) =
ˆ

Ω
f(x)v(x)dx+

ˆ
N

gN (y)v(y) dy for all v ∈ VD (4.24)

where VD =
{
v ∈ Vν(Ω|Rd) : v = 0 a.e. on D

}
.
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Theorem 4.25. Assume Ω ⊂ Rd is a bounded open set and the function ν : Rd → [0,∞] is the density of
a symmetric Lévy measure with full support such that the couple (ν,Ω) belongs to one of the class Ai, i =
1, 2, 3, 4 (see page 106). For a set K ⊂ Ω with positive measure, assume νK(x) = essinfy∈K ν(x−y) > 0 a.e
for almost x ∈ Ωc. Then given f ∈ L2(Ω), gD ∈ Tν(Ωc) and gN ∈ L2(Ωc, ν−1

K ), there exists a unique
solution u ∈ Vν(Ω|Rd) to the variational problem (4.24).
Moreover, there exists a constant C := C(d,Ω, ν) > 0 independent of f and g such that u satisfies the
following weak regularity estimate

‖u‖Vν(Ω|Rd) ≤ C
(
‖f‖L2(Ω) + ‖gD‖Tν(Ωc) + ‖gN‖L2(Ωc,ν−1

K
)

)
. (4.25)

Proof. Since |D| > 0, by Theorem 3.93 the Poincaré inequality holds on VD, i.e. there exists a constant
C = C(d,Ω, D, ν, ) such that

‖v‖L2(Ω) ≤ CE(v, v) for all v ∈ VD.
Therefore, the proof follows by adapting the proofs of Theorem 4.16 and Theorem 4.22.

4.3.4. Integrodifferential equations (IDEs) with Robin condition
We now treat the Robin type problem with respect to the nonlocal operator L on Ω. In the classical
setting for the Laplace operator, the Robin boundary problem also known as Fourier boundary problem
or third boundary problem is a combination of the Dirichlet and Neumann boundary problem and is often
given as follows.

−∆u = f in Ω and ∂u

∂n
+ bu = g on ∂Ω.

Here f : Ω → R and b, g : ∂Ω → R are given measurable functions. For a more extensive study on the
local Robin boundary value problems see [Dan00, Nit14]. Analogously, in the nonlocal set up, we assume
that b, h : Ωc → R are measurable functions. We now formulate the Robin problem with respect to L
with data f, h and b. It consists of finding a measurable function u : Rd → R such that

Lu = f in Ω and Nu+ bu = h on Ωc. (4.26)
For the sake of simplicity we assume b(x) = β(x)νK(x) and h(x) = g(x)νK(x), x ∈ Ωc, for a measurable
set K ⊂ Ω with a positive measure. We recall that νK(x) = essinfy∈K ν(x− y). If β = 0 one recovers a
Neumann problem and if β →∞ then it leads to a Dirichlet problem. As for the weak formulation of the
Neumann problem, we define a weak solution to (4.26) as follows.
Definition 4.26. A function u : Rd → R is a weak solution of the Robin problem (4.26) if

Qβ(u, v) =
ˆ

Ω
f(x)v(x) dx+

ˆ
Ωc
g(y)v(y)νK(y) dy for all v ∈ Vν(Ω|Rd), (4.27)

where we introduce the bilinear form

Qβ(u, v) = E(u, v) +
ˆ

Ωc
u(y)v(y)β(y)νK(y) dy.

Theorem 4.27. Assume Ω ⊂ Rd is a bounded open set and the function ν : Rd → [0,∞] is the density
of a symmetric Lévy measure with full support such that the couple (ν,Ω) belongs to one of the class
Ai, i = 1, 2, 3 (see page 106). For a set K ⊂ Ω with a positive measure, let νK(x) = essinfy∈K ν(x− y)
for almost every x ∈ Ωc. Let β : Ωc → [0,∞) be essentially bounded such that βνK > 0 a.e on a subset of
positive of Ωc.
Then given f ∈ L2(Ω) and g ∈ L2(Ωc, νK), there exists a unique solution u ∈ Vν(Ω|Rd) to the variational
problem (4.27). Moreover, there exists a constant C := C(d,Ω, ν,K, β) independent of f and g such that

‖u‖Vν(Ω|Rd) ≤ C
(
‖f‖L2(Ω) + ‖g‖L2(Ωc,νK)

)
. (4.28)

In particular, the operator Ψ : L2(Ω)× L2(Ωc, νK)→ Vν(Ω|Rd) mapping the Robin data (f, g) ∈ L2(Ω)×
L2(Ωc, νK) to the unique solution u ∈ Vν(Ω|Rd) of the variational problem (4.27) is linear, one-to-one,
continuous and we have

‖Ψ(f, g)‖Vν(Ω|Rd) ≤ C‖(f, g)‖L2(Ω)×L2(Ωc,νK).
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Proof. First of all, we claim that the form Qβ(·, ·) is coercive on Vν(Ω|Rd). Assume it is not true then
for each n ≥ 1 there exists un ∈ Vν(Ω|Rd) preferably, ‖un‖Vν(Ω|Rd) = 1 such that

Qβ(un, un) < 1
2n .

In virtue of compactness Theorem 3.89, (un)n converges up to a subsequence in L2(Ω) to some u. It
turns out that ‖u‖L2(Ω) = 1, since E(un, un) n→∞−−−−→ 0 and for all n ≥ 1, ‖un‖Vν(Ω|Rd) = 1. That
E(un, un) n→∞−−−−→ 0 and ‖un − u‖L2(Ω)

n→∞−−−−→ 0 imply that un converges to u in Vν(Ω|Rd) with E(u, u) = 0
and thus u is constant almost everywhere in Rd. On the other hand, since β is bounded and the embedding
Vν(Ω|Rd) ↪→ L2(Ωc, νK) is continuous, we have

ˆ
Ωc
u2(y)β(y)νK(y) dy ≤ 2

ˆ
Ωc
u2
n(y)β(y)νK(y) dy + 2‖β‖∞

ˆ
Ωc

(un(y)− u(y))2νK(y) dy

≤ 2Qβ(un, un) + C‖un − u‖2Vν(Ω|Rd)
n→∞−−−−→ 0 .

From this, we have u = 0 since we know that u is a constant function and βνK > 0 almost everywhere on
a set of positive measure U ⊂ Ωc on which u vanishes. This negates the fact that ‖u‖L2(Ω) = 1 and hence
our initial assumption was wrong. Therefore, there exists a constant C = C(d,Ω, ν,K, β) > 0 such that

Qβ(u, u) ≥ C‖u‖2Vν(Ω|Rd) for all u ∈ Vν(Ω|Rd). (4.29)

Beside this, it is easy to prove that the remaining assumptions of the Lax-Milgram lemma are met in
order to guarantee the existence and uniqueness of a solution to (4.27). The estimate (4.28) is a direct
consequence of (4.29).

Comments
A separate objective was to show that the function spaces studied in Chapter 3 are adapted for the study
of IntegroDifferential Equations (IDEs) on domains with complement conditions similar to those present
in the study of boundary values problems associated with elliptic Partial Differential Equations (PDEs) of
second order. It is noteworthy to highlight that our context, however easily extends to the setting where
the interacting kernel ν(x − y) is substituted by an elliptic symmetric kernel k : Rd×Rd → [0,∞], i.e.
satisfying the following weak elliptic condition:
(Ek): There exists a constant Λ > 1 such that for every measurable function u : Rd → R we have

Λ−1E(u, u) ≤ Ek(u, u) ≤ ΛE(u, u), (Ek)

where

Ek(u, u) = 1
2

¨

(Ωc×Ωc)c

(u(x)− u(y))2k(x, y) dx dy.

It is worth noting that choosing a kernel k : Rd×Rd → [0,∞] in the nonlocal setting is the same as
choosing a matrix A : Rd → Rd

2
, A(x) = (aij(x))1≤i,j≤d in the local setting. A concrete explanation is

encoded in Chapter 2 and we elaborate more on this fact in Chapter 5.

Let us mention that the Dirichlet problem for nonlocal operators has been extensively studied throughout
the literature. The Dirichlet problem for nonsymmetric kernels is thoroughly carried out in [FKV15].
See also [RO15] and further references therein. The Neumann problem for nonsymmetric kernel requires
some additional knowledge on a way to control the set of functions u on which the linear form Ek(u, ·) is
degenerated. This is not straightforward since if k is nonsymmetric, one can easily check that Ek(u, u) =
Eks(u, u) where ks(x, y) = 1

2
(
k(x, y) + k(y, x

)
is the symmetric part of k.

If ν is fully supported on Rd and k is symmetric and satisfying (Ek), then Ek(u, ·) is degenerated if
and only if u is a constant. From this the solvability of the nonlocal Neumann for a symmetric kernel
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k satisfying (Ek) easily extends since in this case the compatibility condition (C) persists and it thus
suffices to work on the space Vν(Ω|Rd)⊥.
Furthermore, when working on the space Vk(Ω|Rd) of measurable functions u : Rd → R for which
Ek(u, u) < ∞ in replacement of the space Vν(Ω|Rd), the lower elliptic bound condition (L-Ek) below
would be sufficient as it guaranties the coercivity of the form Ek(·, ·) via Poincaré type inequalities.
(L-Ek): There exists a constant Λ > 1 such that for every measurable function u : Rd → R we have

Λ−1E(u, u) ≤ Ek(u, u). (L-Ek)

4.4. Spectral decomposition of nonlocal operators
The main subject of interest in this section is the spectral decomposition of a singular nonlocal operator
of the form L on a bounded domain Ω subject to the Neumann, Dirichlet or Robin boundary condition.
Precisely, we are concerned about the pairs (λ, u) consisting of a real number λ called an eigenvalue and a
function u ∈ Vν(Ω|Rd) called eigenfunction so that (in the strong sense) we have Lu = λu on Ω plus some
additional conditions which we formally consider in the next definitions. These spectral decomposition
have some properties of important interest which we will explore here and later. Let us first define the
weak version eigenvalues and eigenfunctions.

Definition 4.28 (Neumann eigenvalue of L). A non zero function u ∈ Vν(Ω|Rd) will be called a Neumann
eigenfunction of the operator L on Ω if there exists a real number µ which is the eigenvalue associated
with u such that the following holds

E(u, v) = µ

ˆ
Ω
u(x)v(x)dx for all v ∈ Vν(Ω|Rd) . (4.30)

We will formally write Lu = µu in Ω and Nu = 0 on Ωc which in fact corresponds to the weak formulation
in (4.30) provided that u is regular enough.

It is worth noticing that if u is a Neumann eigenfunction of L with associated eigenvalue µ then automat-
ically, either u ∈ Vν(Ω|Rd)⊥ when µ 6= 0 or else µ = 0 and the constant functions u = c, c ∈ R \ {0} as
the related eigenfunctions.

Definition 4.29 (Dirichlet eigenvalue of L). A non zero function u ∈ V Ω
ν (Ω|Rd) will be called a Dirichlet

eigenfunction of the operator L on Ω if there exists a real number λ which is the eigenvalue associated
with u such that the following holds

E(u, v) = λ

ˆ
Ω
u(x)v(x)dx for all v ∈ V Ω

ν (Ω|Rd) . (4.31)

We will formally write Lu = λu in Ω and u = 0 on Ωc which in fact corresponds to the weak formulation
in (4.31) provided that u is regular enough.

Definition 4.30 (Robin eigenvalue of L). Let β : Ωc → [0,∞] be a measurable function and K ⊂ Ω be a
measurable set such that |K| > 0. A non zero function u ∈ Vν(Ω|Rd) will be called a Robin eigenfunction
of the operator L on Ω if there exists a real number γ(β) which is the eigenvalue associated with u such
that the following holds

Qβ(u, v) = γ(β)
ˆ

Ω
u(x)v(x)dx for all v ∈ Vν(Ω|Rd) , (4.32)

where we recall that

Qβ(u, v) = E(u, v) +
ˆ

Ωc
u(y)v(y)β(y)νK(y) dy .

We will formally write Lu = γ(β)u in Ω and Nu+βνKu = 0 on Ωc which in fact corresponds to the weak
formulation in (4.32) provided that u is regular enough.
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Theorem 4.31. Assume Ω ⊂ Rd is a bounded open set and the function ν : Rd → [0,∞] is the density
of a symmetric Lévy measure with full support such that the couple (ν,Ω) belongs to one of the class
Ai, i = 1, 2, 3. Then there exist a sequence (φn)∈N0 in Vν(Ω|Rd), orthonormal basis of L2(Ω) and an
increasing sequence of real numbers 0 = µ0 < µ1 ≤ · · · ≤ µn ≤ · · · . such that µn → ∞ as n → ∞ and
each φn is a Neumann eigenfunction of L whose corresponding eigenvalue is µn. Each eigenvalue is listed
with its geometrical multiplicity.

Proof. For f1, f2 ∈ L2(Ω) let us denote ufk = Φ0(fk) = Φ(fk, 0) ∈ Vν(Ω|Rd)⊥, k = 1, 2 the unique
solution of (V ′) with Neumann data f = fk and g = 0. Precisely,

E(Φ0(fk), v) =
ˆ

Ω
fk(x)v(x)dx for all v ∈ Vν(Ω|Rd)⊥ . (4.33)

Testing (4.33) against v = Φ0(f2) and v = Φ0(f1) successively when k = 1 and k = 2 yields(
f1,Φ0(f2)

)
L2(Ω) = E(Φ0(f1),Φ0(f2)) = E(Φ0(f2),Φ0(f1)) =

(
f2,Φ0(f1)

)
L2(Ω).

Therefore, the operator RΩ ◦ Φ0 : L2(Ω) Φ0−−→ Vν(Ω|Rd)⊥ RΩ−−→ L2(Ω)⊥ is compact (by Theorem 3.89) and
symmetric hence self-adjoint. Recall that RΩ denotes the restriction operator to Ω. It is a fact from the
spectral theory of compact self-adjoint operators that L2(Ω)⊥ possesses an orthonormal basis (en)n whose
elements are eigenfunctions of RΩ ◦Φ0 and the sequence of the corresponding eigenvalues are non-negative
real numbers (rn)n which we assume are ordered in the decreasing order, r1 ≥ r2 ≥ · · · ≥ rn ≥ · · · 0 such
that rn → 0 as n→∞. Precisely, for each n ≥ 1, RΩ ◦ Φ0(en) = rnen or simply write Φ0(en) = rnen a.e
in Ω. Combining the latter relation with the definition of Φ0(en) we get

E(Φ0(en), v) =
ˆ

Ω
en(x)v(x)dx = r−1

n

ˆ
Ω

Φ0(en)(x)v(x)dx for all v ∈ Vν(Ω|Rd)⊥ .

Equivalently, letting µn = r−1
n and φn = Φ0(en)/‖Φ0(en)‖L2(Ω) = r−1

n Φ0(en) which is clearly an element
of ∈ Vν(Ω|Rd)⊥ yields

E(φn, v) = µn

ˆ
Ω
φn(x)v(x)dx for all v ∈ Vν(Ω|Rd)⊥ .

Hereby, along with µ0 = 0 and φ0 = |Ω|−1 provides the sequences sought for. Now if we assume µ1 = 0
then we have φ1 ∈ Vν(Ω|Rd)⊥ and E(φ1, v) = 0 for all v ∈ Vν(Ω|Rd)⊥. In particular E(φ1, φ1) = 0, i.e φ1
is a constant function in Vν(Ω|Rd)⊥ necessarily φ1 = 0 since φ1 has zero mean over Ω. We have therefore
reached a contradiction as φ1 is supposed to be an eigenfunction, i.e. φ1 6= 0. Thus, µ1 > 0 and this
completes the proof.

Next, by exploiting [Nic11], we characterize the eigenpairs of the operator L using the Rayleigh quotient.

Theorem 4.32. Assume Ω ⊂ Rd is a bounded open set and the function ν : Rd → [0,∞] is the density
of a symmetric Lévy measure with full support such that the couple (ν,Ω) belongs to one of the class
Ai, i = 1, 2, 3 (see page 106) . The following assertions are true.

(i) There exists u ∈ Vν(Ω|Rd)⊥ which is a global minimum of v 7→ E(v, v) in Vν(Ω|Rd)⊥ subject to the
constraint ‖v‖L2(Ω) = 1. In short,

E(u, u) = min{E(v, v) : v ∈ Vν(Ω|Rd)⊥, ‖v‖L2(Ω) = 1}.

(ii) Let u be a local extremum (minimum or maximum) of v 7→ E(v, v) in Vν(Ω|Rd)⊥ subject to the
constraint ‖v‖L2(Ω) = 1, then u is an eigenfunction of L subject to Neumann condition. Moreover,
the corresponding eigenvalue is a strictly positive real number given by µ = E(u, u).
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Proof. To prove (i), note that the quantity m = inf{E(v, v) : v ∈ Vν(Ω|Rd)⊥, ‖v‖L2(Ω) = 1} exists
according to the Poincaré inequality (3.40). Next, let (un)n ⊂ Vν(Ω|Rd)⊥ be a minimizing sequence such
that for all n ≥ 1, ‖un‖L2(Ω) = 1 and

m ≤ E(un, un) ≤ m+ 1
2n .

The sequence (un)n is clearly bounded in Vν(Ω|Rd). Therefore, according to Theorem 3.89, there exists
u ∈ Vν(Ω|Rd) so that a subsequence of (un)n weakly converges in Vν(Ω|Rd) and strongly converges in
L2(Ω) to u. Recalling that ‖ · ‖2Vν(Ω|Rd)) = ‖ · ‖2L2(Ω) + E(·, ·), the weak convergence combined with
‖un‖L2(Ω) = ‖u‖L2(Ω) = 1 yields,

E(u, u) ≤ lim inf
n→∞

E(un, un) ≤ lim inf
n→∞

(m+ 1
2n ) = m.

That is, E(u, u) ≤ m. In addition, the strong convergence implies that
ffl

Ω u = 0 so that u ∈ Vν(Ω|Rd)⊥
and ‖u‖L2(Ω) = 1. It follows that

m = E(u, u) = min{E(v, v) : v ∈ Vν(Ω|Rd)⊥, ‖v‖L2(Ω) = 1}.

Let us now tackle (ii). On the space Vν(Ω|Rd)⊥, let us define Λ : v 7→ E(v, v) and G : v 7→ ‖v‖2L2(Ω) − 1.
So that u is a local extremum of Λ subject to the constraint G(u) = 0. It is routine to show that Λ and
G are continuously Fréchet differentiable. Furthermore, the first variation of Λ and G reveals that

Λ′(u)(v) = 2E(u, v) and G′(u)(v) = 2(u, v)L2(Ω) for all v ∈ Vν(Ω|Rd)⊥.

Moreover, G′(u) 6= 0 since G′(u)(u) = 2, given that G(u) = 0. Applying the Lagrange multiplier Theorem
4.7 with the space Vν(Ω|Rd)⊥ serving the role of the Banach space, one finds a real number µ such that
Λ′(u) = µG′(u). Equivalently, we have

E(u, v) = µ

ˆ
Ω
u(x)v(x) dx for all v ∈ Vν(Ω|Rd)⊥.

We have reached the relation 4.30 claiming u as a Neumann eigenfunction of L and we have µ = E(u, u)
since G(u) = 0. If µ = E(u, u) = 0 then u is constant with a vanishing mean over Ω since Vν(Ω|Rd)⊥.
Necessarily, u = 0 which goes against the fact that ‖u‖L2(Ω) = 1. Thus µ > 0 which achieves the proof.

Remark 4.33. The assertions (i) and (ii) of Theorem 4.32 reveal that a global minimum u ∈ Vν(Ω|Rd)⊥
of v 7→ E(v, v) subject to the constraint ‖v‖L2(Ω) = 1 exists. Moreover, this minimum is a Neumann
eigenfunction of L whose corresponding eigenvalue is µ = E(u, u) > 0. In fact µ is the smallest positive
Neumann eigenvalue of L. For this reason, we shall call this eigenvalue µ1 and one of the associated
eigenfunction ϕ1. Note that the smallest eigenvalue is µ0 = 0 and the associated eigenfunctions are
constant functions ϕ0 = c with c 6= 0.
Another important remark is that, minimizing v 7→ E(v, v) on Vν(Ω|Rd)⊥ subject to ‖v‖L2(Ω) = 1 is
equivalent as minimizing the quotient v 7→ E(v,v)

‖v‖2
L2(Ω)

with v running in Vν(Ω|Rd)⊥. This is the Rayleigh
quotient. Wherefore, we have the following explicit representation

µ1 = inf
v∈Vν(Ω|Rd)⊥

{ E(v, v)
‖v‖2L2(Ω)

}
= min
v∈Vν(Ω|Rd)⊥

{E(v, v) : ‖v‖L2(Ω) = 1}.

Next, we explain how to find the other eigenvalues by employing a similar technique. The following
theorem is a refinement Theorem 4.31 providing a more constructive approach to the eigenvalues (µn)n.
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Theorem 4.34. Let Ω ⊂ Rd be a bounded open set and the function ν : Rd → [0,∞] is the density of
a symmetric Lévy measure with full support. Assume that the couple (ν,Ω) belongs to one of the class
Ai, i = 1, 2, 3 (see page 106). Then there exist a sequence (ϕn)n∈N0 of positive real numbers and a
sequence of functions (ϕn)n∈N0 in Vν(Ω|Rd) such that for each n ≥ 0 the pair (µn, ϕn) satisfies

µn = E(ϕn, ϕn) = min
v∈Vn
{E(v, v) : ‖v‖L2(Ω) = 1} = inf

v∈Vn

{ E(v, v)
‖v‖2L2(Ω)

}
. (4.34)

Here we denote V0 = Vν(Ω|Rd), ϕ0 = |Ω|−1 and for n ≥ 1,

Vn = {ϕ0, ϕ1, · · · , ϕn−1}⊥ = {v ∈ Vν(Ω|Rd) : (v, ϕi)L2(Ω) = 0, i = 0, 1, · · · , n− 1}.

Moreover, the following assertions hold true.

(i) For each n ≥ 0, µn is a Neumann eigenvalue of L the operator L constrained with the Neumann
boundary condition Nu = 0 on Ωc and the associated eigenfunction is ϕn.

(ii) 0 = µ0 < µ1 ≤ · · · ≤ µn ≤ · · · and lim
n→∞

µn =∞.

(iii) The family (ϕn)n∈N0 is an orthonormal basis of L2(Ω).

Proof. Obviously, we have V0 = Vν(Ω|Rd), µ0 = 0 and ϕ0 = |Ω|−1. We also have V1 = Vν(Ω|Rd)⊥ =
{ϕ0}⊥ = {v ∈ Vν(Ω|Rd) :

´
Ω v = 0}. The existence of (µ1, ϕ1) clearly springs from Theorem 4.31.

Repeating this procedure inductively by modifying appropriately with V1 replaced by V2, V3, · · · one
obtains the existence of µn and ϕn for each n ≥ 1. The argument is based on the grounds that for each
n ≥ 1 the linear forms v 7→ (v, ϕi)L2(Ω) i = 0, 1, · · · , n − 1 are continuous on Vν(Ω|Rd) which implies
that Vn is a closed subspace of Vν(Ω|Rd) and hence can be thought as a Hilbert space in its own right.
Thus (4.34) is verified and (i) follows by identical argument as in Theorem 4.31. It is worth noticing
that by construction all elements of the sequence (ϕn)n are mutually orthogonal in L2(Ω). Besides,
V0 ⊃ V1 ⊃ V2 ⊃ · · · ⊃ Vn ⊃ · · · wherefrom it follows that 0 = µ0 ≤ µ1 ≤ · · · ≤ µn ≤ · · · thus we have

lim
n→∞

µn = B with B = sup
n∈N

µn.

Assume B is a real number, i.e. supn∈N µn = supn∈N E(ϕn, ϕn) = B < ∞. For all n ≥ 1 we also have
‖ϕn‖L2(Ω) = 1. In other words, the sequence (ϕn)n is bounded in Vν(Ω|Rd). In virtue of the compactness
Theorem 3.89 there exists a subsequence (ϕnk)k converging in L2(Ω). Which is impossible since by
orthogonality

‖ϕnk+1 − ϕnk‖2L2(Ω) = ‖ϕnk+1‖2L2(Ω) + ‖ϕnk‖2L2(Ω) = 2 for all k ≥ 0.

Consequently the assumption that B < ∞ is impossible hence lim
n→∞

µn = B = ∞. We have proved (ii).
Now to show (iii) we solely need to show that the span of (ϕn)n∈N0 is dense in L2(Ω). Let f ∈ L2(Ω).
For ε > 0 small enough consider g ∈ C∞c (Rd) ⊂ Vν(Ω|Rd) such that ‖f − g‖L2(Ω) < ε. Since the elements
(ϕn)n∈N0 are mutually orthogonal, the Bessel inequality tells us that∣∣∣ n∑

k=0
(f − g, ϕk)L2(Ω)ϕk

∣∣∣ ≤ ‖f − g‖L2(Ω) < ε.

Therefore, we have the following estimate for all n ≥ 1∥∥∥f − n∑
k=0

(f, ϕk)L2(Ω)ϕk

∥∥∥
L2(Ω)

≤ ‖f − g‖L2(Ω) +
∥∥∥g − n∑

k=0
(g, ϕk)L2(Ω)ϕk

∥∥∥
L2(Ω)

+
∥∥∥ n∑
k=0

(f − g, ϕk)L2(Ω)ϕk

∥∥∥
L2(Ω)

< 2ε+
∥∥∥g − n∑

k=0
(g, ϕk)L2(Ω)ϕk

∥∥∥
L2(Ω)

(4.35)
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For n ≥ 1, consider gn = g −
n∑
k=0

(g, ϕk)L2(Ω)ϕk. Since g ∈ Vν(Ω|Rd), by definition of (µj , ϕj) we have

E(g, ϕj) = µj(g, ϕj)L2(Ω) for all 0 ≤ j ≤ n.

Also by orthogonality, we have

E(ϕk, ϕj) = µk(ϕk, ϕj)L2(Ω) = µkδk,j for all 0 ≤ j, k ≤ n.

Whence, for 0 ≤ j ≤ n, combining the above relations we get

E(gn, ϕj) = E(g, ϕj)−
n∑
k=0

(g, ϕk)L2(Ω)E(ϕk, ϕj)

= µj(g, ϕj)L2(Ω) −
n∑
k=0

µk(g, ϕk)L2(Ω)δk,j

= µj(g, ϕj)L2(Ω) − µj(g, ϕj)L2(Ω) = 0

which yields E(gn, g − gn) = E
(
gn,

n∑
j=0

(g, ϕj
)
L2(Ω)ϕj) = 0. Therefore we get

E(g, g) = E(gn, gn) + E(g − gn, g − gn) ≥ E(gn, gn). (4.36)

Again by orthogonality we have

(gn, ϕj)L2(Ω) = (g, ϕj)L2(Ω) −
n∑
k=0

(g, ϕk)L2(Ω)(ϕk, ϕj)L2(Ω)

= (g, ϕj)L2(Ω) −
n∑
k=0

(g, ϕk)L2(Ω)δk,j

= (g, ϕj)L2(Ω) − (g, ϕj)L2(Ω) = 0.

So that gn ∈ Vn+1 = {ϕ0, ϕ1, · · · , ϕn}⊥. By the expression of µn+1 together with (4.36) we get

µn+1‖gn‖2L2(Ω) ≤ E(gn, gn) ≤ E(g, g).

Since this holds for arbitrarily chosen n ≥ 1 the fact µn+1
n→∞−−−−→ 0 forces ‖gn‖2L2(Ω)

n→∞−−−−→ 0 that is

lim
n→∞

∥∥g − n∑
k=0

(g, ϕk)L2(Ω)ϕk
∥∥2
L2(Ω) = 0.

Inserting this in our initial estimate (4.35) yields

lim
n→∞

∥∥f − n∑
k=0

(f, ϕk)L2(Ω)ϕk
∥∥2
L2(Ω) ≤ 2ε.

Wherefore letting ε→ 0 leads to the relation

f =
∞∑
n=0

(f, ϕn)L2(Ω)ϕn in the L2(Ω) sense.

This gives precisely the density result we are striving for and the proof is completed.

By analogous arguments as in Theorem 4.34 one is able to prove the following similar result when the
operator L is subject to Dirichlet or Robin boundary condition.
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Theorem 4.35. Let Ω ⊂ Rd be a bounded open set and let the function ν : Rd → [0,∞] be the density
of a symmetric Lévy measure. Assume the conditions (I2) and (I ′1) (see page 103) hold. Then there exist
a sequence of positive real numbers (λn)n∈N and a sequence of functions (ψn)n∈N in V Ω

ν (Ω|Rd) such that
for each n ≥ 1 the pair (λn, ψn) satisfies the relations

λn = E(ψn, ψn) = min
v∈Vn
{E(v, v) : ‖v‖L2(Ω) = 1} = inf

v∈Vn

{ E(v, v)
‖v‖2L2(Ω)

}
. (4.37)

Here we denote V1 = V Ω
ν (Ω|Rd) and for n ≥ 2,

Vn = {ψ1, · · · , ψn−1}⊥ = {v ∈ V Ω
ν (Ω|Rd) : (v, ψi)L2(Ω) = 0, i = 1, · · · , n− 1}.

Moreover, the following assertions hold true.

(i) Each λn is a Dirichlet eigenvalue of the operator L constrained with the Dirichlet boundary condition
u = 0 on Ωc and the associated eigenfunction ψn.

(ii) 0 < λ1 ≤ · · · ≤ λn ≤ · · · and lim
n→∞

λn =∞.

(iii) The family (ψn)n∈N is an orthonormal basis of L2(Ω).

Theorem 4.36. Let Ω ⊂ Rd be a bounded open set and let the function ν : Rd → [0,∞] be the density
of a symmetric Lévy measure with full support. Assume that the couple (ν,Ω) belongs to one of the class
Ai, i = 1, 2, 3 (see page 106). Let K ⊂ Ω be a measurable set such that |K| > 0 and let β : Ωc → [0,∞]
be a measurable function such that βνK > 0 a.e on a set of positive measure. Then there exist a sequence
of positive real numbers (γ(β)n)n∈N and a sequence of functions (χn)n∈N in Vν(Ω|Rd) such that for each
n ≥ 1 the pair (χn, γ(β)n) satisfies the relations

γ(β)n = Qβ(χn, χn) = min
v∈Vn
{Qβ(v, v) : ‖v‖L2(Ω) = 1} = inf

v∈Vn

{Qβ(v, v)
‖v‖2L2(Ω)

}
(4.38)

with

Qβ(u, v) = E(u, v) +
ˆ

Ωc
u(y)v(y)β(y)νK(y) dy.

Here we denote V1 = Vν(Ω|Rd) and for n ≥ 2,

Vn = {χ1, χ2, · · · , χn−1}⊥ = {v ∈ Vν(Ω|Rd) : (v, χi)L2(Ω) = 0, i = 1, · · · , n− 1}.

Moreover the following assertions hold true.

(i) Each γ(β)n is a Robin eigenvalue of the operator L constrained with the Robin boundary condition
Nu+ βνKu = 0 on Ωc and the associated eigenfunction is χn.

(ii) 0 < γ(β)1 ≤ · · · ≤ γ(β)n ≤ · · · and lim
n→∞

γ(β)n =∞.

(iii) The family (χn)n∈N is an orthonormal basis of L2(Ω).

Remark 4.37. Recall that it is possible to replace νK by ν̊K in the foregoing. It is worthwhile mentioning
that the constants µ1 > 0 and λ1 > 0 respectively satisfy the following Poincaré type inequalities.

E(u, u) ≥ µ1‖u‖2L2(Ω), for all u ∈ Vν(Ω|Rd)⊥ and E(u, u) ≥ λ1‖u‖2L2(Ω), for all u ∈ V Ω
ν (Ω|Rd).

In addition, the following comparison holds

µn−1 ≤ γn(β) ≤ λn, for all n ≥ 1.

In short, one merely writes Neumann ≤ Robin ≤ Dirichlet.
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4.5. Helmholtz equation for nonlocal operators
There are several applications of spectral decomposition. We shall illuminate this through the Helmholtz
type equations subject with the Neumann complement condition. The other types of complement condi-
tions can be derived likewise. The Helmholtz equation with the Neumann condition is of the form

Lu− λu = f in Ω and Nu = 0 on Rd \ Ω. (4.39)

Here λ is a potential and for brevity we assume that λ ∈ R. Define E−λ(u, v) = E(u, v) − λ(u, v)L2(Ω).

Obviously, the weak formulation of (4.39) consists of finding u ∈ Vν(Ω|Rd) such that

E−λ(u, v) =
ˆ

Ω
f(x)v(x) dx for all v ∈ Vν(Ω|Rd). (4.40)

To study (4.40), we will need the so called Fredholm alternative.

Theorem 4.38 (Appendix D, Theorem 5, [Eva10]). Let K : H → H be a compact operator on a Hilbert
space (H, (·, ·)H). The following assertions are true.

(i) ker(I −K) has finite dimension and Im(I −K) is closed.

(ii) If K∗ denotes the adjoint of K then ker(I−K) = Im(I−K∗)⊥ and dim Im(I−K) = dim Im(I−K∗).

(iii) ker(I −K) = {0} if and only if Im(I −K) = H.

Theorem 4.39. Assume Ω ⊂ Rd is a bounded open set and the function ν : Rd → [0,∞] is the density
of a symmetric Lévy measure with full support such that the couple (ν,Ω) belongs to one of the class
Ai, i = 1, 2, 3 (see page 106). Let 0 = µ0 < µ1 ≤ µ2 ≤ · · · ≤ µn ≤ · · · be the eigenvalues of L subject to
the Neumann condition (c.f Theorem 4.31). Let f ∈ L2(Ω). The following assertions are true.

(i) If λ ∈ Rd \{µn : n ∈ N0} there exists a unique function u ∈ Vν(Ω|Rd)⊥ such that

E−λ(u, v) =
ˆ

Ω
f(x)v(x) dx for all v ∈ Vν(Ω|Rd)⊥. (4.41)

Moreover, there is a constant C := C(d,Ω, ν, λ) > 0 such that

‖u‖Vν(Ω|Rd) ≤ C‖f‖L2(Ω) . (4.42)

(ii) Let j ≥ 1. Assume λ = µj and let ϕj , ϕj+1, · · · , ϕj+rj ∈ Vν(Ω|Rd)⊥ be the linear independent
eigenfunctions corresponding to the eigenvalue µj. Consider the direct decomposition Vν(Ω|Rd)⊥ =
Wj ⊕W⊥j where Wj = span{ϕj , ϕj+1, · · · , ϕj+rj} and W⊥j = {v ∈ Vν(Ω|Rd)⊥ : (v, ϕj)L2(Ω) = · · · =
(v, ϕj+rj )L2(Ω) = 0}. Then there exists a unique uj ∈W⊥j such that

E−µj (uj , v) =
ˆ

Ω
f(x)v(x) dx for all v ∈W⊥j . (4.43)

Moreover, there exists C := C(d,Ω, ν, µj) > 0 independent of f such that the following estimate holds

‖uj‖Vν(Ω|Rd) ≤ C‖f‖L2(Ω) . (4.44)

Furthermore, the problem (4.41) has a solution if and only if (f, ϕj)L2(Ω) = · · · = (f, ϕj+rj )L2(Ω) = 0. In
this case, all solutions to the problem (4.41) are of the form uj + ϕ for any ϕ ∈Wj.
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Proof. (i) Consider the linear operator Φ0 : L2(Ω) → Vν(Ω|Rd)⊥ mapping f ∈ L2(Ω) to u = Φ0f ∈
Vν(Ω|Rd)⊥ the unique solution of the problem (V ′) with g = 0, i.e.

E(u, v) =
ˆ

Ω
f(x)v(x) dx for all v ∈ Vν(Ω|Rd)⊥.

As in the proof of Theorem 4.31, we know that the operator S = RΩ ◦ Φ0 : L2(Ω)→ L2(Ω)⊥ is compact.
Let w ∈ ker(I − λS) that is λSw = w. Equivalently, we have

E(Φ0w, v) = λ

ˆ
Ω

Φ0w(x)v(x) dx for all v ∈ Vν(Ω|Rd)⊥.

Necessarily, w = 0 since by assumption, λ is not a Neumann eigenvalue. Hence ker(I − λS) = {0}.
According to Theorem 4.38 (iii), we have Im(I − λS) = L2(Ω). Hence for f ∈ L2(Ω), we can write
f = w − λSw = w − λRΩ ◦ Φ0w for some w ∈ L2(Ω). We have w = f + λRΩ ◦ Φ0w. Let v ∈ Vν(Ω|Rd)⊥,
by definition of Φ0w we have

E(Φ0w, v) =
ˆ

Ω
w(x)v(x) dx =

ˆ
Ω
f(x)v(x) dx+ λ

ˆ
Ω

Φ0w(x)v(x) dx.

Therefore the function u = Φ0w, satisfies (4.41). Furthermore, the uniqueness of u is due to the fact
that λ is not a Neumann eigenvalue. Next, consider the operator Tλ : L2(Ω)→ Vν(Ω|Rd)⊥ such that for
f ∈ L2(Ω), u = Tλf solves (4.41). Let (fn)n be a sequence in L2(Ω) tending to zero such that un = Φfn
converges to u in Vν(Ω|Rd). Let v ∈ Vν(Ω|Rd)⊥ then for n ≥ 1, we have

E(un, v)− λ
ˆ

Ω
un(x)v(x) dx =

ˆ
Ω
fn(x)v(x) dx.

Letting n→∞, this amounts to E−λ(u, v) = 0. Necessarily u = 0 since by assumption λ is not a Neumann
eigenvalue. Therefore, in virtue of the closed graph Theorem Tλ is a bounded operator. There exists a
constant C > 0 such that

‖Tλh‖Vν(Ω|Rd) ≤ C‖h‖L2(Ω) for all h ∈ L2(Ω).

Hence the estimate (4.42) follows.
(ii) Assume λ = µj . The procedure is analogous to the proof of (i). Consider the linear operator
Φj : L2(Ω)→W⊥j mapping f ∈ L2(Ω) to uj = Φjf the unique function in W⊥j satisfying

E(uj , v) =
ˆ

Ω
f(x)v(x) dx for all v ∈W⊥j .

This makes sense since W⊥j is a closed subspace of Vν(Ω|Rd)⊥ and hence Lax-Milgram’s lemma can be
applied on W⊥j . Similarly, we can show that S = RΩ ◦ Φj : L2(Ω) → L2(Ω)⊥ is compact. Moreover,
ker(I−µjS) = {0}. Indeed, if w ∈ ker(I−µjS) then since µj is a Neumann eigenvalue we can easily show
that w = λSw ∈ Wj ∩W⊥j = {0}. Again by Fredholm alternative (Theorem 4.38 (iii)) for f ∈ L2(Ω)
there exists uj ∈Wj such that f = uj − µjSuj and uj is unique since Wj ∩W⊥j = {0}. We get that

E−µj (uj , v) =
ˆ

Ω
f(x)v(x) dx for all v ∈Wj .

One can also show the estimate (4.44) by applying the closed graph theorem as above. Let us recall
that Wj is the eigenspace associated with the eigenvalue µj . If u ∈ Vν(Ω|Rd)⊥ solves (4.41) then since
E−µj (u, ϕ) = 0 for all ϕ ∈ Wj . In particular this implies that

(
f, ϕj

)
L2(Ω) =, · · · ,=

(
f, ϕj+rj

)
L2(Ω) = 0.

The converse remains true. Indeed, every ϕ ∈ Wj is an eigenfunction associated with the eigenvalue µj ,
i.e. E−µj (ϕ, v) = 0 for all v ∈ Vν(Ω|Rd)⊥. Accounting the fact that Vν(Ω|Rd)⊥ = Wj ⊕W⊥j one easily
show that

E−µj (uj + ϕ, v) = 0 for all v ∈ Vν(Ω|Rd)⊥.

Conversely, if u solves (4.41) then one can easily show that u− uj ∈Wj and f ∈W⊥j . Thus all solutions
of (4.41) are of the form uj + ϕ with ϕ ∈Wj if and only if f ∈W⊥j .
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Remark 4.40. It is easy to deduce solutions of the problem (4.40) form those of the problem (4.41).
Note that the situation where λ = 0 is already encoded in the variational problem (V ). Furthermore, in a
similar manner one is able to treat the Helmholtz type equation associated with other types of complement
value conditions.

4.6. Profiling solutions of evolution of IDEs
In this section the spectral decomposition also plays an essential role. We do some accustomed heuristic
on certain IDEs with time evolution. Our exposition here is mostly for illustrative purposes, so we will not
give precise arguments. We shall only focus on Neumann complement type condition. Assume Ω ⊂ Rd is
an open set and let 0 < T ≤ ∞. Let us consider the heat equation with complement Neumann condition,

∂tu+ Lu = f in Ω× [0, T ), Nu = g on Ωc × [0, T ), u = u0 on Ω× {0}. (4.45)

Here f, g : Ω × [0, T ) → R and u0 : Rd → R are given data. In practice f is called the forcing term and
u0 is the initial condition. For the sake of simplicity, from now on we assume that g = 0, i.e.

∂tu+ Lu = f in Ω× [0, T ), Nu = 0 on Ωc × [0, T ), u = u0 on Ω× {0}. (4.46)

According to [DROV17] the problem (4.46) encodes the evolution of a Lévy process whose jumps from x
to y are driven by ν(x− y) with the following features:

1. u(x, t) represents the probability distribution of the position of a Lévy process moving randomly
inside Ω. In other words the generator of this process is −L (See Chapter 2). Thus u(x, t) satisfies

∂tu+ Lu = 0 in Ω× [0, T ).

2. When the process exits Ω, it instantaneously comes back to Ω almost surely. If the process sites at
the position x ∈ Ωc at the time t > 0, it will jump back at the same time to some position y ∈ Ω
with probability 1 according to the jump intensity ν(x− y). Thus at the position x ∈ Ωc and at the
time t the probability u(x, t) is the sum of all possible positions that process may occupy in Ω at
time t. This results with the following relation

u(x, t) = κ(x)
ˆ

Ω
u(y, t)ν(x− y) dy.

The constant κ ensures that the function y 7→ κ(x)ν(x − y) is a probability density on Ω. That is
κ−1(x) =

´
Ω ν(x− y) dy. Therefore the above relation becomes

ˆ
Ω
u(x, t)ν(x− y) dy =

ˆ
Ω
u(y, t)ν(x− y) dy equivalently, Nu(x, t) = 0.

3. The process starts in Ω at time t = 0 with some probability distribution u0.

In sum the probability distribution solves the equation (4.46) with f = 0, i.e.

∂tu+ Lu = 0 in Ω× [0, T ) Nu = 0 on Ωc × [0, T ) u = u0 on Ω× {0}.

In practice, it would makes sense to call such a process gravity process since Ω it acts on the process like
an attractor. Another possible name could be reflected jumps process or pull-back process.

Remark 4.41. Assume the above process is modified in such a way that it terminates in Ωc upon exiting
Ω instead of coming back then the corresponding complement value condition is given by u(x, t) = 0
on [0, T ) × Ωc (Dirichlet condition). This process is well-known as a killed process and its probability
described by the following equation

∂tu+ Lu = 0 in Ω× [0, T ), u = 0 on Ωc × [0, T ), u = u0 on Ω× {0}.
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Now we want to analyze the equation (4.46) heuristically. We adopt the notation v(t) = v(·, t).

Definition 4.42. A function u : Rd×[0, T )→ R is called to be a weak solution of the evolution problem
(4.46) if u ∈ L2(0, T ;Vν(Ω|Rd)), ∂tu ∈ L2(0, T ;Vν(Ω|Rd)′) and(

∂tu(t), v
)
L2(Ω) + E(u(t), v) =

(
f(t), v

)
L2(Ω) for all v ∈ Vν(Ω|Rd) and t ∈ [0, T ). (4.47)

Henceforward, the spaces L2(0, T ;L2(Ω)), L2(0, T ;Vν(Ω|Rd)) and L2(0, T ; (Vν(Ω|Rd))′) are understood in
the Bochner sense.

Next, we are interested in establishing some basic properties of a weak solution of (4.46) whenever it
exists. The spectral decomposition of L is one of the key points to do this. Before, let us see what could
be the profile of a weak solution. Under the assumption of Theorem 4.31, assume (φn, µn)n∈N0 constitutes
the Neumann eigenpairs of the operator L. We emphasize that (φn)n is an orthonormal basis of L2(Ω)
and φn ∈ Vν(Ω|Rd) for all n ≥ 0. Recall that if h ∈ L2(Ω) and hk =

(
h, φk

)
L2(Ω) stands for the k

th Fourier
coefficient of h then the Fourier expansion and the Parseval identity of h respectively give

h =
∞∑
k=0

hkφk and ‖h‖2L2(Ω) =
∞∑
k=0
|hk|2.

Assume u0 ∈ Vν(Ω|Rd) and f ∈ L2(0, T ;L2(Ω)). Assume u ∈ L2(0, T ;Vν(Ω|Rd)) solves (4.47) such that
∂tu(t) ∈ L2(Ω) for all t ∈ [0, T ). By definition of φk we have E(u(t), φk) = µk

(
u(t), φk

)
L2(Ω) = µkuk(t),

thus testing (4.47) against v = φk amounts to the ordinary differential equation

u′k(t) + µkuk(t) = fk(t) equivalently
(
eµktuk(t)

)′ = eµktfk(t), t ∈ [0, T ).

Integrating gives

uk(t) = e−µktuk(0) +
ˆ t

0
eµk(s−t)fk(s) ds.

Therefore, since u(0) = u0, uk(0) =
(
u0(t), φk

)
L2(Ω) and fk(t) =

(
f(t), φk

)
L2(Ω) we have

u(x, t) =
∞∑
k=0

(
u0(t), φk

)
L2(Ω)e

−µktφk(x) +
∞∑
k=0

φk(x)
ˆ t

0
e−µk(t−s)(f(s), φk

)
L2(Ω) ds. (4.48)

The expression (4.48) shows that u(x, t) is uniquely defined whenever it exists. Further, it is worth
emphasizing that the equality in (4.48) is understood in L2(Ω) sense. On the other hand, assume T <∞
then for k ≥ 1 given that 0 < µ1 ≤ µk we find that

|uk(t)|2 ≤ 2e−2µ1t|uk(0)|2 + 2T
ˆ T

0
|fk(t)|2 dt.

Recalling that φ0 = |Ω|−1 and µ0 = 0, the Parseval identity together with the preceding estimate yield

∥∥u(t)−
ffl

Ω u0 −
´ t

0
ffl

Ω f(s) ds
∥∥2
L2(Ω) ≤ 2e−2µ1t‖u0 −

ffl
Ω u0‖2L2(Ω) + 2T

ˆ T

0
‖f(t)−

ffl
Ω f(t)‖2L2(Ω) dt.

Meanwhile, using v = 1 in (4.47) implies that
ˆ

Ω
u(x, t) dx =

ˆ
Ω
u0(x) dx+

ˆ t

0

ˆ
Ω
f(x, s) dx ds for all 0 ≤ t ≤ T .

Altogether we get

∥∥u(t)−
ffl

Ω u(t)
∥∥2
L2(Ω) ≤ 2e−2µ1t‖u0 −

ffl
Ω u0‖2L2(Ω) + 2T

ˆ T

0
‖f(t)−

ffl
Ω f(t)‖2L2(Ω) dt. (4.49)
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It is worth emphasizing that the estimate (4.49) can also be established by using Poincaré inequality and
Gronwall’s lemma. In particular, we have

sup
0≤t≤T

∥∥u(t)−
ffl

Ω u(t)
∥∥2
L2(Ω) ≤ 2‖u0 −

ffl
Ω u0‖2L2(Ω) + 2T

ˆ T

0
‖f(t)−

ffl
Ω f(t)‖2L2(Ω) dt. (4.50)

Exploiting the relation (4.46) together with the Poincaré inequality whose sharp constant is given by µ−1
1 ,

leads to the following estimate

∥∥u(t)−
ffl

Ω u(t)
∥∥2
Vν(Ω|Rd) ≤ Ce

−2µ1t‖u0 −
ffl

Ω u0‖2L2(Ω) + C

ˆ T

0
‖f(t)−

ffl
Ω f(t)‖2L2(Ω) dt. (4.51)

Here C is a generic constant only depending on T and µ1. Finally, (4.51) ,(4.50) and (4.47) yield∥∥u− ffl
Ω u
∥∥2
L∞(0,T ;L2(Ω)) +

∥∥u− ffl
Ω u
∥∥2
L2(0,T ;Vν(Ω|Rd)) +

∥∥u− ffl
Ω u
∥∥2
L2(0,T ;(Vν(Ω|Rd))′)

≤ C‖u0 −
ffl

Ω u0‖2L2(Ω) + C‖f −
ffl

Ω f‖
2
L2(0,T ;L2(Ω)).

(4.52)

A rigorous analysis using some basics on Bochner integrals allows us to establish the existence and unique-
ness of a weak solution solving (4.47) under appropriate choices of the initial and complement condition.
In practice this analysis is based on the so called Galerkin approximation method which consists of pro-
jecting the problem on the finite dimensional Hilbert space generated by the nth first vectors φ0 · · · , φn−1.
The Galerkin approximation method also allows us to establish the estimate (4.52) more consistently. A
curious readers may consult [Eva10, Hun14, LDL16] for more about this theoretical approach. Roughly,
we can summarize the well-posedness of (4.47) as follows.

Theorem 4.43. Under the assumption of Theorem 4.31, i.e (ν,Ω) belongs to one of the class Ai, i =
1, 2, 3 (see page 106). Then for f ∈ L2(0, T ;L2(Ω)) and u0 ∈ Vν(Ω|Rd) there exists a unique solution
u ∈ C(0, T ;L2(Ω)) ∩ L2(0, T ;Vν(Ω|Rd)) of (4.47) such that ∂tu ∈ L2(0, T ; (Vν(Ω|Rd))′). Here we assume
T <∞. Moreover, the estimate (4.52) holds true.

One is able to establish an analogous result replacing the Neumann complement condition with the
Dirichlet complement condition. Next, we would like to investigate the long time behavior of u(x, t) upon
assuming f = 0 and T =∞. That is ∂tu+ Lu = 0 in Ω× [0,∞), Nu = 0 on Ωc × [0,∞) and u = u0 on
Rd×{0}. Thus (4.47) reduces to(

∂tu(t), v
)
L2(Ω) + E(u(t), v) = 0 for all v ∈ Vν(Ω|Rd) and t ∈ [0, T ). (4.53)

To avoid technicality, we assume (x, t) 7→ u(x, t) is sufficiently regular so that the interchanges between
integral sign and derivative are possible.
Mass conservation: As a consequence of (4.53) with v = 1 it follows that

ˆ
Ω
u(x, t) dx =

ˆ
Ω
u0(x) dx for all t ≥ 0.

Now taking v = u(t) we get that d
dt‖u(t)‖2L2(Ω) = −E(u(t), u(t)) ≤ 0 for all t ≥ 0 which implies

‖u(t)‖2L2(Ω) ≤ ‖u0‖2L2(Ω) for all t ≥ 0.

Energy conservation: Assume ∂tu(t) ∈ Vν(Ω|Rd) and let the energy E(t) = E(u(t), u(t)) then testing
(4.53) with v = ∂tu(t) yields

E′(t) = d

dt
E(u(t), u(t)) = 2E(u(t), ∂tu(t)) = −2‖∂tu(t)‖2L2(Ω) ≤ 0.

Therefore, we have E(t) ≤ E(0), i.e.

E(u(t), u(t)) ≤ E(u0, u0) for all t ≥ 0.
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Dissipation effect: A close look at the proof the estimate (4.49) reveals that∥∥u(t)−
ffl

Ω u0
∥∥2
L2(Ω) ≤ e

−2µ1t‖u0 −
ffl

Ω u0‖2L2(Ω)
t→∞−−−→ 0. (4.54)

In other words u(·, t) exponentially tends to
ffl

Ω u0 in L2(Ω) as t→∞.
Stability at the equilibrium: Now assume that in (4.45), f and g are independent of the time variable.
An equilibrium solution of (4.46) is any solution which we denote ue such that ∂tue = 0 that is ue satisfies
the Neumann problem

Lue = f in Ω and Nue = g on Ωc.

Next assume u is a solution to(4.45) then w(x, t) = u(x, t)− ue(x) with w0(x) = u0(x)− ue(x) satisfies

∂tw + Lw = 0 in Ω× [0, T ), Nw = 0 on Ωc × [0, T ), w = w0 = u0 − ue on Ω× {0}. (4.55)

From the estimate in (4.54) we have

∥∥u(t)− ue −
ffl

Ω[u0 − ue]
∥∥2
L2(Ω) ≤ e

−2µ1t‖u0 − ue −
ffl

Ω[u0 − ue]‖2L2(Ω)
t→∞−−−→ 0. (4.56)

Note that if f ∈ L2(Ω) and g ∈ L2(Ωc, ν−1
K ) are compatible then, Theorem 4.16 implies that for all t > 0,∥∥u(t)− ue −

ffl
Ω[u0 − ue]

∥∥
L2(Ω) ≤ Ce

−µ1t
(
‖u0 −

ffl
Ω u0‖L2(Ω) + ‖f‖L2(Ω) + ‖g‖L2(Ωc,ν−1

K
)
)
. (4.57)

Let us highlight other types of evolution IDEs. The spectral decomposition can be further applied with
a parallel analysis on nonlocal Schrödinger equation of the form

i∂tu+ Lu = f in Ω× [0, T ), Nu = 0 on Ωc × [0, T ), u = u0 on Ω× {0}. (4.58)

If u0 ∈ Vν(Ω|Rd) and f ∈ L2(0, T ;L2(Ω)) then a profile of solution of (4.58) is of the form

u(x, t) =
∞∑
k=0

(
u0(t), φk

)
L2(Ω)e

iµktφk(x)− i
∞∑
k=0

φk(x)
ˆ t

0
eiµk(t−s)(f(s), φk

)
L2(Ω) ds.

Note that if f = 0 then in this case we have mass conservation ‖u(t)‖L2(Ω) = ‖u0‖L2(Ω) for all t ≥ 0. We
also point out the nonlocal hyperbolic equation of the form

∂2
ttu+ Lu = f in Ω× [0, T ), Nu = 0 on Ωc × [0, T ), u = u0 and ∂tu = u1 on Ω× {0}. (4.59)

If u0, u1 ∈ Vν(Ω|Rd) and f ∈ L2(0, T ;L2(Ω)) then a profile of solution of (4.59) is of the form

u(x, t) =
∞∑
k=0

[
cos(√µkt)

(
u0(t), φk

)
L2(Ω) +

sin(√µkt)√
µk

(
u1(t), φk

)
L2(Ω)

]
φk(x)

−
∞∑
k=0

φk(x)
ˆ t

0

sin(√µk(t− s))
√
µk

(
f(s), φk

)
L2(Ω) ds.

4.7. Dirichlet-to-Neumann map for nonlocal operators
In this section we wish to define the Dirichlet-to-Neumann map related to the nonlocal operator L under
consideration. After we show its eigenvalues are strongly connected to the Robin eigenvalues of the
operator L. Our exposition here is largely influenced by [AM07, AM12] where the Dirichlet-to-Neumann
map is treated in the local setting for the Laplacian. However, we point out that an attempt to define the
Dirichlet-to-Neumann map is proved in [Von19]. For the case for the fractional Laplacian L = (−∆)α/2),
a sightly different Dirichlet-to-Neumann map to ours is derived in [GSU20]. Let us start this section by
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recalling that if f ∈ L2(Ω) and g ∈ Tν(Ωc), there exists a unique weak solution u ∈ Vν(Ω|Rd) to the
nonlocal Dirichlet problem Lu = f in Ω and u = g on Ωc, i.e. we have u = g a.e. on Ωc and

E(u, v) =
ˆ

Ω
f(x)v(x) dx for all v ∈ V Ω

ν (Ω|Rd). (4.60)

Moreover, there exists a constant C > 0 such that

‖u‖Vν(Ω|Rd) ≤ C(‖f‖L2(Ω) + ‖g‖Tν(Ωc)). (4.61)

It is noteworthy recalling that under the conditions (I ′1) and (I2) (see page 103), by Theorem 4.35 there
exist of a family of element (ψn)n elements of V Ω

ν (Ω|Rd), orthonormal basis of L2(Ω) and an increasing
sequence of real number 0 < λ1 ≤ · · · ≤ λn ≤ · · · such that λn →∞ as n→∞ and each ψn is a Dirichlet
eigenfunction of L whose corresponding eigenvalue is λn namely

E(ψn, v) = λn

ˆ
Ω
ψn(x)v(x) dx for all v ∈ V Ω

ν (Ω|Rd).

Before we formally define the Dirichlet-to-Neumann map, some prerequisites are required. Let f ∈ L2(Ω)
and g ∈ Tν(Ωc). Assume λ < λ1, then the bilinear form

E−λ(u, u) = E(u, u)− λ‖u‖2L2(Ω)

is coercive on V Ω
ν (Ω|Rd). Thus there exists a function u ∈ V Ω

ν (Ω|Rd) which is a unique weak solution to
the Dirichlet problem Lu− λu = f in Ω and u = g on Ωc. Explicitly, u = g on Ωc and

E(u, v)− λ
ˆ

Ω
u(x)v(x) dx =

ˆ
Ω
f(x)v(x) dx for all v ∈ V Ω

ν (Ω|Rd). (4.62)

Moreover, the estimate (4.61) (with the estimating constant depending on λ) remains true. More generally,
by the mean of the Fredholm alternative and the closed graph Theorem, the preceding facts (4.62) and
(4.61) respectively remain true for the operator L− λ, whenever λ ∈ R \ {λn : n ≥ 1}.

From now on we suppose f = 0 and λ ∈ R\{λn : n ≥ 1} and label the solution of (4.62) by u = ug. Then
the mapping g 7→ ug is linear and continuous from Tν(Ωc) to Vν(Ω|Rd) since by (4.61) we have

‖ug‖Vν(Ω|Rd) ≤ C‖g‖Tν(Ωc).

Given v ∈ Tν(Ωc), put ṽ = ext(v) ∈ Vν(Ω|Rd) be an extension of v.

Definition 4.44. Let λ ∈ R \ {λn : n ≥ 1}. We call the Dirichlet-to-Neumann map with respect to
the operator L − λ, the mapping Dλ : Tν(Ωc) → (Tν(Ωc))′ defined by g 7→ Dλg = E−λ(ug, ·̃) such that
〈Dλg, v〉 = E−λ(ug, ṽ). Here 〈·, ·〉 stands for the dual pairing between Tν(Ωc) and (Tν(Ωc))′.

Theorem 4.45. The Dirichlet-to-Neumann operator Dλ : Tν(Ωc)→ (Tν(Ωc))′ with g 7→ Dλg = E−λ(ug, ·̃)
is well defined, linearly bounded and self-adjoint. Moreover there exists c ∈ R such that for all g ∈ Tν(Ωc)

〈Dλg, g〉 ≥ c‖ug‖2Vν(Ω|Rd).

Proof. Let v′ ∈ Vν(Ω|Rd) be another extension of v thus v′ − ṽ ∈ V Ω
ν (Ω|Rd). By definition of ug we get’

E−λ(ug, v′ − ṽ) = 0 or equally E−λ(ug, ṽ) = E−λ(ug, v′).

Therefore the mapping v 7→ E−λ(ug, ṽ) is well defined, linear and bounded on Tν(Ωc). Indeed,

|E−λ(ug, ṽ)| ≤ (|λ|+ 1)‖ug‖Vν(Ω|Rd)‖ṽ‖Vν(Ω|Rd).
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Since the extension ṽ of v is arbitrarily chosen, upon the estimate (4.62) we obtain

|E−λ(ug, ṽ)| ≤ C‖g‖Tν(Ωc)‖v‖Tν(Ωc).

This shows that E−λ(ug, ·̃) belongs (Tν(Ωc))′. Subsequently it also follows from this estimate that the
mapping Dλ : Tν(Ωc)→ (Tν(Ωc))′ with g 7→ Dλg = E−λ(ug, ·̃) is linearly bounded. Now let g, h ∈ Tν(Ωc),
specializing the definition of Dλ with g̃ = ug and h̃ = uh. The self-adjointness is obtained as follows

〈Dλg, h〉 = E−λ(ug, uh) = E−λ(uh, ug) = 〈Dλh, g〉.

We end this proof by taking c = min(1,−λ), since 〈Dλg, g〉 = E−λ(ug, ug) ≥ min(1,−λ)‖ug‖2Vν(Ω|Rd).

Remark 4.46. The above definition is plainly motivated by the following observation. Assume ug be as
before and let ϕ ∈ C∞c (Rd), the Green-Gauss formula (4.5) gives

〈Dλg, ϕ〉 = E−λ(ug, ϕ) =
ˆ

Ωc
Nug(y)ϕ(y) dy =

ˆ
Ωc
ν−1
K (y)Nug(y)ϕ(y)νK(y) dy . (4.63)

From the second equality we can identify Dλg = Nug ∈ L2(Ωc, ν−1
K ) ⊂ (Tν(Ωc))′. Hence Dλg 7→ Nug

which, regarding the definition of the operator N , agrees with conceptual idea behind the Dirichlet-to-
Neumann map. For the sake of consistency, in the next result, we will rather consider the following
equivalent alternative identification (up to a multiplicative weight) of the Dirichlet-to-Neumann operator
Dλ : Tν(Ωc)→ L2(Ωc, νK) with Dλg = ν−1

K Nug.

Theorem 4.47. Let the assumptions of Theorem 4.27 be in force. For β > 0, denote Lβ the operator L
subject to the Robin boundary condition Nu+ βνKu = 0. Then the point spectrum σp(Lβ) = (γn(β))n of
Lβ is infinitely countable say 0 < γ1(β) ≤ γ2(β) ≤ · · · ≤ γn(β) ≤ · · · and the corresponding eigenfunctions
are elements of Vν(Ω|Rd) and form an orthonormal basis of L2(Ω).

Proof. It suffices to proceed as the in proof of Theorem 4.31.

Next we observe the relation between the spectrum of the operator L subject to the Robin boundary
condition and that of Dirichlet-to-Neumann operator.

Theorem 4.48. Let λ ∈ R\{λn : n ≥ 1} and β ∈ R. Under the previous notations, consider the Dirichlet-
to-Neumann map Dλg = ν−1

K Nug. Let σp(Dλ) and σp(Lβ) respectively denote pure point spectrum of Dλ

and Lβ. Then, −β ∈ σp(Dλ) if and only if λ ∈ σp(Lβ). In addition, dim ker(Lβ − λ) = dim ker(Dλ + β).

Proof. Let u ∈ ker(Lβ − λ) then for all v ∈ Vν(Ω|Rd),

Qβ(u, v) = λ

ˆ
Ω
u(x)v(x) dx equivalently E−λ(u, v) = −β

ˆ
Ωc
u(y)v(y)νK(y) dy.

Set g = Tr(u) = u|Ωc , with the aid of (4.63) the above relation reduces to
ˆ

Ωc
ν−1
K (y)Nug(y)v(y)νK(y) dy = −β

ˆ
Ωc
g(y)v(y)νK(y) dy.

Thus g ∈ ker(Dλ + β). We have shown that the mapping T : ker(Lβ − λ)→ ker(Dλ + β) with u 7→ Tr(u)
is well defined and is onto. Both assertions will follow once we show that T defines a bijection. In other
words we only have to show that T is one-to-one. For u ∈ ker(Lβ − λ) if Tr(u) = 0 then from the first
relation above, we have E(u, v) = λ

´
Ω u(x)v(x) dx for all v ∈ V Ω

ν (Ω|Rd). Necessarily, u = 0 otherwise λ
is a Dirichlet eigenvalue which is not the case by assumption.
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4.8. Essentially self-adjointness for nonlocal operators
We now investigate the unboundedness aspect of the operator L subject with the Dirichlet and the
Neumann complement condition. Beforehand, let us recall some basics on unbounded operators. We refer
to [Dav96, Kow09, RS80] for a more extensive expositions on unbounded operators. Let (H, (·, ·)H) be a
Hilbert space. Throughout this section, we write (T,D(T )) to denote a densely defined linear operator,
i.e. T : D(T )→ H is a linear operator whose domain D(T ) is a dense subspace of H. The adjoint of the
operator (T,D(T )) will be denoted by (T ∗,D(T ∗)) where

D(T ∗) =
{
w ∈ H : such that v 7→ (Tv,w)H is continunous on D(T )

}
=
{
w ∈ H : ∃!w∗ ∈ H such that (Tv,w)H = (v, w∗)H for all v ∈ D(T )

}
and T ∗w = w∗ for all w ∈ D(T ). Note that T ∗w is well defined since the existence and uniqueness of w∗
is due to the Riesz representation theorem.
Let (T1,D(T1)) and (T2,D(T2)) be two densely defined operators on H such that D(T1) ⊂ D(T2) and
T2 |D(T1) then we say that (T1,D(T1)) is the restriction on D(T1) of (T2,D(T2)) and (T2,D(T2)) is an
extension of (T1,D(T1)) and write T1 ⊂ T2. In particular, T1 = T2 if and only if T1 ⊂ T2 and T2 ⊂ T1.
A densely defined operator (T,D(T )) is said to be self-adjoint if T ∗ = T . Obviously, we haveD(T ) ⊂ D(T ∗)
if the operator (T,D(T )) is symmetric i.e (Tu, v)H = (u, Tv)H for all u, v ∈ D(T ).
The operator (T,D(T )) is called to be closed if (D(T ), ‖ · ‖T ) is Hilbert space under the graph norm
defined be ‖v‖2T = ‖v‖2H + ‖Tv‖2H for v ∈ D(T ). In other words, (T,D(T )) is closed if and only its graph
Γ(T ) is a closed subspace of H ×H. Recall that Γ(T ) := {(v, Tv) ∈ H ×H : v ∈ D(T )}.
Note that the adjoint (T ∗,D(T ∗)) of (T,D(T )) is always closed.
Instead, (T,D(T )) is called closable if it possesses a closed extension. Equivalently, (T,D(T )) is closable
if for every sequence (vn)n ⊂ D(T )) such that vn → 0 and Tvn → y for y ∈ H we have that y = 0.
We write (T ,D(T )) to denote the closure of a closable operator (T,D(T )), i.e. the smallest closed extension
of (T,D(T )). Note that (T ,D(T )) is the closure of (T,D(T )) is equivalent to say that Γ(T ) = Γ(T ).

Definition 4.49. A symmetric operator (T,D(T )) is said to be essentially self-adjoint if it admits a
unique self-adjoint extension. This is merely equivalent to saying that the closure (T ,D(T )) of (T,D(T ))
is self-adjoint.

The following result is adapted from [Kow09, Lemma 5.10]. One should note that the author intentionally
ignores the identification of the space H with `2(N) although it might be natural to do so.

Lemma 4.50 (Lemma 5.10, [Kow09]). Let H be a separable Hilbert space and (T,D(T )) a positive sym-
metric unbounded operator on H. Assume there exists an orthonormal basis (ej)j of H such that ej ∈ D(T )
for all j ≥ 1 and which are eigenfunctions of T , i.e. Tej = λjej for some λj > 0 for all j ≥ 1. Then T is
essentially self-adjoint and its closure is unitarily equivalent with the multiplication operator (M,D(M))
on `2(N), i.e. M : D(M)→ `2(N) given by

D(M) =
{
(uj)j ∈ `2(N) :

∞∑
j=1

λ2
j |uj |2 <∞

}
, and M((uj)j) =

(
λjuj

)
j
.

To be more precise we have T = UMU−1 where U : `2(N) → H is the unitary operator defined for
(uj)j ∈ `2(N) by U((uj)j) =

∞∑
j=1

ujej and U−1 is defined for u ∈ H by U−1(u) = ((u, ej)H)j.

One can formally write Mu(x) = λ(x)u(x) for x ∈ N where u, λ : N→ R with λ(j) = λj and u ∈ H with
u(j) = uj . So that if m denotes the counting measure on N, one has

∞∑
j=1

λ2
j |uj |2 =

ˆ
N
λ2(x)u2(x)m( dx).

Note that if the sequence (λj) has an accumulation point, the spectrum is not the same as the set of
eigenvalues (this already occurred for compact operators, where 0 may belong to the spectrum even if the
kernel is trivial).
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Proof. First of all for u ∈ H consider the identification uj = (u, ej)H . From the Bessel and the Parseval
identities we know that

u =
∞∑
j=1

ujej and ‖u‖H =
∞∑
j=1
|uj |2.

This shows that the operators U and U−1 are well defined. Moreover, U is a unitary operator. Indeed for
(uj)j ∈ `2(N) and v ∈ H, set u = U((uj)j) ∈ H with uj = (u, ej)H since U−1(v) = ((v, ej)H)j we get

(U((uj)j), v)H = (u, v)H =
∞∑
j=1

(u, ej)H(v, ej)H =
∞∑
j=1

uj(v, ej)H =
(
(uj)j , U−1(v)

)
`2(N).

We will show T = UMU−1is the closure of T and is self adjoint. We proceed in several steps.
Step 1: We show that M is self-adjoint, this would imply that T = UMU−1 is self-adjoint too since
U∗ = U−1. It is sufficient to show that D(M∗) ⊂ D(M). In fact, since M is symmetric, we get
D(M) ⊂ D(M∗). Let w ∈ D(M∗) then by definition, the linear form v 7→ (Mv,w)`2(N is bounded on
D(M) ⊂ `2(N). In other words, there is a constant C > 0 such that

|(Mv,w)`2(N)| ≤ C‖v‖`2(N), for all v ∈ D(M).
Specializing with v = vn ∈ D(M) where vn,j = λj(w, ej)ej for j ≤ n and vn,j = 0 for j ≥ n+ 1 for fixed
n ≥ 1, we have vn = ((vn,j))j ∈ D(M) and ‖vn‖2H =

∑n
j=1 λ

2
j |(w, ej)|2 = (Mvn, w)`2(N). This amounts

the above inequality to
n∑
j=1

λ2
j |(w, ej)|2 ≤ C for all n ≥ 1.

Hence we conclude that Mw = (λjwj)j ∈ `2(N), i.e. w ∈ D(M). Finally D(M) = D(M∗) altogether with
symmetry we get that M is self-adjoint.
Step 2: T = UMU−1 is closed since it is self-adjoint.
Step 3: Let us check that T = UMU−1 is an extension of T . Consider u ∈ D(T ) and set uj =

(
u, ej

)
H
.

Since each ej ∈ D(T ) is an eigenfunction, the symmetry of T gives (Tu, ej)H = (u, Tej)H = λj(u, ej)H .
Thus accounting that (ej)j is an orthonormal basis of H we find that

Tu =
∞∑
j=1

(
Tu, ej

)
H
ej =

∞∑
j=1

λj
(
u, ej

)
H
ej = U

(
(λjuj)j

)
= UM((uj)j) = UMU−1u.

In other words, T ⊂ UMU−1, i.e. UMU−1 is an extension of T since Tu = UMU−1u for all u ∈ D(T )
and

∞∑
j=1

λ2
j |
(
u, ej

)
H
|2 = ‖Tu‖2H <∞.

Step 4: It remains to show that Γ(T ) = Γ(T ) which will imply that T is the closure of T . From Step 3 we
know that Γ(T ) ⊂ Γ(T ). Let (u, Tu) ∈ Γ(T ) with u ∈ D(T ). For all n ≥ 1 un =

∑n
j=1(u, ej)Hej ∈ D(T )

since ej ∈ D(T ) and Tun =
∑n
j=1 λj(u, ej)Hej since T is symmetric and each ej is an eigenvalue of T .

Thus, (un, Tun) ∈ Γ(T ). Meanwhile, we know that

‖u‖2H =
∞∑
j=1
|(u, ej)H |2 <∞ and ‖Tu‖2H =

∞∑
j=1

λ2
j |(u, ej)H |2 <∞

since

u =
∞∑
j=1

(u, ej)Hej ∈ H and Tu = UMU−1u =
∞∑
j=1

λj(u, ej)Hej ∈ H.

Therefore, it follows that ‖un − u‖H n→∞−−−−→ 0 and ‖Tun − Tu‖H n→∞−−−−→ 0. Hence, Γ(T ) = Γ(T ). From
the foregoing, it follows that T = UMU−1 is self-adjoint and is the closure of T which means that T is
essentially self-adjoint.
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Armed with these prerequisites, let us turn our attention to some concrete examples to which the above
notions apply. Assume Ω ⊂ Rd is an open bounded set. On L2(Ω), consider the operator (LD, VD)
where VD = V Ω

ν (Ω|Rd) and LD is the integrodifferential operator L subject to the Dirichlet complement
condition. In other words, LDu = f if and only f ∈ L2(Ω) and

E(u, v) =
ˆ

Ω
f(x)v(x) dx for all v ∈ V Ω

ν (Ω|Rd).

Likewise, on L2(Ω), consider the operator (LN , VN ) where VN =
{
v ∈ Vν(Ω|Rd) : N v = 0 on Ωc

}
and

LN is the integrodifferential operator L subject to the Neumann complement condition. In other words,
LNu = f if and only f ∈ L2(Ω) and

E(u, v) =
ˆ

Ω
f(x)v(x) dx for all v ∈ Vν(Ω|Rd). (4.64)

We adopt the convention that Nu = 0 on Ωc for function u ∈ Vν(Ω|Rd) if there is f ∈ L2(Ω) such
that (4.64) holds. The next theorem is the core result of this section showing that under appropriated
conditions on Ω and the jump kernel ν the operators LD and LN are essentially self-adjoint.

Theorem 4.51. The operators (LD, VD) and (LN , VN ) are symmetric and positive on L2(Ω). Further-
more, the following assertions are true.

(i) Assume (ν,Ω) belongs to one of the classes Ai, i = 1, 2, 3 (see page 106), then (LN , VN ) is a densely
defined, unbounded and essentially self-adjoint operator on L2(Ω).

(ii) Assume ν satisfies the conditions (I2) and (I ′1) (see page 103), then (LD, VD) is a densely defined,
unbounded and essentially self-adjoint operator on L2(Ω).

Proof. Proceeding as in the proof of Theorem 4.31 one finds that (LD, VD) and (LN , VN ) are symmetric
and positive on L2(Ω). Assume (ν,Ω) belongs to one of the classes Ai, i = 1, 2, 3 then by Theorem 4.34
there exists a sequence of eigenpairs (µn, ϕn)n∈N0 such that for each n ≥ 0, φn ∈ VN , LNφn = µnφn
and the family (ϕn)n∈N0 is an orthonormal basis of L2(Ω). It turns out that VN is dense in L2(Ω)
and thus (LN , VN ) is essentially self-adjoint on L2(Ω) according to Lemma 4.50. Furthermore, due to
the orthonormal basis (φn)N0 , it becomes clear that (LN , VN ) is unbounded on L2(Ω). Likewise, from
Theorem 4.35 and Lemma 4.50 it follows that (LD, VD) is densely defined and essentially self-adjoint on
L2(Ω).

Remark 4.52. Under the assumption that (ν,Ω) belongs to one of the classes Ai, i = 1, 2, 3, the
corresponding formulation of the above theorem is true if the operator L is subject to the mixed or Robin
complement condition.

Corollary 4.53. Let Ω ⊂ Rd be open and bounded. Let ν(h) = Cd,α|h|−d−α h 6= 0 for some α ∈ (0, 2).
Let V α/2D (Ω|Rd) =

{
v ∈ V α/2(Ω|Rd) : v = 0 on Ωc

}
. Then ((−∆)α/2, V α/2D ) is essentially self-adjoint

and also ((−∆)α/2, V α/2N ) if Ω is Lipschitz where V α/2N (Ω|Rd) =
{
v ∈ V α/2(Ω|Rd) : N v = 0 on Ωc

}
.

It is relevant to mention that the characterization of essentially self-adjointness of the fractional Laplacian
(−∆)α/2 subject to the Dirichlet complement condition on an unbounded open set Ω ⊂ Rd is the central
discussion in [HKM17] and several other references therein. Next, in spirit of Theorem 4.51 we have the
following result in the local setting for the Laplace operator.

Theorem 4.54. Assume Ω ⊂ Rd is open and bounded. Let (∆D, HD) be the Dirichlet Laplacian ∆D with
HD = H1

0 (Ω). Let (∆N , HN ) be the Neumann Laplacian with HN =
{
v ∈ H1(Ω) : ∂u

∂n = 0 on ∂Ω
}
where

by convention we say that ∂u
∂n = 0 on ∂Ω if there exists f ∈ L2(Ω) such that

ˆ
Ω
∇u(x) · ∇v(x) dx =

ˆ
Ω
f(x)v(x) dx for all v ∈ H1(Ω).

Then (∆D, HD) is densely defined, unbounded and essentially self-adjoint. If Ω is Lipschitz, the same
holds for (∆N , HN ).
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5. From Nonlocal To Local
This Chapter is essentially devoted to investigating local objects as limits of nonlocal ones. We espe-
cially focus on the following concepts: Sobolev spaces, elliptic operators, energy forms, Poincaré type
inequalities, elliptic PDEs of second order with Dirichlet or Neumann boundary condition, Dirichlet and
Neumann eigenvalues. Roughly speaking, this chapter serves as a needed bridge between basic ellip-
tic partial differential equations of second order and elliptic integrodifferential equations that require a
significant background in functional analysis. To begin this journey let us first introduce our central tool.

5.1. Approximation of the Dirac mass by Lévy measures
In this section we introduce the tool that will help us to move from nonlocal objects to their corresponding
local notions. We begin by coining the concept of p-Lévy measure for 1 ≤ p <∞.

Definition 5.1. A nonnegative Borel measure ν( dh) on Rd will be called a p-Lévy measure for 1 ≤ p <∞
if ν({0}) = 0 and it satisfies the p-Lévy integrability condition. That is to say

ˆ
Rd

(1 ∧ |h|p)ν( dh) <∞.

Patently, one recovers the usual definition a Lévy measure when p = 2. Notationally, we shall intentionally
ignore the dependence of ν on p. In addition, for a family (νε)0<ε<ε0 for a fixed real number ε0 > 0 we
shall merely write (νε)ε or (νε)ε>0. It is important to keep in mind that ε is a quantity near 0 (ε→ 0+).

We start with the following motivating rescaling result.

Proposition 5.2. Assume ν : Rd → [0,∞] is a positive measurable function satisfying the p-Lévy inte-
grability condition, i.e. ν ∈ L1((1 ∧ |h|p)dh. Define the rescaled family (νε)ε as follows

νε(h) =


ε−d−pν

(
h/ε

)
if |h| ≤ ε

ε−d|h|−pν
(
h/ε

)
if ε < |h| ≤ 1

ε−dν
(
h/ε

)
if |h| > 1.

(5.1)

Thenˆ
Rd

(1 ∧ |h|p)νε(h)dh =
ˆ
Rd

(1 ∧ |h|p)ν(h)dh for each δ > 0 and lim
ε→0

ˆ

|h|≥δ

(1 ∧ |h|p)νε(h)dh = 0.

Proof. Observe that since ν ∈ L1((1 ∧ |h|p)dh) by dominated convergence theorem we get

lim
ε→0

ˆ

|h|≥δ

(1 ∧ |h|p)νε(h)dh = lim
ε→0

ˆ

|h|≥δ/ε

(1 ∧ |h|p)ν(h)dh = 0.

We omit the remaining details as it solely involves straightforward computations.

There are two keys observations that govern the rescaled family (νε)ε for p = 2. The first is that it gives
raise to a family of measures with a concentration property. Secondly, from the probabilistic point of
view one obtains a family of pure jumps Lévy processes (Xε)ε each associated with the measure νε from a
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Chapter 5. From Nonlocal To Local

Lévy process X associated with ν. Viewed from this scope we aim to show that (Xε)ε converges in some
sense (to be clarified later see Theorem 5.64 and Theorem 5.73) to a Brownian motion provided that one
in addition assumes that ν is radial. This, in certain sense, could be one more argument to justify the
ubiquity of the Brownian motion.
From now on, for 1 ≤ p <∞, (νε)ε>0 denotes a family of nonnegative functions such that

νε is radial and
ˆ
Rd

(1 ∧ |h|p)νε(h) dh = 1, (5.2)

lim
ε→0

ˆ

|h|≥δ

(1 ∧ |h|p)νε(h) dh = 0 for all δ > 0. (5.3)

Note that the relation (5.3) is often known as the concentration property and because of (5.2) it is merely
equivalent to

lim
ε→0

ˆ

|h|≥δ

νε(h) dh = 0 for all δ > 0.

Consequently, we also have

lim
ε→0

ˆ

|h|≤δ

(1 ∧ |h|p)νε(h) dh = lim
ε→0

ˆ

|h|≤δ

|h|pνε(h) dh = 1 for all δ > 0.

Definition 5.3. Under the conditions (5.2) and (5.3) the family (νε)ε will be called a radial Dirac
approximation of p-Lévy measures.

Remark 5.4. Under the conditions (5.2) and (5.3) we have that for all β,R > 0

lim
ε→0

ˆ

|h|≤R

(1 ∧ |h|β)νε(h)dh =
{

0 if β > p

1 if β = p.
.

Indeed, for fixed δ > 0

lim
ε→0

ˆ

δ<|h|≤R

(1 ∧ |h|p)νε(h)dh ≤ lim
ε→0

ˆ

|h|>δ

(1 ∧ |h|p)νε(h)dh = 0,

lim
ε→0

ˆ

|h|<δ

(1 ∧ |h|p)νε(h)dh = 1− lim
ε→0

ˆ

|h|≥δ

(1 ∧ |h|p)νε(h)dh = 1.

Thus, for β > p, we have

lim
ε→0

ˆ

|h|≤R

(1 ∧ |h|β)νε(h)dh ≤ lim
ε→0

(
Rβ−p

ˆ

δ<|h|≤R

(1 ∧ |h|p)νε(h)dh+ δβ−p
ˆ

|h|<δ

(1 ∧ |h|p)νε(h)dh
)

= δβ−p.

Letting δ → 0 provides the claim.

The following result infers the weak convergence of the family (νε)ε to the Dirac mass at origin and thus
withstands Definition 5.3.

Proposition 5.5. Assume (νε)ε satisfies conditions (5.2) and (5.3) for p = 1. Then νε ⇀ δ0(weakly) in
the sense of distributions, i.e. for every ϕ ∈ C∞c (Rd), 〈νε, ϕ〉 ε→0−−−→ 〈δ0, ϕ〉 = ϕ(0). Here δ0 stands for the
Dirac mass at the origin.
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Proof. Take ϕ ∈ C∞c (Rd) and in virtue of (5.2) write

〈νε, ϕ〉 =
ˆ
Rd
ϕ(h)νε(h) dh

= ϕ(0) +
ˆ
|h|<1

(ϕ(h)− ϕ(0) νε(h) dh+
ˆ
|h|≥1

(ϕ(h)− ϕ(0))νε(h) dh

= ϕ(0) +
ˆ
|h|<1

(ϕ(h)− ϕ(0)−∇ϕ(0) · h) νε(h) dh+
ˆ
|h|≥1

(ϕ(h)− ϕ(0))νε(h) dh

= ϕ(0) +
ˆ
|h|<1

ˆ 1

0
(∇ϕ(th)−∇ϕ(0) · h) νε(h) dt dh+

ˆ
|h|≥1

(ϕ(h)− ϕ(0))νε(h) dh

= ϕ(0) +
ˆ
|h|<1

ˆ 1

0

ˆ 1

0
s((D2ϕ(tsh) · h) · h) νε(h) ds dt dh+

ˆ
|h|≥1

(ϕ(h)− ϕ(0))νε(h) dh.

The conclusion clearly follows since∣∣∣ˆ
|h|≥1

(ϕ(h)− ϕ(0))νε(h) dh
∣∣∣ ≤ 2‖ϕ‖∞

ˆ
|h|≥1

νε(h) dh ε→0−−−→ 0

and by Remark 5.4 we have∣∣∣ˆ
|h|<1

ˆ 1

0

ˆ 1

0
s((D2ϕ(tsh) · h) · h) νε(h) ds dt dhνε(h) dh

∣∣∣ ≤ ‖D2ϕ‖∞
ˆ
|h|<1

|h|2νε(h) dh ε→0−−−→ 0.

Another motivating reason to consider the family (νε)ε is given by the following.
Proposition 5.6. For p = 2 and α = 2 − ε ∈ (0, 2) under the conditions (5.2) and (5.3) suppose the
function u : Rd → R is bounded and C2 on a neighborhood of x then

lim
α→2

Lαu(x) = − 1
2d∆u(x)

where Lα is the nonlocal operator

Lαu(x) := −1
2

ˆ
Rd

(u(x+ h) + u(x− h)− 2u(x))ν2−α(h) dh.

Proof. It suffices to adapt the proof of Proposition 2.38 (iv).

Let us mention some examples of particular interest. The first class relates to the fractional Laplacian.
Example 5.7. For p = 2 consider (να)α the family of α-stable kernel defined for α = 2 − ε ∈ (0, 2) and
h 6= 0 by να(h) = ad,α|h|−d−α with ad,α = α(2−α)

2|Sd−1| . Let us show that (5.2) and (5.3) are fulfilled for p = 2.
Passing through polar coordinates yieldsˆ

Rd
(1 ∧ |h|2)|h|−d−α dh = |Sd−1|

( ˆ 1

0
r1−α dr +

ˆ ∞
1

r−1−α dr
)

= |Sd−1|
( 1

2− α + 1
α

)
= |Sd−1| 2

α(2− α) = a−1
α,d.

For δ > 0 a similar computation gives

ad,α

ˆ

|h|≥δ

(1 ∧ |h|2)|h|−d−α dh ≤ α(2− α)
2

ˆ ∞
δ

r−1−α dr = (2− α)δ−α
2

α→2−−−→ 0.

Note that lim
α→2

Cd,α
ad,α

= 1 (see Proposition 2.21) where Cd,α is the norming constant of the fractional
Laplacian.
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More generally, in connection with the fractional Sobolev spaces we have the following example.

Example 5.8. The family (νε)ε of kernels defined for h 6= 0 by

νε(h) = aε,d,p|h|−d−p+ε with aε,d,p = ε(p− ε)
p|Sd−1|

fulfills the conditions (5.2) and (5.3).

The next class is that of Proposition 5.2.

Example 5.9. Assume ν : Rd → [0,∞] is radial and consider the family (νε)ε such that each νε is the
rescaling of ν defined as in (5.1) provided that

ˆ
Rd

(1 ∧ |h|p)ν(h) dh = 1.

A subclass is obtained if one considers an integrable radial function ρ : Rd → [0,∞] and defines ν(h) =
c|h|−pρ(h) for a suitable normalizing constant c > 0.

The following class is of important interest and is related to the so called approximation of the identity.

Example 5.10. Assume (ρε)ε is an approximation of the identity, i.e. ε > 0, ρε : Rd → [0,∞] is radial,
ˆ
Rd
ρε(h) dh = 1 and lim

ε→0

ˆ

|h|≥δ

ρε(h) dh = 0 for all δ > 0.

For instance, define ρε(h) = ε−dρ(h/ε) where ρ : Rd → [0,∞] is radial and such that
´
Rd ρ(h) dh = 1.

Define the family (νε)ε by
νε(h) = cε|h|−pρε(h)

where cε > 0 is a normalizing constant for which (5.2) holds true.

The resulting class obtained here is somewhat restrictive and does not capture good classes such that as
the kernels from Example 5.8. To be more precise, there is no sequence (ρε)ε satisfying the conditions
above, for which νε(h) = cε|h|−pρε(h) = |h|−d−p+ε for all h.
To remedy to this, the truncation ρ̃ε(h) = cερε(h)1B1(0) is actually sufficient where cε > 0 is such that´
ρ̃ε(h) dh = 1. Afterwards define ν̃ε(h) = ρ̃ε(h)|h|−p.

Note that the class (ν̃ε)ε (where each ρ̃ε(h) is supported in a ball centered at the origin) is precisely the
one considered in [BBM01, Pon03] and used as main tool on related topics.

Now we collect some concrete examples of sequence (νε)ε satisfying (5.2) and (5.3).

Example 5.11. Let 0 < ε < 1 and β > −d. Set

νε(h) = d+ β

|Sd−1|εd+β |h|
β−p1Bε(h).

For the limiting case β = −d consider 0 < ε < ε0 < 1 and put

νε(h) = 1
|Sd−1| log(ε0/ε)

|h|−d−p1Bε0\Bε(h).

It is important to notice that log(ε0/ε)
| log(ε)| → 1. Some special cases are obtained with β = 0, β = p and

β = (1− s)p− d for s ∈ (0, 1).
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Example 5.12. Let 0 < ε < ε0 < 1 and β > −d. For x ∈ Rd consider

νε(h) = (|h|+ ε)β |h|−p
|Sd−1|bε

1Bε0 (h) with bε = εd+β
ˆ 1

ε
ε+ε0

t−d−β−1(1− t)d−1dt.

For the limiting case β = −d consider

νε(h) = (|h|+ ε)−d|h|−p
|Sd−1|bε

1Bε0 (h) with bε =
ˆ 1

ε
ε+ε0

t−1(1− t)d−1dt.

In either case the constant bε is such that
´
Rd(1 ∧ |h|p)νε(h)dh = 1. Note that one can check that

aε := | log(ε)|
bε

→ 1 as ε→ 0+.

Another example familiar to the case β = −d is

νε(h) = (|h|+ ε)−d−p
|Sd−1|bε

1Bε(h) with bε =
ˆ 1

ε
ε+ε0

t−1(1− t)d+p−1dt.

5.2. Characterization of classical Sobolev spaces
In this section we show the convergence of the nonlocal Sobolev like spaces (W p

νε(Ω))ε to the usual Sobolev
space W 1,p(Ω). Further we will see that the W 1,p(Ω) with 1 < p <∞ can be characterized by the mean
of (W p

νε(Ω))ε. The case p = 1 will be obtained separately as it involves the space of bounded variation
functions BV (Ω). Our exposition here mainly relies upon [BBM01, Bre02]. Different approaches can be
found in [Pon04, PS17, LS11].

Lemma 5.13. Let u ∈ C1
c (Rd) and let Ω ⊂ Rd be open (not necessarily bounded). Assume that the family

(νε)ε fulfills the conditions (5.2) and (5.3) then for 1 ≤ p < ∞ the following convergence occurs in both
pointwise and L1(Ω) sense

lim
ε→0

ˆ
Ω
|u(x)− u(y)|pνε(x− y)dy = Kd,p|∇u(x)|p

here Kd,p is a universal constant1 independent of the geometry of Ω and is defined for any unit vector
e ∈ Sd−1 by

Kd,p =
 
Sd−1
|w · e|pdσd−1(w) = Γ(d/2)Γ((p+ 1)/2)

Γ((p+ d)/2)Γ(1/2) .

Proof. Let σ > 0 be sufficiently small. By assumption ∇u is uniformly continuous and hence one can
find 0 < η < 1 such that if |x− y| < η then

1
2 |∇u(x)| ≤ |∇u(y)| ≤ 3

2 |∇u(x)| and |∇u(y)−∇u(x)| ≤ σ. (5.4)

Let ηx = min(η, δx) with δx = dist(x, ∂Ω) so that B(x, ηx) ⊂ Ω. Consider the mapping F : Ω× (0, 1)→ R
with

F (x, ε) :=
ˆ

Ω∩{|x−y|≤ηx}

|u(x)− u(y)|pνε(x− y)dy =
ˆ

|h|≤ηx

|u(x)− u(x+ h)|pνε(h) dh.

1The geometrical constant Kd,p is the same as initially established for in [BBM01]. A similar constant also appears in
[IN10, Section 7].
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In virtue of the fundamental theorem of calculus, we have

F (x, ε) =
ˆ

|h|≤ηx

∣∣∣ ˆ 1

0
∇u(x+ th) · hdt

∣∣∣pνε(h) dh

=
ˆ

|h|≤ηx

|∇u(x) · h|p νε(h) dh+R(x, ε)

with

R(x, ε) =
ˆ

|h|≤ηx

(∣∣∣ ˆ 1

0
∇u(x+ th) · hdt

∣∣∣p − ∣∣∣ˆ 1

0
∇u(x) · hdt

∣∣∣p) νε(h) dh.

Consider the function s 7→ Gp(s) = |s|p which belongs to C1(Rd \ {0}) and G′p(s) = pGp(s)s−1. Further,
we are able to write

Gp(b)−Gp(a) = (b− a)
ˆ 1

0
G′p(a+ s(b− a)) ds.

Applying this with a = ∇u(x) · h and b =
´ 1

0 ∇u(x + th) · h dt by taking into account (5.4) leads to the
following estimates

|Gp(b)−Gp(a)| ≤ |b− a|
ˆ 1

0
|a+ s(b− a)|p−1 ds

≤ cp|∇u(x)|p−1|h|p−1
ˆ 1

0
|∇u(x+ th)−∇u(x)||h| dt

≤ cpσ|∇u(x)|p−1|h|p.

From this we get

|R(x, ε)| :=
∣∣∣ ˆ

|h|≤ηx

(∣∣∣ˆ 1

0
∇u(x+ th) · hdt

∣∣∣p − ∣∣∣ ˆ 1

0
∇u(x) · hdt

∣∣∣p) νε(h) dh
∣∣∣

≤ cpσ|∇u(x)|p−1
ˆ

|h|≤ηx

|h|pνε(h) dh

= cpσ|∇u(x)|p−1
ˆ

|h|≤ηx

(1 ∧ |h|p)νε(h) dh ε,σ→0−−−−→ 0.

On the other side, if we consider O ∈ O(d) to be a rotation2 assigning ∇u(x)
|∇u(x)| to the unit vector e then

passing through polar coordinates, the rotation invariance of the d − 1-dimensional Lebesgue surface
measure together with Remark 5.4 we find thatˆ

|h|≤ηx

|∇u(x) · h|p νε(h) dh =
ˆ ηx

0
rd+p−1dr

ˆ

Sd−1

|∇u(x) · w|pdσd−1(w)

= |∇u(x)|p
ˆ

|h|≤ηx

|h|pνε(h) dh
 

Sd−1

∣∣w · ∇u(x)
|∇u(x)|

∣∣pdσd−1(w)

= |∇u(x)|p
ˆ

|h|≤ηx

|h|pνε(h) dh
 

Sd−1

|w · e|pdσd−1(w)

= Kd,p|∇u(x)|p
ˆ

|h|≤ηx

|h|pνε(h) dh ε→0−−−→ Kd,p|∇u(x)|p.

2An affine mapping O on Rd is called a rotation if O>O = Id.
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Therefore, we have shown that

lim
ε→0

F (x, ε) = Kd,p|∇u(x)|p.

Further, a close look to our reasoning reveals that we have subsequently shown that for all δ > 0

lim
ε→0

ˆ

Ω∩{|x−y|≤δ}

|u(x)− u(y)|pνε(x− y) dy = Kd,p|∇u(x)|p. (5.5)

In fact since for all δ > 0ˆ

Ω∩{|x−y|≥δ}

|u(x)− u(y)|pνε(x− y) dy ≤ 2p‖u‖p
L∞(Rd)

ˆ

|h|≥δ

νε(h)dh ε→0−−−→ 0. (5.6)

We thus have the pointwise convergence as claimed

lim
ε→0

ˆ

Ω

|u(x)− u(y)|pνε(x− y) dy dx = Kd,p|∇u(x)|p.

In order to proceed with the convergence in L1(Ω), for 0 < η < 1 as above we write
¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dy dx =
¨

Ω×Ω∩{|x−y|≤η}

|u(x)− u(y)|pνε(x− y) dy dx

+
¨

Ω×Ω∩{|x−y|>η}

|u(x)− u(y)|pνε(x− y) dy dx.

First and foremost, observe that for this specific choice of 0 < η < 1, using (5.4) one gets
ˆ

Ω∩{|x−y|≤η}

|u(x)− u(y)|pνε(x− y) dy ≤
ˆ

|h|≤η

|u(x)− u(x+ h)|pνε(h) dh

=
ˆ

|h|≤η

∣∣∣ˆ 1

0
∇u(x+ th) · h dt

∣∣∣pνε(h) dh

≤ 2p|∇u(x)|p
ˆ

|h|≤η

|h|pνε(h) dh ≤ 2p|∇u(x)|p.

Since x 7→ |∇u(x)|p belongs to L1(Ω), the above estimate in combination with the pointwise limit in (5.5)
and the dominated convergence theorem yield that

lim
ε→0

¨

Ω×Ω∩{|x−y|≤η}

|u(x)− u(y)|pνε(x− y) dy dx = Kd,p

ˆ
Ω
|∇u(x)|p dx.

Thus it follows that

lim
ε→0

¨

Ω×Ω

|u(x)− u(y)|pνε(x− y) dy dx = Kd,p

ˆ
Ω
|∇u(x)|p dx

since one has ¨

Ω×Ω∩{|x−y|>η}

|u(x)− u(y)|pνε(x− y) dy dx ≤ 2p‖u‖pLp(Ω)

ˆ

|h|>η

νε(h)dh ε→0−−−→ 0.

The claimed convergence in L1(Ω) is a straightforward consequence of Corollary A.23 (Schéffé lemma).
Moreover, the explicit value of Kd,p is already established in Proposition 2.21.
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Alternative proof of Lemma 5.13 under a weaker condition. We assume in addition that u ∈
C2
c (Rd). Note that Gp ∈ C2(Rd \ {0}) with Gp(s) = |s|p. The Taylor formula implies

u(y)− u(x) = ∇u(x) · (y − x) +O(|x− y|2) x, y ∈ Rd,

Gp(b)−Gp(a) = G′p(a)(b− a) +O(b− a)2 a, b ∈ R \{0}.

Hence for almost all x, y ∈ Rd, we have

|u(y)− u(x)|p = Gp(∇u(x) · (y − x) +O(|y − x|2)) = |∇u(x) · (y − x)|p +O(|y − x|p+1).

Set δx = dist(x, ∂Ω). Passing through polar coordinates and the rotation invariance of the Lebesgue
measure yieldsˆ

B(x,δx)

|u(x)− u(y)|pνε(x− y)dy =
ˆ

|h|≤δx

∣∣∣∇u(x) · h
∣∣∣pνε(h)dh+O

( ˆ

|h|≤δx

|h|p+1νε(h)dh
)

=
ˆ

Sd−1

∣∣∣∇u(x) · w
∣∣∣pdσd−1(w)

ˆ δx

0
rd−1νε(r)dr +O

( ˆ

|h|≤δx

|h|p+1νε(h)dh
)

= Kd,p |∇u(x)|p
ˆ

|h|≤δx

νε(h)dh+O
( ˆ

|h|≤δx

|h|p+1νε(h)dh
)
.

Therefore, letting ε→ 0 in the latter expression, by taking into account Remark 5.4 gives

lim
ε→0

ˆ

B(x,δx)

|u(x)− u(y)|pνε(x− y)dy = Kd,p|∇u(x)|p.

On the other side, we haveˆ

Ω\B(x,δx)

|u(x)− u(y)|pνε(x− y)dy ≤ 2p‖u‖pL∞(Ω)

ˆ

|x−y|≥δx

νε(x− y)dy ε→0−−−→ 0.

We have proved that

lim
ε→0

ˆ

Ω

|u(x)− u(y)|pνε(x− y)dy = Kd,p|∇u(x)|p.

For the remaining details one can proceed as in the previous proof.

Following [BBM01, Theorem 2], we derive the next theorem which is a direct consequence of Lemma 5.13.
Theorem 5.14. Let Ω ⊂ Rd be a W 1,p-extension set (not necessarily bounded), 1 ≤ p <∞. Assume that
the family (νε)ε fulfills the conditions (5.2) and (5.3) then for all u ∈W 1,p(Ω)

lim
ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y)dy dx = Kd,p

ˆ
Ω
|∇u(x)|p dx.

Proof. By Lemma 3.47 there is C > 0 independent of ε such that for u, v ∈W 1,p(Ω),

∣∣‖Uε‖Lp(Ω×Ω) − ‖Vε‖Lp(Ω×Ω)
∣∣ ≤ ‖Uε − Vε‖Lp(Ω×Ω) ≤ C‖u− v‖W 1,p(Ω).

where we set

Uε(x, y) = |u(x)− u(y)|ν1/p
ε (x− y) and Vε(x, y) = |v(x)− v(y)|ν1/p

ε (x− y) .

Therefore, it suffices to establish the result for u in a dense subset of W 1,p(Ω). Note that, C∞c (Rd) is
dense inW 1,p(Ω) since Ω is anW 1,p-extension domain. We conclude by using Lemma 5.13. Alternatively,
the result follows by combining the forthcoming Theorem 5.16 and Theorem 5.17.
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Remark 5.15. The counterexample 3.53 shows that the conclusion of Theorem 5.14 might be erroneous
whenever Ω is not an extension domain. However, even if Ω is not an extension domain, the next result,
very close to Theorem 5.14, shows that one can still get the following inequality which also appears in
[Pon03] and was first established in [Bre02] for the case Ω = Rd.

Theorem 5.16. Let Ω ⊂ Rd be open (not necessarily bounded). Assume that the family (νε)ε fulfills the
conditions (5.2) and (5.3). Let u ∈ Lp(Ω) with 1 < p <∞ or u ∈W 1,1(Ω). Adopting the convention that
‖∇u‖Lp(Ω) =∞ if |∇u| does not belong to Lp(Ω) we have

Kd,p

ˆ
Ω
|∇u(x)|p dx ≤ lim inf

ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y)dy dx.

Proof. For δ > 0 sufficiently small, Ωδ = {x ∈ Ω : dist(x, ∂Ω) > δ}. Define the mollifier φδ(x) = 1
δd
φ
(
x
δ

)
with support in Bδ(0) where φ ∈ C∞c (Rd) is supported in B1(0), φ ≥ 0 and

´
φ = 1. For the sake of the

simplicity we will assume u is extended by zero off Ω and let uδ = u ∗ φδ denote the convolution product
of u and φδ.
Assume z ∈ Ωδ and |h| ≤ δ then z − h ∈ Ωδ − h ⊂ Ω so that by a simple change of variables, we have

¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dy dx ≥
¨

Ωδ−hΩδ−h

|u(x)− u(y)|pνε(x− y) dy dx

=
¨

ΩδΩδ

|u(x− h)− u(y − h)|pνε(x− y) dx dy.

Thus given that
´
φδ = 1 integrating both sides over the ball Bδ(0) with respect to φδ(h)dh and employing

Jensen’s inequality afterwards, yields
¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dy dx ≥
ˆ
Rd
φδ(h) dh

¨

ΩδΩδ

|u(x− h)− u(y − h)|pνε(x− y) dy dx

=
¨

ΩδΩδ

ˆ
Rd
|u(x− h)− u(y − h)|pφδ(h) dh νε(x− y) dx dy

≥
¨

ΩδΩδ

∣∣∣ˆ
Rd
u(x− h)− u(y − h)φδ(h) dh

∣∣∣pνε(x− y) dx dy

=
¨

ΩδΩδ

|u ∗ φδ(x)− u ∗ φδ(y)|pνε(x− y) dx dy.

Thus we have
¨

ΩδΩδ

|uδ(x)− uδ(y)|pνε(x− y) dx dy ≤
¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dx dy. (5.7)

Note that uδ ∈ C∞(Rd) and Ωδ,j = Ωδ ∩Bj(0) has a compact closure for each j ≥ 1. Then for each j ≥ 1
the Lemma 5.13 implies

Kd,p

ˆ
Ωδ,j
|∇uδ(x)|p dx = lim

ε→0

¨

Ωδ,jΩδ,j

|u(x)− u(y)|pνε(x− y) dx dy

≤ lim inf
ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dx dy.
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Tending j →∞ in the latter we get

Kd,p

ˆ
Ωδ
|∇uδ(x)|p dx ≤ lim inf

ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dx dy. (5.8)

The only interesting scenario occurs if the right hand side is finite. If it is the case, then the upcoming
result Theorem 5.23 ensures that u ∈ W 1,p(Ω). Thus clearly ∇uδ = ∇(u ∗ φδ) = ∇u ∗ φδ and we know
that ‖φδ ∗ ∇u−∇u‖Lp(Ω) → 0 as δ → 0. The desired inequality follows by letting δ → 0 since∣∣∣‖∇u‖Lp(Ω) − ‖∇u ∗ φδ‖Lp(Ωδ)

∣∣∣ ≤ ‖∇u ∗ φδ −∇u‖Lp(Ω) +
(ˆ

Ω\Ωδ
|∇u(x)|p dx

)1/p δ→0−−−→ 0.

The next theorem is a the counterpart of Theorem 5.16 and is a refinement version of Theorem 5.21.

Theorem 5.17. Let Ω ⊂ Rd be a W 1,p-extension set (not necessarily bounded). Assume that the family
(νε)ε fulfills the conditions (5.2) and (5.3) with 1 ≤ p <∞. Adopting the convention that ‖∇u‖Lp(Ω) =∞
if |∇u| does not belong to Lp(Ω) then for all u ∈ Lp(Ω) we have

lim sup
ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y)dy dx ≤ Kd,p

ˆ
Ω
|∇u(x)|p dx .

Proof. The case where ‖∇u‖Lp(Ω) = ∞ is trivial. Now for u ∈ W 1,p(Ω), we let u ∈ W 1,p(Rd) be its
extension to Rd. Consider Ω(δ) = Ω + Bδ(0) = {x ∈ Rd : dist(x,Ω) < δ} be a neighborhood of Ω with
0 < δ < 1 sufficiently small. Let us start by proving the following estimate which holds for each ε,

¨

ΩΩ

|u(x)− u(y)|pνε(x− y)dy dx ≤ Kd,p

ˆ
Ω(δ)
|∇u(x)|p dx+ 2p‖u‖pLp(Ω)

ˆ
|h|≥δ

νε(h) dh. (5.9)

We know that there is (un)n a sequence of functions in C∞c (Rd) converging to u in W 1,p(Rd). For each
n ≥ 1, exploiting the computations from the proof of Lemma 5.13 (see the step before (5.5)) we find that

ˆ
Ω

ˆ

|x−y|≤δ

|un(x)− un(y)|pνε(x− y) dy dx ≤
ˆ

|h|≤δ

ˆ 1

0

ˆ
Ω
|∇un(x+ th) · h|p dx dt νε(h) dh

≤
ˆ

|h|≤δ

ˆ
Ω(δ)
|∇un(z) · h|p dz νε(h) dh

= Kd,p

(ˆ
Ω(δ)
|∇un(z)|p dz

)( ˆ

|h|≤δ

(1 ∧ |h|p)νε(h) dh
)

≤ Kd,p

ˆ
Ω(δ)
|∇un(z)|p dz.

Therefrom, applying Fatou’s lemma we get
ˆ

Ω

ˆ

|x−y|≤δ

|u(x)− u(y)|pνε(x− y) dy dx ≤ lim inf
n→∞

ˆ
Ω

ˆ

|x−y|≤δ

|un(x)− un(y)|pνε(x− y) dy dx

≤ lim
n→∞

Kd,p

ˆ
Ω(δ)
|∇un(z)|p dz

= Kd,p

ˆ
Ω(δ)
|∇u(x)|p dx.
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On the other hand, we obviously have
ˆ

Ω

ˆ
Ω∩{|x−y|≥δ}

|u(x)− u(y)|pνε(x− y) dy dx ≤ 2p‖u‖pLp(Ω)

ˆ
|h|≥δ

νε(h) dh.

Altogether, (5.9) clearly follows. Therefore, letting ε → 0 and δ → 0 successively the relation (5.9)
becomes

lim sup
ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y)dy dx ≤ Kd,p

ˆ
Ω
|∇u(x)|p dx

since recalling that u = u |Ω, we have
ˆ
|h|≥δ

νε(h) dh ε→0−−−→ 0 and
ˆ

Ω(δ)
|∇u(x)|p dx δ→0−−−→

ˆ
Ω
|∇u(x)|p dx.

The desired estimate is proved.

Remark 5.18. The counterexample 3.53 clearly shows that the conclusion of Theorem 5.17 might be
false whenever Ω is not an extension domain. It is also highly remarkable that Theorem 5.16 and Theorem
3.53 together imply Theorem 5.14.

The following lemma is relevant for the sequel and is somewhat a revisited version of [BBM01, Lemma 1].

Lemma 5.19. Let u ∈ Lp(Rd), ν ∈ L1(Rd, 1 ∧ |h|p) with 1 ≤ p <∞ and ϕ ∈ C∞c (Rd) then for any unit
vector e ∈ Sd−1 we have∣∣∣ ¨

(y−x)·e≥0

u(x)ϕ(y)− ϕ(x)
|x− y|

(1 ∧ |x− y|p)ν(x− y)dydx
∣∣∣+

∣∣∣ ¨

(y−x)·e≤0

u(x)ϕ(y)− ϕ(x)
|x− y|

(1 ∧ |x− y|p)ν(x− y)dydx
∣∣∣

≤
¨

RdRd

|u(x)− u(y)|
|x− y|

|ϕ(x)|(1 ∧ |x− y|p)ν(x− y)dydx.

Proof. We begin by introducing ν̃δ(h) = |h|−1(1 ∧ |h|p)ν(h) 1Rd\Bδ(h) for δ > 0 which enables us to
rule out an eventual singularity of ν at the origin. Moreover, note that νδ ∈ L1(Rd). It tuns that the
mappings (x, y) 7→ u(x)ϕ(y)ν̃δ(x−y) and (x, y) 7→ u(x)ϕ(x)ν̃δ(x−y) are integrable. Indeed, using Hölder
inequality combined with Fubini’s theorem lead to the following

¨

RdRd

|u(x)ϕ(x)|ν̃δ(x− y) dy dx =
¨

|x−y|≥δ

|u(x)ϕ(x)||x− y|−1(1 ∧ |x− y|p)ν(x− y) dy dx

≤ δ−1
(¨
|x−y|≥δ

|u(x)|p(1 ∧ |x− y|p)ν(x− y) dy dx
)1/p(¨
|x−y|≥δ

|ϕ(x)|p
′
(1 ∧ |x− y|p)ν(x− y) dy dx

)1/p′

≤ δ−1‖ϕ‖Lp′ (Rd)‖u‖Lp(Rd)

ˆ
Rd

(1 ∧ |h|p)ν(h) dh <∞.

Likewise we also have
¨

RdRd

|u(x)ϕ(y)|ν̃δ(x− y) dy dx ≤ δ−1‖ϕ‖Lp′ (Rd)‖u‖Lp(Rd)

ˆ
Rd

(1 ∧ |h|p)ν(h) dh <∞.
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Consequently, by interchanging x and y, using Fubini’s theorem and the symmetry of ν we obtain
¨

(y−x)·e≥0

u(x)ϕ(x)ν̃δ(x− y) dy dx =
¨

(x−y)·e≥0

u(y)ϕ(y)ν̃δ(x− y) dy dx

=
ˆ
Rd
u(y)ϕ(y) dy

ˆ

h·e≥0

ν̃δ(h) dh =
ˆ
Rd
u(y)ϕ(y) dy

ˆ

h·e≤0

ν̃δ(h) dh

=
ˆ
Rd
u(y)ϕ(y) dy

ˆ

h·e≥0

ν̃δ(h) dh =
ˆ
Rd
u(y)ϕ(y) dy

ˆ

(y−x)·e≥0

ν̃δ(y − x) dx.

Therefore, we have∣∣∣ˆ
Rd
u(x) dx

ˆ

(y−x)·e≥0

(ϕ(y)− ϕ(x))ν̃δ(x− y) dy
∣∣∣ =

∣∣∣ ¨

(y−x)·e≥0

u(x)ϕ(y)ν̃δ(x− y) dy dx−
¨

(y−x)·e≥0

u(x)ϕ(x)ν̃δ(x− y) dy dx
∣∣∣

=
∣∣∣¨

(y−x)·e≥0

u(x)ϕ(y)ν̃δ(x− y) dy dx−
¨

(y−x)·e≥0

u(y)ϕ(y)|ν̃δ(x− y) dy dx
∣∣∣

=
∣∣∣ ˆ

Rd
ϕ(y) dy

ˆ

(y−x)·e≥0

(u(x)− u(y))ν̃δ(x− y) dx
∣∣∣

≤
ˆ
Rd
|ϕ(y)| dy

ˆ

(y−x)·e≥0

|u(x)− u(y)|
|x− y|

(1 ∧ |x− y|p)ν(x− y) dx

=
ˆ
Rd
|ϕ(x)| dx

ˆ

(y−x)·e≤0

|u(y)− u(x)|
|x− y|

(1 ∧ |x− y|p)ν(x− y) dy.

Thus, letting δ → 0 implies∣∣∣¨
(y−x)·e≥0

u(x)(ϕ(y)− ϕ(x))(1 ∧ |x− y|p)ν(x− y) dy dx
∣∣∣ ≤¨

(y−x)·e≤0

|ϕ(x)| |u(y)− u(x)|
|x− y|

(1 ∧ |x− y|p)ν(x− y) dy dx. (5.10)

Likewise one has∣∣∣¨
(y−x)·e≤0

u(x)(ϕ(y)− ϕ(x))(1 ∧ |x− y|p)ν(x− y) dy dx
∣∣∣ ≤ ¨

(y−x)·e≥0

|ϕ(x)| |u(y)− u(x)|
|x− y|

(1 ∧ |x− y|p)ν(x− y) dy dx. (5.11)

Adding (5.10) and (5.11) gives the desired inequality∣∣∣ˆ
Rd
u(x) dx

ˆ

(y−x)·e≥0

ϕ(y)− ϕ(x))
|x− y|

(1 ∧ |x− y|p)ν(x− y) dy
∣∣∣+

∣∣∣ˆ
Rd
u(x) dx

ˆ

(y−x)·e≤0

ϕ(y)− ϕ(x))
|x− y|

(1 ∧ |x− y|p)ν(x− y) dy
∣∣∣

≤
ˆ
Rd
|ϕ(x)| dx

ˆ

(y−x)·e≥0

|u(y)− u(x)|
|x− y|

(1 ∧ |x− y|p)ν(x− y) dy +
ˆ
Rd
|ϕ(x)| dx

ˆ

(y−x)·e≤0

|u(y)− u(x)|
|x− y|

(1 ∧ |x− y|p)ν(x− y) dy

=
ˆ
Rd
|ϕ(x)| dx

ˆ
Rd

|u(y)− u(x)|
|x− y|

(1 ∧ |x− y|p)ν(x− y) dy.

Proposition 5.20. Assume Ω ⊂ Rd is an open set. Let u ∈ Lp(Ω) with 1 ≤ p < ∞. Then for every
ϕ ∈ C∞c (Rd) with support in Ω and for every unit vector e ∈ Sd−1 the following estimate holds true∣∣∣∣ˆ

Ω
u(x)∇ϕ(x) · e dx

∣∣∣∣ ≤ A
1/p
p

Kd,1
‖ϕ‖Lp′ (Ω). (5.12)
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With

Ap := lim inf
ε→0

¨

ΩΩ

|u(y)− u(x)|pνε(x− y) dx dy

and the family (νε)ε satisfies the conditions (5.2) and (5.3).

Proof. Throughout, to alleviate the notation we denote πε(x−y) = (1∧|x−y|p)νε(x−y). Let u ∈ Lp(Rd)
be the zero extension of u outside Ω. Let ϕ ∈ C∞c (Rd) with support in Ω. First of all we have the identityˆ

Rd
|ϕ(x)| dx

ˆ
Rd

|u(y)− u(x)|
|x− y|

πε(x− y) dy =
¨

ΩΩ

|u(y)− u(x)|
|x− y|

|ϕ(x)|πε(x− y) dx dy

+
ˆ

supp(ϕ)

|ϕ(x)| dx
ˆ

Rd\Ω

|u(x)|
|x− y|

πε(x− y) dy

There are two keys observations. First, since δ = dist(supp(ϕ), ∂Ω) > 0, Hölder inequality impliesˆ

supp(ϕ)

|ϕ(x)| dx
ˆ

Rd\Ω

|u(x)|
|x− y|

πε(x− y) dy ≤ δ−1‖u‖Lp(Ω)‖ϕ‖Lp′ (Ω)

ˆ

|h|≥δ

(1 ∧ |h|p)νε(h) dh ε→0−−−→ 0.

Second, from Hölder inequality and |h|−p(1 ∧ |h|p) ≤ 1 we find that¨

ΩΩ

|u(y)− u(x)|
|x− y|

|ϕ(x)|πε(x− y) dx dy

≤
(¨

ΩΩ

|u(y)− u(x)|p
|x− y|p

πε(x− y) dx dy
)1/p(¨

ΩΩ

|ϕ(x)|p
′
πε(x− y) dx dy

)1/p′

≤ ‖ϕ‖Lp′ (Ω)

(¨
ΩΩ

|u(y)− u(x)|pνε(x− y) dx dy
)1/p(ˆ

Rd
(1 ∧ |h|p)νε(h) dh

)1/p′

≤ ‖ϕ‖Lp′ (Ω)

(¨
ΩΩ

|u(y)− u(x)|pνε(x− y) dx dy
)1/p

.

Therefore inserting these two observations in the previous identity and combining the resulting estimate
with that of Lemma 5.19 and that of the assumptions imply

lim inf
ε→0

∣∣∣ ˆ
Ω
u(x) dx

ˆ

(y−x)·e≥0

(ϕ(y)− ϕ(x))
|x− y|

(1 ∧ |x− y|p)νε(x− y) dy
∣∣∣ +

lim inf
ε→0

∣∣∣ ˆ
Ω
u(x) dx

ˆ

(y−x)·e≤0

(ϕ(y)− ϕ(x))
|x− y|

(1 ∧ |x− y|p)νε(x− y) dy
∣∣∣ ≤ A1/p

p ‖ϕ‖Lp′ (Ω).

(5.13)

The next step of the proof will consist into computing the limits appearing on the left hand side (5.13).
We have

lim
ε→0

ˆ

(y−x)·e≥0

(ϕ(y)− ϕ(x))
|x− y|

(1 ∧ |x− y|p)νε(x− y) dy

= lim
ε→0

ˆ

h·e≥0

ˆ 1

0
∇ϕ(x+ th) · h

|h|
dt(1 ∧ |h|p)νε(h) dh

= lim
ε→0

ˆ

h·e≥0

ˆ 1

0

[
∇ϕ(x+ th)−∇ϕ(x)

]
· h
|h|

dt(1 ∧ |h|p)νε(h) dh

+ lim
ε→0

ˆ

h·e≥0

∇ϕ(x) · h
|h|

(1 ∧ |h|p)νε(h) dh.
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Recall that |∇ϕ(x+ z)−∇ϕ(x)| ≤ C(1 ∧ |z|) for all x, z ∈ Rd so that using Remark 5.4 we obtain

lim
ε→0

ˆ

h·e≥0

ˆ 1

0

∣∣∣[∇ϕ(x+ th)−∇ϕ(x)
]
· h
|h|

∣∣∣ dt(1 ∧ |h|p)νε(h) dh ≤ C lim
ε→0

ˆ

Rd

(1 ∧ |h|p+1)νε(h) dh = 0.

Thus, passing through polar coordinates in the other term of the above expression and taking into account
(5.2) implies

lim
ε→0

ˆ

(y−x)·e≥0

(ϕ(y)− ϕ(x))
|x− y|

(1 ∧ |x− y|p)νε(x− y) dy

= lim
ε→0

ˆ

h·e≥0

∇ϕ(x) · h
|h|

(1 ∧ |h|p)νε(h) dh

= lim
ε→0

ˆ

Sd−1∩{w·e≥0}

∇ϕ(x) · w dσd−1(w)
ˆ ∞

0
(1 ∧ |r|p)νε(r) dr

=
( ˆ

Sd−1∩{w·e≥0}

∇ϕ(x) · w dσd−1(w)
)
× |Sd−1|−1 lim

ε→0

ˆ
Rd

(1 ∧ |h|p)νε(h) dh

= |Sd−1|−1
ˆ

Sd−1∩{w·e≥0}

∇ϕ(x) · w dσd−1(w).

Let (e, v2, · · · vd) be an orthonormal basis of Rd in which we write the coordinates w = (w1, w2, · · · , wd) =
(w1, w

′) that is w1 = w · e and wi = w · vi. Similarly, in this basis one has ∇ϕ(x) = (∇ϕ(x) · e, (∇ϕ(x))′).
Observe that ∇ϕ(x) · w = [∇φ(x)]1w1 + · · ·+ [∇φ(x)]dwd =

(
∇ϕ(x) · e

)
(w · e) + [∇φ(x)]′ · w′. From this

we find thatˆ

Sd−1∩{w·e≥0}

∇ϕ(x) · wdσd−1(w) =
ˆ

Sd−1∩{w·e≥0}

(∇ϕ(x) · e)(w · e)dσd−1(w) +
ˆ

Sd−1∩{w·e≥0}

(∇ϕ(x))′ · w′dσd−1(w).

Consider the rotation O(w) = (w1,−w′) = (w · e,−w′) then the rotation invariance of the Lebesgue
measure entails that dσd−1(w) = dσ(O(w)) and we haveˆ

Sd−1∩{w·e≥0}

(∇ϕ(x))′ · w′dσd−1(w) = −
ˆ

Sd−1∩{w·e≥0}

(∇ϕ(x))′ · w′dσd−1(w) = 0.

Whereas, by symmetry we haveˆ

Sd−1∩{w·e≥0}

w · e dσd−1(w) = −
ˆ

Sd−1∩{w·e≤0}

w · edσd−1(w) = 1
2

ˆ

Sd−1

|w · e|dσd−1(w).

Altogether yields that

|Sd−1|−1
ˆ

Sd−1∩{w·e≥0}

∇ϕ(x) · w dσd−1(w) = ∇ϕ(x) · e
2

 
Sd−1
|w · e| dσd−1(w) = 1

2Kd,1∇ϕ(x) · e.

In conclusion,

lim
ε→0

ˆ

(y−x)·e≥0

(ϕ(y)− ϕ(x))
|x− y|

(1 ∧ |x− y|p)νε(x− y) dy = 1
2Kd,1∇ϕ(x) · e. (5.14)

Analogously one is able to show that

lim
ε→0

ˆ

(y−x)·e≤0

(ϕ(y)− ϕ(x))
|x− y|

(1 ∧ |x− y|p)νε(x− y) dy = 1
2Kd,1∇ϕ(x) · e. (5.15)
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By substituting the two relations (5.14) and (5.15) in (5.13), using the dominate convergence theorem one
readily ends up with the desired estimate∣∣∣∣ˆ

Ω
u(x)∇ϕ(x) · e dx

∣∣∣∣ ≤ A
1/p
p

Kd,1
‖ϕ‖Lp′ (Ω).

Next we proceed with the following little observation which can be easily derived from the foregoing steps.

Theorem 5.21. Let Ω be a W 1,p-extension set with 1 ≤ p < ∞. Assume the family (νε)ε satisfies the
conditions (5.2) and (5.3). There is a constant C > 0 only depending on Ω, p and d such that for all
u ∈W 1,p(Ω),

lim sup
ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dx dy ≤ C‖u‖W 1,p(Ω).

If p = 1 and Ω is a BV -extension set then for all u ∈ BV (Ω),

lim sup
ε→0

¨

ΩΩ

|u(x)− u(y)|νε(x− y) dx dy ≤ C‖u‖BV (Ω).

Proof. The claims blatantly follow from Lemma 3.47 and Lemma 3.48..

Conversely to Theorem 5.21, the following result helps to characterize functions in W 1,p(Ω).

Theorem 5.22. Assume that the family (νε)ε fulfills the conditions (5.2) and (5.3). Assume Ω is an open
set of Rd and let u ∈ Lp(Ω) with 1 < p <∞ such that

Ap := lim inf
ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dx dy <∞.

Then u ∈W 1,p(Ω) and the following estimate holds
ˆ

Ω
|∇u(x)|p dx ≤ d2A

1/p
p

Kd,1
. (5.16)

Proof. An obvious observation is that (5.12) holds true for all ϕ ∈ C∞c (Ω), all 1 ≤ p < ∞ and all
e ∈ Sd−1. Now we assume e = ei, i = 1, · · · , d so that ∇ϕ(x) · ei = ∂xiϕ(x). In virtue of the density of
C∞c (Ω) in Lp′(Ω), it readily follows from (5.12) that for each i = 1, · · · , d the linear mapping

ϕ 7→
ˆ

Ω
u(x)∂xiϕ(x) dx

uniquely extends as a linear and continuous functional on Lp
′(Ω). Note that 1 < p′ < ∞ and hence

referring to [Bre10, Theorem 4.11 & 4.14], the Riesz representation3 for Lebesgue spaces reveals that
there exists a unique gi ∈ Lp(Ω) such that

ˆ
Ω
u(x)∂xiϕ(x) dx =

ˆ
Ω
gi(x)ϕ(x) dx = −

ˆ
Ω
∂xiu(x)ϕ(x) dx for all ϕ ∈ C∞c (Ω),

3 The result infers that if 1 ≤ p <∞ then Lp′(Ω) is isomorphic to the dual of Lp(Ω) and any linear continuous functional
on Lp(Ω) is of the form u 7→

´
Ω gu with g ∈ Lp′Ω).
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where we let ∂xiu = −gi. In order words, we have u ∈W 1,p(Ω). Furthermore, with the aid of (5.12) and
the Lp-duality, we obtain the estimate (5.16) as follows

‖∇u‖Lp(Ω) ≤
√
d

d∑
i=1
‖∂xiu‖Lp(Ω) =

√
d

d∑
i=1

sup
‖ϕ‖

Lp
′ (Ω)=1

∣∣∣ˆ
Ω
u(x)∇ϕ(x) · ei dx

∣∣∣ ≤ d2A
1/p
p

Kd,1
.

Note that the estimate (5.16) is not better than the estimate ‖∇u‖pLp(Ω) ≤
Ap
Kd,p

of Theorem 5.16. Indeed,
Jensen’s inequality implies Kp

d,1d
−2p ≤ Kp

d,1 ≤ Kd,p because

( 
Sd−1
|w · e| dσd−1(w)

)p
≤
 
Sd−1
|w · e|p dσd−1(w).

The counterpart of Theorem 5.22 for the case p = 1 rather falls into the class of functions with bounded
variations BV (Ω)(see Theorem 5.30). As we shall see later in the proof, because of the lack of reflexivity
of L1(Ω), assuming that A1 <∞ is not enough to conclude that u ∈W 1,1(Ω).

Next we resume the characterization of W 1,p(Ω) with 1 < p <∞ as follows.

Theorem 5.23. Let Ω ⊂ Rd be a W 1,p-extension set with 1 < p < ∞. Assume that the family (νε)ε
fulfills the conditions (5.2) and (5.3). Let u ∈ Lp(Ω). Then u ∈W 1,p(Ω) if and only if

lim inf
ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y)dydx <∞.

Moreover, with the convention that
´

Ω |∇u(x)|pdx =∞ when |∇u| is not in Lp(Ω) we have

lim
ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y)dydx = Kd,p

ˆ
Ω
|∇u(x)|pdx.

Proof. If u ∈W 1,p(Ω) then Theorem 5.14 asserts that

lim sup
ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y)dydx = Kd,p

ˆ
Ω
|∇u(x)|pdx <∞.

The converse is a direct consequence of Theorem 5.22. Now assume |∇u| does not belong to Lp(Ω) then
once more Theorem 5.22. implies that

lim inf
ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y)dydx =∞,

in other words we have

lim
ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y)dydx =
ˆ

Ω
|∇u(x)|pdx =∞.

Let us now mention some concrete examples.
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5.3. Characterization of the spaces of bounded variation

Corollary 5.24. Assume Ω ⊂ Rd is an extension domain. Then the following

lim
s→1

(1− s)
¨

ΩΩ

|u(x)− u(y)|p
|x− y|d+sp dydx = lim

ε→0
ε

¨

ΩΩ

|u(x)− u(y)|p
|x− y|d+p(1−ε) dydx = |S

d−1|
p

Kd,p

ˆ
Ω
|∇u(x)|pdx

lim
ε→0

ε−d
¨

Ω×Ω∩{|x−y|<ε}

|u(x)− u(y)|pdydx = |S
d−1|
d

Kd,p

ˆ
Ω
|∇u(x)|pdx

lim
ε→0

1
| log ε|

¨

Ω×Ω∩{|x−y|>ε}

|u(x)− u(y)|p
|x− y|d+p dydx = |Sd−1|Kd,p

ˆ
Ω
|∇u(x)|pdx.

Proof. For the first relation, take νε(h) = aε,d,p|h|−d−p(1−ε) with aε,d,p = pε(1−ε)
|Sd−1| . For the second take

νε(h) = d
|Sd−1| |h|

−p1Bε(h). Last, take νε(h) = 1
|Sd−1|| log ε| |h|

−d−p1B1\Bε(h) or more generally, for fixed
ε0 ≥ 1, take
νε(h) = bε

|Sd−1|| log ε|1Bε0\Bε(h) with bε = | log ε|
(1−ε−p0 )/p+| log ε| → 1.

A noteworthy application of this section is given by the following result. It infers that the spaces
(W p

νε(Ω|R
d))ε collapse to the space W 1,p(Ω) as ε→ 0.

Theorem 5.25 (Collapsing convergence across the boundary ). Let Ω ⊂ Rd be open with a compact
Lipschitz boundary. The following are true for every u ∈W 1,p(Rd)

lim
ε→0

¨

ΩΩc

|u(x)− u(y)|pνε(x− y) dx dy = 0.

Consequently,

lim
ε→0

¨

ΩRd

|u(x)− u(y)|pνε(x− y) dx dy = lim
ε→0

¨

(Ωc×Ωc)c

|u(x)− u(y)|pνε(x− y) dx dy = Kd,p

ˆ
Ω
|∇u(x)|p dx.

Proof. Note that both Ω and Ωc have the same compact Lipschitz boundary and are thusW 1,p-extension
domains. Whence the claims follow since for u ∈W 1,p(Rd) we get

lim
ε→0

¨

Rd Rd

|u(x)− u(y)|pνε(x− y) dx dy = Kd,p

ˆ
Rd
|∇u(x)|p dx,

lim
ε→0

¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dx dy = Kd,p

ˆ
Ω
|∇u(x)|p dx,

lim
ε→0

¨

ΩcΩc

|u(x)− u(y)|pνε(x− y) dx dy = Kd,p

ˆ
Ωc
|∇u(x)|p dx.

Thus it suffices to observe that Ω×Ωc ∪Ωc×Ω = (Rd×Rd) \ [Ω×Ω∪Ωc×Ωc], Ω×Rd = Ω×Ω∪Ω×Ωc
and (Ωc × Ωc)c = (Rd×Rd) \ (Ωc × Ωc).

5.3. Characterization of the spaces of bounded variation
A natural question raised by the authors in [BBM01] was to know if Theorem 5.14 persists for functions
in BV (Ω). They were able to obtain a positive answer in one dimension with Ω = (0, 1). To be more
precise, recalling Example 5.10 they showed that

lim
ε→0

ˆ 1

0

ˆ 1

0

|u(x)− u(y)|
|x− y|

ρε(x− y) dy dx = |u|BV (Ω).
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The case d ≥ 2 was thoroughly completed later for a bounded Lipschitz domain by [Dáv02]. However,
our proof of this result as stated in the below (see Theorem 5.28) is much simpler. Let us start with a
variant of Theorem 5.16 for the case p = 1.

Theorem 5.26. Let Ω ⊂ Rd be any open set (not necessarily bounded). Assume that for p = 1 the family
(νε)ε fulfills the conditions (5.2) and (5.3). Adopting the convention that |∇u|BV (Ω) = ∞ if the Radon
measure |∇u| does not have finite total variation, then for all u ∈ L1(Ω) we have

Kd,1|∇u|BV (Ω) ≤ lim inf
ε→0

¨

ΩΩ

|u(x)− u(y)|νε(x− y)dy dx.

Proof. We extend the proof of Theorem 5.16 wherein we recall uδ = u∗φδ ∈ C∞(Rd), φδ)(x) = δ−dφ(xδ )
is a mollification sequence with φ ∈ C∞c (Rd) and u is extended off Ω by 0. The relation (5.8) asserts that
for all δ > 0,

Kd,1

ˆ
Ωδ
|∇uδ(x)| dx ≤ lim inf

ε→0

¨

ΩΩ

|u(x)− u(y)|νε(x− y) dx dy.

Hence the estimate we are seeking occurs once we show that

Kd,1|u|BV (Ω) ≤ lim inf
δ→0

ˆ
Ωδ
|∇uδ(x)| dx.

Let χ ∈ C∞c (Ω,Rd) such that ‖χ‖∞ ≤ 1, we find that∣∣∣ˆ
Ω
u(x) divχ(x) dx−

ˆ
Ωδ
uδ(x) divχ(x) dx

∣∣∣
=
∣∣∣ˆ

Ωδ
(u(x)− u ∗ φδ(x)) divχ(x) dx+

ˆ
Ω\Ωδ
u ∗ φδ(x) divχ(x) dx

∣∣∣
≤ ‖u ∗ φδ − u‖L1(Ω) + ‖ divχ‖∞‖φ‖∞

ˆ
Ω\Ωδ

|u(x)|dx δ→0−−−→ 0.

This implies the following by using the fact that u is a distribution on Ω.
ˆ

Ω
u(x) divχ(x) dx = lim

δ→0

ˆ
Ωδ
uδ(x) divχ(x) dx

= lim
δ→0
−
ˆ

Ω
∇uδ(x) · χ(x) dx− lim

δ→0

ˆ
Ω\Ωδ
u ∗ φδ(x) divχ(x) dx

= lim
δ→0
−
ˆ

Ωδ
∇uδ(x) · χ(x) dx− lim

δ→0

ˆ
Ω\Ωδ
u ∗ ∇φδ(x) · χ(x) + u ∗ φδ(x) divχ(x) dx

≤ lim inf
δ→0

ˆ
Ωδ
|∇uδ(x)|dx+ C lim

δ→0

ˆ
Ω\Ωδ

|u(x)|dx

= lim inf
δ→0

ˆ
Ωδ
|∇uδ(x)|dx

with C =
(
‖χ‖∞‖∇φ‖∞ + ‖ divχ‖∞‖φ‖∞

)
. Therefore, since the above holds for arbitrarily chosen

χ ∈ C∞c (Ω,Rd) such that ‖χ‖∞ ≤ 1, by definition of BV (Ω) (see the relation (3.5)) we get

Kd,1|u|BV (Ω) ≤ lim inf
δ→0

ˆ
Ωδ
|∇uδ(x)|dx

which completes the proof.
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Now we establish the limsup inequality which is a counterpart of Theorem 5.26 and extends Theorem
5.17.

Theorem 5.27. Assume Ω ⊂ Rd is an open BV -extension set (not necessarily bounded). Assume that
for p = 1 the family (νε)ε fulfills the conditions (5.2) and (5.3) then for all u ∈ BV (Ω)

lim sup
ε→0

¨

ΩΩ

|u(x)− u(y)|νε(x− y)dy dx ≤ Kd,1|u|BV (Ω).

Proof. The case where |∇u|BV (Ω) = ∞ is trivial. Now for u ∈ BV (Ω), we let u ∈ BV (Rd) be its
extension to Rd. Consider Ω(δ) = Ω + Bδ(0) = {x ∈ Rd : dist(x,Ω) < δ} with 0 < δ < 1 sufficiently
small. We know from Theorem 3.12 that there is (un)n a sequence of functions of C∞(Rd) ∩W 1,1(Rd)
converging to u in L1(Rd) and such that ‖∇un‖L1(Rd)

n→∞−−−−→ |u|BV (Rd). For each n ≥ 1, by the estimate
(5.9) we have

¨

ΩΩ

|un(x)− un(y)|νε(x− y)dy dx ≤ Kd,1

ˆ
Ω(δ)
|∇un(x)|dx+ 2‖un‖L1(Ω)

ˆ
|h|≥δ

νε(h) dh.

The Fatou lemma implies
¨

ΩΩ

|u(x)− u(y)|νε(x− y)dy dx ≤ lim inf
n→∞

¨

ΩΩ

|un(x)− un(y)|νε(x− y)dy dx

≤ lim
n→∞

Kd,1

ˆ
Ω(δ)
|∇un(x)| dx+ 2‖un‖L1(Ω)

ˆ
|h|≥δ

νε(h) dh.

= Kd,1|u|BV (Ω(δ)) + 2‖u‖L1(Ω)

ˆ
|h|≥δ

νε(h) dh.

Correspondingly, we have
¨

ΩΩ

|u(x)− u(y)|νε(x− y)dy dx ≤ Kd,1|u|BV (Ω(δ)) + 2‖u‖L1(Ω)

ˆ
|h|≥δ

νε(h) dh. (5.17)

The claimed estimate follows by letting ε → 0 and δ → 0 successively. Indeed, since u ∈ BV (Rd) and
u = u |Ω we have ˆ

|h|≥δ
νε(h) dh ε→0−−−→ 0 and |u|BV (Ω(δ))

δ→0−−−→ |u|BV (Ω).

Theorem 5.28 (c.f [Dáv02]). Assume Ω ⊂ Rd is an open BV -extension set(not necessarily bounded).
Assume that for p = 1 the family (νε)ε fulfills the conditions (5.2) and (5.3) then for all u ∈ BV (Ω)

lim
ε→0

¨

ΩΩ

|u(x)− u(y)|νε(x− y)dy dx = Kd,1|u|BV (Ω).

Proof. The result blatantly follows by combining Theorem 5.26 and Theorem 5.27 since

lim sup
ε→0

¨

ΩΩ

|u(x)− u(y)|νε(x− y)dy dx ≤ Kd,1|u|BV (Ω) ≤ lim inf
ε→0

¨

ΩΩ

|u(x)− u(y)|νε(x− y)dy dx.
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The following theorem is a revisited version of [Dáv02, Lemma 2] which provides an alternative to Theorem
5.14 and 5.28 if Ω is not an extension domain..

Theorem 5.29. Let Ω ⊂ Rd be an open set. Assume that for p = 1 the family (νε)ε fulfills the conditions
(5.2) and (5.3). For every u ∈W 1,p(Ω) the family of measures (µε)ε with

dµε(x) =
ˆ

Ω
|u(x)− u(y)|pνε(x− y)dy dx.

converges weakly on Ω (in the sense of Radon measures) to the Radon measure dµ(x) = Kd,p|∇u(x)|p dx,
i.e. µε(E) ε→0−−−→ µ(E) for every compact set E ⊂ Ω. Moreover, if p = 1 and u ∈ BV (Ω) then dµ(x) =
Kd,1 d|∇u|(x).

Proof. Let E ⊂ Ω be compact with a nonempty interior. Consider the open set E(δ) = E + Bδ(0)
where 0 < δ < dist(∂Ω, E). The family of functions (µε)ε is bounded in L1(E). Indeed, if we denote
d|∇u|p(x) = |∇u(x)|p dx for u ∈W 1,p(Ω), then the estimates (5.9) and (5.17) with Ω replaced by E imply

ˆ
E

µε(x) dx ≤ Kd,p

ˆ
E(δ)

d|∇u|p(x) + 2p‖u‖pLp(Ω)

ˆ
|h|>δ

νε(h) dh, (5.18)

with
ˆ
|h|>δ

νε(h) dh ≤ (1 ∧ δp)−1,

In virtue of the weak compactness of L1(E), (see [Bre10, p.116]) we may assume that (µε)ε converges
in the weak-* sense to a Radon measure µE otherwise, one may pick a converging subsequence, i.e
〈µε − µE , ϕ〉

ε→0−−−→ 0 for all ϕ ∈ C(E). For a suitable (Ωj)j∈N exhaustion of Ω, i.e. Ω′js are open, each
Kj = Ωj is compact, Kj = Ωj ⊂ Ωj+1 and Ω =

⋃
j∈N Ωj , it would suffice to let µ = µKj = Kd,p|∇u|p on

Kj . We aim to show that µ = Kd,p|∇u|p. Noticing µ and Kd,p|∇u|p are Radon measures it sufficient to
show that both measures coincide open compact sets, i.e. we have to show that

µE(E) = Kd,p

ˆ
E

d|∇u|p(x).

On the one hand, given that µε(E)→ µ(E) and
´
|h|>δ νε(h) dh→ 0 as ε→ 0, the fact that u ∈W 1,p(Ω)

or u ∈ BV (Ω) enables us to successively let ε→ 0 and δ → 0 in (5.18) which becomes
ˆ
E

dµ(x) ≤ Kd,p

ˆ
E

d|∇u|p(x). (5.19)

On other hand, since E has an nonempty interior, from Theorem 5.16 we get

Kd,p

ˆ
E

d|∇u|p(x) ≤ lim inf
ε→0

¨

EE

|u(x)− u(y)|pνε(x− y) dx dy ≤ lim
ε→0

ˆ
E

µε(x) dx =
ˆ
E

dµE(x).

Therefore, we get dµ = Kd,p d|∇u|p as claimed.
Let us provide an alternative proof to the case p = 1 and u ∈ BV (Ω). Exploiting Lemma 5.19 together
with the relations (5.14) and (5.15) it clearly appears that for ϕ ∈ C∞c (Ω) with ϕ ≥ 0 and e ∈ Sd−1 the
following occurs

Kd,1

∣∣∣ ˆ
Ω
ϕ(x) d(∇u(x) · e)

∣∣∣ ≤ lim inf
ε→0

¨

Rd Rd

|u(x)− u(y)|ϕ(x)νε(x− y) dy dx

= lim inf
ε→0

ˆ
Ω
ϕ(x) dx

ˆ
Ω
|u(x)− u(y)|νε(x− y) dy + lim inf

ε→0

¨

ΩRd\Ω

|u(x)− u(y)|ϕ(x)νε(x− y) dy dx

≤ lim inf
ε→0

ˆ
Ω
µε(x)ϕ(x) dx+ 2‖ϕ‖L∞(Rd)‖u‖L1(Ω) lim

ε→0

ˆ

|h|≥δ

νε(h) dh =
ˆ

Ω
ϕ(x) dµ(x).
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Provided that µε ⇀∗ µ and the vector measure ∇u is the weak derivative of u and where we put δ =
dist(suppϕ, ∂Ω) > 0. This proves that for every ϕ ∈ C∞c (Ω), ϕ ≥ 0 and e ∈ Sd−1.

Kd,1

∣∣∣ ˆ
Ω
ϕ(x) d(∇u(x) · e)

∣∣∣ ≤ ˆ
Ω
ϕ(x) dµ(x).

In a sense, this implies4 that for all Borel set B ⊂ Ω we have

Kd,1(∇u · e)(B)) ≤ µ(B), for every e ∈ Sd−1.

Choosing especially the unit vector e = ∇u(B)/|∇u(B)| (vector measure of B ) so that (∇u · e)(B) =
|∇u|(B) we get that

Kd,1|∇u|(B) ≤ µ(B). (5.20)

Recalling (5.19) we end up showing that Kd,1|∇u| = µ as claimed.

The following theorem is the appropriate variant of Theorem 5.22 in the case p = 1.

Theorem 5.30. Assume that the family (νε)ε fulfills the conditions (5.2) and (5.3). Assume Ω is an open
set of Rd and let u ∈ L1(Ω) such that

A1 := lim inf
ε→0

¨

ΩΩ

|u(x)− u(y)|νε(x− y) dx dy <∞.

Then u ∈ BV (Ω) and the following estimate holds

|u|BV (Ω) ≤
A1

Kd,1
. (5.21)

Proof. Let χ = (χ1, χ2, · · · , χd) ∈ C∞c (Ω,Rd) such that ‖χ‖L∞(Ω) ≤ 1 and e = ei, i = 1, 2 · · · , d. Since
∇χi · ei = ∂xiχi with χi ∈ C∞c (Ω), the estimate (5.12) implies

∣∣∣ˆ
Ω
u(x) divχ dx

∣∣∣ =
∣∣∣ d∑
i=1

ˆ
Ω
u(x)∇χi(x) · ei dx

∣∣∣ ≤ d A1

Kd,1
.

Hence u ∈ BV (Ω) and we have |u|BV (Ω) ≤ d A1
Kd,1

In the same spirit, a variant of Theorem 5.23 with p = 1, characterizing the space BV (Ω) is given as
follows.

Theorem 5.31. Let Ω ⊂ Rd be a BV -extension domain. Assume that for p = 1 the family (νε)ε fulfills
the conditions (5.2) and (5.3). Let u ∈ L1(Ω). Then u ∈ BV (Ω) if and only if

lim inf
ε→0

¨

ΩΩ

|u(x)− u(y)|νε(x− y)dydx <∞.

Moreover, with the convention that |u|B(Ω) =∞ when |∇u| is not of finite total variation we have

lim
ε→0

¨

ΩΩ

|u(x)− u(y)|νε(x− y)dydx = Kd,1|u|BV (Ω).

4Technically since we are dealing with Radon measures, it is sufficient to show the due inequality for all compacts subset
of Ω. The latter statement can be accomplished by choosing appropriate cut-off functions ϕ ∈ C∞c (Ω).
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Proof. If u ∈ BV (Ω) then Theorem 5.28 asserts that

lim inf
ε→0

¨

ΩΩ

|u(x)− u(y)|νε(x− y)dydx = Kd,1

ˆ
Ω
|∇u(x)|dx <∞.

The converse is a direct consequence of Theorem 5.30. Now assume |∇u| does not have finite total
variation then once more Theorem 5.30 implies that

lim inf
ε→0

¨

ΩΩ

|u(x)− u(y)|νε(x− y)dydx =∞

in other words we have

lim
ε→0

¨

ΩΩ

|u(x)− u(y)|νε(x− y)dydx = |u|BV (Ω) =∞.

5.4. Asymptotically compactness
In the foregoing sections we dealt with convergence of seminorms when the associated functions are
independent of the parameter ε > 0. Throughout this section we examine the case where the functions
also depend on ε > 0. Therefore it is expected that we will encounter a situation where sequential
compactness arguments are needed. In order to alleviate the notations we shall replace νε with νεn where
(εn)n is any sequence of positive real numbers tending to 0 as n → ∞. We recall that our standing
assumptions on ν′εns is as follows: 1 ≤ p <∞,

νεn is radial and
ˆ
Rd

(1 ∧ |h|p)νεn(h) dh = 1 (5.22)

lim
n→∞

ˆ

|h|≥δ

(1 ∧ |h|p)νεn(h) dh = 0 for all δ > 0. (5.23)

The authors in [Pon03, BBM01] solely deal with the restrictive case where νεn(h) = 1B1(h)|h|−pρεn(h)
where ρεn ’s satisfy the following condition

ρεn is radial and
ˆ
Rd
ρεn(h) dh = 1 and lim

n→∞

ˆ

|h|≥δ

ρεn(h) dh = 0 for all δ > 0.

In the present section we upgrade this within a fairly large class of family (νεn)n under consideration.
Next, we start by borrowing some results from [Pon03].

Lemma 5.32. For 0 < s < t, write t = ks+ θs with k = b tsc ∈ N and θ ∈ [0, 1). For g ∈ Lp(R) we have

G(t)
tp
≤ 2p−1

(G(s)
sp

+ G(θs)
tp

)
, with G(t) =

ˆ
R
|g(τ + t)− g(τ)|p dτ.

Proof. Applying Jensen’s inequality, we obtain

|g(τ + t)− g(τ)|p ≤ 2p−1|g(τ + ks)− g(τ)|p + 2p−1|g(τ + ks)− g(τ + ks+ θs)|p

= 2p−1
∣∣∣ k−1∑
j=0

g(τ + js+ s)− g(τ + js)
∣∣∣p + 2p−1|g(τ + ks)− g(τ + ks+ θs)|p

≤ 2p−1kp−1
k−1∑
j=0
|g(τ + js+ s)− g(τ + js)|p + 2p−1|g(τ + ks)− g(τ + ks+ θs)|p.
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Integrating both sides and noticing that k ≤ t/s the result follows since

G(t) = 2p−1kpG(s) + 2p−1G(θs) ≤ 2p−1(t/s)pG(s) + 2p−1G(θs).

Let us derive the following integration formula on the unit sphere.

Theorem 5.33. Assume d ≥ 2. Let h : Sd−1 → [0,∞] be a Borel measurable function. For v ∈ Sd−1 we
consider that v-section of Sd−1 denoted by Sd−2

v = Sd−1 ∩ (Rdv)⊥ with Rdv = {sv : s ∈ R}. Then
ˆ
Sd−1

h(w) dσd−1(w) =
ˆ
Sd−1

(ˆ
Sd−2
v

h(w) dσd−2(w)
) dσd−1(v)
|Sd−2|

. (5.24)

Proof. By standards approximation of positive measurable functions, it is sufficient to prove the claim
solely for indicator functions. Let A ⊂ Sd−1 be a Borel measurable set. Define the measure

µ(A) =
ˆ
Sd−1

σd−2(A ∩ Sd−2
v ) dσd−1(v)

|Sd−2|
.

Given that the Borel(Hausdorff) measures σd−1 and σd−2 are respectively rotation invariant on Sd−1 and
Sd−2 so does the measure µ on Sd−1. Indeed, for each v ∈ Sd−1 and O ∈ O(d), a rotation on Rd, one has
that O(A) ∩ Sd−2

v ) = O(A ∩ Sd−2
O>(v)) since O>O = Id. The rotation invariance of σd−2 implies

σd−2(O(A) ∩ Sd−2
v ) = σd−2(O(A ∩ Sd−2

O>(v))) = σd−2(A ∩ Sd−2
O>(v)).

Hence, by the rotation invariance of σd−1 we find that

µ(O(A)) =
ˆ
Sd−1

σd−2(O(A) ∩ Sd−2
v ) dσd−1(v)

|Sd−2|
=
ˆ
Sd−1

σd−2(A ∩ Sd−2
O>(v))

dσd−1(v)
|Sd−2|

=
ˆ
Sd−1

σd−2(A ∩ Sd−2
v ) dσd−1(O(v))

|Sd−2|
= µ(A).

That is, µ(O(A)) = µ(A) and the claim is proved. Recalling that rotation invariant Borel measures on
Sd−1 are unique up to a multiplicative constant, we get µ = cσd−1. On the other hand, once again the
rotation invariance of σd−2 implies that σd−2(Sd−1 ∩ Sd−2

v ) = σd−2(Sd−2
v ) which implies that µ(Sd−1) =

σd−1(Sd−1) = |Sd−1|. In conclusion, µ = σd−1. This ends the proof.

Lemma 5.34. Given u ∈ Lp(Rd) define

U(h) =
ˆ
Rd
|h(x+ h)− g(x)|p dx for all h ∈ Rd.

Then for every 0 < s < t we have
ˆ
Sd−1

U(tw)
tp

dσd−1(w) ≤ 22p−1
ˆ
Sd−1

U(sw)
sp

dσd−1(w).

Proof. Applying Lemma 5.32 to the function g(t) = u(x+ tw) yields
ˆ
Sd−1

U(tw)
tp

dσd−1(w) = 2p−1
( ˆ

Sd−1

U(sw)
sp

dσd−1(w) +
ˆ
Sd−1

U(θsw)
tp

dσd−1(w)
)
.

Thus it would suffice to show thatˆ
Sd−1

U(θsw)
tp

dσd−1(w) ≤ 2p
ˆ
Sd−1

U(sw)
tp

dσd−1(w).
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We distinguish two cases.
If d is even then there exists O ∈ O(d), a rotation on Rd, such that Ow · w = 0 for all w ∈ Rd. Such a
rotation can be constructed by using the block matrix

( 0 −1
1 0

)
. Thereupon, consider

O1w = θ

2w + θ′

2 Ow and O2w = θ

2w −
θ′

2 Ow with θ′ =
√

4− θ2.

A routine check shows that O1, O2 ∈ O(d) are rotations too and θw = O1w +O2w. Given that dσd−1 is
invariant under rotation, we obtain

ˆ
Sd−1

U(θsw)
tp

dσd−1(w) ≤ 2p−1
ˆ
Sd−1

U(sO1w) + U(sO2w)
tp

dσd−1(w) = 2p
ˆ
Sd−1

U(sw)
tp

dσd−1(w).

Now if d is odd then d− 1 is even thus the previous case reveals that
ˆ
Sd−2
v

U(θsw)
tp

dσd−2(w) ≤ 2p
ˆ
Sd−2
v

U(sw)
tp

dσd−2(w) for all v ∈ Sd−1.

Combining this with the integration formula of Theorem 5.33 finishes the proof since
ˆ
Sd−1

U(θsw)
tp

dσd−1(w) ≤ 2p
ˆ
Sd−1

U(sw)
tp

dσd−1(w).

The next result is a variant of the Riesz-Fréchet-Kolmogorov theorem.

Theorem 5.35. Assume d ≥ 2. Let (un)n be a bounded sequence in Lp(Rd) such that

Ap := sup
n≥1

¨

Rd Rd

|un(x)− un(y)|pνεn(x− y) dy dx <∞.

Then under the assumptions (5.23) the sequence (un)n is relatively compact in Lploc(R
d).

Proof. For fixed δ > 0, from the assumption (5.23) we can choose nδ ≥ 1 such that
ˆ
Bδ(0)

(1 ∧ |h|p)νεn(h) dh ≥ 1
2 for all n ≥ nδ.

In virtue of Lemma 5.34, for 0 < s < δ < t we have
ˆ
Sd−1

Un(tw)
tp

dσd−1(w) ≤ 22p−1
ˆ
Sd−1

Un(sw)
sp

dσd−1(w).

Thus,

1
2|Sd−1|

ˆ
Sd−1

Un(tw)
tp

dσd−1(w) ≤ 1
|Sd−1|

ˆ
Bδ(0)

(1 ∧ |h|p)νεn(h) dh
ˆ
Sd−1

Un(tw)
tp

dσd−1(w)

=
ˆ δ

0

ˆ
Sd−1

Un(tw)
tp

dσd−1(w) sd−1(1 ∧ sp)νεn(s) ds

≤ 22p−1
ˆ δ

0

ˆ
Sd−1

Un(sw)
sp

dσd−1(w) sd−1(1 ∧ sp)νεn(s) ds

≤ 22p−1
ˆ ∞

0

ˆ
Sd−1

Un(sw) dσd−1(w) sd−1νεn(s) ds

= 22p−1
¨

Rd Rd

|un(x+ h)− un(x)|pνεn(h) dh dx ≤ 22p−1Ap.
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We have shown that
ˆ
Sd−1

Un(tw)
tp

dσd−1(w) ≤ 22p|Sd−1|Ap, for all t ≥ δ and all n ≥ nδ.

In particular letting Cp = 22p|Sd−1|Ap we have
ˆ
Sd−1

Un(δw) dσd−1(w) ≤ Cpδp for all n ≥ nδ.

Now for 0 < s < δ, writing s = −δ + (s+ δ), we also have
ˆ
Sd−1

Un(sw) dσd−1(w) ≤ 2p−1
ˆ
Sd−1

Un(δw) dσd−1(w) + 2p−1
ˆ
Sd−1

Un((s+ δ)w) dσd−1(w)

≤ 2p−1Cp(δp + (δ + s)p) ≤ 22pCpδ
p.

Therefore we get
ˆ
Sd−1

Un(sw) dσd−1(w) ≤ 24pAp|Sd−1|δp, for all 0 < s < δ and for all n ≥ nδ.

Now assume φ ∈ C∞c (Rd) is radial, supported in the unit ball B1(0), φ ≥ 0,
´
Rd φ(x) dx = 1 and

φδ(x) = 1
δd
φ(xδ ). Using this, the Jensen inequality and the last estimate it follows that, for n ≥ nδ, we

have
ˆ
Rd
|φδ ∗ un(x)− un(x)|p dx ≤

ˆ
Bδ

φδ(h) dh
ˆ
Rd
|un(x+ h)− un(x)|p dx

=
ˆ δ

0
φδ(s)sd−1 ds

ˆ
Sd−1

ˆ
Rd
|un(x+ sw)− un(x)|p dx dσd−1(w)

≤ 24pAp|Sd−1|δp
ˆ δ

0
φδ(s)sd−1 ds = 24pApδ

p.

That is we have

sup
n≥nδ

ˆ
Rd
|φδ ∗ un(x)− un(x)|p dx ≤ 24pApδ

p.

For ε > 0, we fix δε := δ > 0 such that

sup
n≥nδ

ˆ
Rd
|φδ ∗ un(x)− un(x)|p dx < ε/2. (5.25)

Let K ⊂ Rd be a compact with positive measure, to conclude we need to show that F = {un : n ≥ 1}
is totally bounded in Lp(K). Note that (φδ ∗ un) is a bounded and equicontinuous sequence in C(K).
Indeed, if we let C = sup

n≥1
‖un‖Lp(Rd) then by Young’s inequality we find that

sup
n≥1
‖un ∗ φδ‖L∞(Rd) ≤ C‖φδ‖Lp′ (Rd),

sup
n≥1
‖τhun ∗ φδ − un ∗ φδ‖C(K) ≤ C|h|‖∇φδ‖Lp′ (Rd)

|h|→0−−−−→ 0.

According to the Arzelà-Ascoli Theorem 3.5, the set F ∗φδ |K is precompact in C(K) and hence is totally
bounded. Whence there exist g1, · · · , gN ∈ F ∗ φδ |K such that

F ∗ φδ |K⊂
N⋃
i=1

B∞εK (gi), with εK = |K|−1/pε/2 .
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From this we have

F |K⊂ {u1, · · · , unδ} ∪
N⋃
i=1

Bε(gi).

Indeed if φδ ∗ un ∈ B∞εK (gi), with n ≥ nδ then un ∈ Bε(gi) since

‖un − gi‖Lp(K) ≤ ‖un − φδ ∗ un‖Lp(K) + ‖φδ ∗ un − gi‖Lp(K) < ε/2 + εK |K|1/p = ε.

We conclude that F = (un)n is precompact in Lp(K). This achieves the proof.

Let us now look to the one dimensional case. The proof in one dimension can be obtained by modifying
the higher dimension case analogously.

Theorem 5.36. [Pon03, Lemma 7.1] Assume d = 1 and without loss of generality that νεn is defined for
every x ∈ R. Assume that there exist θ0 ∈ (0, 1) and c0 > 0 such that

νn,θ0(x) := inf
θ0≤θ≤1

νεn(θx) > c0
4 . (5.26)

Let (un)n be a bounded sequence in Lp(R) such that

Ap := sup
n≥1

¨

RR

|un(x)− un(y)|pνεn(x− y) dy dx <∞.

Then the sequence (un)n is relatively compact in Lploc(R).

We are now in a position to establish asymptotic compactness on a bounded domains Ω. Let us proceed
with the following result.

Theorem 5.37. Let Ω ⊂ Rd be open. Assume (un)n is a sequence converging to u in Lp(Ω) and

Ap := lim inf
n→∞

¨

ΩΩ

|un(x)− un(y)|pνεn(x− y) dy dx <∞.

(i) If 1 < p <∞, then u ∈W 1,p(Ω) and ‖∇u‖pLp(Ω) ≤ ApK
−1
d,p.

(ii) If p = 1, then u ∈ BV (Ω) and |u|BV (Ω) ≤ A1K
−1
d,1.

Proof. Let us fix δ > 0 sufficiently small and recall, Ωδ = {x ∈ Ω : dist(x, ∂Ω) > δ}. Define the mollifier
φδ(x) = 1

δd
φ
(
x
δ

)
with support in Bδ(0) where φ ∈ C∞c (Rd) is supported in B1(0), φ ≥ 0 and

´
φ = 1.

Assume that un and u are extended by zero off Ω. Let uδn = un ∗ φδ and uδ = u ∗ φδ. Regarding (5.7) we
get ¨

ΩδΩδ

|uδn(x)− uδn(y)|pνεn(x− y) dy dx ≤
¨

ΩΩ

|un(x)− un(y)|pνεn(x− y) dy dx.

By Minkowski’s inequality we have( ¨

ΩδΩδ

|uδ(x)− uδ(y)|pνεn(x− y) dy dx
)1/p

≤
( ¨

ΩδΩδ

|uδn(x)− uδn(y)|pνεn(x− y) dy dx
)1/p

+
( ¨

ΩδΩδ

|[uδ − uδn](x)− [uδ − uδn](y)|pνεn(x− y) dy dx
)1/p

≤
(¨

ΩΩ

|un(x)− un(y)|pνεn(x− y) dy dx
)1/p

+
( ¨

Rd Rd

|[uδ − uδn](x)− [uδ − uδn](y)|pνεn(x− y) dy dx
)1/p

172



5.4. Asymptotically compactness

Passing to the liminf, according to the estimate (3.14), the assumption (5.22) and Young’s inequality we
obtain

lim inf
n→∞

( ¨

ΩδΩδ

|uδ(x)− uδ(y)|pνεn(x− y) dy dx
)1/p

≤ A1/p
p + 2‖uδ − uδn‖W 1,p(Rd)

ˆ
Rd

(1 ∧ |h|p)νεn(h) dh

= A1/p
p + 2 lim inf

n→∞
‖φδ ∗ (u− un)‖W 1,p(Rd)

≤ A1/p
p + 2‖φδ‖W 1,p(Rd) lim inf

n→∞
‖u− un‖Lp(Rd)

= A1/p
p .

(5.27)

In view of Theorem 5.16 we get

Kd,p

ˆ
Ωδ
|∇uδ(x)|p dx ≤ lim inf

n→∞

¨

ΩδΩδ

|uδ(x)− uδ(y)|pνεn(x− y) dx dy ≤ Ap for all δ > 0 . (5.28)

Let ϕ ∈ C∞c (Ω) and i = 1, · · · , d then it is not difficult to check that∣∣∣ˆ
Ω
∂xiϕ(x)u(x) dx

∣∣∣ = lim
δ→0

∣∣∣ ˆ
Ωδ
ϕ(x)∂xiuδ(x) dx

∣∣∣
≤ lim sup

δ→0
‖ϕ‖Lp′Ω

( ˆ
Ωδ
|∂xiuδ(x)|p dx

)1/p

≤ ‖ϕ‖Lp′ΩA
1/p
p K−1

d,p.

Hence if 1 < p <∞ then the linear form ϕ 7→
´

Ω ∂xiϕ(x)u(x) dx uniquely extends to a continuous linear
form on Lp′(Ω). Wherefore there exists gi ∈ Lp(Ω) such that

ˆ
Ω
∂xiϕ(x)u(x) dx =

ˆ
Ω
giu(x) dx, for all ϕ ∈ C∞c (Ω).

It turns out that u ∈W 1,p(Ω) and ∂xiu = −gi. Therefore ∇uδ = φδ ∗ ∇u so that letting δ → 0 in

Kd,p

ˆ
Ω
|∇u(x)|p dx = lim

δ→0
Kd,p

ˆ
Ωδ
|φδ ∗ ∇u(x)|p dx ≤ Ap.

If p = 1 then u ∈ BV (Ω) because an analogous procedure yields that (see (3.5))

|u|BV (Ω) = sup
{∣∣∣ˆ

Ω
divϕ(x)u(x) dx

∣∣∣ : ‖ϕ‖L∞(Ω) ≤ 1
}
≤ A1K

−1
d,1 .

Next we proceed with some estimates near the boundary of a Lipschitz domain.

Lemma 5.38. Let Ω ⊂ Rd be open bounded. ν : Rd \ {0} → [0,∞] satisfies (J1) (see page 57). For δ > 0
small enough, let ϕ ∈ C∞(Ω) be such that ϕ = 0 on Ωδ, ϕ = 1 on Ω \ Ωδ/2, 0 ≤ ϕ ≤ 1 and |∇ϕ| ≤ c/δ
(cf. Lemma 3.83 by taking ϕ = 1− ϕδ). Then for every u ∈ Lp(Ω), the following estimate holds true

¨

ΩΩ

∣∣[uϕ](x)− [uϕ](y)
∣∣pν(x− y) dx dy ≤ 2p−1

¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy

+ 2p−1cp

δp

( ˆ

Ωδ/4

|u(x)|p dx
ˆ

BR(0)

|h|pν(h) dh+
ˆ

Ω

|u(x)|p dx
ˆ

Bc
δ/4(0)

(1 ∧ |h|p)ν(h) dh
)
.

(5.29)

173



Chapter 5. From Nonlocal To Local

Proof. Since
∣∣[uϕ](x)− [uϕ](y)

∣∣p ≤ 2p−1|u(x)− u(y)|p + 2p−1cp

δp |u(x)|p|ϕ(x)− ϕ(y)|p we get
¨

ΩΩ

∣∣[uϕ](x)− [uϕ](y)
∣∣pν(x− y) dx dy

≤ 2p−1
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy + 2p−1
ˆ

Ω

|u(x)|p dx
ˆ

Ω

∣∣ϕ(x)− ϕ(y)
∣∣pν(x− y) dy.

Note that Ω ⊂ BR(x) for all x ∈ Ω with R = diam(Ω) and for all x ∈ Ω \ Ωδ/4 we have |x − y| ≥∣∣ dist(x, ∂Ω)− dist(y, ∂Ω)
∣∣ ≥ δ/4 and ϕ(x) = ϕ(y) = 1. Moreover, |ϕ(x)−ϕ(y)| ≤ c

δ (1∧ |x− y|) for every
x, y ∈ Ω, since 1 ≤ ϕ ≤ 1 and |ϕ(x)− ϕ(y)| ≤ c

δ |x− y|. Hence, we get the following estimates
ˆ

Ω

|u(x)|p dx
ˆ

Ω

∣∣ϕ(x)− ϕ(y)
∣∣pν(x− y) dy

=
ˆ

Ωδ/4

|u(x)|p dx
ˆ

Ω

∣∣ϕ(x)− ϕ(y)
∣∣pν(x− y) dy +

ˆ

Ω\Ωδ/4

|u(x)|p dx
ˆ

Ωδ/2

∣∣ϕ(x)− ϕ(y)
∣∣pν(x− y) dy

≤ cp

δp

ˆ

Ωδ/4

|u(x)|p dx
ˆ

Ω
|x− y|pν(x− y) dy + cp

δp

ˆ

Ω\Ωδ/4

|u(x)|p dx
ˆ

Ωδ/2

(1 ∧ |x− y|p)ν(x− y) dy

≤ cp

δp

ˆ

Ωδ/4

|u(x)|p dx
ˆ
BR(x)

|x− y|pν(x− y) dy + cp

δp

ˆ

Ω

|u(x)|p dx
ˆ

Bc
δ/4(x)

(1 ∧ |x− y|p)ν(x− y) dy

= cp

δp

ˆ

Ωδ/4

|u(x)|p dx
ˆ
BR(0)

|h|pν(h) dh+ cp

δp

ˆ

Ω

|u(x)|p dx
ˆ

Bc
δ/4(0)

(1 ∧ |h|p)ν(h) dh,

Altogether, gives (5.29).

Lemma 5.39. Assume Ω ⊂ Rd is open bounded with a Lipschitz boundary. Assume ν : Rd \ {0} → [0,∞]
is a radial function and satisfies (J1) (see page 57). Then there exists a positive constant C = C(Ω, d, p)
independent of ν such that for every u ∈ Lp(Ω) and every δ > 0 small enough,

ˆ
Ω
|u(x)|p dx ≤ CB(δ, ν)

ˆ
Ωδ/4

|u(x)|p dx+ CD(δ, ν)
ˆ

Ω

|u(x)|p dx

+ CδpA(δ, ν)
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy
(5.30)

where

A(δ, ν) =
( ˆ

B2δ(0)

|h|pν(h) dh
)−1

,

B(δ, ν) = A(δ, ν)
ˆ

BR(0)

|h|pν(h) dh,

D(δ, ν) = A(δ, ν)
ˆ

Bc
δ/4(0)

(1 ∧ |h|p)ν(h) dh.

(5.31)

Proof. Recall that by the relation (3.38) we have
ˆ

Ω\Ωδ/2

|[uϕ](x)|p dx ≤ CδpA(δ, ν)
¨

ΩΩ

|[uϕ](y)− [uϕ](x)|pν(y − x) dy dx.
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Combining this with Lemma 5.38 leads to the following
ˆ

Ω
|u(x)|p dx ≤

ˆ
Ωδ/4

|u(x)|p dx+
ˆ

Ω\Ωδ/2

|u(x)|p dx

≤
ˆ

Ωδ/4

|u(x)|p dx+ CδpA(δ, ν)
{

2p−1
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy

+ 2p−1cp

δp

( ˆ

Ωδ/4

|u(x)|p dx
ˆ

BR(0)

|h|pν(h) dh+
ˆ

Ω

|u(x)|p dx
ˆ

Bc
δ/4(0)

(1 ∧ |h|p)ν(h) dh
)}

≤ CB(δ, ν)
ˆ

Ωδ/4

|u(x)|p dx+ CD(δ, ν)
ˆ

Ω

|u(x)|p dx

+ CδpA(δ, ν)
¨

ΩΩ

|u(x)− u(y)|pν(x− y) dx dy.

Note that here C is a generic constant which neither depends on ν nor on δ.

Theorem 5.40. Assume d ≥ 2, 1 ≤ p < ∞. Let Ω ⊂ Rd be open with a Lipschitz boundary. Assume
that the sequence (νεn)n satisfies the conditions (5.22) and (5.23). Assume (un)n is a bounded sequence
in Lp(Ω) such that

Ap := lim inf
n→∞

¨

ΩΩ

|un(x)− un(y)|pνεn(x− y) dy dx <∞.

Then (un)n has a converging subsequence in Lp(Ω). Moreover, assume u ∈ Lp(Ω) is the limit of a
subsequence of (un)n then the following hold true.

(i) If 1 < p <∞, then u ∈W 1,p(Ω) and ‖∇u‖pLp(Ω) ≤ ApK
−1
d,p.

(ii) If p = 1, then u ∈ BV (Ω) and |u|BV (Ω) ≤ A1K
−1
d,1.

The same holds true in dimension d = 1, provided that the condition (5.26) holds.

Proof. For δ > 0 small enough, we let ϕδ ∈ C∞c (Ω) be such that ϕδ = 1 on Ωδ and 0 ≤ ϕδ ≤ 1 as in
Lemma 3.83. From estimate (3.21) we get

¨

Rd Rd

|ϕδ(x)un(x)− ϕδ(y)un(y)|pνεn(x− y) dx dy

≤ 2p
¨

ΩΩ

|un(x)− un(y)|pνεn(x− y) dx dy + 2p‖ϕδ‖pW 1,∞

ˆ

Ω

|un(x)|p dx
ˆ
Rd

(1 ∧ |x− y|p)νεn(h) dh

+ 2
ˆ

Ωδ/2

|un(x)|p dx
ˆ

|h|≥δ/2

νεn(h) dh ≤ 2pAp + Cδ

ˆ

Ω

|un(x)|p dx.

Therefore, for each δ > 0, (ϕδun)n is bounded in Lp(Rd) and we have

lim inf
n→∞

¨

Rd Rd

|ϕδ(x)un(x)− ϕδ(y)un(y)|pνεn(x− y) dx dy <∞.

According to Theorem 5.35, the sequence (ϕδun)n is relatively compact in Lp(Ω). Employing Cantor’s
diagonalization procedure as in the proof of Corollary 3.84 one is able to find that (un)n has a subsequence
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that we still denote by (un)n converging to some measurable function u in Lploc(Ω) and a.e in Ω. Necessarily,
u ∈ Lp(Ω). Indeed by Fatou’s lemma, ‖u‖Lp(Ω) ≤ lim inf

n→∞
‖un‖Lp(Ω) <∞ since (un)n is bounded in Lp(Ω).

Next, we show that ‖un − u‖Lp(Ω)
n→∞−−−−→ 0. In reference to Lemma 5.39 for 0 < δ < 1 sufficiently small,

we have the followingˆ
Ω
|un(x)− u(x)|p dx ≤ CB(δ, νεn)

ˆ
Ωδ/4

|un(x)− u(x)|p dx+ CD(δ, νεn)
ˆ

Ω

|u(x)|p dx,

+ CδpA(δ, νεn)
¨

ΩΩ

|un(x)− u(x)− [un(y)− u(y)]|pνεn(x− y) dx dy,

≤ CB(δ, νεn)
ˆ

Ωδ/4

|un(x)− u(x)|p dx+ CM
{
D(δ, νεn) + δpA(δ, νεn)

}
.

Here, the constant C = C(d, p,Ω) is independent of δ and n, and

M = 2p(‖u‖p
Wp
ν (Ω) + sup

n
‖un‖pLp(Ω) +Ap) <∞.

Further, in view of the assumptions (5.22) and (5.23), by taking into account Remark 5.4 we have

A(δ, νεn) =
( ˆ

B2δ(0)

|h|pνεn(h) dh
)−1 n→∞−−−−→ 1

B(δ, νεn) = A(δ, νεn)
ˆ

BR(0)

|h|pνεn(h) dh n→∞−−−−→ 1

D(δ, νεn) = A(δ, νεn)
ˆ

Bc
δ/4(0)

(1 ∧ |h|p)νεn(h) dh n→∞−−−−→ 0.

By the convergence in Lploc(Ω), it follows that ‖un − u‖Lp(Ωδ/4)
n→∞−−−−→ 0. Altogether, passing the previous

estimate to the lim sup, we remain with the following

lim sup
n→∞

ˆ
Ω
|un(x)− u(x)|p dx ≤ CMδp.

Letting δ → 0, it follows that ‖un − u‖Lp(Ω)
n→∞−−−−→ 0 since we have lim sup

n→∞
‖un − u‖Lp(Ω) = 0. The proof

is complete since the statements (i) and (ii) follow immediately from Theorem 5.37.

5.5. Robust Poincaré inequalities
Poincaré type inequalities are crucial tools to show the well-posedness for certain classes of variational
problems. Moreover, the sharp constants for such inequalities are strongly connected to the analysis of
eigenvalues of certain operators. In this section, we aim to establish robust Poincaré type inequalities for
the class of nonlocal Sobolev-like spaces introduced in Chapter 3. The Robustness should be understood
in the sense that within such inequalities, one is able to recover the corresponding classical Poincaré
inequalities for classical Sobolev spaces. See the upcoming Corollary 5.44.
Recall that for an open bounded connected and Lipschitz set Ω ⊂ Rd (d ≥ 1) and 1 ≤ p <∞, in the local
setting we say that a non-empty subset G of Lp(Ω) is admissible for the Poincaré inequality if there exists
a constant A = A(Ω, d, p,G) > 0 such thatˆ

Ω
|u(x)|pdx ≤ A

ˆ
Ω
|∇u(x)|p dx for all u ∈ G. (5.32)

Here ∇u is the distributional gradient of u. By convention, we let
´
Ω
|∇u(x)|p dx =∞ if ∇u 6∈ Lp(Ω).
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5.5. Robust Poincaré inequalities

Remark 5.41. It is worth noticing that an admissible set G for inequalities of types (5.32) does not
contain non-zero constant functions. This is obvious since these inequalities cannot not hold true for such
functions. Let us mention some standard examples of admissible set G on which the inequality (5.32)
holds true.

• G0 = W 1,p
0 (Ω). In this case the inequality (5.32) is known as Poincaré-Friedrichs inequality.

• G1 = Lp(Ω)⊥ =
{
u ∈ Lp(Ω) :

ffl
Ω u := 1

|Ω|
´

Ω u(x)dx = 0
}
. In this case the inequality (5.32) cor-

responds to the Poincaré inequality. For all u ∈ Lp(Ω) then, u −
ffl

Ω udx ∈ Lp(Ω)⊥. Thus the
inequality (5.32) can be rewritten as follows

ˆ
Ω
|u(x)−

ffl
Ω u|

pdx ≤ A
ˆ

Ω
|∇u(x)|p dx, for all u ∈ Lp(Ω).

• G2 =
{
u ∈ Lp(Ω) :

∣∣{u = 0}
∣∣ ≥ δ} for some 0 < δ < |Ω|.

• G3 =
{
u ∈ Lp(Ω) :

ffl
E
u = 0

}
for a measurable set E ⊂ Ω with a positive measure.

• G4 =
{
u ∈ Lp(Ω) : u = 0 a.e on E

}
for a measurable set E ⊂ Ω with a positive measure.

It is important to remark that the dominant link between G′si is that the null function u = 0 is the only
constant belonging to Gi.

Theorem 5.42 (Robust Poincaré inequality). Let Ω ⊂ Rd be a bounded connected Lipschitz open set.
Assume that the family (νε)ε satisfies the conditions (5.2) and (5.3) with 1 ≤ p <∞. Let G be a nonempty
closed subset of Lp(Ω) such that c 6∈ G for all c ∈ R \{0}. Assume d ≥ 2 then there exist ε0 > 0 and a
constant B = B(ε0, d, p,Ω, G) such that for every 0 < ε < ε0 and every u ∈ G

‖u‖pLp(Ω) ≤ B
¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dy dx. (5.33)

The same is true in dimension d = 1 provided that the condition (5.26) holds.

Proof. Assume the statement is false. Then for all n ≥ 1 we can find 0 < εn <
1

2n and un ∈ G such that
‖un‖pLp(Ω) = 1 and

¨

ΩΩ

|un(x)− un(y)|pνεn(x− y) dy dx < 1
2n .

According to Theorem 5.40 the sequence (un)n has a subsequence (which we again denote by un) con-
verging in Lp(Ω) to some u with u ∈W 1,p(Ω) for 1 < p <∞ and u ∈ BV (Ω) if p = 1. Moreover, in either
case we have that

Kd,p

ˆ
Ω
|∇u|p ≤ lim inf

n→∞

¨

ΩΩ

|un(x)− un(y)|pνεn(x− y) dy dx = 0.

This implies that ∇u = 0 almost everywhere on Ω which is a connected set. Necessarily, u = c is a
constant function. In addition, since ‖un‖pLp(Ω) = 1, it follows that ‖u‖pLp(Ω) = 1 which implies that
u 6= 0. Hence, u = c 6= 0, and by assumption we have u = c 6∈ G. On the other hand, u ∈ G because
‖un−u‖Lp(Ω)

n→∞−−−−→ 0 and by assumption G is a closed subspace of Lp(Ω). This contradicts the fact that
u 6∈ G. We have reached a contradiction which means that our initial assumption was wrong.
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Corollary 5.43. Under the assumption of Theorem 5.42, there exist ε0 > 0 and a constant B =
B(ε0, d, p,Ω) such that the following inequalities hold

‖u−
ffl

Ω‖
p
Lp(Ω) ≤ B

¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dx dy for all ε ∈ (0, ε0) and u ∈ Lp(Ω)

‖u‖pLp(Ω) ≤ B
¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dx dy for all ε ∈ (0, ε0) and u ∈ Gi, i = 2, 3, 4.

Note that the constantB = B(ε0, d, p,Ω, Gi) is independent of ε > 0. Therefore, a noteworthy consequence
of Theorem 5.42 is obtained letting ε→ 0 by means of Theorem 5.23 and Theorem 5.31 thereby recovering
the classical Poincaré type inequality.
Corollary 5.44. Assume d ≥ 2, 1 ≤ p <∞. Let Ω ⊂ Rd be a connected Lipschitz open set. Assume G is
a closed subset of Lp(Ω) which does not contains non-zero constant functions. Then we have

‖u‖pLp(Ω) ≤ BKd,p

ˆ

Ω

|∇u(x)|p dx for every u ∈ G. (5.34)

The analog robust Poincaré-Friedrichs inequality, is delicate and deserves a different treatment.
Theorem 5.45 (Robust Poincaré-Friedrichs inequality). Let Ω ⊂ Rd be a bounded connected open set.
Assume that the family (νε)ε satisfies the conditions (5.2) and (5.3) with 1 ≤ p <∞. Assume d ≥ 2 then
there exist ε0 > 0 and a constant B = B(ε0, d, p,Ω) such that for every 0 < ε < ε0 and every u ∈ C∞c (Rd)
with suppu ⊂ Ω it holds

‖u‖pLp(Ω) ≤ B
¨

Rd Rd

|u(x)− u(y)|pνε(x− y) dy dx (5.35)

The same is true in dimension d = 1 provided that the condition (5.26) holds.

Proof. Assume the statement is false. Then for each n ≥ 1 we can find 0 < εn <
1

2n and un ∈ C∞c (Ω)
such that ‖un‖pLp(Ω) = 1 and

¨

ΩΩ

|un(x)− un(y)|pνεn(x− y) dy dx ≤
¨

Rd Rd

|un(x)− un(y)|pνεn(x− y) dy dx < 1
2n .

According to Theorem 5.40 the sequence (un)n has a subsequence (which we again denote by un) con-
verging in Lp(Ω) to some u with u ∈W 1,p(Ω) for 1 < p <∞ and u ∈ BV (Ω) if p = 1. Moreover, in either
case we have that

Kd,p

ˆ
Ω
|∇u|p ≤ lim inf

n→∞

¨

ΩΩ

|un(x)− un(y)|pνεn(x− y) dy dx = 0.

This implies that ∇u = 0 almost everywhere on Ω which is a connected set. Necessarily, u = c is a
constant function. In addition, since ‖un‖pLp(Ω) = 1, it follows that ‖u‖pLp(Ω) = 1 which implies that
u 6= 0. Hence, u = c 6= 0. Next we need to show that u ∈W 1,p

0 (Ω). For δ > 0 small enough since each νε
is radial, by mimicking the relation (3.13) we get the following

1
2n ≥

¨
Rd Rd

|un(x)− un(y)|pνεn(x− y) dy dx

≥
ˆ
Rd

ˆ
|h|≤δ

|un(x)− un(x+ h)|pνεn(h) dhdx

= |Sd−1|−1
( ˆ

Rd

ˆ
Sd−1
|∇un(x) · w|p dσd−1(w) dx

)( ˆ
Bδ

|h|pνεn(h) dh
)

= Kd,p

(ˆ
Rd
|∇un(x)|p dx

)( ˆ
Bδ

|h|pνεn(h) dh
)
.
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5.5. Robust Poincaré inequalities

Therefore, from Remark 5.4 we have

Kd,p

ˆ
Rd
|∇un(x)|p dx ≤ 1

2n
(ˆ

Bδ

|h|pνεn(h) dh
)−1 n→∞−−−−→ 0.

Finally, we have ‖un − u‖Lp(Ω)
n→∞−−−−→ 0 and ‖∇un‖Lp(Ω)

n→∞−−−−→ 0. Thus ‖un − u‖W 1,p(Ω)
n→∞−−−−→ 0 and we

get that u ∈W 1,p
0 (Ω) since un ∈ C∞c (Ω). This contradicts the fact that u = c 6= 0 since the null function

is the only constant function belonging to W 1,p
0 (Ω).

Remark 5.46. Note that statement for the analog inequality

‖u‖Lp(Ω) ≤ B
¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dy dx (5.36)

holding for all u ∈ C∞c (Ω) and all ε ∈ (0, ε0), is not fully satisfactory since the kernels (νε)ε are also
allowed to be integrable. If this is the case, then the spaces Lp(Ω) and W p

νε(Ω) coincide. This would
imply that the estimate (5.36) holds true for all functions in Lp(Ω), which is impossible since it fails
for the constant function u = 1. Example 5.11 (with β = p), i.e. νε(h) = d+p

|Sd−1|εd+p1Bε(h) is typical
illustration withstanding the present argument applies. It might be challenging to classify families (νε)ε
for which the inequality (5.36) for all u ∈ C∞c (Ω) and all ε ∈ (0, ε0). For instance, we believe it (5.36) is
true for νε(h) = ε(p−ε)

p|Sd−1| |h|
−d−p+ε with 0 < ε < 1/p and all u ∈ C∞c (Ω).

As a consequence of Theorem 5.45, by letting ε→ 0, one recovers the following classical Poincaré-Friedrichs
inequality.

Corollary 5.47. Assume Ω ⊂ Rd is open, bounded and connected. Then we have

‖u‖pLp(Ω) ≤ BKd,p

ˆ

Ω

|∇u(x)|p dx for every u ∈W 1,p
0 (Ω) . (5.37)

Next, we would like to study the asymptotic behavior of the sharp constant of estimate (5.33). It is not
so surprising that this asymptotic behavior is related to the sharp constant of estimate (5.32).

Theorem 5.48 (convergence of sharp constants I). Let Ω ⊂ Rd be open, bounded and connected
Lipschitz. Let 1 ≤ p <∞. Assume that the family (νε)ε satisfies the conditions (5.2) and (5.3). Let G be
a nonempty closed subset of Lp(Ω) such that c 6∈ G for all c ∈ R \{0}. Let Λ1,p be the sharp constant of
the inequality (5.34) and Λ1−ε,p be the sharp constant of the inequality (5.33) that is,

Λ1,p := sup
{
‖u‖pLp(Ω) : u ∈ G, ‖∇u‖Lp(Ω) = 1

}
and for each ε ∈ (0, ε0),

Λ1−ε,p := sup
{
‖u‖pLp(Ω) : u ∈ G Eε,p(u, u) = 1

}
.

Here we adopt the notation

Eε,pΩ (u, u) =
¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dx dy.

Then the map ε 7→ Λ1−ε,p with ε ∈ (0, ε0), is bounded and we have

lim
ε→0+

Λ1−ε,p = Λ1,pK
−1
d,p.
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Proof. The boundedness comes from Theorem 5.42. For every ε ∈ (0, ε0) and every u ∈ G we have
ˆ

Ω
|u(x)|pdx ≤ Λ1−ε,p

¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dx dy.

According to Theorem 5.23 and Theorem 5.31, letting ε→ 0+ implies
ˆ

Ω
|u(x)|pdx ≤ Kd,p lim inf

ε→0
Λ1−ε,p

ˆ

Ω

|∇u(x)|p dx.

It follows that

Λ1,p ≤ Kd,p lim inf
ε→0+

Λ1−ε,p.

On the other hand, if we fix η ∈ (0, Λ1,pK
−1
d,p) then, for each ε > 0 there exists uε ∈ G such that

Λ1−ε,p − η < ‖uε‖pLp(Ω) and Eε,pΩ (uε, uε) = 1. (5.38)

In virtue of Theorem 5.42 the family (uε)ε is bounded in Lp(Ω) since ‖uε‖pLp(Ω) ≤ BE
ε,p(uε, uε) = B with

the constant B is independent of ε. Passing through a subsequence we may assume as for the proof of
Theorem 5.42, that it converges in Lp(Ω) to some u with u ∈W 1,p(Ω) when p > 1 and u ∈ BV (Ω) when
p = 1. Further, applying Theorem 5.16 and Theorem 5.26 yields

‖∇u‖pLp(Ω) ≤ K
−1
d,p lim inf Eε,pΩ (uε, uε) = K−1

d,p.

Subsequently, we have u ∈ G since G is closed in Lp(Ω). Thus, by applying the Poincaré inequality (5.32)
to u and taking into account (5.38) we obtain the following

lim sup
ε→0+

Λ1−ε,p − η ≤ ‖u‖pLp(Ω) ≤ Λ1,p‖∇u‖pLp(Ω) ≤ Λ1,pK
−1
d,p.

Finally, letting η → 0, completes the proof since we reach the following inequality

lim sup
ε→0+

Λ1−ε,p ≤ Λ1,pK
−1
d,p.

Analogously we also have the following convergence of sharps constants.

Theorem 5.49 (convergence of sharp constants II). Let Ω ⊂ Rd be open, bounded and connected
Lipschitz. Let 1 ≤ p <∞. Assume that the family (νε)ε satisfies the conditions (5.2) and (5.3). Let Λ′1,p
be the sharp constant of the inequality (5.37) and Λ′1−ε,p be the sharp constant of the inequality (5.35),
i.e.,

Λ′1,p := sup
{
‖u‖pLp(Ω) : u ∈ C∞c (Ω), ‖∇u‖Lp(Ω) = 1

}
and for each ε ∈ (0, ε0),

Λ′1−ε,p := sup
{
‖u‖pLp(Ω) : u ∈ C∞c (Ω), Eε,p(u, u) = 1

}
.

Here we adopt the notation

Eε,p(u, u) =
¨

Rd Rd

|u(x)− u(y)|pνε(x− y) dx dy.

Then the map ε 7→ Λ′1−ε,p with ε ∈ (0, ε0) is bounded and we have

lim
ε→0+

Λ′1−ε,p = Λ′1,pK−1
d,p.
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Next, we deal with a situation where the robustness holds globally in terms of the parameter ε > 0.

Theorem 5.50. Assume d ≥ 2, 1 ≤ p < ∞. Let Ω ⊂ Rd be a bounded connected Lipschitz open set.
Assume that the family (νε)ε∈(0,ε∗) satisfies the conditions (5.2) and (5.3). In addition assume that for
R > 0 and τ ∈ (0, ε∗) there exists θ > 0 such that

νε(h) ≥ θ, for all |h| ≤ R and all ε ∈ (τ, ε∗). (5.39)

Then there exists C = C(d, p,Ω) independent of ε > 0 such that for all ε ∈ (0, ε∗) and u ∈ Lp(Ω)

∥∥u− ffl
Ωu
∥∥p
Lp(Ω) ≤ C

¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dy dx.

The same is true in dimension d = 1 provided that the condition (5.26) holds.

Proof. According to Theorem 5.42, there exist ε0 ∈ (0, ε∗) and a constant B = B(d, p,Ω) such that for
all u ∈ Lp(Ω) and ε ∈ (0, ε0)

∥∥u− ffl
Ωu
∥∥p
Lp(Ω) ≤ B

¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dy dx.

The condition (5.39) with τ = ε0 implies that νε(x− y) ≥ θ for all ε ∈ (ε0, ε∗) and all |x− y| ≤ R, where
R = diam(Ω) is the diameter of Ω. This, together with Jensen’s inequality yield

¨

ΩΩ

|u(x)− u(y)|pνε(x− y) dx dy ≥ θ
¨

ΩΩ

|u(x)− u(y)|p dx dy

≥ θ|Ω|
ˆ

Ω

∣∣u(x)−
ffl

Ωu
∣∣p dx.

The proof is now complete.

As a consequence of Theorem 5.50 we have following.

Corollary 5.51. Assume d ≥ 1, 1 < p <∞. Let Ω ⊂ Rd be open, bounded and connected with Lipschitz
boundary. Then there exists a constant, C = C(p, d,Ω) > 0 depending only on d, p and Ω such that for
every s ∈ (0, 1) and every u ∈ Lp(Ω) we have

∥∥u− ffl
Ωu
∥∥p
Lp(Ω) ≤ C(1− s)

¨

ΩΩ

|u(x)− u(y)|p
|x− y|d+sp dx dy. (5.40)

Remark 5.52. It is worth pointing out that Corollary 5.51 provides a global estimate in terms of the
fractional order s ∈ (0, 1) . In other words, the estimate holds true for all s ∈ (0, 1) and the estimating
constant C is independent of s. In [Pon03], the author established the inequality (5.40), provided that
s > s0 for some s0 depending on d, p and Ω. Our present result fills the gap 0 < s ≤ s0. See also
[BBM02, LBP14] for further applications.

As a consequence of Theorem 5.45 we have following.

Corollary 5.53. Assume d ≥ 1, 1 < p < ∞. Let Ω ⊂ Rd be a bounded connected Lipschitz open set.
Then there exist s0 ∈ (0, 1) and a constant C = C(p, d,Ω) > 0 depending only on d, p and Ω such that for
every s ∈ (s0, 1) and every u ∈ C∞c (Rd) with suppu ⊂ Ω, we have

∥∥u∥∥p
Lp(Ω) ≤ C(1− s)

¨

Rd Rd

|u(x)− u(y)|p
|x− y|d+sp dx dy. (5.41)
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5.6. Convergence of Hilbert spaces
In order to establish the main goal of this chapter, we are forced to deal with the family of Hilbert spaces
that vary according to limiting variables. Therefore, we need to understand certain aspects and notions
of convergence in varying spaces. Here we have in mind concepts like the Gamma convergence, the Mosco
convergence and the convergence in varying Hilbert spaces. Our exposition in this section closely follows
[KS03]. Throughout this section (H,

(
·, ·
)
H

) and
(
Hn,

(
·, ·
)
Hn

)
n
is a family of separable Hilbert spaces

over R.

Definition 5.54. We say that a sequence of Hilbert spaces (Hn)n converges to a Hilbert space H if H
has dense a subspace C and for each n ≥ 1 there is a linear map Φn : C → Hn such that for all u ∈ C

lim
n→∞

‖Φnu‖Hn = ‖u‖H . (5.42)

This is equivalent to say that for all u, v ∈ C ,

lim
n→∞

(Φnu,Φnv)Hn = (u, v)H .

Indeed, it suffices to write

(Φnu,Φnv)Hn = 1
4
(
‖Φn(u+ v‖2Hn − ‖Φn(u− v)‖2Hn

)
and (u, v)H = 1

4
(
‖u+ v‖2H − ‖u− v‖2H

)
.

In practice it is common to take Φn be the inclusion operator when H ⊂ Hn+1 ⊂ Hn for all n ≥ 1.

Example 5.55. We let H = H1(Ω) be the standard Sobolev space and Hn = Hαn/2(Ω) be the fractional
Sobolev space where Ω ⊂ Rd is a Lipschitz open set and (αn)n is any sequence, 0 < αn < 2 tending to 2.
It results as a consequence of Corollary 5.24 that (Hn)n converges to H.

In what follows, it is assumed in this section that H has dense a subspace C such that (5.42) holds true.

Definition 5.56. Let (un)n be a sequence such that un ∈ Hn and u ∈ H.

(i) We say that (un)n strongly converges (or simply converges ) to u if there exists another sequence
(ũm)m ⊂ C such that

lim
m→∞

‖ũm − u‖H = 0 and lim
m→∞

lim sup
n→∞

‖Φnũm − un‖Hn = 0.

Note that the first limit says that (ũm)m tends to u in the topology of H.

(ii) We say that (un)n converges in the weak sense (weakly) to u if for every sequence (vn)n with vn ∈ Hn,
strongly converging to v ∈ H we have

lim
n→∞

(
un, vn

)
Hn

=
(
u, v

)
H
.

Let us now visit some related properties.

Proposition 5.57. Assume that the sequence of Hilbert spaces (Hn)n converges to a Hilbert space H. Let
(un)n and (vn)n be sequence such that un, vn ∈ Hn and u, v ∈ H.

(i) (un)n converges to 0 ∈ H if and only if ‖un‖Hn
n→∞−−−−→ 0.

(ii) If (un)n converges to u then ‖un‖Hn
n→∞−−−−→ ‖u‖H .

(iii) If (un)n converges to u and (vn)n converges to v then (un + λvn)n converges to u+ λv for λ ∈ R.

(iv) If (un)n converges to u and (vn)n converges to v then (un, vn)Hn
n→∞−−−−→ (u, v)H .

(v) ‖un − vn‖Hn
n→∞−−−−→ 0 and (un)n converges to u then (vn)n converges to u.
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(vi) For any w ∈ H there is a sequence (wn)n with wn ∈ Hn such that (wn)n converges to w.

(vii) If (un)n converges to u and (vn)n converges to u then ‖un − vn‖Hn
n→∞−−−−→ 0.

Proof. Throughout, we assume that the sequence (ũm)m ⊂ C is such that ‖ũm − u‖H m→∞−−−−→ 0 and

lim
m→∞

lim sup
n→∞

‖Φnũm − un‖Hn = 0.

(i) If un → 0 then ‖ũm‖H m→∞−−−−→ 0 and since ‖Φnũm‖Hn
n→∞−−−−→ ‖ũm‖H we find that

lim
n→∞

‖un‖Hn ≤ lim
m→∞

lim sup
n→∞

‖Φnũm − un‖Hn + lim
m→∞

lim sup
n→∞

‖Φnũm‖Hn

= lim
m→∞

‖ũm‖H = 0.

Conversely, assume ‖un‖Hn → 0, by density we can approximate 0 ∈ H i.e there exists a sequence
(u′m)m ⊂ C such that ‖u′m‖H → 0. We know that ‖Φnu′m‖Hn

n→∞−−−−→ ‖u′m‖H for each m. Hence the
conclusion follows since

lim
m→∞

lim sup
n→∞

‖Φnu′m − un‖Hn ≤ lim
m→∞

lim sup
n→∞

‖Φnu′m‖Hn + lim
n→∞

‖un‖Hn

= lim
m→∞

‖u′m‖H + lim
n→∞

‖un‖Hn = 0.

(ii) For all n,m by triangle inequality it is effortless to see that

‖Φnũm‖Hn − ‖Φnũm − un‖Hn ≤ ‖un‖Hn ≤ ‖Φnũm‖Hn + ‖Φnũm − un‖Hn
from which we get ∣∣∣‖un‖Hn − ‖u‖H ∣∣∣ ≤ ‖Φnũm − un‖Hn +

∣∣∣‖Φnũm‖Hn − ‖u‖H ∣∣∣.
Hence the conclusion holds since ‖Φnũm‖Hn

n→∞−−−−→ ‖ũm‖H , ‖ũm − u‖H m→∞−−−−→ 0 and

lim
m→∞

lim sup
n→∞

∣∣∣‖un‖Hn − ‖u‖H ∣∣∣ ≤ lim
m→∞

lim sup
n→∞

‖Φnũm − un‖Hn + lim
m→∞

lim sup
n→∞

∣∣∣‖Φnũm‖Hn − ‖u‖H ∣∣∣
= lim
m→∞

∣∣∣‖ũm‖H − ‖u‖H ∣∣∣ = 0.

(iii) This is a straightforward consequence of the definition.
(iv) From (ii) and (iii) the result is obtained as follows

lim
n→∞

(un, vn)Hn = lim
n→∞

1
4
(
‖un + vn‖2Hn − ‖un − vn‖

2
Hn

)
= 1

4
(
‖u+ v‖2H − ‖u− v‖2H

)
= (u, v)H .

(v) Since ‖un − vn‖Hn
n→∞−−−−→ 0 and (un)n converges to u then ‖ũm − u‖H m→∞−−−−→ 0 and

lim
m→∞

lim sup
n→∞

‖Φnũm − vn‖Hn ≤ lim
m→∞

lim sup
n→∞

‖Φnũm − un‖Hn + lim
m→∞

lim sup
n→∞

‖un − vn‖Hn = 0

which shows that (vn)n converges to u.
(vi) By density there exists ũm ∈ C with ‖ũm − u‖H → 0 it suffices to take un = Φnũn ∈ Hn such that
‖Φnũn − un‖Hn = 0 for every n ≥ 1.
(vii) Note that

‖un − vn‖Hn ≤ ‖Φnũm − un‖Hn + ‖Φnṽm − vn‖Hn + ‖Φnũm − Φnṽm‖Hn .

The claim readily follows since ‖ũm − u‖H m→∞−−−−→ 0, ‖ṽm − u‖H m→∞−−−−→ 0 and we have

lim
m→∞

lim sup
n→∞

‖Φnũm − Φnṽm‖Hn = lim
m→∞

lim sup
n→∞

‖Φn(ũm − ṽm)‖Hn = lim
m→∞

‖ũm − ṽm‖H = 0.
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Lemma 5.58. Assume that the sequence of Hilbert spaces (Hn)n converges to the Hilbert space H. A
sequence (un)n with un ∈ Hn converges to u if and only if (un, wn)Hn

n→∞−−−−→ (u,w)H for every sequence
(wn)n, wn ∈ Hn converging weakly to w ∈ H.

Proof. The forward implication is patently a consequence of the definition of the weak convergence.
Reciprocally assume (un, wn)Hn

n→∞−−−−→ (u,w)H for every sequence (wn)n, wn ∈ Hn converging weakly to
w ∈ H. From Proposition 5.57 (iv) we know that strong convergence implies the weak convergence, then
choosing (wn)n strongly converging to w implies that (un) is in particular converging weakly to u. Thus
taking wn = un implies ‖un‖Hn

n→∞−−−−→ ‖u‖H . Next by density we have ‖ũm−u‖H m→∞−−−−→ 0 with ũm ∈ C .
To conclude, it suffices to show that

lim
m→∞

lim sup
n→∞

‖Φnũm − un‖Hn = 0.

To do this, let us fix m ≥ 1. We claim that (Φnũm)n is converging weakly to ũm. Indeed, for a sequence
(wn)n, wn ∈ Hn strongly converging to w ∈ H there exists (w̃j)j such that ‖w̃j − w‖H

j→∞−−−→ 0 and

lim
j→∞

lim sup
n→∞

‖Φnw̃j − wn‖Hn = 0.

We have∣∣(Φnũm, wn)Hn − (ũm, w)H
∣∣ ≤ ∣∣(Φnũm,Φnw̃j)Hn − (ũm, w)H

∣∣+
∣∣(Φnũm, wn − Φnw̃j)Hn

∣∣
≤
∣∣(Φnũm,Φnw̃j)Hn − (ũm, w)H

∣∣+ ‖Φnũm‖Hn‖wn − Φnw̃j‖Hn .

The claim follows once we show that (Φnũm, wn)Hn
n→∞−−−−→ (ũm, w)H . Indeed, let us see that

lim
j→∞

lim sup
n→∞

(Φnũm,Φnw̃j)Hn = lim
j→∞

(ũm, w̃j)H = (ũm, w)H .

As (Φnũm)n is converging weakly to ũm then in particular we have (un,Φnũm)Hn
n→∞−−−−→ (u, ũm)H . Finally,

combining the foregoing steps yields

lim
m→∞

lim sup
n→∞

‖Φnũm − un‖2Hn = lim
m→∞

lim sup
n→∞

(
‖Φnũm‖2Hn + ‖un‖2Hn − 2(un,Φnũm)Hn

)
= lim
m→∞

(
‖ũm‖2Hn + ‖u‖2H − 2(u, ũm)H

)
= 0.

Now we derive what can be viewed as a weakly sequential compactness result in connection with the spaces
(Hn)n and H. We believe that our proof here, although inspired by [KS03], is more comprehensible and
uses rudimentary arguments.

Theorem 5.59. [KS03, Lemma 2.2 & 2.3] Assume the sequence of separable Hilbert spaces (Hn)n con-
verges to a separable Hilbert space H. Let (un)n be a sequence with un ∈ Hn.

(i) If (un)n weakly converges to some u ∈ H then the sequence (‖un‖Hn)n is bounded and we have

‖u‖H ≤ lim inf
n→∞

‖un‖Hn .

(ii) Conversely, if the sequence (‖un‖Hn)n is bounded then there is a subsequence (unk)k converging
weakly to some u ∈ H.

Proof. (i) Assume sup
n≥1
‖un‖Hn = ∞ then one is able to construct a subsequence (nk)k such that

‖unk‖Hnk ≥ 2k for all k ≥ 1. We have the right to set vk = unk
2k‖unk‖Hnk

. It clearly appears that

‖vk‖Hnk = 2−k k→∞−−−−→ 0. In virtue of Proposition 5.57, (vk)k converges to 0 ∈ H. On the other hand, it
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is also clear that the subsequence (unk)k weakly converges to u. By the definition of weak convergence it
follows that (unk , vk)Hnk

k→∞−−−−→ 0 which contradictory to the fact that

(unk , vk)Hnk =
(
unk ,

unk
2k‖unk‖Hnk

)
Hnk

=
‖unk‖Hnk

2k ≥ 1.

In conclusion, our initial assumption was wrong and hence (‖un‖Hn)n must be bounded.
Let us prove the liminf inequality. By invoking once more Proposition 5.57, there exists vn ∈ Hn such
that (vn)n converging to u and we also have ‖vn‖Hn

n→∞−−−−→ ‖u‖H . By definition of weak convergence it
follows that (un, vn)Hn

n→∞−−−−→ (u, u)H . For ε > 0 and certain j0 ≥ 1 we have ‖vn‖Hn ≤ ‖u‖H + ε for all
n ≥ N . Thus by Cauchy Schwarz inequality

|(un, vn)Hn | ≤ ‖un‖Hn‖vn‖Hn ≤ ‖un‖Hn(‖u‖H + ε) for all n ≥ N.

Passing to the liminf as n→∞ and letting ε→ 0 after, yields

‖u‖H ≤ lim inf
n→∞

‖un‖Hn .

(ii) Assume that (‖un‖Hn)n is bounded. Let (ϕk)k be an orthonormal basis of H. By density, for each
k ≥ 1 there exists a sequence (ϕk,m)m ⊂ C such that

‖ϕk,m − ϕk‖H ≤ 2−m for every m ≥ 1. (5.43)

Observing that lim
m→∞

lim
n→∞

‖Φnϕk,m‖Hn = lim
m→∞

‖ϕk,m‖H = 1 it is not difficult to obtain that for each
k ≥ 1, the doubling sequence of real numbers

(
(un,Φnϕk,m)Hn

)
n,m

is bounded in R. We may find a
cluster point ak, two suitable subsequences (np)p and (mj)j and another sequence (ak(mj))j obeying the
following rule: if we set ak(np,mj) := (unpΦnpϕk,mj )Hnp , then

ak(mj) = lim
p→∞

ak(np,mj) and
∣∣∣ak(mj)− ak

∣∣∣ ≤ 2−j . (5.44)

In particular, we have

ak = lim
j→∞

lim
p→∞

ak(np,mj) = lim
j→∞

lim
p→∞

(unp ,Φnpϕk,mj )Hnp for every k ≥ 1.

Let us show the convergence of the series
∞∑
k=1
|ak|2. Since ‖ϕk,m − ϕk‖H m→∞−−−−→ 0 it follows that

lim
m→∞

lim
n→∞

(Φnϕk,m,Φnϕi,m)Hn = lim
m→∞

(ϕk,m, ϕi,m)H = (ϕk, ϕi)H = δk,i.

Further, recalling that ak(np,mj) := (unp ,Φnpϕk,mj )Hnp the following holds for every ` ∈ N.

0 ≤ lim
j→∞

lim inf
p→∞

∥∥∥unp − ∑̀
k=1

ak(np,mj)Φnpϕk,mj
∥∥∥2

Hnp

= lim
j→∞

lim inf
p→∞

[
‖unp‖2Hnp− 2

∑̀
k=1
|ak(np,mj)|2 +

∑̀
k=1

∑̀
i=1

ak(np,mj)ai(np,mj)(Φnpϕk,mj ,Φnpϕi,mj )Hnp

]

= lim inf
p→∞

‖unp‖2Hnp − 2
∑̀
k=1
|ak|2 +

∑̀
k=1

∑̀
i=1

akaiδk,i

= lim inf
p→∞

‖unp‖2Hnp −
∑̀
k=1
|ak|2.

As a result, if we put u :=
∞∑
k=1

akϕk then it is clear that u ∈ H since letting `→∞, the above implies

‖u‖2H =
∞∑
k=1
|ak|2 ≤ lim inf

p→∞
‖unp‖2Hnp <∞.
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Next, we show that (unp)p weakly converges to u. Let (vn)n, with vn ∈ Hn be a sequence strongly
converging to some v ∈ H. That is there exists (ṽm)m ⊂ C such that

lim
m→∞

‖ṽm − v‖H = 0 and lim
m→∞

lim sup
n→∞

‖Φnṽm − vn‖Hn = 0.

On the other hand, since (ϕk)k is an orthonormal basis of H we know that

v =
∞∑
k=1

bkϕk and ‖v‖2H =
∞∑
k=1
|bk|2 with bk = (u, v)H .

To conclude, we show that (unp , vnp)Hnp
p→∞−−−→ (u, v)H . We put v∗j =

j∑
k=1

bkϕk,mj ∈ C . From (4.35) we
obtain

‖v∗j − v‖2H =
∥∥∥ j∑
k=1

bk(ϕk,mj − ϕk)
∥∥∥2

H
+

∞∑
k=j+1

|bk|2

≤
( j∑
k=1
|bk|2

)( j∑
k=1
‖ϕk,mj − ϕk‖2H

)
+

∞∑
k=j+1

|bk|2

≤ j4−mj‖v‖2H +
∞∑

k=j+1
|bk|2

j→∞−−−→ 0.

It clearly follows that ‖v∗j − ṽj‖2H
j→∞−−−→ 0 so that we have

lim
j→∞

lim
p→∞

∣∣∣(unp ,Φnpv∗j − Φnp ṽj)Hnp
∣∣∣ ≤ C lim

j→∞
lim
p→∞

‖Φnp(ṽj − v∗j )‖Hnp = C lim
j→∞

‖v∗j − ṽj‖H = 0.

Meanwhile recalling that (u, v)H =
∞∑
k=1

akbk using the above procedure we find that

lim
j→∞

lim
p→∞

∣∣∣(unp ,Φnpv∗j )Hnp − (u, v)H
∣∣∣ ≤ lim

j→∞

j∑
k=1
|bk| lim

p→∞
|(unp ,Φnpϕk,mj )Hnp − ak|+

∣∣∣ ∞∑
k=j+1

akbk

∣∣∣
= lim
j→∞

j∑
k=1
|bk||ak(mj)− ak|+

∣∣∣ ∞∑
k=j+1

akbk

∣∣∣
≤ lim
j→∞

j2−j‖v‖H +
∣∣∣ ∞∑
k=j+1

akbk

∣∣∣ = 0.

Finally putting together the previous we obtain

lim sup
p→∞

∣∣∣(unp , vnp)Hnp − (u, v)H
∣∣∣ ≤ lim

j→∞
lim sup
p→∞

∣∣∣(unp ,Φnpv∗j )Hnp − (u, v)H
∣∣∣

+ lim
j→∞

lim sup
p→∞

∣∣∣(unp ,Φnp(v∗j − ṽj))Hnp
∣∣∣

+ lim
j→∞

lim sup
p→∞

∣∣∣(unp ,Φnp ṽj − vnp)Hnp
∣∣∣ = 0.

5.7. Mosco convergence of nonlocal to local quadratic forms
Here we establish the convergence in the sense of Mosco of a certain class of nonlocal quadratic forms to
some elliptic forms of gradient type. We essentially deal with Dirichlet forms.
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Definition 5.60. Let (X,B,m) be a σ-finite measure space. A Dirichlet form on L2(X,m) is a couple
(E ,D(E)) satisfying D1 −D4. Moreover (E ,D(E)) is called to be a regular Dirichlet form on L2(X,m) if
in addition D5 holds true.

D1. D(E) is dense in L2(X,m).

D2. E : D(E)×D(E)→ R is a positive, (i.e. E(u, u) ≥ 0 for all u ∈ D(E)) symmetric bilinear form.

D3. (E ,D(E)) is closed if the space (D(E), ‖ · ‖D(E)) is a Hilbert space. Here ‖ · ‖D(E) represents the graph
norm defined by ‖u‖2D(E) := E1(u, u) = ‖u‖2L2(X,m) + E(u, u).

D4. (E ,D(E)) is Markovian if u ∈ D(E) and v = (u ∨ 0) ∧ 1 (called the normal contraction of u) then
v ∈ D(E) and E(v, v) ≤ E(u, u).

D5. (E ,D(E)) is regular if it possesses a core i.e. there is a subset C of (D(E)∩Cc(X) such that C is dense
in (D(E), ‖ · ‖D(E)) and C is dense in (Cc(X), ‖ · ‖L∞(X)).

Referring to [MR12, FOT11], any Dirichlet form is uniquely associated to a Generator (A,D(A)), a strong
semigroup of contractions (Tt)t≥0 and a resolvent (Gλ)λ>0 respectively characterized as follows.
• Generator

G1. (A,D(A)) is a negative self-adjoint operator whose domain D(A) is dense in L2(X,m),

G2. D(E) = D(
√
−A) and E(u, v) = (

√
−Au,

√
−Av)L2(X,m) for all u, v ∈ D(E).

G3. A is closed, i.e. (D(A), ‖ · ‖D(A)) is a Hilbert space where ‖u‖2D(A) = ‖u‖2L2(X,m) + ‖Au‖2L2(X,m).

G4. D(A) ⊂ D(E) and E(u, v) = (−Au, v)L2(X,m) for all u ∈ D(A), v ∈ D(E).

• Semigroup

S1. (Tt)t>0 is a semigroup on L2(X,m): Tt is linear on L2(X,m) and TsTt = Tt+s for all s, t > 0.

S2. The contraction property holds, i.e. ‖Ttu‖L2(X,m) ≤ ‖u‖L2(X,m), t > 0, u ∈ L2(X,m).

S3. (Tt)t>0 is strongly continuous, i.e. ‖Ttu− u‖L2(X,m)
t→0−−−→ 0.

S4. Ttu = e−Atu, t > 0, u ∈ L2(X,m). Au = lim
t→0

Ttu−u
t , u ∈ D(A).

• Resolvent

R1. (Gλ)λ>0 is a resolvent: Gλ is linear on L2(X,m) and Gλ −Gµ + (λ− µ)GλGµ = 0, λ, µ > 0.

R2. The contraction property holds, i.e. ‖λGλu‖L2(X,m) ≤ ‖u‖L2(X,m), λ > 0, u ∈ L2(X,m).

R3. (Gλ)λ>0 is strongly continuous, i.e. ‖λGλu− u‖L2(X,m)
λ→∞−−−−→ 0.

R4. Gλu =
´∞

0 e−λtTtu λ > 0, u ∈ L2(X,m). Au = λu−G−1
λ u, u ∈ D(A).

Let us recall the notion of Mosco convergence and Gamma convergence of quadratic forms on L2- spaces.

Definition 5.61 (Mosco convergence and Gamma convergence ). Assume (En,D(En))n∈N and (E ,D(E))
are quadratic forms with dense domains in L2(X,m). One says that (En,D(En))n∈N converges in L2(X,m)
in the Mosco sense (resp. in the Gamma sense) to (E ,D(E)) if the following two conditions M1 and M2
(resp. M1 and M ′2) are satisfied.

M1. (limsup): For every u ∈ L2(X,m) there exists a sequence (un)n in L2(X,m) such that un ∈ D(En),
un → u (read un strongly converges to u) in L2(X,m) and

lim sup
n→∞

En(un, un) ≤ E(u, u).
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M2. (liminf): For every sequence, (un)n with un ∈ D(En) and every u ∈ D(E) such that un ⇀ u (read
un weakly converges to u) in L2(X,m) we have,

E(u, u) ≤ lim inf
n→∞

En(un, un).

M ′2. (liminf): For every sequence, (un)n with un ∈ D(En) and every u ∈ D(E) such that un → u (read
un strongly converges to u) in L2(X,m) we have,

E(u, u) ≤ lim inf
n→∞

En(un, un).

Remark 5.62. (i) It is worth emphasizing that combining the lim sup and lim inf conditions, the lim sup
condition is equivalent to the existence of a sequence (un)n in L2(X,m) such that un ∈ D(En), un → u
in L2(X,m) and

lim
n→∞

En(un, un) = E(u, u).

(ii) It is clear that the convergence in the sense of Mosco implies Gamma convergence. The converse is
true provided that the asymptomatic compactness holds, see Proposition 5.63 below.
(iii) We adopt the convention that for a given quadratic form

(
E ,D(E)

)
, we have E(u, u) =∞ whenever

u 6∈ D(E).
(iv) Note that the Mosco convergence on Banach spaces in general is defined in [Töl10].

Proposition 5.63 (Mosco vs Gamma ). Assume (En,D(En))n converges in Gamma sense to (E ,D(E)).
Then (En,D(En))n converges in Mosco sense to (E ,D(E)) if (En,D(En))n∈N is asymptotically compact,
i.e. for any sequence (un)n such that un ∈ D(En) and lim inf

n→∞

(
En(un, un) + ‖un‖L2(X,m)

)
< ∞ has a

strongly convergent subsequence.

Proof. The proof is immediate.

To a closed form E corresponds a semigroup (Tt)t, Generator (Gλ)λ and a stochastic process (Xt)t.
According to [FOT11], if (Xt)t is a Markov process (resp. a Hunt process) then E is a Dirichlet form
(resp. a regular Dirichlet form). The Mosco convergence relates the convergence of Markov processes and
the convergence of their corresponding Dirichlet forms.

Theorem 5.64 ([KS03, Mos94, Kol06]). Let (En, D(En)) and (E , D(E)) be closed Dirichlet forms. The
following are equivalent:

(i) (En, D(En))n Mosco converges to (E , D(E)).

(ii) (Gnλ)n strongly converges to Gλ for every λ.

(iii) (Tnt )n strongly converges to Tt for every t.

Moreover, if (En, D(En))n Mosco converges to (E , D(E)) then (Xn)n converges to X in finite dimensional
distribution.

Next, we explain for which sequences of nonlocal quadratic forms we can prove convergence to a classical
local gradient form. Let us recall our standing set-up in this section. Let (να)α∈(0,2) be a family of Lévy
radial functions approximating the Dirac measure at the origin, i.e. for every α, δ > 0

να ≥ 0, is radial,
ˆ
Rd

(1 ∧ |h|2)να(h) dh = 1, lim
α→2

ˆ
|h|>δ

να(h) dh = 0 . (5.45)

Moreover, we assume that h 7→ να(h) is almost decreasing, i.e., for some c ≥ 1 and all x, y with |x| ≤ |y|
we have να(y) ≤ c να(x). Note that all examples of (να)α from Section 5.1 apply here as well. Moreover
it is important to stress that (να)0<α<2 defined as above generalizes the set-up of [FKV19].
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Given α ∈ (0, 2),Jα : Rd × Rd \ diag→ [0,∞] and sufficiently smooth functions u, v : Rd → R, define

EαΩ(u, v) =
¨

ΩΩ

(
u(y)− u(x)

)(
v(y)− v(x)

)
Jα(x, y) dx dy , (5.46)

Eα(u, v) =
¨

(Ωc×Ωc)c

(
u(y)− u(x)

)(
v(y)− v(x)Jα(x, y) dx dy. (5.47)

Here, for sequence (Jα)0<α<2 of positive symmetric kernels Jα : Rd × Rd \ diag → [0,∞] we set-up the
following conditions:

(E) There exists a constant Λ ≥ 1 such that for every α ∈ (0, 2) and all x, y ∈ Rd, with 0 < |x− y| ≤ 1

Λ−1να(x− y) ≤ Jα(x, y) ≤ Λνα(x− y). (E)

(L) For every δ > 0

lim
α→2−

sup
x∈Rd

ˆ
|h|>δ

Jα(x, x+ h)dh = 0. (L)

(I) For each α ∈ (0, 2) the kernel Jα is translation invariant, i.e., for every h ∈ Rd

Jα(x+ h, y + h) = Jα(x, y). (I)

(G-E) There exists a constant Λ ≥ 1 such that for every α ∈ (0, 2) and all x, y ∈ Rd, with x 6= y

Λ−1να(x− y) ≤ Jα(x, y) ≤ Λνα(x− y). (G-E)

Clearly (G-E) implies (E) and (L). Finally, let us define the limit object, which is a local quadratic form
of gradient type. Given x ∈ Rd and δ > 0, we define the symmetric matrix A(x) = (aij(x))1≤i,j≤d by

aij(x) = lim
α→2−

ˆ
Bδ

hihjJ
α(x, x+ h)dh (5.48)

and for u, v ∈ H1(Ω) the corresponding bilinear form by

EA(u, v) :=
ˆ

Ω

(
A(x)∇u(x) · ∇v(x)

)
dx .

Remark 5.65. Let us discuss the assumption on the family (Jα)α. (i) Under conditions (E) and (L)
the expression

´
Bδ
hihjJ

αn(x, x+h)dx converges for a suitable subsequence of (αn). The existence of the
limit in (5.48) poses an implicit condition on the family (Jα)α. (ii) (E) and (L) ensure that the quantity
aij(x) does not depend on the choice of δ and is bounded as a function in x, i.e. for all δ, r > 0,

aij(x) = lim
α→2−

ˆ
Bδ

hihjJ
α(x, x+ h)dh = lim

α→2−

ˆ
Br

hihjJ
α(x, x+ h)dh.

(iii) Under condition (I) the functions aij(x), 1 ≤ i, j ≤ d, are constant in x. (iv) Regarding Proposition
2.38, which asserts that

d−1Λ−1|ξ|2 ≤ 〈A(x)ξ, ξ〉 ≤ d−1Λ|ξ|2, for every x, ξ ∈ Rd ,

condition (E) is a sufficient condition for what can be seen as nonlocal version of the classical ellipticity
condition for second order operators in divergence form. (v) Condition (L) ensures that long-range
interactions encoded by Jα(x, y) vanish as α→ 2−. As a result, for some α0 ∈ (0, 2) we have

κ0 = sup
α∈(α0,2)

sup
x∈Rd

ˆ
|h|>1

Jα(x, x+ h)dh <∞.

Hence conditions (E) and (L) imply the following uniform Lévy integrability type property:

sup
α∈(α0,2)

sup
x∈Rd

ˆ
Rd

(1 ∧ |h|2)Jα(x, x+ h) dh <∞ . (5.49)
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Let us begin with a simple but important observation.

Proposition 5.66. Assume Ω ⊂ Rd is a sufficiently smooth open bounded set or Ω = Rd. Let ν be a
unimodal Lévy kernel. Let να, Jα and A be as above.

(i) The following are regular Dirichlet forms on L2(Ω): (EA, H1(Ω)), (EA, H1
0 (Ω)), (EΩ, Hν(Ω)), (EΩ, Hν,0(Ω)),

(E , V Ω
ν (Ω|Rd)), (EαΩ , Hνα(Ω)), (EαΩ , Hνα,0(Ω)) and (Eα, V Ω

ν (Ω|Rd)).

(ii) (E , Vν(Ω|Rd) ∩ L2(Rd)) and (Eα, Vνα(Ω|Rd) ∩ L2(Rd)) are regular Dirichlet forms on L2(Rd).

(iii) The form (E , Vν(Ω|Rd)) is a regular Dirichlet form on L2(Rd, ν̃). The form (Eα, Vνα(Ω|Rd)) is a
regular Dirichlet form on L2(Rd, ν̃α). In particular for Jα(x, y) = Cd,α|x − y|−d−α then the form
(Eα, V α/2(Ω|Rd)) is a regular Dirichlet form on L2(Rd, (1 + |x|)−d−α).

Proof. For (iii) the regularity of the forms is a consequence of Theorem 3.70 and Lemma 3.24. The
remaining details are easy to establish using Theorem 3.70, Theorem 3.75 and Theorem 3.76.

Proposition 5.67. Let α0 ∈ (0, 2) be as in (5.49). The quadratic forms (EαΩ(·, ·), Hνα(Ω)) and
(
Eα(·, ·), Vνα(Ω|Rd)∩

L2(Rd)
)
are well defined for every α ∈ (α0, 2).

Proof. Let α ∈ (α0, 2) and u ∈ Hνα(Ω). By the assumption (E) and relation (5.49) we have

EαΩ(u, u) =
¨

ΩΩ∩{|x−y|≤1}

(u(x)− u(y))2Jα(x, y) dx dy +
¨

ΩΩ∩{|x−y|>1}

(u(x)− u(y))2Jα(x, y) dx dy

≤ Λ
¨

ΩΩ∩{|x−y|≤1}

(u(x)− u(y))2να(x− y) dx dy + 4
ˆ

Ω

u2(x) dx
ˆ

|x−y|>1

Jα(x, y) dy

≤ Λ
¨

ΩΩ

(u(x)− u(y))2να(x− y) dx dy + 4κ0

ˆ

Ω

u2(x)dx ≤ (Λ + 4κ0)‖u‖2Hνα (Ω) <∞ .

Now if u ∈ Vνα(Ω|Rd) then, from the above we deduce EαΩ(u, u) <∞. By the same argument we obtain
¨

ΩΩc

(u(x)− u(y))2Jα(x, y) dx dy

≤ Λ
¨

ΩΩc∩{|x−y|≤1}

(u(x)− u(y))2να(x− y) dx dy + 2
¨

ΩΩc∩{|x−y|>1}

(u2(x) + u2(y))Jα(x, y) dx dy

≤ Λ
¨

ΩΩc∩{|x−y|≤1}

(u(x)− u(y))2να(x− y) dx dy + 2κ0

ˆ

Ω

u2(x)dx+ 2κ0

ˆ

Ωc

u2(x)dx

≤ Λ
¨

ΩΩc

(u(x)− u(y))2να(x− y) dx dy + 2κ0

ˆ

Rd

u2(x)dx <∞ .

Finally, we obtain

Eα(u, u) = EαΩ(u, u) + 2
¨

ΩΩc

(u(x)− u(y))2Jα(x, y) dx dy <∞ .
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Lemma 5.68. Let D ⊂ Rd be an H1-extension domain. Assume Jα satisfies (E) and (L) and let
α0 ∈ (0, 2)be as in (5.49). Then, there exists a constant C := C(D,Λ, d, α0) such that for every u ∈ H1(D)
and every α ∈ (α0, 2) we have

EαD(u, u) ≤ C‖u‖2H1(D).

Proof. From the symmetry of Jα(x, y) and (5.49) we have the following estimates
¨

D×D∩{|x−y|≥1}

(u(x)− u(y))2Jα(x, y) dx dy ≤ 2
ˆ

D

u2(x) dx
ˆ

|x−y|≥1

Jα(x, y) dy ≤ 2κ0‖u‖2L2(D).

By Lemma 3.47 we get
¨

D×D∩{|x−y|≤1}

(u(x)− u(y))2να(x− y) dx dy ≤ C‖u‖2H1(D).

Combining the above estimates along with the condition (E) we get EαD(u, u) ≤ C‖u‖2H1(D).

The following result is reminiscent of Theorem 5.23.

Theorem 5.69. Let D ⊂ Rd be a H1-extension domain (or D = Rd). Then, under assumptions (E) and
(L), for all u ∈ H1(D) we have

lim
α→2−

¨

DD

(u(x)− u(y))2Jα(x, y) dx dy =
ˆ
D

(A(x)∇u(x) · ∇u(x)) dx. (5.50)

In particular, if Cd,α is the normalization constant of the fractional Laplacian then we have

lim
α→2−

¨

DD

(u(x)− u(y))2να(x− y) dx dy = 1
d

ˆ
D

|∇u(x)|2 dx (5.51)

lim
α→2−

Cd,α
2

¨

DD

(u(x)− u(y))2|x− y|−d−α dx dy =
ˆ
D

|∇u(x)|2 dx.

Proof. Lemma 5.68 suggests that it suffices to prove (5.50) for u in a dense subset ofH1(D). For instance,
let us choose u ∈ C2

c (D)
¨

D×D∩{|x−y|≥1}

(u(x)− u(y))2Jα(x, y) dx dy ≤ 4
ˆ

D

u2(x) dx
ˆ

|x−y|≥1

Jα(x, y) dy α→2−−−−−→ 0. (5.52)

Now, we consider the mapping F : D × (0, 2)→ R with

F (x, α) :=
ˆ

|x−y|≤1

(u(x)− u(y))2Jα(x, y) dy.

By Taylor expansion we have u(y)− u(x) = ∇u(x) · (y − x) + r1(x, y)|x− y|2 and therefore, we can write
(u(y)−u(x))2 = (∇u(x) · (y−x))2 + r(x, y)|x− y|3 with bounded remainders r(x, y) and r1(x, y). Hence,
F (x, α) becomes

F (x, α) =
ˆ

|x−y|≤1

[∇u(x) · (y − x)]2Jα(x, y) dy +R(x, α)
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with

|R(x, α)| :=
∣∣∣ ˆ
|x−y|≤1

r(x, y)|x− y|3Jα(x, y) dy
∣∣∣ ≤ C ˆ

|h|≤1
|h|3να(h) dh α→2−−−−−→ 0.

Here, we have applied (E) and Remark 5.4. Finally, we obtain

lim
α→2−

F (x, α) = lim
α→2−

ˆ

|x−y|≤1

[∇u(x) · (y − x)]2Jα(x, y) dy

=
∑

0≤i,j≤d
∂iu(x)∂ju(x) lim

α→2−

ˆ

|x−y|≤1

(yi − xi)(yj − xj)Jα(x, y) dy

=
∑

0≤i,j≤d
aij(x)∂iu(x)∂ju(x) = 〈A(x)∇u(x),∇u(x)〉.

Applying the dominated convergence theorem yields

lim
α→2−

¨

D×D∩{|x−y|≤1}

(u(x)− u(y))2Jα(x, y) dx dy = lim
α→2−

ˆ

D

F (x, α) dx =
ˆ

D

〈A(x)∇u(x),∇u(x)〉 dx.

The case Jα(x, y) = να(x − y) follows from Theorem 5.14 since Kd,2 = 1
d . In fact, the cases Jα(x, y) =

να(x− y) and Jα(x, y) = Cd,α
2 |x− y|

−d−α follow from Example 2.37.

Corollary 5.70. Let Ω ⊂ Rd be a H1-extension domain. Then, under assumptions (E) and (L), for all
u ∈ H1(D) the family of Hilbert spaces

(
Hνα(Ω), ‖ · ‖α

)
α
converges to the Hilbert space

(
H1(Ω), ‖ · ‖A

)
as

α→ 2 in the sense of Definition 5.54. Here we consider the norms

‖u‖2α = ‖u‖2L2(Ω) + EαΩ(u, u) and ‖u‖2A = ‖u‖2L2(Ω) + EA(u, u).

Proof. Note that Lemma 5.34 and the regularity of Ω imply that H1(Ω) is a dense subspace of Hνα(Ω).
Thus result follows since by Theorem 5.69 ‖u‖α α→2−−−→ ‖u‖A for every u ∈ H1(Ω).

Theorem 5.71. Let Ω ⊂ Rd be a H1-extension domain. Let (αn)n with αn ∈ (0, 2) be a sequence such
that αn n→∞−−−−→ 2. Assume (un)n with un ∈ Hναn

(Ω) is a sequence converging in L2(Ω) to u ∈ H1(Ω).
Under the assumptions (E) and (L) we have

ˆ

Ω

(A(x)∇u(x) · ∇u(x)) dx ≤ lim inf
n→∞

¨

ΩΩ

(un(x)− un(y))2Jαn(x, y) dx dy. (5.53)

Proof. The claim clearly holds if lim inf
n→∞

EαnΩ (un, un) = ∞. Assume lim inf
n→∞

EαnΩ (un, un) < ∞. Then the
sequence of real numbers (‖un‖αn)n has a bounded subsequence. By Corollary 5.70 we know that the
sequence of Hilbert spaces

(
Hναn , ‖ · ‖αn

)
n
converges to the Hilbert space

(
H1(Ω), ‖ · ‖A

)
. Therefore, in

view of Theorem 5.59, there exists a subsequence of (un)n that we still denote by un converging weakly
(in the sense of Definition 5.56) to some u′ ∈ H1(Ω) that is for every sequence (vn)n with vn ∈ Hαn(Ω)
strongly converging to v ∈ H1(Ω) we have(

un, vn
)
Hαn (Ω)

n→∞−−−−→
(
u′, v

)
H1(Ω).

Moreover, we have

‖u′‖2A ≤ lim inf
n→∞

‖un‖2Hαn (Ω).
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In particular, for v ∈ C∞c (Ω) the constant sequence vn = v strongly converges to v. Thus since (un)n
converges to u in L2(Ω) we have,(

u, v
)
L2(Ω) + lim

n→∞
EαnΩ (un, v) = lim

n→∞

(
un, vn

)
Hαn (Ω) =

(
u′, v

)
L2(Ω) + EA(u′, v).

Wherefrom, we get
(
u, v

)
L2(Ω) =

(
u′, v

)
L2(Ω) for all v ∈ C∞c (Ω). This implies that u = u′ a.e. on Ω.

Finally, since ‖un − u‖L2(Ω)
n→∞−−−−→ 0, the above inequality yields EA(u, u) ≤ lim inf

n→∞
EαnΩ (un, un). Indeed,

‖u‖2L2(Ω) + EA(u, u) = ‖u‖2A ≤ lim inf
n→∞

‖un‖2Hαn (Ω)

= lim inf
n→∞

‖un‖2L2(Ω) + lim inf
n→∞

EαnΩ (un, un)

= ‖u‖2L2(Ω) + lim inf
n→∞

EαnΩ (un, un).

As a consequence of Theorem 5.69 and Theorem 5.71 the following is true.
Corollary 5.72. Let Ω ⊂ Rd be a H1-extension domain (or Ω = Rd). Assume (E) and (L). Then the
quadratic forms (EαΩ(·, ·), Hνα(Ω))α and converges to (EA(·, ·), H1(Ω)) in the Gamma sense in L2(Ω) as
α→ 2−.

Finally, we now are in a position to prove the main result of this section.
Theorem 5.73. Let Ω ⊂ Rd be an open bounded set with a Lipschitz continuous boundary. Assume
(E) and (L). Then the two families of quadratic forms (EαΩ(·, ·), Hνα(Ω))α and (Eα(·, ·), Vνα(Ω|Rd))α both
converge to (EA(·, ·), H1(Ω)) in the Mosco sense in L2(Ω) as α→ 2−.

Proof. Note that by Theorem 3.70 C∞c (Rd) is dense in Vνα(Ω|Rd) and by Theorem 3.76 C∞c (Ω) is dense
in Hνα(Ω). Hence it follows that Vνα(Ω|Rd) and Hνα(Ω) are dense in L2(Ω). We proof the lim sup and
the lim inf conditions separately.
Limsup: Let u ∈ L2(Ω), if u 6∈ H1(Ω) then the lim sup statement holds true since EA(u, u) =∞. Now

let u ∈ H1(Ω). By identifying u to one of its extensions u ∈ H1(Rd), for the sake of simplicity we can
always assume that u ∈ H1(Rd). On the one hand, Theorem 5.69 shows that lim

α→2−
EαΩ(u, u) = EA(u, u).

On the other hand, we have

Eα(u, u) = EαΩ(u, u) + 2
¨

ΩΩc

(u(x)− u(y))2Jα(x, y) dx dy.

Since Ω is Lipschitz, adapting the proof of Theorem 5.25 by applying Theorem 5.69 we find that¨

ΩΩc

(u(x)− u(y))2Jα(x, y) dx dy → 0 as α→ 2−. (5.54)

Thus, we conclude that for u ∈ H1(Ω),

lim sup
α→2−

EαΩ(u, u) = lim sup
α→2−

Eα(u, u) = EA(u, u).

Thus, choosing the constant sequence uα = u for all α ∈ (0, 2) we are provided with the lim sup condition
for both forms (EαΩ , Hνα(Ω))α and (Eα, Vνα(Ω|Rd))α.
Liminf : Let u, un ∈ L2(Ω) be such that un ⇀ u in L2(Ω). Necessarily, (un)n is bounded in L2(Ω). Let

(αn)n be a sequence in (0, 2) such that αn → 2− as n→∞. If lim inf
n→∞

EαnΩ (un, un) =∞ then,

EA(u, u) ≤ lim inf
n→∞

EαnΩ (un, un) = lim inf
n→∞

Eαn(un, un) =∞.

Assume lim inf
n→∞

EαnΩ (un, un) < ∞ then according to Theorem 5.40 the sequence (un)n has a subsequence
(which we again denote by un) converging in L2(Ω) to some ũ ∈ H1(Ω). Consequently, as un ⇀ u it readily
follows that (un)n converges strongly to u in L2(Ω). Therefore, taking into account that u ∈ H1(Ω), the
desired liminf inequality is an immediate consequence of Theorem 5.71.
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The next result is a variant of Theorem 5.73 with H1(Ω) replaced by H1
0 (Ω).

Theorem 5.74. Let Ω ⊂ Rd be an open bounded set with a continuous boundary. Assume (E) and
(L). Then the two families of quadratic forms

(
EαΩ(·, ·), C∞c (Ω)Hνα (Ω))

α
and

(
Eα(·, ·), V Ω

να(Ω|Rd)
)
α
both

converge to (EA(·, ·), H1
0 (Ω)) in the Mosco sense in L2(Ω) as α→ 2−.

The result relies on the density of C∞c (Ω)Hνα (Ω) resp. V Ω
να(Ω|Rd). The density of the first space is trivial.

The density of the second space is formulated in Theorem 3.75. Apart from the density issue, the details
of the proof are the same as in the proof of Theorem 5.73.

5.8. Convergence of Dirichlet and Neumann problems
The main purpose of this section is to prove the convergence of weak solutions, eigenvalues and eigen-
functions of the nonlocal Dirichlet and Neumann problems the local ones. Here again we assume that
(να)α∈(0,2) satisfies the condition (5.45) and the family(Jα)α of symmetric kernels either satisfies the
conditions (E) and (L) or the global elliptic condition (G-E). Define the operators Lα and Nα by

Lαu(x) = p. v.
ˆ
Rd

(u(x)− u(y))Jα(x, y) dy and Nαu(x) =
ˆ

Ω
(u(x)− u(y))Jα(x, y) dy.

Recall that we note

Eα(v, v) = 1
2

¨

(Ωc×Ωc)c

(v(x)− v(y))2Jα(x, y) dx dy for all v ∈ Vνα(Ω|Rd)

EA(v, v) =
ˆ

Ω

(
A(x)∇v(x) · ∇v(x)

)
dx for all v ∈ H1(Ω) .

We remind that A is the elliptic symmetric matrix satisfying d−1Λ−1|ξ|2 ≤ 〈A(x)ξ, ξ〉 ≤ d−1Λ|ξ|2, for
every x, ξ ∈ Rd given by (see (5.48))

aij(x) = lim
α→2

ˆ
Bδ

hihjJ
α(x, x+ h)dh.

We also introduce the outwards normal derivative of a function v on ∂Ω with respect to the matrix A
(also called co-normal derivative of v) which is defined for x ∈ ∂Ω by

∂v

∂nA
(x) = A(x)∇v(x) · n(x).

We start with the following preparation result.

Lemma 5.75. Let Ω ⊂ Rd be Lipschitz, open and bounded. Let ϕ ∈ C2
b (Rd) and v ∈ Vνα(Ω|Rd). With

the conditions (5.45), (E), (L) and (I) in force, the following assertions hold.

(i) There exist α0 ∈ (0, 2) and a constant C > 0 independent of α such that

sup
α∈(α0,2)

∣∣∣ ˆ
Ωc

Nαϕ(y)v(y) dy
∣∣∣ ≤ C‖ϕ‖C2

b
(Rd)‖v‖Vνα (Ω|Rd) .

(ii) Assume v ∈ H1(Rd) then

lim
α→2

ˆ
Ωc

Nαϕ(y)v(y) dy =
ˆ
∂Ω

∂ϕ

∂nA
(x)v(x) dσ(x) .

In particular if Jα(x, y) = Cd,α|x−y|−d−α then ∂ϕ
∂nA

(x) = ∂ϕ
∂n (x). Here, Cd,α is the normalization constant

given by the formula (2.36).
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Proof. The condition (I) gives Jα(x, x+ h) = Jα(x, x− h) which implies that

Lαu(x) = p. v.
ˆ
Rd

(u(x)− u(y))Jα(x, y) dy = −1
2

ˆ
Rd

(u(x+ h) + u(x− h)− 2u(x))Jα(x, x+ h) dh.

Wherefrom, since A is constant, it is easy to show that (see Proposition 2.38)
lim
α→2

Lαu(x) = − tr(A(·)D2u)(x) = − div(A(·)∇u)(x).

Combing the estimates (5.49), (2.4) and |ϕ(x+ h)− ϕ(x)| ≤ 2‖ϕ‖C1
b
(Rd)(1 ∧ |h|) we have

|Lαϕ| ≤ 4κ‖ϕ‖C2
b
(Rd) and Eα(ϕ,ϕ) ≤ 4κ|Ω|‖ϕ‖C2

b
(Rd) for all α ∈ (α0, 2)

where

κ = sup
α∈(α0,2)

sup
x∈Rd

ˆ
Rd

(1 ∧ |h|2)Jα(x, x+ h) dh <∞ .

Therefore, since the linear mapping v 7→ Eα(ϕ, v) −
´

Ω Lαϕ(x)v(x) dx is continuous on Vνα(Ω|Rd), the
Green-Gauss formula (4.5) is applicable for ϕ ∈ C2

b (Rd) and v ∈ Vνα(Ω|Rd) and hence the above estimates
imply (i) as follows

∣∣∣ˆ
Ωc

Nαϕ(y)v(y) dy
∣∣∣ =

∣∣∣Eα(ϕ, v)−
ˆ

Ω
Lαϕ(x)v(x) dx

∣∣∣
≤ Eα(ϕ,ϕ)1/2Eα(v, v)1/2 + ‖Lαϕ‖L2(Ω)‖v‖L2(Ω)

≤ C‖ϕ‖C2
b
(Rd)‖v‖Vνα (Ω|Rd) .

We known that Lαϕ(x) α→2−−−→ − div(A(·)∇ϕ)(x) for all x ∈ Rd and since |Lαϕ| ≤ 4κ‖ϕ‖C2
b
(Rd), the

Lebesgue dominated convergence Theorem yieldsˆ
Ω

Lαϕ(x)v(x) dx α→2−−−→
ˆ

Ω
div(A(·)∇ϕ)(x)v(x) dx .

On the other hand, Theorem 5.25 combined with Theorem 5.69 implies that

Eα(ϕ, v) α→2−−−→
ˆ

Ω
(A(x)∇ϕ(x) · ∇v(x)) dx.

Finally from the foregoing and the classical Green-Gauss formula we obtain (ii) as follows

lim
α→2

ˆ
Ωc

Nαϕ(y)v(y) dy = lim
α→2
Eα(ϕ, v)− lim

α→2

ˆ
Ω

Lαϕ(x)v(x) dx

=
ˆ

Ω
(A(x)∇ϕ(x) · ∇v(x)) dx−

ˆ
Ω

div(A(·)∇ϕ)(x)v(x) dx

=
ˆ
∂Ω

∂ϕ

∂nA
(x)v(x) dσ(x) .

The case Jα(x, y) = Cd,α|x− y|−d−α follows since A = (δij)1≤i,j≤d see from Example 2.37.

The following result is crucial for our purpose.
Theorem 5.76. Let Ω ⊂ Rd be open, bounded and connected with Lipschitz boundary. Assume the
conditions (5.45) and (G-E) hold. Let uα ∈ Vνα(Ω|Rd) such that

sup
α∈(α∗,2)

‖uα‖L2(Ω) + Eα(uα, uα) <∞

Then there exist u ∈ H1(Ω) and a subsequence αn n→∞−−−−→ 2 such that ‖uαn − u‖L2(Ω)
n→∞−−−−→ 0 and

Eαn(uαn , v) n→∞−−−−→ EA(u, v) =
ˆ

Ω
(A(x)∇u(x) · ∇v(x)) dx for all v ∈ H1(Rd).

The same is true for Ω = Rd with the exception that the strong convergence on L2
loc(R

d), i.e. for every
compact K ⊂ Rd we have ‖uαn − u‖L2(K)

n→∞−−−−→ 0.
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Proof. On Hνα(Ω) and H1(Ω) we define the scalar products,(
w, v

)
Hνα (Ω) =

ˆ
Ω
w(x)v(x) dx+

¨

ΩΩ

(w(x)− w(y))(v(x)− w(y))Jα(x, y) dx dy

(
w, v

)
H1(Ω) =

ˆ
Ω
w(x)v(x) dx+

ˆ
Ω

(A(x)∇w(x) · ∇v(x)) dx .

In view of Theorem 5.69, for both cases Ω 6= Rd and Ω = Rd, we have ‖v‖Hνα (Ω)
α→2−−−→ ‖v‖H1(Ω) for all

v ∈ H1(Ω). In other words, the family of Hilbert spaces (Hνα(Ω))α converges to the Hilbert space H1(Ω)
as α→ 2 in the sense of Definition 5.54. Whence we deduce from Theorem 5.59, there exists u ∈ H1(Ω)
and a subsequence αn n→∞−−−−→ 2 such that

lim
n→∞

(
uαn , v

)
Hναn (Ω) =

(
u, v

)
H1(Ω) for all v ∈ H1(Ω).

On the other hand, for the case Ω 6= Rd Theorem 5.40 asserts there exist a further subsequence that we
still denote by (αn)n and a function u′ ∈ H1(Ω) such that ‖uαn − u′‖L2(Ω)

n→∞−−−−→ 0. Instead, if Ω = Rd,
then fact that ‖uαn −u′‖L2(K)

n→∞−−−−→ 0 for every compact K ⊂ Rd is due to Theorem 5.35. In either case,
it is not difficult by taking the test function v ∈ C∞c (Rd) to show that u′ = u a.e in Ω. In both cases,
from this we get the weak convergence in L2(Ω) that is,

lim
n→∞

(
uαn , v

)
L2(Ω) =

(
u, v

)
L2(Ω) for all v ∈ H1(Ω).

Therefore, this and the above weak convergence imply that¨

ΩΩ

(uαn(x)− uαn(y))(v(x)− v(y))Jαn(x, y) dx dy n→∞−−−−→
ˆ

Ω
(A(x)∇u′(x) · ∇v(x)) dx . (5.55)

The proof is thus complete for case Ω = Rd. Next, if Ω 6= Rd then by the uniform boundedness in (5.57)
together with (G-E) we find that¨

ΩΩc

∣∣(uαn(x)− uαn(y))(v(x)− v(y))
∣∣Jαn(x, y) dx dy

≤ C
¨

ΩΩc

(v(x)− v(y))2ναn(x− y) dx dy n→∞−−−−→ 0

where the convergence follows from Theorem 5.25. This combined with (5.55) implies

Eαn(uαn , v) n→∞−−−−→ EA(u, v) =
ˆ

Ω
(A(x)∇u(x) · ∇v(x)) dx .

Here is our first convergence theorem concerning weak solutions.
Theorem 5.77 (Convergence of weak solution I). Let Ω ⊂ Rd be open, bounded and connected with
Lipschitz boundary.Let (fα)α be a family converging weakly to some f in L2(Ω) as α→ 2. For ϕ ∈ C2

b (Rd)
define gα = Nαϕ and g = ∂ϕ

∂nA
. Assume the conditions (5.45) and (G-E) hold. Suppose uα ∈ Vνα(Ω|Rd)⊥

is a weak solution of the nonlocal Neumann problem Lαu = fα on Ω and Nαu = gα on Ωc that is we
have

Eα(uα, v) =
ˆ

Ω
fα(x)v(x) dx+

ˆ
Ωc
gα(x)v(x) dx for all v ∈ Vνα(Ω|Rd)⊥ .

Let u ∈ H1(Ω)⊥ be the unique weak solution in H1(Ω)⊥ of the Neumann problem − div(A(·)∇u) = f on
Ω and ∂u

∂nA
= g on ∂Ω that is we have

EA(u, v) =
ˆ

Ω
f(x)v(x) dx+

ˆ
∂Ω
g(x)v(x) dσ(x) for all v ∈ H1(Ω)⊥ .

Under the condition (I) or else, if gα = g = 0, then ‖uα − u‖L2(Ω)
α→2−−−→ 0, i.e. (uα)α converges to u in

L2(Ω). Moreover, we have the weak convergence Eα(uα, v) α→2−−−→ EA(u, v) for all v ∈ H1(Rd).
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Proof. In virtue of Theorem 5.42 combined with condition (G-E) there exist α0 ∈ (0, 2) and a constant
B > 0 depending only on α0,Ω and d such that for all v ∈ L2(Ω)⊥ and all α ∈ (α0, 2)

‖v‖2L2(Ω) ≤ CEα(v, v) with C = ΛB.

Therefore, up to relabelling the constant C, for all v ∈ L2(Ω)⊥ and all α ∈ (α0, 2) we have

‖v‖2Vνα (Ω|Rd) ≤ CE
α(v, v). (5.56)

On one hand, by the weak convergence of (fα)α we may assume sup
α∈(0,2)

‖fα‖L2(Ω) < ∞. This together

with the definition of uα along with Lemma 5.75 (i) we get

Eα(uα, uα) =
ˆ

Ω
fα(x)uα(x) dx+

ˆ
Ωc
gα(y)uα(y) dy

≤ ‖uα‖Vνα (Ω|Rd)(‖fα‖L2(Ω) + ‖ϕ‖C2
b
(Rd))

≤ C‖uα‖Vνα (Ω|Rd),

for some constant C > 0 independent of α and α ∈ (α0, 2). Combining this with (5.56) then for a generic
constant C > 0 independent of α we have the following uniform boundedness

‖uα‖Hνα (Ω) ≤ ‖uα‖Vνα (Ω|Rd) ≤ C for all α ∈ (α0, 2) . (5.57)

In accordance to Theorem 5.76, there exist a subsequence (αn)n such that αn → 2 and a function
u′ ∈ H1(Ω) such that ‖uαn − u′‖L2(Ω)

n→∞−−−−→ 0 and

Eαn(uαn , v) n→∞−−−−→ EA(u′, v) =
ˆ

Ω
(A(x)∇u′(x) · ∇v(x)) dx for all v ∈ H1(Rd).

In addition we have u′ ∈ H1(Ω)⊥ since uα ∈ Vνα(Ω|Rd)⊥ for all α ∈ (0, 2). The proof will be completed
if we show that u = u′. To this end, we fix v ∈ H1(Ω)⊥, given that Ω has a Lipschitz boundary we let
v ∈ H1(Rd) be an extension of v. We know that v ∈ Vνα(Ω|Rd)⊥ for all α ∈ (0, 2). Thus by definition of
uαn it follows that

Eαn(uαn , v) =
ˆ

Ω
fαn(x)v(x) dx+

ˆ
Ωc
gαn(y)v(y) dy .

Now, given that (fαn)n weakly converges to f in L2(Ω), letting n→∞ in the above yields

EA(u′, v) =
ˆ

Ω
f(x)v(x) dx+

ˆ
∂Ω
g(x)v(x) dσ(x)

if gα = g = 0 or by applying Lemma 5.75 (ii), if condition (I) holds. This holds true for any v ∈ H1(Ω)⊥.
By uniqueness we have u = u′ on Ω since u′ ∈ H1(Ω)⊥ is the weak solution of the corresponding local
Neumann problem.
The same reasoning is true for any sequence (αn)n with αn → 2. Thereupon, the uniqueness of u ∈ H1(Ω)⊥

implies that ‖uα − u‖L2(Ω)
α→2−−−→ 0 and Eα(uα, v) α→2−−−→ EA(u, v) for all v ∈ H1(Rd).

The general case can be captured as follows.

Theorem 5.78 (Convergence of weak solution II). Under the assumptions of Theorem 5.77 assume
that ˆ

Ω
fα(x) dx+

ˆ
Ωc
gα(y) dy =

ˆ
Ω
f(x) dx+

ˆ
∂Ω
g(y) dy = 0 for all α ∈ (0, 2).

Assume wα ∈ Vνα(Ω|Rd) is a weak solution of the nonlocal Neumann problem Lαu = fα on Ω and
Nαu = gα on Ωc, i.e.

Eα(wα, v) =
ˆ

Ω
fα(x)v(x) +

ˆ
Ωc
gα(x)v(x) for all v ∈ Vνα(Ω|Rd) . (5.58)
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Assume that the family (cα)α with cα =
ffl

Ωwα(x) dx is bounded. Then there exist w ∈ H1(Ω) and a
sequence αn → 2 such that ‖wαn−w‖L2(Ω)

n→∞−−−−→ 0, where w ∈ H1(Ω) is a weak solution of the Neumann

problem − div(A(·)∇u) = f on Ω and ∂u

∂nA
= g on ∂Ω, i.e.

EA(u, v) =
ˆ

Ω
f(x)v(x) dx+

ˆ
∂Ω
g(x)v(x) dσ(x) for all v ∈ H1(Ω) . (5.59)

Conversely, if w ∈ H1(Ω) solves (5.59) then there exists wα ∈ Vνα(Ω|Rd) solving (5.58) such that we have
‖wα − w‖L2(Ω)

α→2−−−→ 0 and Eα(wα, v) α→2−−−→ EA(w, v) for all H1(Rd).

Proof. It suffices to observe that wα = uα + cα and w = u+ c where cα =
ffl

Ωwα(x) dx , c =
ffl

Ωw(x) dx
and the functions uα ∈ Vνα(Ω|Rd)⊥, u ∈ H1(Ω)⊥ are uniquely determined as in Theorem 5.77 such
that ‖uα − u‖L2(Ω)

α→2−−−→ 0. Thus, the forwards statement follows since by assumption (cα)α∈(α0,2) is a
bounded family of real numbers and thus has a converging subsequence. For the converse it suffices to
take wα = uα + c with c ∈ R.

We will need the following lemma to establish the convergence of Dirichlet problem.

Lemma 5.79. Let Ω ⊂ Rd be open and bounded with continuous boundary. Assume the conditions (5.45)
and (E) hold. Then there exist α∗ ∈ (0, 2) and a constant B > 0 independent of α such that for all
α ∈ (α∗, 2) we have

‖u‖2L2(Ω) ≤ 2BΛ Eα(u, u) for all u ∈ V Ω
να(Ω|Rd).

Proof. Since Ω has continuous boundary, by Theorem 3.76 it is sufficient to prove the inequality for
u ∈ C∞c (Ω). In virtue of Theorem 5.45 there exist α0 ∈ (0, 2) and a constant B > 0 independent of α
such that for every α ∈ (α0, 2) we have

‖u‖2L2(Ω) ≤ B
¨

(Ωc×Ωc)c

(u(x)− u(y))2να(x− y) dx dy.

From the condition (5.45) there exists α1 ∈ (0, 2) such that for all α ∈ (α1, 2) we have
ˆ
|h|≥1

να(h) dh ≤ 1
16B .

Let α∗ = max(α0, α1), thus for α ∈ (α∗, 2), employing the above and the condition (E) yields

‖u‖2L2(Ω) ≤ B
¨

(Ωc×Ωc)c

(u(x)− u(y))2να(x− y) dx dy

≤ BΛ
¨

(Ωc×Ωc)c

(u(x)− u(y))2
1B1(x− y)Jα(x, y) dx dy + 8B‖u‖2L2(Ω)

ˆ
|h|≥1

να(h) dh

≤ BΛ Eα(u, u) + 1
2‖u‖

2
L2(Ω).

Thereupon we get ‖u‖2L2(Ω) ≤ 2BΛ Eα(u, u).
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Theorem 5.80 (Convergence of weak solution III). Let Ω ⊂ Rd be open, bounded and connected
with continuous boundary. Let (fα)α be a family converging weakly to some f in L2(Ω) as α → 2. Let
g ∈ H1(Rd). Under the conditions (5.45), (E) and (L) assume uα ∈ Vνα(Ω|Rd) is a weak solution of the
nonlocal Dirichlet problem Lαu = fα on Ω and u = g on Ωc, i.e. uα − g ∈ V Ω

να(Ω|Rd) and

Eα(uα, v) =
ˆ

Ω
fα(x)v(x) for all v ∈ V Ω

να(Ω|Rd) .

Then ‖uα − u‖L2(Ω)
α→2−−−→ 0 where u ∈ H1(Ω) is the unique weak solution of the Dirichlet problem

div(A(·)∇)u = f on Ω and u = g on ∂Ω, i.e. we have u− g ∈ H1
0 (Ω) and

EA(u, v) =
ˆ

Ω
f(x)v(x) dx for all v ∈ H1

0 (Ω) .

Moreover, we have the weak convergence Eα(uα, v) α→2−−−→ EA(u, v) for all v ∈ H1(Rd).

Proof. Since, uα − g ∈ V Ω
να(Ω|Rd), in view of Lemma 5.79 there exist α∗ ∈ (0, 2) and a constant B > 0

independent of α such that for every α ∈ (α∗, 2) we have

‖uα − g‖2L2(Ω) ≤ 2BΛ Eα(uα − g, uα − g)

which implies that

‖uα − g‖2Vνα (Ω|Rd) ≤ (2BΛ + 1)Eα(uα − g, uα − g).

In accordance to the definition of uα, taking C =
√

2BΛ + 1, the following holds

|Eα(uα − g, uα − g)| ≤ |Eα(uα, uα − g)|+ |Eα(g, uα − g)|

=
∣∣∣ ˆ

Ω
fα(x)(uα(x)− g(x)) dx

∣∣∣+ |Eα(g, uα − g)|

≤ ‖fα‖L2(Ω)‖uα − g‖L2(Ω) + Eα(g, g)1/2Eα(uα − g, uα − g)1/2

≤ CEα(uα − g, uα − g)1/2(‖fα‖L2(Ω) + Eα(g, g)1/2).
That is Eα(uα− g, uα− g)1/2 ≤ C

(
‖fα‖L2(Ω) + Eα(g, g)1/2). Further, given that uα− g = 0 on Ωc, we get

‖uα − g‖Hνα (Rd) = ‖uα − g‖Vνα (Ω|Rd). Hence we have

‖uα − g‖Hνα (Rd) =
(
‖uα − g‖2L2(Ω) + Eα(uα − g, uα − g)

)1/2

≤
√

2CEα(uα − g, uα − g)1/2

≤ 2C2(‖fα‖L2(Ω) + Eα(g, g)1/2).
Wherefrom, we find that

‖uα‖Hνα (Rd) ≤ ‖g‖Hνα (Rd) + ‖uα − g‖Hνα (Rd)

≤ 2C2(‖fα‖L2(Ω) + ‖g‖L2(Rd) + 2Eα(g, g)1/2).
On other the hand, under the conditions (E) and (L) the estimate (5.49) implies the following uniform
Lévy integrability type property:

κ∗ = sup
α∈(α∗,2)

sup
x∈Rd

ˆ
Rd

(1 ∧ |h|2)Jα(x, x+ h) dh <∞ with α∗ > α0.

Next, exploiting the estimate (3.14) we get

Eα(g, g) ≤
¨

Rd Rd

(g(x)− g(y))2Jα(x, x+ h) dh dx ≤ 4κ∗‖g‖2H1(Rd) <∞ .
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By the weakly convergence of (fα)α we may assume sup
α∈(0,2)

‖fα‖L2(Ω) <∞. Finally, we have shown that

‖uα‖Hνα (Rd) ≤ 2C2( sup
α∈(0,2)

‖fα‖L2(Ω) + ‖g‖L2(Rd) + 8κ∗‖g‖2H1(Rd)
)

:= M for all α ∈ (α∗, 2) (5.60)

where M does not depend on α. In view of Theorem 5.76, there exist u′ ∈ H1(Rd) and a subsequence
αn

n→∞−−−−→ 2 such that for all compact K ⊂ Rd, ‖uαn − u′‖L2(K)
n→∞−−−−→ 0 and for all v ∈ H1(Rd)

¨

Rd Rd

(uαn(x)− uαn(y))(v(x)− v(y))Jαn(x, y) dx dy n→∞−−−−→
ˆ
Rd

(A(x)∇u′(x) · ∇v(x)) dx. (5.61)

We claim that u′ − g = 0 on Ωc. In fact for any compact K ⊂ Ωc since uαn − g = 0 on Ωc we have

‖u′ − g‖L2(K) = ‖uαn − u′‖L2(K)
n→∞−−−−→ 0.

Thus we have u′ − g ∈ H1(Rd) and u′ − g = 0 on Ωc which means that u′ − g ∈ H1
0 (Ω). On the other

hand, we also have ‖uαn − u′‖L2(Ω)
n→∞−−−−→ 0 since Ω is bounded. The proof will be completed if we show

that u = u′. To this end, we fix v ∈ H1
0 (Ω). We naturally assume that v = 0 on Ωc so that v ∈ H1(Rd).

The relation (5.61) implies

Eαn(uαn , v) n→∞−−−−→ EA(u′, v) =
ˆ

Ω
(A(x)∇u′(x) · ∇v(x)) dx .

We know that v ∈ V Ω
να(Ω|Rd) for all α ∈ (0, 2). Thus by definition of uαn it follows that

Eαn(uαn , v) =
ˆ

Ω
fαn(x)v(x) dx.

Now, given that (fαn)n weakly converges to f in L2(Ω), letting n→∞ in the above gives

EA(u′, v) =
ˆ

Ω
f(x)v(x) dx .

This holds true for any v ∈ H1
0 (Ω) and u′ − g ∈ H1

0 (Ω). Thus, u′ ∈ H1
0 (Ω) is the weak solution of

the corresponding local Dirichlet problem. By uniqueness we have u = u′ on Ω. The same reasoning
is true for any sequence (αn)n with αn → 2. Thereupon, the uniqueness of u ∈ H1(Ω) implies that
‖uα − u‖L2(Ω)

α→2−−−→ 0 and Eα(uα, v) α→2−−−→ EA(u, v) for all v ∈ H1(Rd).

Another result on the convergence of Dirichlet problems can be found in [Voi17]. Next, we prove the
convergence of nonlocal eigenvalues and eigenfunctions to the local ones.

Theorem 5.81 (Convergence of eigenvalues I). Let Ω ⊂ Rd be open, bounded and connected with
Lipschitz boundary. Assume that the conditions (G-E) and (5.45) are satisfied. For each α, assume
that the operator Lα has a family of normalized Neumann eigenpairs (µα,n, φα,n)n. That is for all
n ≥ 0, φα,n ∈ Vνα(Ω|Rd), ‖φα,n‖L2(Ω) = 1 the elements (φα,n)n are mutually L2(Ω)-orthogonal, i.e.
(φα,i, φα,k)L2(Ω) = 0 if i 6= k, and

Eα(φα,n, v) = µα,n

ˆ
Ω
φα,n(x)v(x) dx for all v ∈ Vνα(Ω|Rd) .

Then for each n ≥ 0, the eigenpair (µα,n, φα,n)α converges to (µ′n, φ′n) in R×L2(Ω) up to a subsequence
as α→ 2. To be more precise, µαj ,n

j→∞−−−→ µ′n in R and ‖φαj ,n − φ′n‖L2(Ω)
α→2−−−→ 0 for some αj

j→∞−−−→ 2.
Moreover the family (µ′n, φ′n)n is the sequence of the normalized Neumann eigenpairs of the div(A(·)∇),
i.e. (φ′i, φ′k)L2(Ω) = δi,k and for each n ≥ 0

EA(φ′n, v) = µ′n

ˆ
Ω
φ′n(x)v(x) dx for all v ∈ H1(Ω) .
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5.8. Convergence of Dirichlet and Neumann problems

Proof. First of all, we know that φα,0 = φ′0 = |Ω|−1 and µα,0 = µ′0 = 0. By proceeding as in the
proof of Theorem 5.48, it can be shown that µα,1 α→2−−−→ µ′1. It can be shown that φα,1 converges to
some φ′1 in L2(Ω)⊥ up to a subsequence. More generally, for fixed n ≥ 1 assume there exists a sequence
αj := αj(n) j→∞−−−→ 2 such that for every 0 ≤ k ≤ n−1, (µαj ,k, φαj(n),k)n converges to (µ′k, φ′k) in R×L2(Ω)
as j →∞. Then by Rayleigh’s quotient (see Chapter 4) we have

µαj ,n = Eαj (φαj ,n, φαj ,n) = min
v∈Vαj,n

{Eαj (v, v)
‖v‖2L2(Ω)

}
where Vαj ,n =

{
v ∈ Vαj (Ω|Rd) : (φαj ,k, v)L2(Ω) = 0, i = 0, 1, · · · , n−1

}
. Observing that Vαj ,n ⊂ L2(Ω)⊥,

it follows from the robust Poincaré inequality (see Corollary 5.43) that there exists a constant C > 0
independent of αj for which we have

µ−1
αj ,n ≤ C for all j ≥ 1.

That is, the sequence (µ−1
αjn)j is bounded. Thus, without loss of generality we may assume that µ−1

αj ,n

converges to some µ′−1
n ≥ 0 as j →∞. On the other hand, the sequence (µαj ,n)j being bounded, we have

‖φαj ,n‖2L2(Ω) + Eαj (φαj ,n, φαj ,n) ≤ 1 + sup
j≥1

µαj ,n := M <∞ for all j ≥ 1.

Therefore, from Theorem 5.76 one is able to find a further subsequence (αj(n+1))j which we denote α′j =
αj(n+ 1) of the sequence (αj)j( recall αj = αj(n)) and φ′n ∈ H1(Ω) such that ‖φα′j ,n − φ

′
n‖L2(Ω)

j→∞−−−→ 0
and for all v ∈ H1(Rd) we have

EA(φ′n, v) = lim
j→∞

Eα
′
j (φα′j ,n, v) = lim

j→∞
µα′j ,n

ˆ
Ω
φα′j ,n(x)v(x) dx = µ′n

ˆ
Ω
φ′n(x)v(x) dx.

In particular, since ∂Ω is Lipschitz we have

EA(φ′n, v) = µ′n

ˆ
Ω
φ′n(x)v(x) dx for all v ∈ H1(Ω).

Moreover, for 0 ≤ i ≤ k ≤ n we have

(φ′i, φ′k)L2(Ω) = lim
j→∞

(φα′j ,i, φ
′
α′j ,k

)L2(Ω) = δi,k.

By induction the result remains true for all n ∈ N0.

A similar reasoning leads to the convergence of eigenpairs associated with Dirichlet condition.

Theorem 5.82 (Convergence of eigenvalues II). Let Ω ⊂ Rd be open, bounded and connected. Assume
that the conditions (G-E) and (5.45) are satisfied. For each fixed α, assume that the operator Lα has
a family of normalized Dirichlet eigenpairs (λα,n, ϕα,n)n. That is, for all n ≥ 1, φα,n ∈ V Ω

να(Ω|Rd),
‖ϕα,n‖L2(Ω) = 1 the elements of (ϕα,n)n are mutually L2(Ω)-orthogonal, i.e. (ϕα,i, ϕα,k)L2(Ω) = 0 if i 6= k
and

Eα(ϕα,n, v) = λα,n

ˆ
Ω
ϕα,n(x)v(x) dx for all v ∈ V Ω

να(Ω|Rd) .

Then for each n ≥ 1, the eigenpair (λα,n, ϕα,n)α converges to (λ′n, ϕ′n) in R×L2(Ω) up to a subsequence
as α→ 2. To be more precise, λαj ,n

j→∞−−−→ λ′n in R and ‖ϕαj ,n − φ′n‖L2(Ω)
j→∞−−−→ 0 for some αj

j→∞−−−→ 2.
Moreover the family (λ′n, ϕ′n)n is the sequence of the normalized Dirichlet eigenpairs of the div(A(·)∇),
i.e. (ϕ′i, ϕ′k)L2(Ω) = δi,k and for each n ≥ 1

EA(ϕ′n, v) = λ′n

ˆ
Ω
ϕ′n(x)v(x) dx for all v ∈ H1

0 (Ω) .
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Chapter 5. From Nonlocal To Local

Specializing the aforementioned results with Jα(x, y) = Cd,α|x − y|−d−α that is we get Lα = (−∆)α/2
and −div(A(·)∇) = −∆ we get following corollaries.

Corollary 5.83. Let Ω ⊂ Rd be open bounded and connected with Lipschitz boundary. Let Let (fα)α be
a family converging weakly to some f in L2(Ω) as α→ 2. For ϕ ∈ C2

b (Rd) define gα = Nαϕ and g = ∂ϕ
∂n .

Let uα ∈ V α/2(Ω|Rd)⊥ be the weak solution in V α/2(Ω|Rd)⊥ of the nonlocal Neumann problem for the
fractional Laplacian, i.e. uα is a weak solution of the following

(−∆)α/2u = fα on Ω and Nαu = gα on Ωc.

Then we have ‖uα − u‖L2(Ω)
α→2−−−→ 0 where u ∈ H1(Ω)⊥ is the unique weak solution in H1(Ω)⊥ of the

Neumann problem

−∆u = f on Ω and ∂u

∂n
= g on ∂Ω.

Furthermore, let (µα,n, φα,n)n be the family of normalized Neumann eigenpairs of the fractional Laplacian
(−∆)α/2. Let (µ′n, φ′n)n be the sequence of normalized Neumann eigenpairs of the Laplacian −∆. Then
for each n ≥ 0, the eigenpair (µα,n, φα,n)n converges to (µ′n, φ′n) in R×L2(Ω) up to a subsequence as
α→ 2.

Corollary 5.84. Let Ω ⊂ Rd be open, bounded and connected. Let (fα)α be a family converging weakly to
some f in L2(Ω) as α → 2. Let g ∈ H1(Rd). Let uα ∈ V α/2(Ω|Rd) be the weak solution in V α/2(Ω|Rd)
of the nonlocal Dirichlet problem for the fractional Laplacian, i.e. uα is a weak solution of the following

(−∆)α/2u = fα on Ω and u = g on Ωc.

Then ‖uα − u‖L2(Ω)
α→2−−−→ 0 where u ∈ H1(Ω) be the unique weak solution in H1(Ω) of the Dirichlet

problem

−∆u = f on Ω and u = g on ∂Ω.

Furthermore, let (λα,n, ϕα,n)n be the family of normalized Dirichlet eigenpairs of the fractional Laplacian
(−∆)α/2. Let (λ′n, ϕ′n)n be the sequence of normalized Dirichlet eigenpairs of the Laplacian −∆. Then for
each n ≥ 1, the eigenpair (λα,n, ϕα,n)n converges to (λ′n, ϕ′n) in R×L2(Ω) up to a subsequence as α→ 2.

Another special case is to consider Jα(x, y) = d · να(x, y) with (να)α satisfying the condition (5.45). In
this case we also have − div(A(·)∇) = −∆.
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A. Lebesgue Spaces

A.1. Lebesgue spaces
Let the triplet (X,A, µ) be a measure space that is X is a set, A is a σ-algebra on X and µ : A → [0,∞]
is positive measure on X. Basic notions related to such a triplet are recorded in [Alt16, Bog07, Gra08]
especially in [EG15]. Our exposition here and in the next section abundantly relies upon these materials .

Definition A.1. For 1 ≤ p ≤ ∞, the space Lp(X) is the space of class of measurable functions u : X → R
such that ‖u‖Lp(X) <∞ with

‖u‖Lp(X) =
(ˆ

X

|u(x)|p dµ(x)
)1/p

for 1 ≤ p <∞

‖u‖L∞(X) = inf{c > 0 : |u| ≤ c µ− a.e on X} for p =∞.

Let us quote without proofs some significant results on Lp(X). We start with Hölder inequality which
appears to be the most important inequality on Lp-spaces.

Theorem A.2 (Hölder inequality). For 1 ≤ p, p′ ≤ ∞, such that p + p′ = pp′ then for all measurable
functions u, v : X → R the following inequalities ‖uv‖L1(X) ≤ ‖u‖Lp(X)‖v‖Lp′ (X) holds true that is

ˆ
X

|u(x)v(x)|dµ(x) ≤
(ˆ

X

|u(x)|p dµ(x)
)1/p(ˆ

X

|u(x)|p
′

dµ(x)
)1/p′

.

More generally assume r, p1 · · · , pn ∈ [1,∞] satisfy the relation

1
p1

+ · · ·+ 1
pn

= 1
r
.

Then for all measurable functions u1, · · · , un : X → R we have

‖u1 · · ·un‖Lr(X) ≤ ‖u1‖Lp1 (X) · · · ‖un‖Lpn (X).

In particular, u1 · · ·un ∈ Lr(X) once ui ∈ Lpi(X), i = 1, · · · , n.

One of the most influential inequalities on the integration theory is the Jensen’s inequality.

Theorem A.3 (Jensen inequality). Let u : X → R be measurable and let ϕ : R → [0,∞) be a convex
function such that ϕ ◦ u ∈ L1(X). Assume µ(X) <∞ then,

ϕ

( 1
µ(X)

ˆ
X

u(x) dµ(x)
)
≤ 1
µ(X)

ˆ
X

ϕ ◦ u(x) dµ(x).

Actually, it is possible to derive Hölder inequality from Jensen’s inequality. Exploiting the Hölder inequal-
ity we are able to prove the Minkowski inequality.

Theorem A.4 (Minkowski inequality). For 1 ≤ p ≤ ∞, then for all measurable functions u, v : X → R
one has the following triangle inequality

‖u+ v‖Lp(X) ≤ ‖u‖Lp(X) + ‖v‖Lp(X).

The Minkowski inequality shows that Lp(X) is a normed space. We have the following.
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Appendix A. Lebesgue Spaces

Theorem A.5 (Riesz-Fischer). For 1 ≤ p ≤ ∞, the space Lp(X) is a Banach space under the norm
u 7→ ‖u‖Lp(X).

The next very important result is the monotone convergence theorem due to Lebesgue and Beppo Levi.

Theorem A.6 (Monotone convergence or Beppo Levi). Assume (un)n is a sequence of nonnegative
measurable functions on X such that 0 ≤ un ≤ un+1 a.e for each n ≥ 1 then

ˆ
X

lim
n→∞

un(x) dµ(x) = lim
n→∞

ˆ
X

un(x) dµ(x).

An alternative to the monotone convergence theorem when the monotonicity is violated is the so called
Fatou’s lemma.

Theorem A.7 (Fatou’s lemma). Assume (un)n is a sequence of nonnegative measurable functions on X
then

ˆ
X

lim inf
n→∞

un(x) dµ(x) ≤ lim inf
n→∞

ˆ
X

un(x) dµ(x).

Of course to complete the discussion on convergence one needs to recalls the Lebesgue Dominated conver-
gence theorem but we defer this to the next section which will be derived as an immediate consequence
of the Vitali convergence Theorem (cf. Theorem A.25).

Theorem A.8 (Fubini Theorem). Let (X1,Ai, µi) i = 1, 2 be two σ-finite measurable spaces and let(
X1 ×X2,A1 ⊗ A2, µ1 ⊗ µ2

)
be the corresponding product space. Assume v : X1 ×X2 → R is A1 ⊗ A2-

measurable then1

ˆ

X1×X2

|v(x1, x2)| dµ1⊗µ2(x1, x2) =
ˆ

X1

(̂
X2

|v(x1, x2)| dµ1(x1)
)

dµ2(x2) =
ˆ

X2

(̂
X1

|v(x1, x2)| dµ1(x2)
)

dµ2(x1)

additionally if v ∈ L1(X1 ×X2) then,
ˆ

X1×X2

v(x1, x2) dµ1 ⊗ µ2(x1, x2)=
ˆ

X1

(ˆ
X2

v(x1, x2) dµ1(x1)
)

dµ2(x2)=
ˆ

X2

(ˆ
X1

v(x1, x2) dµ1(x2)
)

dµ2(x1).

A.2. The Vitali convergence theorem
It is the aim of this section to establish the Vitali convergence theorem which provides necessary and
sufficient conditions for convergence in Lp-spaces. Throughout, we assume that (X,A, µ) is a measure
space and by "measurable" or "integrable" we refer to this triplet. We start with some basics.

Definition A.9. A sequence (un)n∈N of measurable functions is said to converge in measure to u if for
all ε > 0

lim
n→∞

µ{x ∈ X : |un(x)− u(x)| ≥ ε} = 0.

We said that (un)n∈N is Cauchy in measure if for all ε > 0

lim
m,n→∞

µ{x ∈ X : |um(x)− un(x)| ≥ ε} = 0.

Let us see the connections between the convergence in measure and other types of convergence.

Proposition A.10. Let u and (un)n∈N be measurable functions. The following statements hold true.
1Fubini theorem for nonnegative functions is often known as the Fubini-Tonelli theorem
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A.2. The Vitali convergence theorem

(i) Suppose µ(X) < ∞. If the sequence (un)n converges pointwise µ-almost everywhere to u then it
converges in measure to u.

(ii) If the sequence (un)n converges in Lp(X) (1 ≤ p <∞) to u then it converges in measure to u.

(iii) If the sequence (un)n converges in measure to u then there is a subsequence (unj )j of (un)n which
converges pointwise µ-almost everywhere to u.

Proof. Without any loss of generality we assume that u = 0.
(i) Given that un → 0 µ-a.e., for any ε > 0 the measurable set E = {x ∈ X : lim sup

n→∞
|un(x)| > ε} has

measure zero and contains the measurable sets Bn =
⋃
k≥n
{|uk| ≥ ε} with Bn+1 ⊂ Bn. Since µ(X) < ∞,

by monotonicity of the measure µ we get

lim
n→∞

µ({x ∈ X : |un(x)| > ε}) ≤ lim
n→∞

µ(
⋃
k≥n
{|uk| ≥ ε}) = µ(

⋂
n≥1

Bn) ≤ µ(E) = 0.

(ii) Assume |un‖Lp(X)
n→∞−−−−→ 0 then the convergence in measure is a straightforward consequence of

Chebyshev’s inequality, since for all ε > 0 we have

lim
n→∞

µ({x ∈ X : |un(x)| > ε}) ≤ lim
n→∞

‖un‖Lp(X)

ε
= 0.

(iii) Assume un converges in measure to 0 then for every ε = 1
2k we capable to gradually construct (nk)k

with nk < nk+1 such that

µ({x ∈ X : |un(x)| > 1
2k }) ≤

1
2k for all n ≥ nk.

Now let

E =
⋂
n≥1

⋃
k≥n
{x ∈ X : |unk(x)| > 1

2k } =
⋂
n≥1

En.

Observing that En+1 ⊂ En and µ(X) <∞ then the monotonicity of the measure µ yields

µ(E) = lim
n→∞

µ(En) ≤ lim
n→∞

∞∑
k=n

µ({|unk | >
1
2k }) ≤ lim

n→∞

∞∑
k=n

1
2k = lim

n→∞

1
2n−1 = 0.

If x ∈ X \ E then there exists Nx ≥ 1 such that x 6∈ {x ∈ X : |unk(x)| > 1
2k } for all k ≥ Nx i.e

|unk(x)| ≤ 1
2k for all k ≥ Nx which means that unk(x) k→∞−−−−→ 0. Hereby providing the subsequence sought

for.

Setwise the convergence in measure on a finite measure space may be defined by means of a topology.

Proposition A.11. Assume the measure µ is finite, i.e. µ(X) < ∞. Let (un)n∈N be a sequence of
measurable functions. A necessary and sufficient condition for (un)n to converge in measure is that
ρ(un) n→∞−−−−→ 0 where

ρ(u) =
ˆ
X

|u(x)|
1 + |u(x)| dµ(x).

Proof. First and foremost, it clearly appears that for each ε > 0 and every n ≥ 1 we have

An = {x ∈ X : |un(x)| ≥ ε} =
{
x ∈ X : |un(x)|

1 + |un(x)| ≥
ε

1 + ε

}
.

205



Appendix A. Lebesgue Spaces

Utilizing this remark, entails on the one hand that µ(An) ≤ 1+ε
ε ρ(un) and on the other hand that

ρ(un) =
ˆ
An

|un(x)|
1 + |un(x)| dµ(x) +

ˆ
X\An

|un(x)|
1 + |un(x)| dµ(x)

≤
ˆ
An

1 dµ(x) +
ˆ
X\An

ε

1 + ε
dµ(x) = µ(An) + εµ(X).

The claim readily follows by letting n→∞ and after ε→ 0.

Remark A.12. It clearly appears that the convergence in measure induces a topology on the set of class
of measurable functions on X which is metrisable relatively to the distance function

ρ(u, v) := ρ(u− v) =
ˆ
X

|u(x)− v(x)|
1 + |u(x)− v(x)| dµ(x).

The convergence in measure induces a topology on the space of class of measurable functions. The
following theorem states its completeness under this topology. For a proof we refer to [Bog07, Gra08].

Theorem A.13. A sequence (un)n of measurable functions on X that is Cauchy in measure converges
in measure up to a subsequence.

Theorem A.14 (Ergorov’s Theorem). Assume that E ⊂ X is a measurable subset with finite measure,
i.e. µ(E) < ∞. If (un)n is a sequence of measurable functions converging almost everywhere on A to a
function u then for every ε > 0 there is A ⊂ E such that µ(A) < ε and the convergence of (un)n to u
holds uniformly on E \A.

Proof. Let us fix k ≥ 1 and consider the measurable set

Ak =
⋂
n≥1

An,k with An,k =
⋃
m≥n
{x ∈ E : |um(x)− u(x)| ≥ 1

k
}.

Let x ∈ Ak, it turns out that for all n ≥ 1 there is m ≥ n such that |um(x)− u(x)| ≥ 1
k . In other words,

x belongs to a set of measure zero given that (un)n converges to u almost everywhere on E. Hence it is
easy to recognise that µ(Ak) = 0. Moreover µ(E) < ∞ and An+1,k ⊂ An,k so that by the monotonicity
of the measure µ, lim

n→∞
µ(An,k) = µ(Ak) = 0. Now for fixed ε > 0 there is nk such that µ(Ank,k) < ε

2k .

Therefore setting
A =

⋃
k≥1

Ank,k =
⋃
k≥1

⋃
m≥nk

{x ∈ E : |um(x)− u(x)| ≥ 1
k
}

one obtains µ(A) < ε and the uniform convergence (un)n on E \A follows since for each k ≥ 1

sup
x∈E\A

|um(x)− u(x)| < 1
k

for all m ≥ nk.

It is significant to mention that the conclusion of Ergorov’s theorem may fail if the finiteness of µ(E) is
violated. Indeed on R, the sequence un = 1[n,n+1] converges pointwise everywhere to u = 0 on R and
does not uniformly since for each n ≥ 1 sup

x∈R
|un(x)| = 1.

Let us now introduce some important notions such as the equiintegrability and the tightness.
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A.2. The Vitali convergence theorem

Definition A.15. A set F of measurable functions on X is called uniformly integrable (or equiintegrable)
if: for every ε > 0 there exists δ > 0 such that for a measurable set E ∈ A, if µ(E) < δ, then

ˆ
E

|u(x)| dµ(x) < ε for all u ∈ F .

This can be fairly written in short form as

lim
µ(E)→0

sup
u∈F

ˆ
E

|u(x)| dµ(x) = 0.

More generally, F is called p-uniformly integrable (or p-equiintegrable) for some 1 ≤ p <∞ if

lim
µ(E)→0

sup
u∈F

ˆ
E

|u(x)|p dµ(x) = 0.

The next result gives an equivalent definition of the equiintegrability.

Proposition A.16. Let F be a set of measurable functions. The following assertions are true.

(i) A necessary and sufficient condition for F to be uniformly integrable is that

lim
µ(E)→0

sup
u∈F

∣∣∣ˆ
E

u(x) dµ(x)
∣∣∣ = 0.

(ii) If in addition, F is a bounded subset of Lp(X) then F is uniformly integrable if and only if

lim
R→∞

sup
u∈F

ˆ

{|u|≥R}

|u(x)|p dµ(x) = inf
R≥0

sup
u∈F

ˆ

{|u|≥R}

|u(x)|p dµ(x) = 0.

Proof. (i) It is clear by definition that the uniform integrability implies

lim
µ(E)→0

sup
u∈F

∣∣∣ ˆ
E

u(x) dµ(x)
∣∣∣ = 0.

For the converse, let ε and δ be such that if µ(E) < δ,∣∣∣ ˆ
E

u(x) dµ(x)
∣∣∣ < ε/2 for all u ∈ F .

Observe that for every u ∈ F and fix a measurable set E with µ(E) < δ, the sets E1 = E ∩ {u ≥ 0}
and E2 = E ∩ {u < 0} are measurable too. Hence, the desired claim follows from the above since u is
arbitrarily chosen and µ(E1), µ(E2) < δ and

ˆ
E

|u(x)| dµ(x) =
ˆ
E∩{u≥0}

u(x) dµ(x) +
ˆ
E∩{u<0}
−u(x) dµ(x)

=
∣∣∣ˆ
E1

u(x) dµ(x)
∣∣∣+

∣∣∣ˆ
E2

u(x) dµ(x)
∣∣∣ < ε.

(ii) Assume F is bounded in Lp(X) and let M = sup
u∈F
‖u‖Lp(X). For u ∈ F and every R > 0 we have

µ{|u| > R} = 1
Rp

ˆ

{|u|>R}

|u(x)| dµ(x) ≤ 1
Rp

ˆ
X

|u(x)| dµ(x) ≤ M

Rp
.
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This forces µ{|u| > R} → 0 as R→∞ and hence if F is uniformly integrable then

lim
R→∞

sup
u∈F

ˆ

{|u|≥R}

|u(x)| dµ(x) = inf
R≥0

sup
u∈F

ˆ

{|u|≥R}

|u(x)| dµ(x) = 0.

The converse holds straightforwardly since for each measurable set E with a small measure, the following
is true.

sup
u∈F

ˆ
E

|u(x)| dµ(x) ≤ sup
u∈F

ˆ

E∩{|u|<R}

|u(x)| dµ(x) + sup
u∈F

ˆ

E∩{|u|≥R}

|u(x)| dµ(x)

≤Mµ(E) + sup
u∈F

ˆ

{|u|≥R}

|u(x)| dµ(x).

We now introduce the tightness which an is accurate expedient concept preventing a family of measurable
function from escaping to infinity.

Definition A.17. Let 1 ≤ p < ∞. A set F of measurable functions on X is called to be p-tight (or
simply tight for p = 1) if for every ε > 0 there exists measurable set E with a finite measure i.e µ(E) <∞
such that ˆ

X\E
|u(x)|p dµ(x) < ε for all u ∈ F .

This can be written in compact form as

inf
µ(E)<∞

E measurable

sup
u∈F

ˆ
X\E
|u(x)|p dµ(x) = 0.

When X = Rd is equipped with the Lebesgue measure the p-tightness F is equivalent to

lim
R→∞

sup
u∈F

ˆ

{|x|≥R}

|u(x)|p dx = 0.

Warning: Some authors define equiintegrability as uniform integrability plus tightness. Of course if
µ(X) <∞ then the tight is gratuitous.

Remark A.18. Let u ∈ Lp(X) then the set F = {u} is p-tight and p-uniformly integrable. Indeed, since
u is integrable, it emanates form the monotone convergence theorem that for ε > 0 there is n ≥ 1 large
enough such that

ˆ
X

|u(x)|p1{|u|≤ 1
n}

(x) dµ(x) < ε

and as well ˆ
X

|u(x)|p1{|u|>n}(x) dµ(x) < ε/2.

On one hand, the tightness follows from the first estimate since letting An = {x ∈ X : |u(x)| > 1
n} the

Chebyshev’s inequality yields

µ(An) = µ({x ∈ X : |u(x)| > 1
n
}) ≤ n‖u‖Lp(X) <∞
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and we have ˆ

X\An

|u(x)|p dµ(x) =
ˆ
X

|u(x)|p1{|u|≤ 1
n}

(x) dµ(x) < ε.

On the other hand, for any measurable set E with µ(E) < δ = ε/2np the second inequality leads to the
uniform integrability through the following.

ˆ
E

|u(x)|p dµ(x) =
ˆ
E

|u(x)|p1{|u|≤n}(x) dµ(x) +
ˆ
E

|u(x)|p1{|u|>n}(x) dµ(x)

≤ npµ(E) +
ˆ
X

|u(x)|p1{|u|>n}(x) dµ(x) < ε.

Correspondingly, upon the above observation any finite subset {u1, · · · , uN} of Lp(X) is also p-tight and
p-uniformly integrable.

We now are in a position to state the Vitali convergence theorem.

Theorem A.19 (Vitali convergence theorem). Let u and (un)n be a sequence of measurable functions.
Then (un)n converges to u in Lp(X) with 1 ≤ p <∞ if and only if (un)n is p-uniformly integrable, p-tight
and converges in measure to u.

Proof. Assume (un)n converges to u in Lp(X) then the convergence in measure follows from to Propo-
sition A.10. Note that for every measurable set A ⊂ X we have

ˆ
A

|un(x)|p dµ(x) ≤ 2p−1
ˆ
A

|u(x)|p dµ(x) + 2p−1
ˆ
X

|un(x)− u(x)|p dµ(x).

Given that for each N ≥ 1 the set {u, u1, · · · , uN} is p−uniformly integrable and p-tight as a finite subset
of Lp(X) so is the sequence (un)n since ‖un − u‖Lp(x)

n→∞−−−−→ 0.
Let us now show that the converse holds true. Again from Proposition A.10 we can assume that (un)n
converges almost everywhere to u on X. Now for fixed ε > 0 the p-uniform integrability and the p-
tightness imply that there exist δ > 0 and a measurable set E ⊂ X with µ(E) <∞ both depending solely
on ε such that

sup
n≥1

ˆ
X\E
|un(x)|p dµ(x) < ε and sup

n≥1

ˆ
A

|un(x)|p dµ(x) < ε for all µ(A) < δ.

Given the pointwise convergence, with the aid of the Fatou’s lemma the above estimates respectively
imply

ˆ
X\E
|u(x)|p dµ(x) ≤ lim inf

n→∞

ˆ
X\E
|un(x)|p dµ(x) < ε

and ˆ
A

|u(x)|p dµ(x) ≤ lim inf
n≥1

ˆ
A

|un(x)|p dµ(x) < ε for all µ(A) < δ.

Combining these estimates with the previous ones gives

sup
n≥1

ˆ
X\E
|un(x)− u(x)|p dµ(x) < 2pε and sup

n≥1

ˆ
A

|un(x)− u(x)|p dµ(x) < 2pε, ∀ µ(A) < δ. (A.1)

Since µ(E) < ∞, for the choice of δ > 0 as above the Ergorov’s Theorem A.14 reveals that there is a
measurable set A ⊂ E with µ(A) < δ such that (un)n converges uniformly to u on E \A, i.e.

sup
x∈E\A

|un(x)− u(x)|p n→∞−−−−→ 0.
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For the particular choices of E and A with µ(A) < δ in combination with the estimates in (A.1) we get
ˆ
X

|un(x)− u(x)|p dµ(x) ≤
ˆ
X\E
|un(x)− u(x)|p dµ(x) +

ˆ
A

|un(x)− u(x)|p dµ(x)

+
ˆ
E\A
|un(x)− u(x)|p dµ(x)

≤ 2pε+ 2pε+ µ(E \A) sup
x∈E\A

|un(x)− u(x)|p.

The expected convergence in Lp(X) thus follows by letting n→∞ and ε→ 0 successively.

Remark A.20. Note that the tightness cannot be completely dropped. Indeed on R, if we consider
un = 1[n,n+1] then (un)n converges pointwise everywhere to u = 0 and is uniformly integrable since for
each n ≥ 1 and every measurable set E with |E| < ε,

ˆ
E

undx = |E ∩ [n, n+ 1]| ≤ |E| < ε.

Nevertheless,

1 = lim
n→∞

ˆ
X

un(x) dx 6=
ˆ
X

lim
n→∞

un(x) dx = 0.

We now visit some consequences of Vitali’s convergence theorem.

Corollary A.21. Let (un)n be a sequence of Lp(X) with (1 ≤ p < ∞) converging almost everywhere to
u ∈ Lp(X). Then (un)n converges to u in Lp(X) if and only if (|un|p)n converges to |u|p in L1(X).

Proof. The result plainly springs from Theorem A.19 based on the observation that (un)n is p-uniformly
integrable and p-tight if and only if (|un|p)n is uniformly integrable and tight.

A deeper version of the above result is the following.

Corollary A.22. Let (un)n be a sequence of Lp(X) with (1 ≤ p < ∞) converging almost everywhere to
u ∈ Lp(X). Then (un)n converges to u in Lp(X) if and only if ‖un‖Lp(X)

n→∞−−−−→ ‖u‖Lp(X).

Proof. The forward implication is obvious hence let us prove the converse statement. Assume ‖un‖Lp(X) →
‖u‖Lp(X) as n→∞. Put gn = max(0, |u|p − |un|p). We have gn n→∞−−−−→ 0 pointwise almost everywhere,
(gn)n uniformly integrable and tight since 0 ≤ gn ≤ |u|p for each n ≥ 1 and |u|p ∈ L1(X). Wherefore,
Theorem A.19 implies

ˆ
X

max(0, |u|p − |un|p) dµ(x) =
ˆ
X

gn(x) dµ(x) n→∞−−−−→ 0.

Taking into account the identity |un|p − |u|p = hn − gn with hn = max(0, |un|p − |u|p) and gn =
max(0, |u|p − |un|p), the assumption also entails

lim
n→∞

ˆ
X

hn(x) dµ(x) = lim
n→∞

(
‖un‖pLp(X) − ‖u‖

p
Lp(X)

)
− lim
n→∞

ˆ
X

gn(x) dµ(x) = 0.

Finally, since ||un|p − |u|p| = hn + gn = max(0, |un|p − |u|p) + max(0, |u|p − |un|p) we get

lim
n→∞

ˆ
X

||un(x)|p − |u|p(x)| dµ(x) = 0.

That is (|un|p)n converges to |u|p in L1(X) thus by Corollary A.21 (un)n converges to u in Lp(X).
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Alternatively one may consider the sequence of positive functions (2p−1(|un|p + |u|p)− |un − u|p)n which
converges almost everywhere to 2p|u|. Therefore, in view of Fatou’s lemma and the assumption we get

2p‖u‖pLp(X) ≤ lim inf
n→∞

ˆ
X

[
2p−1(|un|p + |u|p)− |un − u|p

]
dµ(x)

= 2p‖u‖pLp(X) − lim sup
n→∞

ˆ
X

|un − u|p
)

dµ(x).

The result follows since we have shown that lim sup
n→∞

‖un − u‖Lp(X) = 0.

The special case p = 1 provides the following well-known and established Scheffé lemma.
Corollary A.23 (Scheffé Lemma, [Wil91], p.55). Let (un)n be a sequence of L1(X) converging almost
everywhere to u ∈ L1(X). Then (un)n converges to u in L1(X) if and only ifˆ

X

|un(x)| dµ(x) n→∞−−−−→
ˆ
X

|u(x)| dµ(x).

A typical application of Vitali’s theorem is provided by the next result.
Corollary A.24. Assume µ(X) < ∞ and 1 < p < ∞. Let (un)n be a bounded sequence of Lp(X)
converging almost everywhere to u. Then (un)n converges to u in Lr(X) for all 1 ≤ r < p.

Proof. The r-tightness (un)n obviously holds true and the r-uniform integrability follows from Hölder
inequality

sup
n≥1

ˆ
E

|un(x)|r dµ(x) ≤ µ(E)1− rp sup
n≥1

( ˆ
X

|un(x)|p dµ(x)
)r/p

≤ Cµ(E)1− rp µ(E)→0−−−−−→ 0.

The celebrated Lebesgue dominated convergence theorem appears as an immediate consequence of Vitali’s
convergence theorem.
Theorem A.25 (Lebesgue dominated convergence theorem). Let (un)n be a bounded sequence of Lp(X)
with (1 ≤ p <∞) converging almost everywhere to u. Assume that there exists g ∈ Lp(X) such that

sup
n≥1
|un(x)| ≤ g(x) for almost every x ∈ X

then u ∈ Lp(X) and

lim
n→∞

ˆ
X

|un(x)− u(x)|p dµ(x) = 0.

Proof. The function g ∈ Lp(X) is p-uniformly integrable and p-tight so is (un)n because |un| ≤ g for all
n ≥ 1 and thus the result follows from Theorem A.19.

Another consequence of the Vitali theorem is Brezis-Lieb lemma [Bre10, Section 4.5] is the following.
Theorem A.26 (Brezis-Lieb lemma). Let (un)n be a bounded sequence of Lp(X) with (1 < p < ∞)
converging almost everywhere to u. Then

‖u‖pLp(X) = lim
n→∞

{
‖un‖pLp(X) − ‖un − u‖

p
Lp(X)

}
.

In particular, if ‖un‖Lp(X)
n→∞−−−−→ ‖u‖Lp(X) then ‖un − u‖Lp(X)

n→∞−−−−→ 0.

Proof. Note that boundedness plus almost everywhere convergence imply the weak convergence. Then
|un− u|⇀ 0 (weakly) in Lp(X) and |un− u|p−1 ⇀ 0 (weakly) in Lp′(X). One concludes by noticing that
There exists a constant C > 0 such that for all a, b ∈ R (taking a = un − u, b = u),

||a+ b| − |a| − |b|| ≤ C(|b|p−1a+ |a|p−1b).
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