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Chapter 1

Introduction

Economic agents find themself very often in a decision situation in which they have to

balance strongly contrary effects in order to generate with their decision an outcome

that is beneficial. Whereby the term economic agents is meant in a very broad sense. In

principle all single persons or institutions are at some point in such a decision situation.

For example a government has to decide whether it announces a law in the interest

of one or in the interest of another group of voters, voters them self might have to

decide whether to confirm a government or not with witch they agree on some point of

its political agenda and disagree on some others, a firm has to decide which group of

workers it promotes or to balance various cost effects that might come along with the

reorganization of its operations. All those agents are in a dilemma situation, thus they

need to handle a certain trade-off that might origin in a scarce resource that can be

allocate just ones or in other interdependencies originating from preferences or physical

constraints only to name a few.

There are as many different ways to model such decision situations as different

situations themself. One can think of dynamic or static set-ups, of agents that base

their decision on heuristics or on an optimization approach or of decision situations

in which agents operate in an uncertain or a certain environment to name only some

possible criteria. The contribution of this work is to shed some light on the way such

decision situations could be modeled and on explicit underlying mechanisms that occur

in some of those situations. Therefore, the work is divided into two parts. The first

part has a broad view on such situations. The goal is to derive general characteristics
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CHAPTER 1. INTRODUCTION

that many of those decision situations have in common. Furthermore, I describe how

these characteristics are connected and I make suggestions how to capture them in

the scope of an agent-based model. This part of the work attributes therefore to the

methodological structure of economics. In the second part the focus is on two specific

decision situations. The economic agent is in both cases a firm that reorganizes because

of technological progress. Thereby the firm has to balance contrary cost effects. The

goal of this part of the work is to examine and illustrate the way firms deal with those

cost trade-offs and which consequences this has for the worker employed by the firm.

In the following I will give a brief overview about each single project.

In the second chapter I introduce four characteristics that a lot of decision situations

have in common. First the decisions agents make, in other words the manifestations

of their choice variables, will feed back to them over time, along certain steps. Where

each step comprises a decision of another agent. This is, what I will call a feedback

loop. Furthermore there is always at least one agent that is involved in two or more of

such feedback loops.

The second characteristic is that agents decisions, thus the feedback loops are in-

terdependent. This can be caused by different reasons for example a limited amount

of money, time or space, because of complementarity of consumption goods or input

factors or by technical constraints.

The third characteristic concerns coordination. The common thing in all examples

in terms of coordination is that agents interact sequentially with each other. For

example a government announces a budget plan or a policy mix or a firm sets wages

and prices in one period their counterparts, e.g. voters, workers or costumers, however

will process this in the next period and act accordingly, afterwards this causes a reaction

of the agents next on the feedback loops. At some point the initial impulses gets back

to the first agents who then may adjust again depending on the reaction of their social

environment. The main consequence from this kind of interaction is that there is no

direct coordination between the agents. From this follows that a mismatch of the

interests of the interacting agents is rather the standard case than an exception.

This leads directly to the fourth characteristic, agents hesitant adjustment behavior.

Because of the lack of information and no assurance of coordination an agent can not
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CHAPTER 1. INTRODUCTION

connect perfectly her behavior and that of the other agents. Thus an agent is uncertain

how to respond to a change in her social environment. On the one side an agent shows

at first strong hesitation regarding adjustments to behavioral changes of her social

environment. Even if changes keep going, either she does only small adjustments

of her behavior or no changes at all. On the other side, at a particular point once

the imbalance between her environment and her own behavior becomes too large she

overcomes the reasons causing her hesitation. The following adjustments are more

intense than the recent environmental changes would suggest.

In the second part of the second chapter I develop a small-scale agent based model

that incorporates those characteristics. Afterwards the effect of the hesitant adjustment

behavior on the dynamic of the model is analyzed.

The starting point for the third chapter are two empirical phenomena. A topic to

which for decades social science devoted frequently much attention is the development

of labor incomes, more precisely of the inequality between the incomes of different

groups of workers. Empirical results suggest that there are fundamental mechanisms

underlying the economy that slowly but consistently cause incomes to become more

unequal. This can be observed not only in the entire economy but also on the firm

level. Among the various metrics to measure or to express income dispersion, the Gini

coefficient will be important in this work.

Another slow but not less persistent phenomenon is the increase of the variety of

professions and necessarily of educational opportunities. This trend towards a more

heterogeneous labor force always accompanied economic progress, but in recent decades

developments like computerization and digital transformation made this trend even

more visible. Firms regularly reorganize their operations that is, they reallocate the

tasks or activities, which together form those operations, between their workers. Usu-

ally, this leads to a higher degree of labor decision, thus the range of tasks resp. ac-

tivities that each worker conducts becomes smaller or in other words workers become

more specialized.

The contribution of this work is to show the connection between those two phe-

nomena, the increase in labor division and its effect on the income distribution of the

work force of a single firm. For this, I develop a model of a single firm that produces
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CHAPTER 1. INTRODUCTION

a final good and that takes the price of the good and the various wages of differently

skilled workers as given. The firm forms working groups and allocates the tasks to

them. Thus the firm has not only to decide which group conducts which set of tasks,

as it is the case in the task-based models, but also which number of working groups

is optimal, which is similar to Becker’s approach. Both decisions imply the optimal

organizational structure of the firm. We will see that the firm has to consider two

contrary effects when increasing the number of working groups. On the one hand, this

lowers the total wage costs, but on the other hand increases complexity, i.e. the costs

of coordination on the other side. In the event of technical progress the firm needs to

reorganize to balance both effects again. How that changes the optimal organizational

structure and moreover how that again influences the income distribution depends on

the production function of the firm and on the assumed outcome of the labor market.

It is well documented that in western countries the daily working time decreased

substantially during the last century. In the last decades it seems, even so that the gen-

eral trend is still in place, that the change of the daily working is unequally distributed.

This makes the labor force more and more heterogeneous in terms of the time they

spend at work. Nowadays there are workers who work only a couple of hours each day

and often even have to do more than one job. At the same time unions, representing

a huge part of the labor force, demand to reduce the weekly working time step by

step. Also their is a small but increasing group of workers with very high workloads

accumulating extra hours on a scale not know before. Additionally, workers who fall

into the last category pursue professions that comprises various highly interdependent

tasks. Such workers are for example managers, programmers, designers or consultants.

While workers of the first category are for example employed in the low paid service

sector conducting simple routinized tasks. Another phenomenon of the recent time is

that because of new technological trends and innovations like digital transformation

or cloud computing it becomes easier to coordinate workers even in large numbers.

Which raises the issue of the economic impact of those developments on the labor force

in terms of working time and income.

The contribution of the fourth chapter is to examine the connection of those phe-

nomena, the heterogeneity in the daily working time of various professions, which is
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CHAPTER 1. INTRODUCTION

correlated with the structure of the work processes inherent to those professions, and

the decreasing coordination efforts caused by technological progress. I illustrate and

analyze the underlying mechanisms from the perspective of a single firm and the corre-

sponding workforce. For this purpose I develop a model of a firm that is confronted with

two decision problems. First, it has to allocate the daily working time between tasks

that a single worker is supposed to conduct. And second, the firm has to determine its

optimal combination of workers and working time.
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CHAPTER 2. INTERDEPENDENT FEEDBACKS – AN AGENT’S DILEMMA

2.1 Introduction

In most real live situations agents, such as consumers, voters, governments or firms,

neither have the luxury to observe the behavior of all agents of their social environment

and perceive all properties of the social and physical world nor are they able to make

their decisions one by one. Usually agents have to do plenty of decisions that depend

on each other. At the same time based on some general knowledge and information

they received through interactions with a certain group of agents during past periods.

These interactions take place in a lot of different combinations. One agent might be

influenced by one or a couple of the decisions that are made by a certain agent in

her environment. Moreover she might directly respond with an action, what implies

a preceding decision, that in turn affects the first agent or she interacts with a third

one whose reaction then again is considered by the first agent. Just as one can think

of a situation where both happens at the same time. It is easy to imagine that there

are uncountable many possibilities of interaction schemes that might occur in the real

world. In this context making a decision means that an agent responds resp. adjusts

to changes in her environment caused by actions of some of the other agents in the

past periods and in turn causing changes herself in the perceived environment of some

other agents in the next period. A crucial point in this work is how agents conduct

these adjustments. In the real world a whole range of adjustment behavior is observable

from agents that immediately adjust to changes to situations in which agents delay their

adjustments until a certain point is reached and finally adjust by a few big steps.Before

going into more details, lets have a brief look at some examples.

A decision regularly made by a government is how to distribute a limited budget

to possible uses. Lets say a government has to decide in which proportion to split a

certain budget that might either be used for security purposes such as payments for

the police force or it can be spent for education.1 Obviously the goal of the ruling

1There are plenty of other examples where a government has to decide how to use a scarce resource

to meet contrary demands. This dilemma does not necessarily have to arise from a shared budget. In

the model of the second part the limiting factor is a strip of land that needs to be allocated between

two modes of usage. Also time as in situations where during the day certain activities are or are not

allowed e.g. operating a airport or a factory is a resource of such kind as is the pollution capacity of

8



CHAPTER 2. INTERDEPENDENT FEEDBACKS – AN AGENT’S DILEMMA

parties is to split the budget in a way that satisfies the population, that is, the voters

most. Even so that a government usually knows that there are voters who prefer that

more money is spend for security and those who tend to higher education expanses it

neither necessarily knows the proportion of these groups nor their exact preferences

over different implementable states concerning the security force and the education

system. Additionally, new circumstances might occur, e.g. new security threads or new

technologies that demand changes in the education system, which very likely would

make a redistribution of the budget necessary. Beside its general knowledge about

the voter the government will base its decision to adjust the budgets for the next

period on the signals received from the voters, their satisfaction levels, during the last

periods. Lets assume a government thinks it is reasonable to shift some money from

the education to the security budget to meet changes in the needs of the society. If

the voters who benefit from such a policy show a positive signal of satisfaction while

those who are worse of do not signal their dissatisfaction with the same intensity the

government will very likely continue to change the budgets arguing that according to

the received signals it will improve the overall situation of the population. This will last

until the dissatisfaction of the second group reaches a point that makes them overcome

the reason for delaying their responses to recent developments. What could have been

the instance that they are uncertain about the sustainability of the budget change or

that they are unsure about additional consequences that a reaction from their side my

cause, an effect that is described in the last example below. Once those agents start

to signal their actual satisfaction level they will send strong signals even so that there

might have been only small changes over the last periods. Receiving strong negative

signals from this group will cause the government to over think its policy. Depending

on how secure the government feels about the recent trend of the signals and about the

consequences a contrary change of the budget will cause it might react immediately,

thus changing the budgets in favor of the second group, as it might conduct only small

changes, that is, delaying adjustments until it feels more convinced of the recent trend

change. Of course strategies in between these two opposite ends of a continuum in

an environmental entity. The differences and the shared characteristics of cases with such resources

involved are briefly sketched below.
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terms of the assumed adjustment aversion are thinkable as well. In case the reaction

of the government is strong enough to trigger a change in the announced satisfaction

levels, furthermore if both voter groups are similar in their way to respond to budget

changes, that is, to positive ones within a narrower time frame than to negative ones,

and if the government considers recent signals more than such from earlier periods

than the proportion of the budgets will move in opposite direction as before. This will

continue until a group of voters, what would be this time the first one, intervenes and

the whole cycle starts again. Whether at some point in time a stable split of the overall

budget will be reached or whether the proportion of the budgets continues to change

or whether even a very different dynamic will occur depends on the interplay of the

adjustment and learning behavior of the voters and those of the government.

Changing the system of legal rules, thus changing laws and regulations, is beside

the budget another important tool a government may use to balance the interests

of the citizens of its administrative area. An often announced political goal is the

support and promotion of a certain social group or of a particular region. Usually

this is only achievable by a well aligned interplay of various specific regulations and

investments. Lets say the government want to improve the employment situation in an

underdeveloped area by settling firms of an promising economic sector. Normally the

authorities do not found and run such businesses by themselves but creating incentives

for firms to settle by setting up a promising business environment. For example the

government might lower local taxes and change the orientation of the education system

and that of its research spendings towards professions and projects connected to the

economic sector in mind. As in the first example it is unavoidable that such changes

will worsen the situation of some people. In terms of tax reduction it will very likely

effect the employment situation in other areas since firms settling in the latter have

a competitive disadvantage or they move themselves. If the tax reduction applies

also to already operating firms it will reduce the state revenues and consequently the

expenditures for uses certain groups profited from. Another possible side effect is

that some parts of the population consider a lower participation of firms in bearing

the costs of a functioning state as unjustified. Considering the education and research

system another orientation goes necessarily along with less fonds for other projects and

10
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studies, what most likely will not be appreciated by the affected people. In a nutshell

there will be voters who are not approving such policy changes. On the other hand

an increase of the employment level in the underdeveloped region will have a positive

effect on the approval rate. Thus the goal of the government is to make sure that in

the eye of the entire votership this effect overcompensates the negative ones. Whether

this is the case depends on the ability of the government to harmonize both policies.

Only lowering the local taxes may induce firms to settle in the respective area but the

employment effects would probably be small if they can not employ enough suitable

educated people or collaborate with state research institutions. Firms might as well

settle only administrative units to benefit from the tax subsidies or they operate on a

high level of automation while the mentioned negative effects occur to a large extent.

On the other hand changing the education system but reducing the taxes only by a

small amount would provide well qualified workers but it might be altogether still not

profitable to operate in the particular area. In the end the government would lose

approval from those voters who disagree with the new orientation in the education

system without attracting new voters who were supposed to benefit from such policy

mix. What dynamic will occur while trying to find a good set of policies will highly

depend on the patience and the aversion to change of all involved groups. If the voters

who are affected by the negative consequences of a policy change respond immediately

there will be probably not much of a change since the positive effects will not have time

to unfold. This is especially the case if firms are risk avers, hence it takes longer before

they are convinced that a new and sustainable trend is established and hence before

they are willing to invest. Unless the government itself is patient enough to continue its

policy even so that there will be an increasing number of opposing voters for a while.

In the case where voters might fear that their negative signals will cause unintended

ripple effects, that is they do not signal their dissatisfaction and furthermore if with its

changed policy mix the government is able to create positive effects for enough other

voters who show their estimation, then a political agenda with a new focus will emerge

until the disagreeing voters overcome their indecisiveness and demand corrections. How

this continues will also depend on the ability of the government to improve their trial

and error procedure to find a widely accepted policy mix.
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Cyclical changes of key variables can be observed not only in many different ways

in the political sphere of a society but also on the firm level. Even so that there

are contracts between firms and workers not all terms of their working relationship

can be clearly defined in advance or certain deviations are not verifiable. Imagine

a firm consist of two different departments. Usually the contract between the firm

and the workers of the departments lay down the working time, wages and several

aspects of the work content, while to a certain degree the engagement of the workers

or the fluctuation rate are not controllable. Furthermore the working environment

also consist of other things, that affect the commitment of the workers e.g. bonuses,

staff training or physical improvements of workplaces. To conduct the latter limited

resources like money and time are needed, thus a firm has to decide how to use these

resources in an optimal way therefore in a way that workers are most dedicated to their

tasks. For example if the management decides to change their bonus policy because of

some structural changes in the company or a changed profit situation most likely the

workers of the department relatively being better off in comparison to the last bonus

payments would send a positive signal while the others might wait before signaling

their dissatisfaction.2 Later we will see their might be different reasons why workers

do not respond immediately to changes, so far lets assume again that this is because

the second group is afraid what consequences a negative signal would have in this case

for their future employment situation. Based on the perceived reactions of the workers

the management would continue to shift bonus payments or continue to improve the

working environment of the first group by other means still assuming to improve the

overall efficiency of its workforce. But the growing dissatisfaction of the discriminated

workers will lead at some point to a behavioral change. Workers will work less efficient,

changing jobs or report sick, that is, sending a negative signal causing the management

to reevaluate their policy. Whether in the following one would observe the opposite

trend concerning changes of the working environment towards a stable allocation of

the available resources balancing the interests of the workers, no changes at all or even

2The initial impulse might also be caused by the workers themself, that is, they signal an altered

satisfaction level, for example because they do not perceive the current allocation to be fair anymore

or they believe to be recently in a stronger position to put such claims forward.
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fluctuations over a longer period depends on the interplay of the workers signaling

behavior and that of the management which might show delayed reactions as well.3

There are plenty of other situations in which a firm interacts responsibly with other

groups of agents and where it has to balance the interests of these groups to reach

its own goals. Obviously one of the most prominent interconnected interaction of a

firm are its simultaneous activities on several markets for example on a labor and on

a product market which because of its importance I want to briefly introduce. In the

real world such activities take place along a lot of different paths. Lets have a look

on a particular manifestation where on the one side a firm has to renew a certain

number of its labor contracts in each period because of retirements, contract duration

or general fluctuations. To compensate for this and for changes in its overall labor

demand the firm announces a wage offer each period. Subsequently the potential

workers decide whether they are willing to work for this wage. On the other side

the firm also announces a product price each period and again subsequently the other

market side responds by expressing a certain demand. There are two features inherent

to this kind of market interactions. First it is rather unlikely that demand and supply

on one market match not to mention on both at the same time. And second agents

neither do know exactly how other agents respond once they change their behavior nor

do they know whether a behavioral change of their counterparts is only caused by a

temporary effect or a longer lasting development. Additionally, consumers, workers just

as firms do effect with their decisions different aspects of their "live" at the same time

with often contradicting consequences in terms of their overall goals. In this example

a firm might be confronted with an higher demand for its product than expected if the

supply of labor is higher as well this could work out. Otherwise if it is lower or even

lower than expected the firm experiences a lost of potential revenue and has to decide

whether to respond by increasing the product price, the wage, a combination of it or

doing nothing assuming that the deviation is caused by an indeterminable temporary

effect. Once the firm changes its behavior it may happen again that costumers and

3As in all these examples the dynamic of the social situation depends also whether and in which

frequency exogenous stimuli occur. In this example that could be the bonus payments of an exogenous

peer group, demand shocks or changed legal regulations.
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workers do not respond with the intended intensity or not even in the direction it

thought of. Again either the firm concludes that the other agents are less sensitive

concerning the change of the wage and the product price than expected and adjusts

accordingly or it assumes that they are are as well indecisive about the sustainability

of the recent changes, thus delaying their adjustments. Also the potential workers

have to handle interdependent interests. They have to decide whether to work for

a certain wage even if it is not as high as expected what means less income for the

duration of the contract or to wait hoping the firm will do a better offer next period.

Otherwise even in case of a lag of labor supply the firm may not increase the wage

but reduces its labor demand. Furthermore, beside the fact that workers would lose

one period of income there is no guarantee that they will be choose by the firm in the

next period if many other workers decided to wait as well causing an excess supply of

labor. On the other hand the costumers of a firm facing a quite similar problem. If

prices are high shall they wait or buy the product considering that the firm might not

adjust the prices but the supply or that in the next period an excess demand could

occur in case of a price drop or that the firm holds the price thinking costumers only

delaying their purchases. Considering that people usually assuming both social roles

the interconnected interests uncover especially when durable goods and multi-period

payments and labor contracts are in place. Thus a worker who may not be a costumer

from her employee but most likely from another firm has to consider her consumption

decisions while deciding whether to work for a certain wage. Each decision agents

have to make separately takes place in an uncertain environment the linkage between

them even amplifies the uncertainty agents experience. Agents might show different

shema how to handle uncertainty, for example they may continuously adjust once they

noticed changes of relevant variables like the wage or an excess demand for the product

or they delay decisions until a certain trigger value is reached followed by periods of

bigger adjustments. Anyway the interplay of the agent specific adjustment processes

will determine the dynamics of the markets.

A lot of decisions that single individuals have to make fit as well the general picture

of situations drawn above. For example an individual assuming the role of a voter who

evaluates the political initiatives of the recent time. Lets consider a case that there

14



CHAPTER 2. INTERDEPENDENT FEEDBACKS – AN AGENT’S DILEMMA

are regular poles where people have to decide what level of satisfaction they announce

sending a signal to the ruling government. Usually voters do not evaluate a single pol-

icy but a set of policies that do not even need to be related to the same issue. Therefore

sending a positive signal having a recent development of a certain policy in mind means

automatically evaluating the other policies as well even so that these might not have

been pointing in a beneficial direction. One might also think of the opposite situation.

Anyway, in both cases voters will find themselves in a dilemma situation while support-

ing an favorable policy change they must also fear to cause another development that in

the end can make them to be worse off. This dilemma will probably cause some voters

not to respond to changes of their environment immediately but to wait till a sustain-

able trend seems to be established. On the other side the government also experiences

a challenging maybe an even more serious dilemma situation. By necessity it does not

explicitly know to which policy change a signal refers. Additionally a government has

to balance the interests of heterogeneous voters since it does not know how sensitive

several voter groups react to changes. Consequently, it also does not know for sure how

well the pole results reflect their actual opinions about the current political agenda.

This dilemma of the government is illustrated in the first example. Furthermore the

second example above shows that interdependencies between several policies will even

intensify the dilemma situation of the government. The way voters and government

deal with the uncertainty about the different consequences of their actions defines how

they respond to changes in their environment. Thus, each agent shows an individual

adjustment shema. Imagine a specific policy can be captured by a variable e.g. a tax

rate or a budget size than its path over time depends on the interplay of the various

shemata.

There are several aspects resp. mechanisms that occur in different manifestations

in all those examples. At this point I will introduce four of them, since they are the

conceptional cornerstones of the following considerations. First the decisions agents

make, in other words the manifestations of their choice variables, will feed back to

them over time along certain steps. Where each step comprises a decision of another

agent. This is, what I will call a feedback loop. Furthermore there is at least one

agent that is involved in two or more of such feedback loops. The second aspect is
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that agents decisions, thus the feedback loops are interdependent. This comes for

different reasons. In the first example the state is confronted with the decision how

to divide a budget into two sub-budgets to meet the demands of two voter groups.

Since the overall budget is limited the budget decisions interdependent. A limited

budget is also causing the interdependency in the firm-worker example. While in

the last one circumstances compel a similar evaluation about two policies. Imagining

this example as one with homogeneous voters shows that in such a case two feedback

loops are already established since because of the two policies the interaction between

voters and government is 2-dimensional. However, in the market example the feedback

loops of the firm are interdependent because of a technical input-output relation. If

labor supply and product demand are not harmonized one constrains the other with

consequential effects on the firms objectives. The second example illustrates also well

how structurally complicated a model may become while trying to grasp a multi-layered

real interaction shema. For a start there are feedback loops consisting of two steps

between several groups of voters and the government concerning the education and

the tax policy. In addition there are two more feedback loops that also include firms

hence their investment behavior what is the actual target of the governments policy

mix. The interdependency between these two loops arises from the circumstance that

the policies enfold a positive effect only in the right proportion. What is actually the

same kind of interdependency as in the example where a firm tries to coordinate its

activities on the input and the output market.

The third aspect concerns coordination. The common thing in all examples in

terms of coordination is that agents interact sequentially with each other. For example

a government announces a budget plan or a policy mix or a firm sets wages and prices

in one period their counterparts, e.g. voters, workers or costumers, however will process

this in the next period and act accordingly, afterwards this causes a reaction of the

agents next on the feedback loops. At some point the initial impulses gets back to

the first agents who then may adjust again depending on the reaction of their social

environment. The main consequence from this kind of interaction is that there is no

direct coordination between the agents. From this follows that a mismatch of the

interests of the interacting agents is rather the standard case than an exception. For
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instance, between supply and demand on a market or in the case when the satisfaction

levels expected by a government, while determining a budget plan, and the one actually

announced by different groups of voters do not coincide. Furthermore, with the lack

of direct coordination and the very likely mismatch of agents interests comes along a

high degree of uncertainty since knowing to be coordinated would give them otherwise

additional information that they so do not have.

This leads directly to the fourth common aspect, agents hesitant adjustment behav-

ior. Because of the lack of information and no assurance of coordination an agent can

not connect perfectly her behavior and that of the other agents. Thus an agent is uncer-

tain how to respond to a change in her social environment. She does not exactly know

whether a behavioral change of the other agents is temporary or persistent, to which

extent this change was caused by her own behavior in past periods or to what feedback

her present behavior will lead. As in the initial examples illustrated, agents seem to

handle such decision situations in similar way. All their adjustments follow a typical

pattern. Looking on a single agent, on the one side an agent shows at first strong hes-

itation regarding adjustments to behavioral changes of her social environment. Even

if changes keep going, either she does only small adjustments of her behavior or no

changes at all. On the other side, at a particular point once the imbalance between her

environment and her own behavior becomes too large she overcomes the reasons caus-

ing her hesitation. The following adjustments are usual more intense than the recent

environmental changes would suggest. Thus she seems to try to make up for the missed

adjustments in previous periods. Eventually this will induce the agents with whom she

interacts to readjust. Even when this happens she does not conduct immediately a

corresponding readjustment as well, that means she shows a resistance to change in

both directions. For example a voter responds barely to a changed policy mix, but at

some point when a certain policy is changed too much in a non-beneficial direction she

will signal her dissatisfaction strongly. Even if the government turns back recent policy

changes, for the same reasons as before, the voter might not immediately signal that

she agrees with this new development. Also a firm (e.g. prices, input factor demand) or

the government (e.g. budgets) might show such erratic adjustment behavior. We will

later see there are several economic as well as psychological reasons that might cause
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agents hesitation leading to such adjustment pattern.

This work has two goals. The first goal (section two) is to develop a deeper un-

derstanding of those four components and how they are connected. For this I do

suggestions how to model them and illustrate those suggestions by referring to the

described examples above. The second goal (section three) is to analyze how especially

the hesitant adjustment behavior of the agents effect the dynamic of a model that is

constructed in the way suggested in the first part. For this purpose I present a small

scale agent-base model of a government and two types of voter that interact with each

other concerning an environmental state. Furthermore, I analyze the interplay of differ-

ent combinations regarding the reactions of the voters to a change of the environmental

state and that of the government in terms of the feedback it receives from the voters.

Section four concludes.
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2.2 Essential components of a model of

self-organizing, heterogeneous agents with

hesitant adjustment behavior

2.2.1 Input variables, choice variables and feedback loops

Every agent in a society has to make plenty of decisions often various at the same

time considering different aspects of their lives. Making a decision means to determine

the value of a specific choice variable that is supposed to represent the agents decision

about one specific aspect. Agents reassess their decisions frequently to responds to

changes in their physical and social environment. Different frequencies are imaginable

agents might set some choice variables once per period while they fix others irregularly

for a couple of periods. Consequently there exists for every period and for every agent i

(i ∈ A = {1, · · · , a} the set of agents of the modeled part of the world) a vector of choice

variables X i
t = (xi1,t, ..., x

i
N,t) that the agent either determines in the actual period t or

she has fixed in a past period t−q for q > 0. As described in the introductory examples

the state sets a tax rate or a specific budget while voters signal their satisfaction or

firms announce a wage and offer a certain number of products for a certain price.

Through her choice variables X i
t agent i (un-)intentionally influences her environment

starting from period t + 1. Of course this works also the other way around, that is,

every agent i has a specific vector of input variables Y i
t = (yi1,t, · · · , yiM,t) in period t

composed of choice variables of other agents whose values were determined in t− 1 or

even in a previous period. For example agent i interacts with two other agents j and h

what means that agent i processes not necessarily all but some of their choice variables,

lets say three of agent j’s and two of agent h’s, then the vector of input variables might

look as follows Y i
t = (xj3,t−1, x

j
5,t−1, x

j
6,t−1, x

h
2,t−1, x

h
3,t−1). After receiving this vector at

the end of period t − 1 agent i conducts activities, which in the following I will call

her internal processes, to be more precise the utilization of Y i
t , the updating of her set

of information I it and based on this set of information the determination of her choice

variables X i
t . I will describe those processes in greater detail below. The important
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question at this point is, along which steps does an impulse induced by X i
t influences

Y i
t+p for some p > 1. Where a step stands for a single or a group of agents. Agents

form a group if they have the same vectors of input and choice variables in terms of

the type of the variables and the vector size, e.g. workers with the same profession

consuming the same product, firms using the same input factors to produce similar

products or voters concerned about the same political topics. For the moment not the

actual values of the future Y i’s is of interest but the specific sequence of steps that an

impulse passes through on its way back to its origin. I call such a specific sequence

a feedback loop. To structure the interaction of agents in a specific social situation

with the help of feedback loops, I suggest to distinguish between a horizontal and a

vertical dimension of a feedback loop system. Lets say one choice variable xil of agent

i is an input variable of a certain group of agents and being an agent of this group

means to pass at least one choice variable to another group of agents where again

every single agent of this group in turn determines at least one choice variable that

is an element of Y i the vector of input variables of the agent from whom the impulse

originated. Additionally lets assume the same agents interact in the same order but at

least at one step another choice variable so a variable of different type is transmitted.

Moreover imagine now an interaction shema like the one before but where one agent

is subsidized by an agent of a different group but who sets the same kind of choice

variable for example a firm of a different type demanding the same kind of labor or a

consumer who demands the same kind of product as the one before but also consumes

other products the original one was not interested in. Furthermore let be there a fourth

interaction which goes along the same steps as in the last case except that there is now

an additional agent of a new group involved before the impulse feeds back to agent

i. The described interactions form four vertical distinctive feedback loops. Technical

speaking a feedback loop is a sequence of specific choice variables so that the last

choice variable is an input variable of the agent who sets the first choice variable of the

sequence, e.g. (xit, x
j
t+p1

, xkt+p2
, xht+p3

), where xht+p3
is an element of Y i

t+p3+1 and i, j, k, h

are distinct elements of A and 1 ≤ p1 < p2 < p3.4 Two sequences are in a vertical

4An interaction shema based on such a sequence of actions implies that agents do not receive

immediately a feedback concerning their actions. This is a crucial aspect in this framework.
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sense of different type, assuming that the first element of both sequences is set by the

same agent resp. by agents of the same group, if for at least one element of a sequence

the counterpart of the other sequence is of different type, is determined by an agent

of a different group or does not exist meaning the sequences do not have the same

number of elements. Obviously, since there are groups of agents involved and a single

feedback loop refers to one agent of a group at every step there are plenty of possible

combinations, that is, plenty of feedback loops with the same vertical structure but

different elements resp. different manifestations of the same choice variable type. Such

feedback loops form a family. To understand why and in which way the values of

different feedback loops of the same family differ even so that they necessarily have the

same vertical structure one has to take a look on the horizontal dimension of a family

of feedback loops which refers to their inner-heterogeneity. Even if two agents belong

to the same group they might process the same input variables in different ways due

to different preferences e.g. in terms of consumption or political agendas, or diverging

parameters of an otherwise similar decision method or they actually applying various

decision rules while processing the same information or in case of firms they use the

same inputs but processing them differently to produce the same goods.

At this point one has to admit that probably in real live do not exist two agents, not

to mention a whole group of agents, with identical input and choice variable vectors.

This becomes obvious once reminding that agents usually take a lot of different social

roles. For example an agent who buys a final good might beside being a consumer also

being a worker, a voter or a social volunteer. Very likely the decisions she does within

her various social roles are interdependent. Same is true for a firm that typically in-

teracts with a diverse group of stakeholders, e.g. workers, investors, policymakers and

different interest groups. But even letting this aside taking only firms operations in a

narrow sense into consideration the doubt, whether there are identical firms, still re-

mains. Using the same inputs, what is highly questionable considering the complexity

of production procedures, but processing them differently to produce the same goods

means that at least in the past, and most likely will be in the future, other inputs

were used to gain the knowledge and technologies particular for each single firm. In

a nutshell, considering this variety of the real world, that is, the infinity many mani-

21



CHAPTER 2. INTERDEPENDENT FEEDBACKS – AN AGENT’S DILEMMA

festations of agents characteristics and their way to interact developing a model along

clearly defined feedback loops and distinguished agent groups is a method to reduce

complexity. It is part of the modeling process to form groups of agents by concentrat-

ing on the crucial characteristics resp. variables and to select the feedback loops that

are supposed to be the driver of the dynamic of the examined social interactions. To

what extend one keeps certain degree of real live heterogeneity and interactions aside

depends on the purpose of the model and the subjective decisions of the modeler.

Although the examples mentioned so far capture very different parts of a society

all of them have in common that there is an agent, the state in the first example or a

firm in the third one, who is involved in at least two of the explicitly modeled feedback

loops connecting those. This is one of the main ingredient of the modeling approach

in this work.

2.2.2 Interdependent feedback loops

The second aspect concerns the interdependency of the feedback loops. To see the

importance of this point one needs to consider that the agents take interest first of all

not in their choice variables (X i) but in their input variables (Y i) the ones that will

be utilized. Assuming πi(Y i
t ) is the objective function of agent i then Πi

t = πi(Y i
t ) is

the realization of agent i’s objective function in period t this might be for example

profits or utility depending on the type of agent i.5 In most real life situations agents

can not simply determine and set their input variables on values that optimize their

rationals resp. their objective function and utilizing them. The only possibility of agent

i in period t to affect Y i
t+p is through an impulse initialized by X i

t passing through the

5Beside the case Πi
t = πi(Y it ), there are more complex situations where Πi

t is the result of an

optimization. In such cases the input variables constitute constraints of the corresponding optimization

problem. While chapter 2.4 considers the general case in more detail, it is at this point sufficient to

focus on the more simple one, what is a special case of the latter. Nevertheless a firm synchronizing

demand for their good and its input factor flows is an example for an utilization with an optimizing

agent. Alternatively, the utilization process of a government receiving signals from voters evaluating

its policies takes place without optimization, since the government has to process its input variables

to the full extent. Obviously there is not the option to chose from a certain choice set the optimal

value of voters signal.
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feedback loops back to agent i in period t+p, where p > 16. This leads to the question,

whether agent i considers, while determining the value of a certain choice variable xil,t,

only the expected influence that this variable will have on a certain input variable

yim,t+p along one specific feedback loop, or does agent i also has to consider effects that

xil,t has on yim,t+p along other feedback loops, just as the influence that her other choice

variables (xin,t for n 6= l) might have on this particular input variable? Additionally,

does agents i has to consider a potential impact that any choice variable including

xil,t of agent i might have on her other input variables (yio,t+p is an element of Y i
t+p

for o 6= m) and by that on the realization of the objective function in t + p. To put

it briefly, answering those questions means to answer the question, are there between

the feedback loops connected by agent i interdependencies that need to be considered

while determining xil,t?

In the examples presented so far – as probably in most real live decision situa-

tions – agents operate along interdependent feedback loops. Such interdependencies

might exist for various reasons. One that is present in many decision situations is

due to the fact that choice variables may be subject to constraints. For example,

let xil,t and xin,t be two choice variables of agent i constrained by υ(xil,t, x
i
n,t) R θ

where υ = (υ1(xil,t, x
i
n,t), . . . , υW (xil,t, x

i
n,t)) is a set of W constraint functions, while

R = (R1, . . . ,RW ) symbols a vector of certain relations usually (in-)equality relations

and θ = (θ1, . . . , θW ) ∈ RW is a given parameter vector, then feedback loops with either

xil or xin as an element are interdependent. General speaking, such a set of constraints

could exist for any subset of choice variables. One of the most prominent examples is

the budget constraint that occurs in various forms affecting the possibilities of a lot of

different agents. In the first introductory example the state has to decide how to divide

a limiting amount of money between two competing purposes the security force and

the education system. While the firm in example three finds itself in the dilemma in

which proportion to split a fixed budget for extra payment, work place improvements

or working education between various groups of workers. A further example is the

6Because of the sequential characteristic of feedback loops even in case of the smallest possible

interaction shema, one with two agents, it takes at least two periods before agents receive a feedback

on their actions.
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well-known consumer budget constraint. Moreover, in case a budget is interpreted as a

term that refers to a general, limited resources as e.g. time, space or certain capacities,

that at least in the short run often prove to be scarce, then there are plenty of other

situations with interdependencies of the kind caused by monetary budgets.

Beside limiting budgets, constraints may also arise from technical causalities. A

firm that operates in a mode of co-production, what is the case for most firms of the

industrial sector, considering also all kind of pollutions, needs to pay attention to the

overall consequences of its various outputs while determining its production plan.

Another potential source for interdependencies is the objective function itself. It

is usually the case that certain combinations of input variables are more beneficial

than others. This trivial statement becomes more delicate once one remembers the

often present inability of agents to chose directly one of those combinations meaning to

optimize. But rather an agent tries to make the consecutive agents along the feedback

loops, to act, that is, to set their choice variables, in a way that she finally receives the

favored input variables. Since an agent can only presume how other agents will respond

there is the risk that not the intended combination of input variables is received with

corresponding consequences for the realization of the objective function. In other words

agents act in an uncertain environment.7. The next three chapters will shed some more

light on these issues.

Apparently, a firm has to synchronize many feedback loops in order to be profitable,

for example its flow of input factors and the demand for its product. Otherwise it either

experiences lost potential sales and revenues or bears the costs but does not generate

the revenues to make its endeavor a successful business. Thus a firm is confronted with

at least two feedback loops whose interdependency is caused by its profit function.

These are not the only reasons for interdependencies, they are simply some that

agents have typically to deal with. At each step of agents internal processes, thus

while utilizing the input variables Y i
t , processing the thereby received information and

7Consequently the challenge that arises from the vague influence an agent has on its input vari-

ables is how to consider a mismatch between the intended and the realized input variables in past

periods while determining present choice variables. We will see agents find themselves in a permanent

adjustment process based on simple optimization procedures and heuristic rules
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finally while evaluating the effects that X i
t will have on future input variables (Y i

t+p),

hence determining the choice variables, might occur plenty of other mechanisms causing

interdependent feedback loops. Moreover agents have to take interdependencies into

account that are originated in the processes of other agents on the feedback loops.

This might be the case when at least two agents interact along the same two or more

feedback loops. If one agents experiences interdependent feedback loops because of

its internal processes the loops are interdependent for the other agent as well. The

second example in the introduction describes such situation. Apparently a government

conducting an economic policy for a certain region needs to coordinate several policies

to create an promising investment climate for firms to act accordingly. Therefore on

the one hand the interdependencies are caused by the way a firm processes its input

variables. On the other hand those variables are set by the government.8

Evidently, since the introduced mechanisms can be inherent to any single connecting

agent of a feedback loops system, the interdependency of such loops is rather the

standard case then a rare exception. What kind of interdependencies occur depends

on the way the internal processes of the agents and the feedback loop structure itself

are modeled, that is, on the assumptions made about agents behavior and about the

social environment in which they operate. The important point concerning the kind

of social situations focused in this work is that in all of them at least one connecting

agent has to balance two interdependent feedback loops at the minimum.

2.2.3 Sequential interaction and coordination

Usually when we talk about coordination or coordinated agents, we talk about situa-

tions in which the individual plans of the agents fit to each other in a way that first

it is possible to conduct those plans and second that agents do not have an incentive

to deviate from their individual plan of action. In a nutshell, the part of the social

world (e.g. markets, different interacting groups inside a firm or the interplay between

citizens and government) that is modeled is in an equilibria state. This can be achieved

8This example also shows that in case of two feedback loops with at least one common element the

loops are necessarily interdependent, since the other connecting agents can not distinguish how this

common signal of one agent is influenced by the distinct signals they send along the feedback loops.
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either by a central coordination device as the Waldensian auctioneer constitutes one

or as in strategic decision situations by the agents themselves. Especially models that

belong to the first group assume that agents do not act before a plan of action assuring

equilibria is elaborated. Since there is no trading, no production or, in general terms,

no activities at all out-of-equilibria one might say that coordination happens in zero-

time. Once such a plan is established agents conduct their part of it without further

consultations. In modeling concepts that are based on such kind of coordination time

implicitly loses its meaning.

As one can see such coordination process does not take place in the social situations

described in the introduction. That is why in the modeling approach at hand agents are

supposed to act sequentially since they base their decisions in the actual period t on the

information received in past periods, thus there is no further interaction between agents

in the current period influencing agents decision in this particular period. Therefore

agent i’s only possibility to influence her social environment, thus to make other agents

to behave in a certain beneficial way, is to set her choice variables (X i
t), to wait until

they transmit along the feedback loops, to evaluate the feedback (Y i
t+p) and most likely

to adjust her choice variables (X i
t+p) to generate a more beneficial feedback in future

periods. For example a government announces a state budget plan, citizens signal

their satisfaction through polls, followed by the first rethinking the budgets depending

on the reactions of the second. Or a firm distributing a limited amount of bonus

payments, waiting and observing how this effects motivation and work results of the

single groups of workers and eventually adjusting the payments. Up to now in all

mentioned examples, even so that agents act every period, exists, considering a certain

impulse caused by a certain realization of a choice variable, a repeating sequence of

acting, waiting, evaluating feedback and acting again initializing a new impulse. For

those sequential interactions the term coordination has to be interpreted in a broader

sense. It implies that agents respond to their environment trying to fit, to adjust and

even trying to influence others to induce from their perspective a better fit. But in this

broader sense coordination does not necessarily imply that interacting agents reach

a state where individual plans resp. their activities match to each other perfectly as

stated in the beginning. Hence coordination is first of all understood as a process
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of mutual influencing than as a state of balance, hence a state where agents have no

incentives to change their choice variables. If such state would occur between a group

of interacting agents and particular if it does on the global level (the entire feedback

loop system) it would be rather a random side effect than an intended outcome.

This does not mean that common agreements leading future activities of the in-

volved agents can not be achieved. It can and of course it happens but not in a way

where all activities stop until such an agreement is achieved. The rest of the ’world’,

more precisely the interactions along the not involved feedback loops will continue to

take place. Hence agents may bargain an agreement for some of their choice variables

while continuing to set sequentially others not included ones. As a consequence not

only choosing the optimal set of agents and choice variables but also determining the

duration of the agreement as well as the time agents are willing to spend for bargain-

ing are decisions that need to be made while negotiating an agreement. In such case

coordination is understood in the sense of a balanced state. To compare interactions in

cases of common agreements with those taking place in social situations where agents

interact sequentially one may account for the directness of their interactions. Direct-

ness can be understood as a two dimensional criteria. On the one hand directness

refers to the transmission of a choice variable between two agents of a feedback loop

system. Agents who send and receive from each other a variable, thus constituting the

smallest possible feedback loop, are most directly interacting. In case of a feedback

loop consisting of three agents, all of them are still interacting with each other along

this particular feedback loop but their interactions are one-sided. On a feedback loop

with even more steps there are for each agent other participating agents with whom

they interact only through other agents. The least directly interacting agents are those

that are not on a common feedback loop. This is in principle the same for both kind

of interactions the previously arranged agreements and the sequential ones. But on

the other hand, since they harmonize their choice variables, the first kind shows more

directness in a contentual way what can be interpreted as the second dimension of

directness.9

9In case of interactions based on agreements it is useful to account for the expanse of it. Locally,

between two agents this refers to the proportion of choice variables covered by an agreement, while
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Needless to say that the extreme case where it is optimal for all agents not to in-

teract until a complete agreement is reached is certainly not going to take place in

the real world. Rather, both kind of coordination occur simultaneously along differ-

ent feedback loops. Both sets of feedback loops the ones coordinated sequentially and

the ones coordinated through an agreement might evolve over time in terms of their

expanse with corresponding consequences for the other. In this work the focus lies on

the part of the world in which agents interact sequentially, hence contentual indirectly.

Thus coordination in the narrow sense is not an aim of those agents. Actually we will

see that it depends on the way the internal processes of agents are formulated whether

agents reach a state of unintended equilibria, again a state where agents have no incen-

tives to change their choice variables. Speaking of sequential interaction and internal

processes, what distinctive features needs to be beared in mind while modeling agents

internal processes in comparison to approaches that are either based on agreements or

on equilibrium concepts?

Two such features are crucial in this work. First the circumstance that without

intended coordination the realization of the input variables in the current period (Yt) are

not necessarily the one that agents had in mind when determining their choice variables

in past periods. What also means that the various input variables (y1,t, . . . , yM,t) do not

need to match in the most beneficial way to each other. Actually this is the normal case.

Since agents choose to interact sequentially, they neither communicate in the current

period trying to set up an agreement about future actions nor is their a mechanism

making sure that their planed actions match. This implies that an agent does not

exactly know how the other agents will respond in future periods to the decisions she

makes in the actual period. That suggests to have a separated look on the utilization

of the input variables (Y i) and the determination of the choice variables (X i) of an

agent. In other words to model them as distinguished processes, thus as two decisions

globally to the size of the subset of agents who are involved in this particular agreement. In case

all agents and all their choice variables are part of a single (complete) agreement, it would occur a

situation that might be close, depending on the mechanism leading the negotiation of such agreement,

to an economy that is implicitly assumed in models based on equilibrium concepts. But, as mentioned

above, whether an agent is participating in such an agreement is not systemic as in equilibrium models

but up to the decision of each single agent whether it is beneficial to join or not.
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that have to be made. Of course this does not mean that there are no conceptual

interdependencies between both, of course there are. Below we will see that on the

one side the utilization of Y i
t might have, under certain conditions, an influence on the

determination of X i
t and on that of choice variables of future periods. On the other

side, since in cases of sequential interactions agent i can neither determine her future

input variables (Y i
t+q, for q > 2) on her own nor can she anticipate the exact response

of the other agents her influence in period t on Y i
t+q is therefore indirect and imprecise

what is necessarily also true for their utilization. Of course agent i has in mind this

influence while determining X i
t , actually to apply that influence is the only purpose of

determining the choice variables, and most certainly she will succeed up to a certain

level to affect her future input variables in a beneficial way but the final decision how

to utilize Y i
t+q has to be made in period t+ q the point in time when the actual value

of the input variables is known to agent i.10

The second crucial feature concerns uncertainty. What influence has the assumption

of sequential interactions, that is, the lag of coordination in the narrow sense on the

level of uncertainty an agent has to cope with? Considering that a crucial source for

uncertainty are agents limited information about her social environment coordination

based on sequential interactions leads inevitably to high uncertainty. For one thing,

the only information about other agents that agent i frequently updates are related

to her neighboring agents on the feedback loops, meaning agent i’s choice and input

variables. Furthermore, even so that she might have some general knowledge about the

network of feedback loops usually she does not oversee the network as a whole. When it

comes to complex transmission channels agent i might not even be aware of all feedback

loops she is part of. Therefore she also does not know the entire vector of input and

choice variables of the other agents. The same is true for the information about the

10If agents intendedly coordinate their actions for a number of periods they necessarily incorporate

the potential responses of their interaction counterparts (e.g. agents i and j). Since agent i exactly

knows what consequences (Ŷ it+q = X̂j
t+q−1) will be caused if she sets Xi

t at a certain value X̂i
t she can

optimize her utility in period t+ q by setting Xi
t accordingly. Thus a mismatch between the intended

and the realized feedback is conceptually ruled out. Consequently, the determination of Xi
t and the

utilization of Yt+q would become a single decision. Again, this is only possible to conduct by means

of an agreement or through a coordination device as the Walrasian auctioneer constitutes one.
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internal processes of those agents. While agent i might have some knowledge about

the way other agents next to her on the feedback loops process their input variables

it seems reasonable to assume that this knowledge gets less reliable the further two

agents are apart along a feedback loop. What is even more decent to assume for

agents not interacting along a common feedback loop. For another thing, the only

way for agents to develop some further understanding about the mechanisms driving

other agents behavior is to form expectations based on the time series of their choice

and input variables and on their general knowledge. The fact that agents have to

form expectations itself is not extraordinary what makes it crucial for this kind of

models is the circumstance that it goes along with a lack of direct coordination. This

becomes apparent considering the role of expectations within the other two mentioned

approaches of modeling coordination. In models where agents coordinate by means of

an agreement expectations concerning the other agents variables do not play a role.

While in models based on an external coordination mechanism they do, but such

mechanism will also assure considering agents expectations that their individual plans

match. An approach where agents know that their actions are perfectly harmonized

implicitly assumes that agents have additional information. Thus agents have to cope

with less uncertainty about future outcomes while forming expectations then they

would need to in settings with sequential interactions. In a nutshell agents decide and

act based on very limited information about the feedback loop structure as well as about

other agents variables and internal processes, hence in a highly uncertain environment

without direct coordination. An approach incorporating such features should take

the consequences for agents decision making in terms of uncertainty explicitly into

account.11

11Of course, there are other not considered features inherent to this approach that also origin from

the possibility of not matching individual plans, e.g. which influence does a mismatch of expected

and realized input variables of past periods have on the determination of the choice variables in the

current period?
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2.2.4 Agents internal processes

Lets keep these two crucial aspects in mind, the potential mismatch of the intended and

the realized input variables and agents highly uncertain environment, while having a

closer look on the internal processes of the agents. As already mentioned the activities

of an agent are divided into three groups that in a condensed form are understood as

abstract internal processes namely utilization, information updating and determination

of choice variables. Though this division follows a chronological and contentual logic

it is, of course, to a certain extent arbitrary.

2.2.4.1 First process: Utilization of the input variables

Concerning the utilization process agent i literally has to live in period t with the in-

put variables (Y i
t = (yi1,t, . . . , y

i
M,t)) that she received in period t− 1 and the her state

variables (Sit−1 = (si1,t−1, . . . , s
i
M̂,t−1

)) accumulated in the past. There is no possibility

to change Y i
t even if it is not the intended feedback she had in mind while determining

her choice variables in past periods. In chapter 2.2 a special case of utilization was

already introduced, one without actual choosing hence optimizing. The general form

of the utilization process of agent i in period t is to be understood as a constraint opti-

mization of her objective function πi over Ỹ i
t = (ỹi1,t, . . . , ỹ

i
M,t) and S̃it = (s̃i1,t, . . . , s̃

i
M̂,t

)

under consideration of a set of grouped constraints (2.2), (2.3), (2.4), (2.5) and (2.6).12

Πi
t = max

Ỹ it , S̃
i
t

πi(Ỹ i
t , S̃

i
t) (2.1)

s.t. υ̌(Ỹ i
t ) Ř θ̌, (2.2)

ỹim,t Q̌m yim,t for m ∈ {1, ...,M} (2.3)

and s.t. υ̂(S̃it) R̂ θ̂, (2.4)

s̃im̂,t Q̂m̂ sim̂,t−1 for m̂ ∈ {1, ..., M̂} (2.5)

and s.t. ῡ(Ỹ i
t , S̃

i
t) R̄ θ̄. (2.6)

The first group consists of constraints that are assumed to be exogenously given for the

part of the world that is explicitly modeled, for example working time limits, quotas
12The constraints of the group (2.2), (2.4) and (2.6) are of the same structure as the ones constraining

the determination of the choice variables in chapter 2.2.
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to employ people with certain characteristics or consumption restrictions. While (2.3)

can be contentually interpreted as a potential, conditioned by agent i’s input variable

yim,t and the corresponding relation Q̌m, that agent i might use. For example a firm has

in period t a certain number of workers ym,t on hand. This is the maximum number

of workers it is able to deploy. But, in case of a low expected demand (yio,t+2) in the

next period (thus less sold products) it might be more profitable, depending on the

production process and the storability of the produced good, to deploy less workers

despite the wage costs. Or the opposite is true, the demand is evaluated to be higher

and the firm would like to deploy even more workers, but obviously this is not feasible,

since Q̌m represents an equal-or-less relation. In contrast to this Q̌m becomes an equal

relation if agent i has no choice but to process the complete amount of its input variable

(ỹim,t = yim,t). As it is in case of a government being evaluated by its voters or for a firm

and the demand for its product in the last period t − 1 (yio,t). There is no possibility

to choose, thus to optimize.13

Also the second vector of arguments S̃it of πi needs to be understood as the amounts

of potentials that are actually used by agent i. Those potentials are put at disposal

by agent i’s state variables Sit−1 e.g. physical capital, stocks and inventory, knowledge,

pollution rights or past-depending safety requirements hence accumulating variables.14

The constraining nature of the state variables depends on the specific form of (2.5).

In case where sim̂ represents capital Q̂m̂ becomes most likely an equal-or-less relation.

On the other hand knowledge is probably best modeled with Q̂m̂ being an equality

relation and in case of safety requirements it might be reasonable that Q̂m̂ represents

a greater-or-equal relation. Additionally, there may be as well constraints (2.4) that

13This special case of the utilization process was introduced in section 2.2.
14In models without equilibrium concepts the role of state variables becomes from a methodological

point of view more crucial. It is most likely that the input variables do not take the most beneficial

values in each period. If, in addition to that, it is technically possible to store the corresponding

object in some way the input variable is associated with a complementary state variable. One can

argue that this is the case for most input variables. The following example illustrates the difference

between immediate utilization and a specific kind of storing. Imagine a firm i has a certain labor force

at hand yim,t but it utilizes only ỹim,t < yim,t in period t because of a lack of expected demand in t+ 1.

Either there is only immediate utilization, thus a part of yim,t stays unused or in case working-time

accounts exist yim,t − ỹim,t can be stored in a corresponding state variable sim̂,t.
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are exogenously given, for example capacities that have to be accessible at any time

like in case of the power grid, or inventories of gas, oil and oil products in case of

refineries. There might be also constraints (2.6) which bring input and state variables

into relation, for example safety requirements in terms of operating machines that need

proper supervision or the opposite constellation that features of the physical capital

limiting the number of workers that can operate at the same time.

It remains the question, how Sit and S̃it are determined? Depending on the context

answering this question may get easily very complicated. Because of limited space and

considering the general nature of this first part, only some basic conceptual aspects are

sketched below. There are two crucial features to bear in mind while distinguishing

between different implementations of state variables. First whether it is technically

possible to chose the value of s̃im̂,t within certain boundaries or does it equal sim̂,t−1,

in other words does Q̂m̂ represents an equality relation or does it not. Furthermore

changes of sim from period t− 1 to t might be caused among others by the extent it is

used in the utilization process in period t and by the transformation of a specific yim in

period t. Therefore the second feature refers to the issue whether there is a trade-off

between utilization of yim,t or using it to shift sim̂ to a certain value (sim̂,t) at the end of

period t. Obviously the most simplest situation appears if there is no trade-off and sim̂
is completely used in the utilization process in each period, that is yim,t−1 = sim̂,t−1 =

s̃im̂,t. If this is not the case (2.1) would become part of an intertemporal optimization

problem. Since agent i can now either increase Πi
t by utilizing more of yim,t in period

t (ỹim,t) or using it to shift sim̂ to a certain value sim̂,t and eventually utilizing it in

form of s̃im̂,t+1, hence realizing a higher level for Πi
t+1. Another kind of intertemporal

problem exists if s̃im̂,t 6= sim̂,t−1, that is, agent i can choose to which extent she uses

the potential emerging from this specific state variable. In such a case it may happen

that, depending on the utilization process, a trade off between s̃im̂,t and s̃im̂,t+1 arises.

Of course both dilemmas can occur at the same time.

Modeling a situation that requires such kind of intertemporal reasoning makes it

necessary during the utilization process to take the determination of X i
t into account.

Since, at least partly, setting X i
t is the only way to influence future values of Y i. Below

we will see that the determination process of the choice variables without such intertem-
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poral reasoning is already a huge challenge for a single agent with limited cognitive

abilities operating in a decentralized organized and uncertain environment. This sug-

gests to use heuristic rules in order to reduce complexity. For example allocating yim,t
according to a fixed proportion between its utilization ỹim,t and its transformation into

additional sim̂,t in each period. A simple way for a firm to handle the second dilemma,

could be to implement a rule so that does not fall sim̂,t below a certain threshold while

choosing s̃im̂,t under consideration of yim,t.15

2.2.4.2 Second process: Updating of the information set

In general agent i’s information set I it in period t has the following structure

I it = {(X i
t−1, . . . , X

i
t−T ), (Y i

t−1, . . . , Yt−T ), (Sit , . . . , S
i
t−T ),

(Ỹ i
t , . . . , Ỹ

i
t−T ), (S̃it , . . . , S̃

i
t−T ), T i, (Ȧi,ωi),Θi}.

Of course agents choice, input and state variable vectors are elements of this set as well

as the vectors of the input and state variables utilized in each period.16 It is assumed

that agent i cares about resp. memorizes the past T periods. Furthermore agent i

might have some additional general knowledge about her social environment which is

part of her information set. For one thing agent imay presume to have knowledge about

the internal processes of some of the other agents Äi = {1, . . . , äi} ⊂ A represented

by T i = (τ i1(·), . . . , τ iai(·)), where τ ij(·) = (τ ij,1(·), . . . , τ ij,Jj(·)) for j ∈ Äi and Jj ∈ N.

Those Jj functions could represent a presumed profit or utility function as well as a

constraint or a heuristic rule to determine choice variables that agent i believes agent

j is applying. Real agents usually have incomplete information about other agents

preferences, the way those agents reason or the set of information they use, to name only

a few. A possibility to take this into account while modeling agent i’s general knowledge

15In the event that modeling a social situation demands to consider intertemporal dependencies and

no heuristic rules are employed the suggested simplifying chronological order of the internal processes

needs to be suspended.
16Depending on the kind of agent state variables could be involved in the determination process

of agents choice variables. Consequently their values alter in the same period again resp. are at all

updated at the end of the period. This will be the case in the introductory model illustrated in chapter

3.
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is to assume that agent i knows the general form of these functions but is uncertain

about the parameters. Consequently they need to be updated based on the overall

current information set. But of course there are social situations where it is reasonable

to assume, while modeling agents knowledge, that they know the right parameters as

well as situations where agents presume a wrong general form. For another thing agents

are considered to have limited knowledge about the overall feedback loop system. At

least for a certain subset of agents Ȧi = {1, . . . , ȧi} ⊂ A agent i presumes to know

how these agents are linked. This is expressed for agent i by a graph (Ȧi,ωi), that

consist of the set of nodes Ȧi and a ȧi × ȧi matrix ωi, where each matrix element ωij,h
(for j, h ∈ Ȧi) is either 0 in case there is no assumed connection or a vector of choice

variables that is transmitted from agent j to agent h. Additionally each agent knows

about a certain set of parameters Θi, e.g. the parameter vector θ̂
i
that is part of the

constraint (2.4) or the parameters specifying T i.

2.2.4.3 Third process: Determination of the choice variables

Based on the information set agent i conducts its third internal process the determi-

nation of its choice variables. In its most general form the determination is a mapping

from the space of the information set to the space of the choice variables. Depend-

ing on the assumption about the cognitive abilities of agent i concerning the way she

processes information and copes with uncertainty, many different ways are imaginable

to fill this general expression with life. To illustrate the range of possibilities in the

following two very different approaches are briefly sketched.

a: choice variables based on an optimization

The first requires agents to have fairly powerful cognitive abilities. Initially, based on

its information set agent i derives expectations about how other agents may respond

to her potentially possible actions. In other words, what kind of feedback in future

periods would different values of her choice variables induce? Technical speaking agent

i assumes in period t that the input variable ȳim,t+p, thus the feedback in period t + p

(for p > 2), follows a specific distribution conditional on her information set (I it) and

her choice variables (X i
t), which she is supposed to set in the current period t. There

are two assumptions to make that specify the way agent i processes information. First,
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the general form of the distribution that agent i applies and second the rules ψi
1,m

that she uses to determine the moments of this distribution.17 For example, let agent

i assume that ȳim,t+p ∼ N (µm,t+p, σ
2
m,t+p) and that (µm,t+p, σ

2
m,t+p) = ψi

1,m(I it , X
i
t) for

m ∈ {1, . . . ,M}. This leads to the probability density function ρi
Ȳ it+p|Iit ,Xi

t
(Y i

t+p) for

Y i
t+p = (yi1,t+p, · · · , yiM,t+p), where X i

t ∈ Ci
t and Ci

t = {Xt ∈ Rn : υ(Xt) R ϑ(I it)}18 is

agent i’s choice set in period t. That is,

ρiȲ it+p|Iit ,Xi
t

: RM → R+, (yi1,t+p, . . . , y
i
M,t+p) 7→ ρiȲ it+p|Iit ,Xi

t
(yi1,t+p, . . . , y

i
M,t+p)

s. t. (2.7)

1 =

∫
R
· · ·
∫
R
ρiȲ it+p|Iit ,Xi

t
(yi1,t+p, . . . , y

i
M,t+p)dy

i
1,t+p . . . dy

i
M,t+p ∀X i

t ∈ Ci
t .

The mapping (2.7) can be interpreted as a condensed form of agents i understanding

about the way the considered part of the world works. In a second step agent i uses

her subjective imagination of the world to determine the optimal vector of her choice

variables, hence the vector (
?

X i
t ∈ Ci

t) that optimizes the expected value of her objective

function

?

X i
t = ψi2(I it) = arg max

Xi
t∈Cit

E[πi(Ȳ i
t+p)|I it , X i

t ] =

arg max
Xi
t∈Cit

∫
R
· · ·
∫
R
πi(Ȳ i

t+p) ρ
i
Ȳ it+p|Iit ,Xi

t
(yi1,t+p, . . . , y

i
M,t+p)dy

i
1,t+p . . . dy

i
M,t+p. (2.8)

The advantage of this approach is that the decision of agent i is based on an opti-

mization procedure. Therefore she shows at least in the second step a certain rational

behavior. On the other hand it is somehow arbitrary which distribution agent i assumes

and what rule she uses to update the moments of this distribution. Hence it is not

simple to show that agent i acts also in the first step according to a certain rationality

concept, which in itself is already difficult to establish.19 As already mentioned this

approach has a big disadvantage the high cognitive demands agents need to meet while

compiling (2.7) and computing (2.8). This becomes even more demanding once agent

i assumes that, contrary to the illustration above, her choice variables set in a certain
17The kind of distribution and the form of the functions ψi1,m reflects how agent i is assummed to

scope with uncertainty.
18Those constraints are of the same structure as the one introduced in chapter 2.2.
19See Gilboa (2010).
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period influence their input variables not in one but in a few consecutive future periods.

Furthermore agent i has to take diverse intertemporal dependencies into account which

will do their part in making the computation of the optimal value
?

X i
t a real challenge.

That is because agent i determines her choice variables in every period, thus a decision

today might influence the decision situations and in a consequence the optimal choices

in future periods. One example for such interdependencies are the described effects

that come along as soon as state variables are involved. b: choice variables based

on heuristic rules

The second approach takes up those critics. Agents modeled in this sense are con-

fronted with less complexity and need far smaller cognitive abilities. Again it is a

two step procedure. At first agent i determines for each choice variable xil,t with

X i
t = (xi1,t, . . . , x

i
N,t) a reference value x̂il,t with X̂ i

t = (x̂i1,t, . . . , x̂
i
N,t). Aware of their

cognitive limitations agent i reduces complexity by using only a subset of the avail-

able information Ĩ it ⊂ I it . The vector of functions ψi
1 = (ψi1,1, . . . , ψ

i
1,N) expresses how

agent i process those information, so X̂t = ψi
1(Ĩ it). Where ψi

1 might represent agent

specific heuristic rules or simple optimization procedures. As previously outlined it is

inherent that in a world with decentral coordination agents overview only a very small

part of this world. Aware of this limitation they are uncertain about the consequences

of their decision to change their choice variables. Since this is a very crucial aspect

in this work an additional structure is needed to capture this explicitly. That is why

agent i uses in a second step the heuristic rules ψi
2 = (ψi2,1, . . . , ψ

i
2,N) to determine

the actual values of her choice variables X i
t = ψi

2(X̂ i
t , X

i
t−1; Φi), based on the choice

variables of the last period and the reference points.20 Furthermore there is a set of

parameter vectors Φi = {φi1, . . . ,φiN} that defines the specific form of ψi
2. What goes

along with the assumptions about agent i’s preferences and among other things about

how she copes with uncertainty or adjustment costs. The next chapter looks at this in

more detail. Additionally, one might also ask how the decision behavior changes along

with the experiences an agent makes over time, so whether the parameters change de-

pending on the subset of information, Φi
t = ϕi(Ĩ it) where ϕi = (ϕi1, . . . , ϕ

i
N). Each ϕil

20Since an agent i is usually constrained in her choices one has to make sure that ψi2 maps into the

choice set of Xi, meaning if X̂i
t ∈ CX̂it ⊂ RN then ψi2 : CX̂it

× CXit−1
→ CXit .
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represents a function determining the parameters (φil,t) of a particular choice variable

xil (for l ∈ {1, . . . , N}). Unfortunately this work can not further discuss that important

aspect of heuristic-based decision making.

Nevertheless their is another important point to note. While specifying the de-

cision rule ψ1(Ĩt), thus defining the way agents reason, one has to decide to which

extent agents are aware of the causality between their choice and input variables and

how actively they make use of this knowledge. If agents are assumed to have suffi-

cient knowledge about the feedback loop system (Ȧ, ω) and the other agents internal

processes (T ) agent i’s decision rule ψ1 should connect the feedback in t (Yt) explic-

itly with her choice variables set in past periods. Thus it would imply that agent i

aims in t for a specific future feedback. Lets look at a single loop consisting of two

agents. Because of the sequential structure the decision rule ψi
1 of agent i connects,

the input variable yim,t with a choice variable xil,t−q (for q > 2) determined at least two

periods ago, meaning it computes a causal relationship between the both. Making it

more realistically, since agent j processes, alone because of her hesitant adjustment

behavior, a input variable not only in one but in a couple of consecutive periods, ψi
1

should consider that yim,t is accordingly influenced by more than the choice variable

of one past period or the other way around that her choice variables do not influence

the value of her input variables in only one period. Since agent i updates in every

period her information set she also updates the assumed causal relation between her

choice and input variables. Based on this agent i computes (ψi
1) her reference value

x̂il,t. Where ψi
1 would have to take into account that the values of xil set in the last

periods might have been computed based on another understanding of this causality

and whose influence on agent j’s decisions (xjn) has not completely transmitted back to

i. Those effects can be either compensated or strengthened by x̂il,t. If agent i regularly

updates her adjustment parameters (Φi) equivalent considerations are necessary while

determining the associated rule ϕi. Generally speaking, the more detailed such causal-

ities are considered the more complex ψ1, ψ2 and ϕi become, hence the stronger the

implied cognitive abilities of the agents have to be and the more the interplay of ψ1,

ψ2 and ϕi become conceptually close to the first approach, contradicting the reasons

why to use simplifying decision rules in the first place.
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A more simple alternative, whose general idea the model of part three will follow, is

to implement a decision rule (ψ1) that assumes that agents do not have the cognitive

abilities or the information to compute the causal relationship needed to determine the

values of the choice variables that are supposed to trigger a specific future feedback.

Agents following such a rule might know about the general structure of the feedback

loops and the reasoning of the other agents, but loosely, so the only intention while

setting their choice variables is to push the input variables in the favored direction. For

example an agent i might determine x̂il,t based only on her input variables Y i of the

last q periods. She is not processing the past choice variables or trying to connect their

choice and input variables, thus she acts in a more or less reactive way. In case agent

i represents a voter she might evaluate (signaling her satisfaction level) the policy of a

government (agent j) only based on the outcome of its actions of the last period (yim,t).

Since, if agent i is a firm, their is not a given optimal value resp. a scale to compare

yim,t with, as it is the case for voters satisfaction level, i might use the information

carried by yim,t to decide whether to decrease or increase the reference value of the

product price (x̂il,t) by a fixed value. In this more simple approach, φil,t would be either

fixed or the outcome of a heuristic rule ϕil that is also based on the recent values of

yim. The circumstances that the causal relationships between X i and Y i are hardly

and impulses that are already set in motion are not at all considered by agent i while

determining X i
t may have stabilizing or destabilizing effects on the system, thus on the

dynamics of her choice variables (X i). Either way, another important aspect, that also

has ambiguous effects, is whether or not ψ1 accumulates environmental changes, hence

considers in t also the difference between the reference point (x̂il,t−1) and the actual

choice variable (xil,t−1) of the last period. On the one hand accumulation smoothens

the effects of single environmental changes on x̂il but in combination with a decision rule

ψ2, that delays adjustments, it might also amplify the causes that lead to periods with

unproportionally strong changes of xil in relation to the recent environmental changes.

But of course the dynamics of the system depends also highly on the interplay with

agent j’s decision rules and on that with the agents along the other feedback loops.

The advantages and disadvantages of the second approach are basically opposite to

those of the first one. On the one hand, because of the number of heuristic rules applied,
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the decision process is far more arbitrary. But on the other hand agents are assumed

to need less cognitive efforts to determine the values of their choice variables. What

makes this approach more suitable for the kind of model set-up introduced here.21

2.2.5 Hesitant adjustment behavior

On the one side, as in the initial examples introduced, agents show strong hesitation

regarding adjustments to changes of their environment. Looking on a single agent i,

even if her input variables continue to change, she does either only small adjustments

of her choice variables or no changes at all. On the other side, at a particular point

when the imbalance between the changed input variables and, considering the new

circumstances, the not suitable choice variables, so her actions, becomes too large

agent i overcomes the reasons causing the hesitation. The following adjustments of the

choice variables from X i
t−1 to X i

t are usually more intense than the changes of Y i in

recent periods would suggest. Thus agent i seems to try to make up for the missed

adjustments in previous periods. Eventually this will induce the agents with whom

agent i interacts to readjust their choice variables, hence agent i’s input variables. Even

when this happens and Y i moves towards its initial values agent i does not conduct

immediately a corresponding readjustment as well, that means she shows a resistance

to change in both directions. Beside the phases of inertia and the larger adjustments

following at some point, the fact that this might occur both ways is the third empirical

aspect describing the qualitative properties of agents general adjustment behavior in

social situation focused in this work.

There are different explanations in the literature that try to figure out why agents to

a certain extent resist to adjust immediately to changes in their environment. Some are

based on economic reasoning some are founded psychologically. The latter are usually

connected with the framing of decision situations meaning preference irrelevant aspects

influence agents decision. A kind of framing (status quo framing) that might explain

the stickiness of decisions states that, in comparison to the canonical model of decision

21The two criteria cognitive demand and traceability constitute a two-dimensional continuum. This

can be used to classify and compare the two described, but of course also other procedures agents are

assumed to apply to determine their choice variables.
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making, one out of agent i’s set of alternatives is labeled as status quo alternative.

Thus sticking to the previous decision is in most cases an option. In a lot of various

set ups such labeling leads agents to choose this alternative with a higher likelihood

than the canonical decision model would predict, suggesting that it exists a so called

status quo bias. Divers reasons that may cause such decision behavior are quoted e.g.

habits, customs, innate conservatism, policies, convenience or fear.22 In all introduced

examples agents always have the opportunity to maintain their previous choice, hence

they might experience a status quo bias. Conservatism or habits may influence voting

behavior, market interactions may be driven to some extent by customs and firms

internal allocation decisions by established policies. Furthermore, agents do not find

themselves in a decision situation where they are certain about the outcome of their

alternatives. Indeed they interact with each other in a way where an agent i tries to

induce resp. to influence with her decisions in each period (X i) the future feedback (Y i)

she will obtain, meaning the result of the choose alternative, but agent i neither knows

the complete network of feedback loops but only a part of it (the graph (Ȧi, ωi)) nor

does she have all information about the internal processes of the other agents but only

about those (T i) of a subset of agents (Äi). That is why she can not compute the exact

causal relationship between X i and Y i making the outcome of her actions uncertain.

This may also cause or intensify a status quo bias.23 Depending on the specific set up

the status quo bias might prevent positive as well as negative adjustments of agents

choice variables, as it is in the examples presented in the introduction. Whether at

some point agents overcome the psychological reasons causing the status quo bias and,

if so, what does define this point are questions that are not finally answered.

Another group of models, the so called (S,s)-models, explaining why agents show

periods of strong inertia in their responses to changes of their environment followed by a

relatively large change considers the interplay of different costs that come along with the

decision how to respond to such environmental changes. All these models focus decision

situations that have three crucial features in common. First and second, there are two

22See Samuelson and Zeckhauser (1988) and Kahneman et al. (1991).
23Fernandez and Rodrik (1991) show this regarding a government uncertain about voters response

to a policy change.
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factors (or variables) influencing the objectives of an agent where one is absent control

(environmental changes), agents are even uncertain about its future development, while

the other can be set by the agent. Third, controlling for the latter raises fixed costs.

Thus agents have to handle a trade off between responding to changes of the first

factor continuously with adequate changes of the second hence staying well adjusted

but bearing high adjustment costs or adjusting less often therefore internalizing losses of

non-adjustment but lower adjustment costs. If adjustment costs are high and the losses

of nonadjustment relatively low than most likely agents optimal adjustment strategy

is characterized by periods of inertia.24 Such reasoning can be find in a broad variety

of decision situations. Initially, questions of optimal inventory holding inspired the

development of the (S,s)-models.25 Later it was conceptually extended to applications

in monetary policy26, to recruitment behavior of firms27 and to optimal pricing under

consideration of fixed menu costs28, to name a few.29

Labor demand and pricing strategies in the light of adjustment costs could be an

explanation for the hesitation a firm shows while trying to match the feedbacks they

obtain from the factor and product markets, as in the introduction illustrated. The

difference between the (S,s)-models and this kind of social interaction, just as with all

others described so far, is that in the case of the latter the factors (input variables)

influencing agents objectives are not divided into those which can be set by the agent

and those considered to be exogenously given. Agent i is able to control the values of

Y i
t+p (for p > 1) to a certain extent by setting X i

t accordingly but, as stated above,

there are also mechanisms in place she can not control for, often does not even know

about, making the actual realization of Y i
t+p uncertain. Since the changing or adjusting

of each single choice variable could trigger adjustment costs agent i still needs to handle

24See Caplin and Leahy (2010).
25See Arrow et al. (1951) and Arrow et al. (1958).
26Caplin and Spulber (1987) and Caplin and Leahy (1991).
27Hamermesh (1989) and Caballero et al. (1997).
28See Barro (1972) and Sheshinski and Weiss (1977).
29Real-options is another cost related approach explaining the emergence of hysteresis in agents

adjustments. In this case not adjustment costs but irreversible investments so potential sunk costs are

causing agents to hesitate, therefore to wait until more information are available before acting (Dixit

et al. (1994)).

42



CHAPTER 2. INTERDEPENDENT FEEDBACKS – AN AGENT’S DILEMMA

a trade off between losses caused by mismatch, for instance in case the size of a firms

workforce and the demand for their product does not match, and adjustment costs.

What might give rise to an erratic adjustment behavior.

If an agents decision behavior is modeled in the sense of the first approach of chapter

2.4 it is conceptually most reasonable to consider eventually occurring causes for a

status quo bias while determining ρi
Y it+p|Iit ,Xi

t
. More specifically the rule ψi

1,m(I it , X
i
t)

should be of a form that allow to account for mechanisms leading to such bias. Since

it is not even completely understood how those psychological mechanisms work it is

undoubtedly very demanding to incorporate them in form of a mathematical structure

in such a way that the stated characteristics of agents adjustment behavior can be

reproduced. On the other hand adjustment costs would be taking account of while

determine the values of the choice variables (
?

X i
t) that maximize the expected value of

the pay of function of agent i (E[πi(Ȳ i
t+p)|I it , X i

t ]).

Nevertheless, because in the real world agents have to obey to the fact that they

have limited cognitive abilities as well as limited information about their environment

the second approach of chapter 2.4 will be in the following of greater importance for

this work. After agent i determined the reference values (X̂ i
t) of her choice variables

(e.g. product prices, budget sizes, satisfaction levels, offered amount of labor or policy

variables), it is assumed that she uses the heuristic rule ψi
2 to incorporate the causes

of inertia. Therefore, what general form of ψi
2 would be able to capture the three

crucial behavioral characteristics an agent shows, i.e. at first hesitation to adjust,

followed by large or lumpy adjustments, just as the circumstance that this takes place

for positive as well as for negative changes of agents choice variables. In the following,

two general heuristics fulfilling those requirements, that are applied to one particular

choice variable, will be discussed. The first (2.9) is, because of its discontinuity, suitable
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to capture inertia effects that mainly originate from adjustment costs considerations.

xil,t = ψi2,l(x̂
i
l,t, x

i
l,t−1;φil) = xil,t−1 + ψ̃i2,l(x̂

i
l,t − xil,t−1;φil) (2.9)

ψ̃i2,l(x̂
i
l,t − xil,t−1;φil) =


x̂il,t − xil,t−1 if (x̂il,t − xil,t−1) ≥ φ̄il

x̂il,t − xil,t−1 if (x̂il,t − xil,t−1) ≤ φi
l

0 else

(2.10)

where φil = (φ̄il, φ
i

l
) and φi

l
≤ 0 ≤ φ̄il

According to this heuristic agent i adjusts her choice variable xil only if the suggested

change in t, this is, the difference between the reference value (x̂il,t) and the value of

the particular choice variable in the last period (xil,t−1) exceeds a certain threshold φ̄il
(underlineφil) in case of an increase (decrease) of xil respectively. Otherwise agent i

shows the hesitant behavior (xil,t = xil,t−1) that is supposed to be characteristic for her

adjustments. The larger the adjustment costs the more takes the heuristic implicitly

account for this through larger thresholds. The symmetry of ψi2,l is another defining

characteristic, hence whether φ̄il and |φ
i

l
| are equal or differ. The latter would be the

case if the adjustment costs for positive or negative changes of xil differ from each other.

Beside the adjustment costs also agent i’s risk attitude and the degree of uncertainty

influence the size of the thresholds. This is briefly sketched below commonly for both

heuristic rules.

Technically speaking, the second heuristic (2.12) can be understood as a generaliza-

tion of the first or the first as a special case of the second. Again the value of a choice

variable xil,t of agent i is determined based on its value of the previous period and its

reference value (x̂il,t).30 As illustrated below the heuristic is also shaped in a way that it

captures agent i hesitation to adjust for small differences between x̂il,t and xil,t−1 while

at some point with increasing x̂il,t the adjustments would become more or less abruptly

30There are economic situations where it is reasonable for an agent to signal a change resp. an

intended change of an underlying variable. For example it could be, as in the illustrative model of

chapter 3, that signaling a change of a variable might enable an agent to pass on more resp. more

precise information. In such case agent i’s reference point x̂il and her choice variable xil represent not

a certain value, as in (2.12), but a certain change of the underlying variable e.g. the change resp. the

signaled change of agent i’s satisfaction level. Therefore, agent i’s adjustment behavior is entirely
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larger in their amounts converging to their maximum the actual suggested change. As

one can see the main difference between the two heuristics is the smooth form of the

latter. This implies that agents, who are assumed to base decisions on this heuristic,

conduct at least small adjustments even in times when they show hesitation towards

adjustments. That is why (2.12) is very suitable to capture psychological effects that

could cause a status quo bias.

xil,t = ψi2,l(x̂
i
l,t, x

i
l,t−1;φil) = xil,t−1 + ψ̃i2,l(x̂

i
l,t − xil,t−1;φil) (2.12)

ψ̃i2,l(x̂
i
l,t − xil,t−1;φil) =

(x̂il,t − xil,t−1) ·

(
1− e

−
∣∣∣∣(φ̄i,2l ·(x̂il,t−xil,t−1))

φ̄
i,1
l

∣∣∣∣) if (x̂il,t − xil,t−1) ≥ 0

(x̂il,t − xil,t−1) ·

(
1− e

−
∣∣∣∣(φi,2l ·(x̂il,t−xil,t−1))

φ
i,1
l

∣∣∣∣) if (x̂il,t − xil,t−1) < 0

(2.13)

where φil = (φ̄i,1l , φ̄
i,2
l , φ

i,1

l
, φi,2

l
)

Agents individual adjustment behavior, following (2.12) can be understood as a com-

bination of two general modes of reasoning, a conscious, deliberate and an unaware,

intuitive one. The first refers to agents ability to reflect about the way they do deci-

sions and about the consequences of those decisions. If agents to a certain extent use

explicitly their knowledge about the feedback loop system and about the other agents

they are able to develop an image of their environment and of the effects their actions

will cause, that is, about the costs that would come along with their choices. Com-

paring the computed optimal action with the one they actually would like to choose

might reveal a difference between the both. Such consciously reasoning enables agents

captured by the second part of (2.12), thus

xil,t = ψ̃i2,l(x̂
i
l,t;φ

i
l) =


x̂il,t ·

(
1− e

−
∣∣∣∣(φ̄i,2l ·x̂il,t)

φ̄
i,1
l

∣∣∣∣) if x̂il,t ≥ 0

x̂il,t ·

(
1− e

−
∣∣∣∣(φi,2l ·x̂il,t)

φ
i,1
l

∣∣∣∣) if x̂il,t < 0

(2.11)

where φil = (φ̄i,1l , φ̄i,2l , underlineφi,1l , underlineφi,2l ).

This case is not to be confused with a situation where agents hesitation refers to the signaled change

itself and not to the underlying variable as above. That is, an agent hesitates to adjust a variable

that expresses a change of another variable. If this is the case then again (2.12) needs to be applied.

Of course, in an equivalent way it is also possible to apply the discrete adjustment heuristic.
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not only to recognize and understand but also partly to overcome the psychological

mechanisms causing a status quo bias. Therefore, this mode of reasoning leads for

all values of (x̂il,t − xil,t−1) to the same proportional adjustments of xil,t. If an agents

decision is entirely based on this mode or she does not experience those psychological

mechanisms and her decision is not affected by uncertainty she would adjust her choice

variable as it is indicated by (x̂il,t− xil,t−1). According to the second mode of reasoning

it is assumed that an agent does not adjust until (x̂il,t−xil,t−1) reaches a certain thresh-

old triggering complete adjustment. This implies that an agent notice the difference

between the indicated change of xil and her actual choice but, despite that, she is not

able or willing to understand in a structured way how she does her decision. But of

course she will process such information in a intuitive, not traceable way what will

lead, at her specific trigger level of mismatch, to the awareness that it is in her interest

to adjust. The actual shape of (2.12) depends on the proportion of both modes of

reasoning an agent is assumed to apply.31,32

To characterize agents individual adjustment behavior, hence the shape of ψ̃i2,l the

part of the adjustment heuristic that controls for the actual change of xil, it is useful

to divide ψ̃i2,l roughly into three parts for negative and positive changes respectively.

There is a flat one in the beginning, followed by a steeper one while the third is flatter

again. The change of the average slope between the single parts, the approximate size of

(x̂il,t−xil,t−1) at which the steep one starts and ends and the symmetry between positive

and negative adjustments are a conclusive set of criteria to describe and compare

31Since agents i decision behavior is supposed to be captured by the interplay of ψi1 and ψi2 some

combinations are more reasonable then others. For example if a decision rule ψi1 is based only on the

input variables of the last periods meaning it does not determine a causal relation between Xi and

Y i, hence assuming low cognitive abilities, it is convenient to assume the same for ψi2. In this case

the second mode would dominate agents adjustment decision.
32If the adjustment parameters (Φi) are constant agents decision making does not change over time.

Therefore, agents do not exhibit any kind of learning. In every period agents act according to the same

adjustment rule ψi2 no matter whether the past decisions proved to be adequate or not. In contrast

to that, assuming agent i does learn from her past choices, than for example in case Y i tend to be a

satisfying realization agent i would increasingly trust in her ability to understand the way she does

decisions reducing the status quo bias, as well as in her understanding of her environment decreasing

uncertainty. What might coincide, depending on the decision situation, with a change of Φi.
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qualitatively agents adjustments. The figures (2.1) and (2.2) show how the parameters

φil control for these properties. Referring to the first mode of adjustment, as above

stated, it is assumed that the more the agents are able to reflect about their environment

and their decision making (small φ̄i,1l , underlineφ
i,1
l ) the less the slope changes. While,

concerning the second mode, the more sensitive agents are (large φ̄i,2l , underlineφ
i,2
l )

the smaller the values of (x̂il,t − xil,t−1) that trigger larger adjustments. If this works

the same way for an increase or decrease of xil the adjustment behavior is symmetric.
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Figure 2.1: Adjustment function 1

Those effects might be intensified or compensated depending on the kind of expected

costs and their proportion caused in case of a mismatch between the actual xil,t and

the expected optimal value in past periods for period t, on agent i’s risk attitude and

on the level of uncertainty she has to cope with.
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Figure 2.2: Adjustment function 2

2.3 A basic model

2.3.1 Introduction

The goal of this section is to present a first model whose key elements follow the ap-

proach outlined above to examine what influence their interplay has on the dynamic of

the key variables of a particular social situation. To develop a first basic understanding

of the involved mechanisms a very simple setting will be introduced.

As in the introduction already sketched a well known conflict in societies and a very

suitable case for the kind of modeling approach at hand is the allocation of a limited re-

source between competing purposes. Presumably the most obvious is the state budget

but also pollution capacities, time or as in the following case the use of a limited space

might become such a resource. It is also well known that such policy variables may

show very different dynamics over time. Sub-budgets, pollution thresholds and propor-

tions of time and space usage might for example do not change at all or move gradually

for a certain period and suddenly change rapidly in opposite direction and continue to

fluctuate before settling around a particular value or develop again a smooth trend.

There are also times when such variables seem to fluctuate constantly and slowly within

a corridor. We will see how this will turn out in the following example.
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To be more precise the model consist of two kind of agents a state resp. a government

and a group of voters. The state has to decide how to use a certain strip of land while

voters have different preferences concerning the usage of the land. Thus there will be

two feedback loops that are interdependent because of the limited space. Agents de-

cide how to act based on their information about other agents past behavior as about

their own conducted actions. As a consequence the government as well as the voters

act sequentially without direct coordination. This makes them uncertain about the

reaction of the others to their own actions resulting in an erratic adjustment behavior.

What will be the driver of the dynamic of the policy variable the proportion between

the different land usages, that will be analyzed.33

2.3.2 The object of interest

To begin with, before explaining the way agents resp. voters and the government

operate, it is necessary to introduce the object that is in the eyes of the agents of interest

namely the limited strip of land and how it can be used and altered. There are only two

possible modes of use, on the one side as a nature reserve for recreational purpose or on

the other side as grassland for example to feed cattle, where xel,t for l ∈ {1, 2} captures

the size of land that is allocated to each mode in period t, respectively. Assuming

that the size of the overall land strip is captured by L > 0, then xel,t ∈ (0, L) s.t.

xe1,t + xe2,t = L. Consequently a change of one variable necessarily implies a change of

the other, so the modes of use form a partition of the strip of land. This is actually

equal to other scenarios e.g. time limits to operate an industrial plant or an airport or

a rule that allows for driving with a certain speed also a change of pollution thresholds

like such in inner city areas causes contrary effects on rival interests.34

33The lag of direct coordination has this type of models in common with most agent-based ap-

proaches. For a survey seeTesfatsion and Judd (2006).
34Even so that the examples made so far which consider sub-budgets for competing purposes seem

of the same nature there is a decisive difference. In these cases the dependency emerges only from

the limited size of the budget but not from some physical interdependencies between the objects of

interest for which it is spend. If additionally a change of the objects can be caused externally without

having a change of the sub-budgets a change in one object of interest does not necessarily go along

with that of the other. For instance the safety situation in a certain administrative unit can change
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Since the land strip is completely allocated between both modes, it is sufficient to

model how one evolves over time to describe the overall state of the land strip in each

period. Before modeling the way the reference mode of use xe1 the nature reserve is

altered by the state some assumptions about constraints imposed by nature are needed

to be made. First of all the state decides in each period t how much effort it want to

invest (xst) to change xe1 for example a monetary budget. Technically it can be used

to adjust xe1 in both directions, thus either for re-naturalization increasing the size

of the nature reserve or for transforming it into grassland. In addition it is assumed

that there is a particular size of the nature reserve x̄e1 that defines a land allocation

from which the state experiences a decreasing effect of its effort to change xe1 in either

direction. Thus every additional unit of effort used to change the nature reserve in the

same direction will have a smaller effect on xe1 than the previous one. Depending on

the states decision whether to increase or decrease the size of the nature reserve, xe1
would continuously converge either to L or to 0 with every additional unit of effort.

Furthermore, the land allocation is also affected in each period t by an exogenous factor

(εt ∈ (0, 1)) e.g. certain climate conditions, a natural growth rate of one of the biotopes

or deterioration caused by the usage itself. The following type of a logistic function

because of external reasons, thus despite constant spendings for the security infrastructure, without

effecting for example the quality of the education system or that of the public administration. This

is also true the other way around, an education system confronted with new demands caused by soci-

etal or technological changes or a public administration that has to enforce new legal and more work

intensive regulations, would not lead necessarily to a change of the safety situation again assuming

constant spendings.

To have the same effect in the first group of examples one needs to include an additional dimension

allowing for a change of benefits agents can gain from the usage of the scared resource without a

change of the allocation. In case of the leading example that could be an increasing agricultural pro-

ductivity what would subsequently induce a reallocation of the land or a change of voters preferences.

Nevertheless, real and usually complex situations consist of both kind of interdependencies, using a

budget to change a land strip means that the budget can not be spend for other purposes like the

education system, or more police force would consequently lead to the effect that some s feel more

safe while others feel at the same time more suppressed.
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captures those effects.

xe1,t+1 =
L

1 + e−γ(xst−x̂t+1)
where (2.14)

x̂t+1 = −
ln
(

L
xe1,t−(L−xe1,t)εt+1

− 1
)

γ
(2.15)

A particular chronological order concerning the influence of the state and that of the

exogenous factor on xe1 underlies (2.14) and (2.15). During each period t the state

processes its information and finally decides at the end of t how much effort (xst) it

want to invest to change xe1. At the same time the nature reserve evolves reaching xe1,t
at the end of period t. Thus the state knows xe1,t−1 but not the current size of the nature

reserve since those processes taking place simultaneously. In the next period (t + 1)

the state effort (xst) unfolds its effect on xe1, as well as the exogenous factor (εt+1). To

keep things simple it is assumed that this happens consecutively. At first εt+1 affects

xe1 starting from the value of the nature reserve at the end of period t hence xe1,t and

leading to x. As stated in (2.15) the absolute size of the exogenous factor depends on

the effect itself and on the size of the modes of usages. In the present case εt can be

interpreted as the natural growth rate in t of the grassland (xe2). It could be a random

variable or constant over time. Afterwards xst continues to change xe1 through to its

final value xe1,t+1 at the end of period t + 1. This is captured by (2.14) where γ ∈ R+

is a slope parameter and x̂t+1 is the hypothetical effort equivalent to achieve the value

that xs1 reaches after the influence of εt+1 but before the state effort (xst) unfolds its

effect.35 The amount of land allocated in t + 1 to each mode (Xe
t+1 = (xe1,t+1, x

e
2,t+1))

are the input variables that voters will process in period t+ 2.

2.3.3 The voters

As mentioned in the introduction there are rival interests among the voters concerning

the usage of the limited land (L). More precisely, voters are divided into two groups
35Technical speaking, (2.14) is constructed so that dxe1,t+1/dx

s
t is symmetric at xst = 0 for x̂t+1 = 0,

from what follows that x̄e1 = L/2. It also means that x̂t+1 shifts (2.14) in such a way that the value

of xe1 after the influence of (εt+1) is at the origin referring to xst . If xst is positive the nature reserve

expands while for a negative value it shrinks. The size of the grassland (xe2) changes respectively each

period.
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of different type (i = {1, 2}) with regard to their preferences. For simplification it

is assumed that voters of type one only concern is about the nature reserve, where

those of type two obtain benefits exclusively from the grassland. The first might be

residents of cities looking for a place to relax and recover while the latter are most

likely farmers or people working in the agricultural sector. Again for simplification it

is further assumed that at this point voters of the same type are in all aspects identical

and that both groups equal in terms of their size. Thus in the following each group is

represented by a single voter. Since both voters are only interested in one of the modes

of usage, their input vector is composed of a single element, Y i
t = (yit) = (xsl,t−1) for

i = l. Additionally both voters experience a positive but decreasing marginal return in

their preferred usage of the land, respectively. It is also assumed that ỹit = yit = xsl,t−1,

therefore an objective function (πi) of the kind below follows for both type of voters.

Πi
t = max

ỹit

πi(ỹit) = αi · (yit)β
i

(2.16)

for αi > 0 and βi ∈ (0, 1)

In case of the voters Πi
t represents the utility that voter of type i has realized in period

t. As one can see this utilization process follows the special case introduced in chapter

2.2 and 2.4, where the agent has no possibility to conduct an optimization. This is

because here the allocation of the land is not constraining a choice set from which

voters can choose the one that fits best. In fact the allocation is for technical reasons

fixed in each period hence voters can not change the allocation in the actual period

and have to utilize the current state of the land as a whole. Consequently there is also

no ground for the intertemporal problems mentioned in chapter 2.4. Neither is their

the choice between utilizing yit in form of ỹit or storing it to some extend to utilized it

in a future period nor is thus there a interdependency between the utilization of yit and

the utilization of yit+p for p > 0.

The allocation of the land in period t− 1 hence voters input variables and also the size

of the actual utilized land in t which are in the example at hand the same are, beside

others which will be introduced below, part of voter i’s information set. Therefore the

updated information set of voter i in period t is

I it = {(yit, yit−1), (ỹit), (∆S it−1), (xit−1)}. (2.17)
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In the next step voters use their information sets to derive suitable actions, hence

determining their choice variables, what means to send a signal to the government

evaluating its work. Voters do not signal their utility realized each period to evaluate

the work of the government but the signal is based on the change of their satisfaction

level what is basically the change of their normalized utility. The reasoning behind

this assumption is that voters belief the state would not remember the utility resp.

the satisfaction level from the past periods of each single voter and they are also not

aware how much the state knows about their preferences. Does the government know

that voters are only interested in one of the two modes of usage? If the state does not

it can neither conclude from a single satisfaction level hence not at all from an utility

level to which type a specific voter belongs nor how sensitive this voter will respond

to a change in the allocation of the land. Consequently sending a signal based on

the change of their satisfaction level provides more information enabling the state to

conclude on voters preferences.

To do so, first of all voters derive their actual satisfaction level. For this a reference point

is needed, which is at ỹi = L, since dπi(ỹit)/dỹit > 0. Therefore voter i’s satisfaction

level in period t is

S it =
Πi
t

πi(L)
. (2.18)

This leads to

CS it = (S it − S it−1) + λi(CS it−1 − xit−1), (2.19)

where CS it is voter i’s unannounced change of satisfaction in period t after utilization

but before determination of her choice variable (xit).36 The first term refers to the

change of the actual satisfaction of voter i based on the change of the realized utility

between period t and t − 1. While the second captures the impact of the hesitation

the voter showed in the last period. Where xit−1 is voter i actual announced change of

satisfaction at the end of period t−1. Thus the difference is the amount of accumulated

change of satisfaction that voter i was for various reasons not willing to communicate.

36In the spirit of the general notation outlined in chapter 2.4 the unannouced satisfaction can be

also expressed as CSit = ψi1(Ĩit), where in the present case Ĩit = Iit .
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The parameter λi ∈ [0, 1] on the other hand varies with the weight a voter put on the

past development of her satisfaction. The more λi tends to 0 the less voter i takes

changes of satisfaction caused in the past into consideration. This is, because either

she shows a certain degree of acceptance that her environment changes or she does not

put less weight on the past not to risk to send a wrong signal. Even so that it is based

mainly on earlier changes the state might connect the signal with recent changes of the

land allocation hence drawing false conclusions about voters interests. As stated before

in this heuristic-based approach voters incorporate uncertainty about the consequences

of their actions by determine their actual choice variable applying a second rule ψi2 to

their reference point (CS it).

xit = ψi2(CS it) (2.20)

The actual form of ψi2 depends on the reason that is supposed to cause agents i hes-

itation to adjust. If agent i has to consider habits or conservatism inducing a status

quo bias her voting behavior (xit) follows the heuristic rule (2.11). While in case her

aversion to change is mainly originating from adjustment costs e.g. time or efforts in

general to get informed about the recent political decisions that presumably lead to yit
she adjusts according to the discontinuous version of (2.11). As described above those

main drivers for agent i’s adjustment patterns can be enhanced or weakened by agents

risk attitude and the degree of uncertainty she is confronted with. The next chapter

expresses how those effects are represented by different combinations of the parameters

of the heuristic rules. Furthermore, it is illustrated how those combinations influence

the dynamic of the model.

2.3.4 The state

Beside the voters and if you want the land as imaginary agent the state is the third type

of agent completing this model. The state forms with each of the representative voters

a separated feedback loop of the following kind (xst , x
e
t+1, x

i
t+p), for i = 1, 2 and p > 1.

The states goal is a beneficial response from the voters. Since it is ruled out that agents

negotiate an ideal land allocation the state can only decide based on the past feedback
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how much effort to invest (xst) in period t to change the allocation of the land (xet+1) in

the next period what leads to voters satisfaction signal (xit+p), thus the agents interact

sequentially and coordinate indirectly. From the feedback loop structure follows for

one thing that both feedback loops constitute a family since the variables are of the

same type and for another thing that the state is the connecting agent. Additionally

because of the scarcity of the land the feedback loops are interdependent.

The activities resp. the processes of the state more precisely that of a government

will be introduced according to the same three step shemata as in case of the voters.

It is likewise assumed that the state is endowed with very limited cognitive abilities

what is why it processes, again as well as the voters, only a few basic information and

bases its decision first of all on simple heuristics. First of all the government utilizes

in each period t its input variables Y s
t = (ys1,t, y

s
2,t) = (x1

t−1, x
2
t−1), here voters change

of satisfaction signals received in the previous period. Thus the government is more

satisfied the more it can improve the well being of the voters, what also means that

it can experience negative utilities.37 Again as it is for the voters the input variables

(Y s) do not condition a potential so that it is up to the government to decide how

to use it (Ỹ s
t ), thus an admissible set of options from which it can choose the one

that maximizes its objectives. For obvious reasons governments utilization reduces

to processing voters signals as it received them (x1
t−1, x

2
t−1) = (ys1,t, y

s
2,t) = (ỹs1,t, ỹ

s
2,t), or

one might for technical reasons to think of an maximization over a choice set consisting

of a single element.38 Furthermore it is assumed that the state has an additive utility

function with positive but decreasing marginal returns in both arguments and it might

have a higher interest in the improvement of one of the voter groups (depending on α).

This leads to the following state objective function

Πs
t = max

ỹs1,t,ỹ
s
2,t

πs(ỹs1,t, ỹ
s
2,t) = α · (ys1,t)β

s
1 + (1− α) · (ys2,t)β

s
2 (2.21)

for α ∈ [0, 1] and βs1, β
s
2 ∈ (0, 1).

37Below we will see that even if the government would receive the actual satisfaction level from

the voters and utilize them a heuristic decision rule based on satisfaction levels may demand higher

cognitive skills than one that is grounded on the change of voters satisfaction.
38Therefore the utilization of the state is another example of the special case introduced in chapter

2.2. Also there are no further constraints based on state variables that the government has to consider.
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Because of the additivity there is no interdependency between the feedback loops orig-

inating from the utility function of the state. Also the state is not confronted with

any intertemporal optimization problem, that is, how to allocate its input variables to

different kinds of usage e.g. immediate utilization or storage hence future utilization or

transformation to some other type of variable and subsequent storage.

Considering the input variables received in the last period, the utilization process as

well as the model structure introduced so far and assuming that the state memorizes

the last T + 1 values of each type of variable its information set exhibits the following

structure

Ist = {(Y s
t , . . . , Y

s
t−T ), (Ỹ s

t , . . . , Ỹ
s
t−1−T ), (Xs

t−1, . . . , X
s
t−1−T ), (Xe

t−1, . . . , X
e
t−1−T ),

(Sst−1, . . . , S
s
t−1−T ), (Πs

t , . . . ,Π
s
t−T ), T s, (Ȧs,ωs),Θs}. (2.22)

Beside the input variables and the actual utilized input variables, the size of the budget

the government invested to change the land allocation and the allocation itself which

the state can observe is a element of the set.39 Furthermore its utility (Πs) is as well

an information the government obviously has as is Ss. The later is the approved but

so far not used budget or rather budget line to change the land allocation. As the

index indicates it is a variable that will be updated after the determination of the

states choice variable Xs at the end of each period. In accordance with the general

assumption about agents information the government knows very little about the in-

ternal processes of the voters T s. It is only aware of the fact that voter of type one

(two) is always interested in a bigger nature reserve (grassland) respectively, thus it

knows that dπi(ỹit)/dỹit = dπi(xei,t)/dx
e
i,t > 0 (for i = 1, 2). In terms of the feedback

loop the state knows the complete system hence Ȧs = A and ωs is a matrix with an

entry at any coordinate with the state involved. The size of the land (L) and the set

39Being more precise, if one understands the government and the environmental state as one agent

whose actions need two periods to be executed Xs is to be seen, depending on the determining rule,

as an internal choice variable set by the state. While the one that is observable by the other agents

but also not entirely controlled by the state is Xe. Alternatively and probably more consistent one

could interpreted the environmental state as an separated agent. In this case Xe would be also an

input variable of the state and an additional feedback loop is formed.
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of agents (A) are the only parameters known by the state (Θs).

Since in this simple set-up are no interdependencies between the utilization process

and the determination of the choice variables the state conducts the latter chronolog-

ically as the last process in each period based on its information set. More precisely

because of the states low cognitive abilities on the following subset of information

Ĩst = {Y s
t , S

s
t−1, T s, (Ȧs,ωs),Θs}. (2.23)

In accordance to that it is assumed that the state is not able to optimize over a com-

puted distribution of its future input variables conditional on the information subset

and its potential choice variable of the actual period but follows a two step heuristic

as outlined in chapter 2.4. Furthermore it is assumed that the state is not even able

to derive heuristically a causality between its choice and input variables based on their

past values that it might used for an optimization. Thus first of all the government

uses a much more simple heuristic rule (2.24) to derive the reference value of its choice

variable (x̃st), which captures the budget line the government is authorized to use to

enlarge the nature reserve in period t.

x̃st = λs · Sst−1 + s̄ for s̄ =


s if |ys1,t| > |ys2,t|

−s if |ys1,t| < |ys2,t|

0 else

(2.24)

It is composed of the unused budget line from the previous period (Sst−1) and of a

fixed amount s̄ by which it might be adjusted each period. While again the parameter

λs controls to which extent the state takes the past budget decision into account.

Depending on the internal budgeting process it can be the case that unused budget

lines of one period can not or just partly be transfered to the next period. Also the

government might presume that the voters show a certain level of acceptance in terms

of a changing land allocation towards one direction. Another effect suggesting to reduce

the weight on the past is that in each period only the stronger signal is considered no

matter whether the other voter satisfaction changed almost in the same way or not

at all. This can lead in both cases over time to the same accumulated budget line
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even so that the overall signaled satisfaction of the population is very different. The

second component (s̄) in (2.24) is to be understood as a rule of thumb in terms of

how to adjust to recent changes in the states environment, that is, voters reactions. If

the signal of the voter of type one is stronger than that of the other voter the state

adjust the budget line in favor of this first type of voter while in the opposite case it

reduces it.40 Hence the approved budget line can become negative what is equal to a

positive budget line committed to the extension of the grassland. On the one hand

the rule incorporates that the state has presumed information about the feedback loop

structure and knows the general form of voters utility function. On the other hand

the rule refers only to the last value of the states input variables implying that there

was a change of the land allocation in the recent past that triggered a proportional

stronger signal of one voter and that it is best, based on the processed information (Ĩst )

to assume that this will continue for further similar changes. Consequently, because of

its simplicity, the rule does not consider in period t the changes of the land allocation

initialized by states recent actions which are not yet embodied in voters feedback (Y s
t ).

Furthermore one might ask why the states decision rule does not refer directly to the

size of the nature reserve (xe1,t). For one thing, if the implementation of a decision to

adjust the environmental state takes time and further if several external factors are in

place influencing the effectiveness of those efforts it could be reasonable to focus in t on

a variable that is entirely in the governments range of influence and that correlates with

the actual target variable. For another thing, this is even more the case considering that

usually a government has to allocate a limited budget to several competing purposes

concentrating on budget variables makes it easier to compare between those usages

40As mentioned above one might assume that voters signal not the change but the actual levels of

their satisfaction. Depending on the decision rule this would lead in a lot of cases to higher demands

concerning the employed information set (Ĩs) or the cognitive abilities of the state. For example, to

apply the introduced heuristic rules the government would have to memorize the last two values of

voters satisfaction signals. A decision rule based on the actual levels of voters satisfaction would be

only reasonable if the state has more precise information about the form of voters utility function

or is able to generate this knowledge. For example the state might compute based on the signaled

satisfaction levels and past land allocations the parameter of voters utility function and determine the

updated presumed optimal land allocation in each period.
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and to justify a certain budget plan. But of course this implies that a certain causality

between budgets and the corresponding purposes are kept in mind while distributing

the available financial resources of a period.41

Once the state has computed the reference value, the second step follows determining

the actual choice variable (xst) hence the size of the budget that is finally used in the

next period to alter the land allocation.

xst = ψst (x
s
t−1, x̃

s
t) (2.25)

The functional form of (2.25) depends on the mechanisms that the government is

presumed to be subject to, preventing it from adjusting to changes immediately. In

case the government would have to take fixed costs into account as soon as it attempts

to alter the land allocation ψst would represent a heuristic rule characterized by (2.9).

While in case the decision behavior of the government is driven by conservatism, habits

or other psychological factors causing a status quo bias ψst will take the form of (2.12).

Nevertheless for both main driver behind governments decision making is true that the

higher respectively the stronger they are the bigger the difference (x̃st − xst−1) between

the amount of the budget spend in the last period for alterations and the reference

value of the recent period has to be before the current budget (xst) changes or in

the second case becomes substantially adjusted in comparison to the previous one.

Moreover, as described above, there are other factors that might reinforce or mitigate

agents hesitation. On the one side there is governments level of uncertainty about

the future responses of the voters to changes of the land allocation and on the other

side, and strongly connected, the risk attitude of the government. Since a change

of one mode of usage leads consequently to a change of the other one governments

single decision heuristic has to combine uncertainty and risk attitude effects from both

feedback loops.42 For example assuming a risk averse government a stronger hesitation

regarding an increase of xs could be caused either by a higher uncertainty in terms of
41Given different circumstances it might be also more realistic to model the government in a way

that it considers the size of the nature reserve as its decision variable. In such a case the budget line

constitutes in each period the choice set of the state (Cst ).
42So far, the states risk attitude and the degree of uncertainty it experiences are only implicitly

considered. There is no structure that connects for example the shape of the utility function (βs1, β
s
2)

as a measure for its risk attitude with the shape parameter of its adjustment heuristic. This is as
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the feedback of the type one voter or by a lower one related to the response of type two.

The next chapter will shed more light on the influence various constellations of agents

parameter, defining the shape of their adjustment heuristics, have on the dynamic

of their interactions and on the reasons that might lead to those different parameter

values.

Nevertheless, the part of the available budget line that the government decided in t to

apply (xst) will alter along with the exogenous effect the land allocation in t+ 1. This

decision also leads to

Sst = x̃st − xst ,

the size of the unused budget line at the end of each period.

2.3.5 Simulation

Even so that the actual model captures already only some set-ups out of a range of

variations introduced in the general part further restrictions are necessary to be made

to keep the analysis focused on the most important mechanisms and parameters. More

precisely on the way the intensity of each single agents hesitant adjustment behav-

ior influences their choices once they interact. Therefore the dynamic that the choice

variables of the state and of the voters follow is of interest in particular that of the

environmental state. Therefore, the emphasis of the simulations lies on the parameters

characterizing the adjustment heuristics and whether particular combinations come

along with certain regularities in the dynamic of agents choice variables. In contrast, it

will be only briefly dealt with the implications other parameters have for the dynamics

of the choice variables. Furthermore, the simulations are based on the version of the

model where agents decision are characterized by a status quo bias caused by certain

psychological mechanisms, hence agents decision rules (ψi2, ψ
s
2) follow the smooth vari-

ant (2.9). In fact this specification is justifiable because the model is supposed to serve

as an illustrative example for other social interactions that have the same inherent

structural elements concerning the interdependent feedback loops. Since adjustment

well the case for the degree of uncertainty about voters behavior which is obviously connected to the

amount and quality of information (Ĩs) the government makes use of.
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costs do not play a role in all such situations status quo bias based on psychological

effects, that could always occur when doing nothing is an option as it usually is the case

in decision situations that regularly take place, is the more comprehensive explanation

for agents hesitation. Additionally, giving more structure to the parameter analysis, a

distinction is made between two basic scenarios one where voters care about their past

satisfaction levels (λi 6= 0) and another one, that is of primary concern in the analysis,

with not past-oriented voters (λi = 0). Regarding the latter scenario there are three

interesting cases that are schematically presented below. But before some additional

constraining assumptions are needed. At first voters vary only in φ̄i,2 and φi,2 while φ̄i,1

and φi,1 are kept equal and fixed. That means a constant and equal proportion between

the two modes of reasoning is assumed comparing positive and negative adjustments

conducted by a single voter as well as comparing those of voters of different types.

Therefore voter might only differ in the sensitivity in terms of the size of potential

mis-adjustments. The less sensitive voters are the more the psychological mechanisms

causing hesitation unfold their effect consequently leading to a status quo bias. At the

moment the state as well does not consider the past so voters former signals (λs = 0) in

its decision in the current period and shows a symmetric adjustment behavior, meaning

the status quo bias is of the same extent for intended increasing or deceasing changes

of the environmental state. With regard to the other parameters, it is assumed that

the size of the land strip is normalized to one, that voters have the same preferences

(β1 = β2) concerning the preferred mode of usage respectively and that the exogenous

factor (εt) is constant and small but sufficiently big to stimulate the model as is (s̄).

Now lets take a look on the three potential cases which are illustrated in the following

figures.

The magnitude of the signal of each voter depends on the recent changes of their

satisfaction levels and the shape of their adjustment heuristic (ψi2). As the figures show

a shift of xe changes voters satisfaction in opposite directions, furthermore the changes

themselves alter contrarily. Thus an increasing nature reserve leads in absolute terms

to a declining satisfaction change in case of voter one and a growing one in case of voter

two. If xe shrinks the effects are reverse. That is why there are two values of the nature

reserve x̄e and x
¯
e at which the positive signal of one voter equals the negative one of the
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Figure 2.3: Case 1

other type making them threshold values of the system. At x̄e it is the positive signal

of voter one and the negative one of voter two that equal in case of a small increase

of xe, hence xs was positive two periods earlier. So far, if xe > x̄e voter one sends

the stronger signal consequently the nature reserve expands till it equals x̄e. While

x
¯
e determines the value of xe where its reduction causes in absolute terms signals of

the same magnitude a negative one from voter of type one and positive one from type

two. In the range between x
¯
e and 1 the signal of the second voter dominates inducing

xe to converge to x̄e. The actual value of both thresholds depends on the respective,

involved adjustment parameters, while their constellation predefines the dynamic of

xe, and accordingly the case that is present.

The decisive feature of the first case (2.3) is the identity of x̄e and x
¯
e. One can dif-

ferentiate between three sub-cases. In the first (I) both types of voters show the same

adjustment behavior for opposite changes of their satisfaction levels (φ̄1,2=φ
¯

2,2 and

φ
¯

1,2=φ̄2,2). While the second sub-case (II) is characterized by a bigger status quo bias

that voter of type two show in terms of signaling positive as well as negative changes of

their satisfaction levels (φ̄1,2>φ
¯

2,2 and φ
¯

1,2>φ̄2,2). The third sub-case (III) is the reverse

version of the second. It is true for both parameter sets, φ̄1,2 and φ
¯

2,2 for an increasing

xe and φ
¯

1,2,φ̄2,2 for a decreasing one, that not all parameter combinations fulfilling those
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Figure 2.4: Case 2

necessary but not sufficient conditions producing, if at all, satisfaction signals of the

same size for an increase and decrease of xe at a certain value of xe. It is also true that

any common value of the thresholds could be the outcome of infinitely many, adequate

parameter combinations. Therefore, the question poses what those possible parameter

combinations say about the presumed decision making of both type of voters. In order

to do so one more assumption is made to separate the different effects behind vot-

ers individual adjustment behavior. Namely, that the main drivers behind the status

quo bias, that voters of both type show in their adjustment behavior, are the above

mentioned psychological mechanisms like habits or conservatism. What implies that

those mechanisms might affect a single voter to different extents in case of increasing

or decreasing adjustments of their choice variables, that is, of their signaled change

of satisfaction. This assumption is, of course, questionable and raises the demand for

further empirical confirmation.

In the first sub-case a voter of type one exhibits the same sensitivity in terms of signal-

ing a positive (negative) change of satisfaction as type two does for negative (positive)

satisfaction changes respectively. But a single voter might be unequally sensitive when

it comes to respond to contrary changes of xe, thus φ̄i,2 could be equal, smaller or big-

ger than φ
¯
i,2) depending on the presumed intensity of the psychological mechanisms.

However, one qualification that ought to be made, is that voters of different type need
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Figure 2.5: Case 3

to have a reverse disparity in terms of their sensitivities while signaling an increase or

decrease of their satisfaction change to make sure that the above identity conditions

of voters adjustment parameter sets hold. Now lets also consider voters risk attitude.

Starting from a certain risk attitude being more (less) risk averse resp. less (more) risk

loving leads to a bigger (smaller) φ̄i,2 and a smaller (bigger) φ
¯
i,2 respectively. If there

are no additional constrains concerning voters sensitivities then for all types of voters

risk attitude and intensities one can think of a combination of sensitivities so that the

adjustment parameters hence voters status quo biases resulting from both effects are

equal (φ̄1,2=φ
¯

2,2 and φ
¯

1,2=φ̄2,2). But if additional constraints on voters sensitivities in

terms of signaling changes exist this would limit the set of possible combinations of

both effects drastically. For example, it seems reasonable to assume that a single voter

shows the same sensitivity while responding to increases or decreases of xe. This might

also be true comparing the respective reactions of voters of both types to positive or

negative changes of their satisfaction levels. If the first situation occurs for both types

there is a small range of sensitivity where if type one is risk avers and type two is risk

loving as well as a second range for the opposite case so that the overall effect fulfills

the conditions of this sub case. In addition to those cases there are further sensitivity

combinations such that the second situation occurs. Nevertheless, in all of them one

voter has to be risk avers and the other risk loving.
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In general, the difference between the first and the second sub-case is that the latter

assumes voter of type one to respond more sensitive to changes of xe regardless whether

the nature reserve shrinks or expands, that is, φ̄1,2<φ
¯

2,2 and φ
¯

1,2<φ̄2,2. Therefore, to

make sure that both types send the same signal the satisfaction change of type one has

to be bigger than that of the voters of type two. Consequently, the value of xe where

the threshold values x̄e and x
¯
e equal has to be bigger than the one of the first sub-

caste. As before looking at a single voter the sensitivity that comes along with positive

signals and thus the corresponding status quo bias might be bigger, equal or smaller

compared with that for negative signals. Adding voters risk attitude as a potential

explanation of the status quo bias and looking at the same two situations regarding

the symmetry of voters sensitivities as before shows that in the situation where single

voters are assumed to have symmetric sensitivities suitable parameter constellations

imply that either voter one is risk avers and two has a risk loving attitude or that it

has to be the other way around. In both incidents the sensitivity of type two voters is

bigger than that of type one. In case of symmetric sensitivities concerning both type

of voters responses when it comes either to increases or to decreases of xe the same

general pattern in the possible parameter combinations, that is, of voters risk attitudes

occurs.

The third sub-case is basically the reverse version of the second one. Now voters of

type one respond less sensitive to changes of xe, that is, φ̄1,2<φ
¯

2,2 and φ
¯

1,2<φ̄2,2 and the

threshold values x̄e and x
¯
e lie to the left of the ones of the first subcase. The dynamic

of the first case is in all three sub cases qualitatively the same. Regardless of the initial

value the system converges always straight to the value of xe where the threshold values

coincide and stays there resp. fluctuates in a small neighborhood around it.

The second case, illustrated in (2.4), pools those parameter set-ups, that is, certain

combinations of voters decision making behavior, which have in common that they

imply x̄e to be bigger than x
¯
e. Again there are three interesting sub-cases worthy to be

mentioned. The first (I) captures situations where voters of type one exhibit a smaller

status quo bias concerning their signaled satisfaction change than those of type two

whether or not xe increases or decreases, in this way φ̄1,2>φ
¯

2,2 and φ
¯

1,2>φ̄2,2. The
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reverse parameter constellation is typical for the second sub-case (II). While in case

of the third (III) type one voters show a stronger status quo bias in the event of an

increasing xe and type two voter do when xe decreases, thus φ̄1,2<φ
¯

2,2 and φ
¯

1,2>φ̄2,2.

As before each pair of x̄e and x
¯
e, that is, the corresponding satisfaction changes might

come along with several parameter constellations that bring about not the same sig-

nals but signals, comparing voters of both types, that are respectively equal. Under

consideration of the general restrictions of the second case concerning potential param-

eter combinations one can derive the following scenarios in terms of the adjustment

behavior of the single voters. At first, lets suppose that the resulting status quo biases

of each voter and their proportion arise from voters sensitivity to signal satisfaction

changes as the consequence of the assumed psychological mechanisms.

Regarding the first sub-case, there are possible situations with both types of voter ex-

hibiting a stronger sensitivity in case of an increasing than in the event of a decreasing

xe. Reducing proportionally those sensitivities in favor of an increasing xe would lead

to a scenario where type one responds less and type two more sensitive in the event of

an increase of the nature reserve than in case of a decrease. Continuing to alter the

sensitivities would imply that also voters of type two respond less sensitive to satisfac-

tion changes caused by an expanding xe comparing to a shrinking one. Raising now

the two symmetry constraints regarding the sensitivities of each single voter one has to

include voters risk attitude to be able to explain the before supposed status quo bias

constellations. Since also the status quo difference between voters of different type is

bigger in case of a decrease of xe and, furthermore, looking at symmetric individual

sensitivities there are three general scenarios, one with type one being risk averse and

two risk loving, the reverse one and such one where both are risk averse. Thereby,

in terms of the proportion of each voters resulting status quo biases the first comes a

long with φ̄1,2<φ
¯

1,2 and φ̄2,2<φ
¯

2,2, in the second φ̄1,2>φ
¯

1,2 while φ̄2,2<φ
¯

2,2 and finally

in the third scenario φ̄1,2<φ
¯

1,2 and φ̄2,2<φ
¯

2,2. Voters of type one always respond less

sensitive to changes than type two. Assuming that voters show symmetric sensitivities

for arbitrary changes of xe type one voter would have to be risk averse and type two

risk loving. Actually each of the feasible status quo bias constellations of this sub-case

could be explained by this kind of general combination of sensitivities and risk atti-
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tudes. Also here voters of type one are always the less sensitive one.

The second and the first sub-case have in common that there are potential scenarios

with both types exhibiting a stronger or a smaller status quo bias at the same time in

case of an increase and consequently for a decrease of xe as well while signaling their

respective satisfaction change. Additionally, there are also scenarios where type one

shows proportionally a smaller and type two a bigger status quo bias when xe increases

than when it decreases. Both sub-cases are also contrary in the sense that the absolute

difference between the status quo biases of a single voter is regarding a type one voter

smaller in the first and bigger in the second sub-case comparing with those of a type

two voter. In turn they have in common that those status quo bias constellations could

be explained by purely considering sensitivities or by a combination of sensitivities and

voters risk attitudes. In terms of the first symmetry constraint that refers to single

voters the possible scenarios concerning voters risk attitude and thus the resulting sta-

tus quo bias constellations are qualitatively the same as in the previous sub-case. But

in case of the second symmetry constraint now voter one would have to be risk loving

and two risk averse. What may coincide with all general status quo bias constellations

of the second sub-case. Moreover, voter one is in all scenarios less sensitive than voter

two.

Looking at the difference between the status quo biases of a single voter and comparing

those between voters of different type shows that there are parameter combinations for

three qualitatively different cases that fulfill the requirements of the third sub-case.

Namely, one can think of scenarios where both types exhibit a smaller, an equal or

such where a type one voter shows a bigger and type two a smaller status quo bias, in

terms of signaling satisfaction changes, when it comes to an expanding nature reserve

than in case of a shrinking one. As before all these scenarios meaning the respective

parameter constellations are entirely explainable by corresponding assumptions about

voters sensitivities to signal changes of their satisfaction or by considering voters risk

attitude as well. Again, by limiting the set of sensitivity combinations through rais-

ing the two symmetry constraints, one can distinguish for both between three general

scenarios, one with type one being risk averse and two risk loving, the reverse one and

such one where both are risk averse. Whereby, in case of the symmetry constraint
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that refers to a single voter the proportion of voters resulting status quo biases are as

following, in the first scenario φ̄1,2<φ
¯

1,2 and φ̄2,2>φ
¯

2,2, in the second φ̄1,2>φ
¯

1,2 while

φ̄2,2<φ
¯

2,2 and finally in the third scenario φ̄1,2<φ
¯

1,2 and φ̄2,2<φ
¯

2,2. Fulfilling the second

symmetry constraint does not limit the possible parameter combinations in the sense

that all above mentioned general status quo bias constellations could occur.

Qualitatively, one can draw a distinction between three patterns that can occur in the

dynamics of each single sub-case. Depending on the initial value (xe0) the system con-

verges either to x̄e if xe0 < x̄e or to x
¯
e if it starts from a value bigger than x

¯
e. In both

cases the size of the nature reserve stays, as in the first case, in a close neighborhood

around the threshold values respectively. A third pattern emerges if xe0 lies between

both thresholds. In this instance the land allocation does not change at ll over time.

The third case, shown schematically in (2.5), covers those parameter combinations,

which imply x̄e to be smaller than x
¯
e. There are also three interesting general sub-

cases that are to a certain extent the counterparts to those of the second case. The

first (I) captures situations where voters of type one exhibit a smaller status quo bias

concerning their signaled satisfaction change than those of type two whether or not

xe increases or decreases, in this way φ̄1,2>φ
¯

2,2 and φ
¯

1,2>φ̄2,2. The reverse general

parameter constellation is typical for the second sub-case (II). While in case of the

third (III) type one voters show a smaller status quo bias in the event of an increasing

xe and type two when xe decreases, thus φ̄1,2>φ
¯

2,2 and φ
¯

1,2<φ̄2,2. As before for each

combination of x̄e and x
¯
e, that is, for the corresponding satisfaction changes there are

several parameter constellations causing not the same signals but signals, comparing

voters of both types, that are respectively equal. Under consideration of the specific

restrictions of this third general case concerning suitable parameter combinations one

can derive for each sub-case several scenarios in terms of voters adjustment behavior

that underlays the corresponding status quo biases.

Regarding the first sub-case, there are potential scenarios with both types of voters

exhibiting a stronger or a smaller, as well as such with type one showing a smaller

and type two a stronger status quo bias in case of an increasing xe than in the event

of a decreasing xe. Assuming voters adjustment behavior is determined by their risk
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attitude and certain psychological mechanisms causing an individual degree of sensi-

tivity to signal changes of their satisfaction and raising the two symmetry constraints

regarding those sensitivities continues to reduce the set of potential scenarios. With

symmetric individual sensitivities in place there are three general scenarios possible,

one with type one being risk averse and two risk loving, the reverse one and such where

both are risk loving. Thereby, in terms of the proportion of each voters resulting status

quo biases the first comes a long with φ̄1,2<φ
¯

1,2 and φ̄2,2>φ
¯

2,2, in the second φ̄1,2>φ
¯

1,2

while φ̄2,2<φ
¯

2,2 and finally in the third scenario φ̄1,2>φ
¯

1,2 and φ̄2,2>φ
¯

2,2. Voters of type

one always respond more sensitive to changes than those of type two. Now assuming

that voters show symmetric sensitivities for arbitrary changes of xe either type one

voters would have to be risk averse and those of type two risk loving or it has to be

the other way around. Actually each of the feasible status quo bias constellations of

this sub-case could be explained by this kind of combination of sensitivities and risk

attitudes. Also here voters of type one are always the more sensitive one.

The same general scenarios in terms of the proportion of voters status quo biases that

are possible in the first sub-case can also occur within the limits of the second sub-case.

Also in the second sub-case those status quo bias constellations could be explained by

simply considering sensitivities or by a combination of sensitivities to changes and vot-

ers risk attitudes. Furthermore, in terms of the first symmetry constraint that refers

to single voters the possible scenarios concerning voters risk attitude and thus the re-

sulting individual status quo bias constellations are qualitatively the same as in the

previous sub-case. This is also true in case of the second symmetry constraint, what

again may coincide with all feasible status quo bias constellations of the second sub-

case. In contrast, voter one is now in all scenarios less sensitive than voter two.

The third sub-case (III) comes also along with three qualitatively different parameter

combinations comparing voters of different types in terms of the difference between

their individual status quo biases. That is, one can think of scenarios where both types

exhibit a smaller, a bigger or such where type one voter show a smaller and type two

a bigger status quo bias, in terms of signaling satisfaction changes, when it comes to

an increase of xe than in case of a decrease of xe. As before all these scenarios mean-

ing the respective parameter constellations are entirely explainable by corresponding
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assumptions about voters sensitivities to signal changes of their satisfaction or by con-

sidering also voters risk attitude. Again limiting the set of sensitivity combinations by

raising the two symmetry constraints, one can distinguish in both instances between

three general scenarios, one with type one being risk averse and two risk loving, the

reverse one and such one where both are risk loving. Whereby in case of the symmetry

constraint referring to a single voter the proportion of voters resulting status quo biases

are as following in the first scenario φ̄1,2<φ
¯

1,2 and φ̄2,2>φ
¯

2,2, in the second φ̄1,2>φ
¯

1,2

while φ̄2,2<φ
¯

2,2 and finally in the third scenario φ̄1,2>φ
¯

1,2 and φ̄2,2>φ
¯

2,2. While fulfilling

the second symmetry constraint does not limit the possible parameter combinations in

the sense that all above mentioned general status quo bias constellations could occur.

Once again, also in the third case one can draw qualitatively a distinction between

three patterns that can occur in the dynamics of each single sub-case. Depending on

the initial value (xe0) the system converges either to x̄e if xe0<x¯
e or to x

¯
e if it starts from

a value bigger than x̄e. Once the threshold x̄e (x
¯
e) is reached the signal of the voter

of type two (one) becomes bigger hence xe starts to decrease (increase). In the fur-

ther course the type two voter continues to send the bigger signal therefore the system

moves to x
¯
e (x̄e) where the reverse signal switch happens thus again the nature reserve

expands (shrinks) back to x̄e (x
¯
e). In the following xe keeps oscillating between both

thresholds. The third pattern occurs if the system starts from a value between the

thresholds, thus x̄e>xe0>x¯
e. The only difference to the other two patterns is that now

xe oscillates between both thresholds from the start. Whether xe shrinks or expands

at first depends on the initial impulse caused by εt.

One has to admit that not all of the described parameter combinations are in the

same way plausible. Combinations with both type of voters being risk avers and com-

binations with turning points that are close to each other seem to describe the behavior

of real agents best. Furthermore, numerical simulations also show that in case of re-

laxing the restrictions on the other parameter the described regularities fast vanish. In

most cases the adjustment behavior of the agents compensate each other forcing the

environmental state to stay at a stable path.
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2.4 Conclusion

In the first part of this work I described various examples for social situations that

all have certain characteristics in common, namely the existence of feedback loops, the

interdependency of those loops, a lack of direct coordination and the circumstance that

the interacting agents show a hesitant adjustment behavior. Afterwards suggestions

were made how to capture those characteristics in an adequate modeling approach.

Based on this, in the second part, a small scale agent-based model was presented.

With this model first insights could be drawn how the adjustment behavior of the

interacting agents influence each other and thus the dynamic of the model. From all

different combinations of the adjustment parameter, representing different intensities

of hesitation, only a few were economically plausible and lead to a dynamic of the

model with stable regularities.
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CHAPTER 3. THE REORGANIZATION OF FIRMS AND INCOME
INEQUALITY

3.1 Introduction

A topic to which for decades social science devoted frequently much attention is the

development of labor incomes, more precisely of the inequality between the incomes

of different groups of workers. Recently, besides others, it was especially the work of

Thomas Piketty that brought the issue income inequality back into the spotlight of the

academic and the public discourse.1 The new empirical results presented by Piketty

suggest that there are fundamental mechanisms underlying the economy that slowly

but consistently cause incomes to become more unequal. This can be observed not only

in the entire economy but also on the firm level. Among the various metrics to measure

or to express income dispersion, the comparison of quantiles and the Gini coefficient

are the two most popular ones,2 where the latter will be important in this work.

Social science looked at this empirical phenomenon, increasing income inequality,

from various angels. One of the most spread set of explanations focuses on the pro-

duction side of the firms, more specifically on how technological change causes firms

to alter the way they produce goods. The first models in this area of research, which

are often subsumed under "skill biased technological change models", claim that new

technologies first of all favor high-skilled workers, increase their relative productivity

and incomes,3 hence worsening the situation of low-skilled workers accordingly.4 Fol-

lowing empirical and theoretical work showed the limitation of this approach,5 what

lead to a new set of production-oriented models to explain the demand for different

types of labor and the rise of income inequality. Those models assume production,

as the model below does, to be a combination of tasks that are conducted by various

skilled workers. Furthermore, they also assume that tasks are differently affected by

new technologies in terms of automation and that all workers are able to perform those

1Besides the academic work e.g. Piketty and Saez (2003) and Atkinson et al. (2011), his book

"Capital in the Twenty-First Century" (Piketty (2014)) made the insights of this research accessible

to a broad non-academic audience.
2The comparison of quantiles is extensively used in the work of Piketty. For the Gini coefficient

see (Atkinson et al. 2017).
3See e.g. Krusell et al. (2000) and Acemoglu (2002)
4See e.g. Katz and Murphy (1992), Murphy and Welch (1992) and Berman et al. (1998).
5See Card and DiNardo (2002) and Autor et al. (2008).
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tasks but that their productivity depends on their skill level. Therefore, the possibility

of substitution between workers and capital and between differently skilled workers is

inherent to those models.6

Another slow but not less persistent phenomenon is the increase of the variety of

professions and necessarily of educational opportunities. This trend towards a more

heterogeneous labor force always accompanied economic progress, but in recent decades

developments like computerization and digital transformation made this trend even

more visible. On the one side this is simply caused by a broader set of products people

consume, and of course that have to be manufactured. In the event of technological

progress the productivity of input factors increases. Therefore, one can either produce

more of the same products with the same resources or additional, new goods. In the

latter case new skill combinations, i.e. professions, are needed. On the other side firms

regularly reorganize their operations that is, they reallocate the tasks or activities,

which together form those operations, between their workers. Usually, this leads to a

higher degree of labor decision, thus the range of tasks resp. activities that each worker

conducts becomes smaller or in other words workers become more specialized.7

The contribution of this work is to show the connection between those two phenom-

ena, the increase in labor division and its effect on the income distribution of the work

force of a single firm. The following two research questions will serve as a guideline

for the paper. First, what influence does technological change have on the way a firm

organizes its operations and, second, how does such change affect the incomes of the

work force, more precisely does it make the firm-specific income distribution more or

less equal. To answer those questions I develop a model of a single firm that produces

a final good and that takes the price of the good and the various wages of differently

skilled workers as given. The firm forms working groups and allocates the tasks to

them. Thus the firm has not only to decide which group conducts which set of tasks,

as it is the case in the task-based models, but also which number of working groups

is optimal, which is similar to Becker’s approach. Both decisions imply the optimal

6One of the first and very influential task-based models was Autor et al. (2003). A further refined

and very well presented task-based model is Acemoglu and Autor (2011). See also Autor et al. (2006)

and Autor and Handel (2013).
7A very influential paper regarding labor division is Becker and Murphy (1992).
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organizational structure of the firm. We will see that the firm has to consider two

contrary effects when increasing the number of working groups. On the one hand, this

lowers the total wage costs, but on the other hand increases complexity, i.e. the costs

of coordination on the other side. In the event of technical progress the firm needs to

reorganize to balance both effects again. How that changes the optimal organizational

structure and moreover how that again influences the income distribution depends on

the production function of the firm and on the assumed outcome of the labor market.

The paper is organized in the following way. In Section 3.2 the focus is on the prop-

erties of the labor force, especially on the skills inherent to each worker. In contrast,

the concern of Section 3.3 is the firm. At first an activity-based production function

is introduced. Afterwards the components of the firm’s organizational structure are

explained in detail. The section closes with an explicit illustration of the cost trade-off

the firm is facing. Section 3.4 finally describes the optimization problem the firm has

to solve to determine its optimal organizational structure. First some general results

are derived before through an illustrative example it is explicitly analyzed how the

functional form of the production function and the skill referring wage function as well

as technological progress influence the optimal number of working groups and their de-

gree of specialization. Before Section 3.6 concludes, Section 3.5 is dedicated to discuss

how a change of the optimal organizational structure of a firm influences the income

equality of the work force.

3.2 The labor force

It is obvious that humans and therefore workers differ widely regarding their cognitive,

social and physical abilities that are either innate to each single person or that is

actively obtained for example through learning on the job or through schooling, that

is, abilities in the sense of an investment good. This very general classification can be

refined further. Nevertheless, the important point of such classifications is that different

combinations of those abilities might lead to the same outcome. This indeed depends

on the task a worker is supposed to conduct. To be more precise combinations refer to

the actual abilities and the specific levels of these abilities that a worker possesses.
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To simplify the comparison of workers regarding their abilities, a couple of assump-

tions is essential. First of all, workers cannot compensate their lack of abilities needed

to accomplish a certain task by simply spending more time on it. Thus there are

minimum requirements for each ability concerning a specific task. Additionally, it is

assumed that workers, even so that they might use different combinations of abilities

resp. of ability levels, do not perform tasks with different speed. That is, if two workers

are able to conduct a task, both need the same amount of time to do so. Furthermore,

in real life it is quite likely that confronting the same workers with different tasks will

lead to a situation where one is able to perform successfully a certain task and the

other is not while for another task the opposite happens. In this work such situations

are excluded.

Based on the assumptions made so far, one can think of an abstract one-dimensional

measure ranking workers according to their individual combination of abilities. Thus,

to each worker a value φ ∈ [0, 1] is assigned to what in the following is referred to as the

skill level that defines a workers type. The higher the skill level, the more demanding

tasks she is able to conduct. This implies, as we will see below, that each task that is

part of a firm’s operations, is ranked as well according to the minimum skill level that

it requires. Arranging all workers along the skill interval gives an economy-specific skill

level distribution L(φ). So far it is only assumed that there are workers of every skill

type, hence L(φ) : [0, 1]→ R++.

Each worker supplies inelastically one unit of labor in each period. The following

set Lsφ captures all potential combinations of skill levels that a worker of skill type φ

can offer

Lsφ =

{
ls(φ̃) : [0, φ]→ R+ :

∫ φ

0

ls(φ̃)dφ̃ = 1

}
. (3.1)

As one can see there are, beside a workers specific skill level, no further constraints

concerning the skill content of her labor supply. Neither, for example, is she obliged

to cover all possible skill levels nor can she only offer a convex sub-interval of the skill

range she is able to cover.
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3.3 The firm

3.3.1 The firm’s operations as a task-based concept

As often mentioned in the economic literature, to produce goods many distinguishable

tasks need to be combined. A task is usually understood in the sense of a process, hence

as a set of various activities that exhibit strong content- and time-related dependen-

cies. An activity is assumed to be the smallest technically possible or reasonable work

content unit. Considering the same skill measure that was introduced to evaluate the

abilities of the labor force, the activities of a task might differ highly in the minimum

skill requirements workers need to meet to be able to conduct them. As will be shown

later, it is to a certain extent beneficial for the firm to divide tasks into subtasks. That

is, into sets of activities, in a way that the range of the minimum skill levels demanded

by the activities of the single subtasks becomes narrower than the one of the initial

task. Continuing to split subtasks would finally lead to sets that consist of activities

with the same minimum skill requirement or even only of a single activity.

Let us assume that arranging the activities that a firm has to combine to pro-

duce a good y, in terms of their skill requirements form a subinterval [0, φ̄] (for some

0 < φ̄ < 1) of the total skill range. Furthermore, single tasks are assumed to be

complementary. One can think of cases where certain tasks can be substitutes. For

example putting more effort into an operative production planning task could improve

the work flow hence increase the output of a certain group of workers. But on the one

side such substitution effects are usually very limited and on the other side for most

task combinations do not exist at all. Therefore, "combining activities" takes place

according to the Leontief production function

y = max

{
min
φ∈[0,φ̄]

ỹ(φ)− θ, 0
}

= max

{
min
φ∈[0,φ̄]

{(g(φ) · f̃(φ))h(φ)} − θ, 0
}
, for θ ≥ 1.

(3.2)

The potential output level ỹ(φ) yielded by the activities of type φ is determined by

the effort f̃(φ) allocated to those activities and g(φ) and h(φ) characterizing, besides

the complementarity assumption, the technology applied by the firm. The skill level

with the lowest potential output level defines the actual realized output level y ∈ R+.
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Since workers of various types do not differ in their productivity to perform certain

activities, as long as they have a sufficient skill level, and because their labor supply is

inelastic, the effort f̃(φ) can synonymously be understood as working time or number

of workers allocated to the activities of type φ, therefore f̃ : [0, φ̄]→ R++.

The function g : [0, φ̄]→ R++ assigns to every skill level a skill-specific technology

parameter which expresses how effective a unit of working time at a certain skill level

is in providing a potential output level. The higher g(φ), the more productive are

workers at skill level φ regarding ỹ(φ). Additionally, it is assumed that the higher the

skill level, the higher the technology parameter, thus gφ > 0. Whether this is because

at higher skill levels, there are less activities to be executed or because workers are able

to conduct them faster than those requiring lower skill levels, depends highly on the

way the various tasks at the beginning were splitted into the respective activities. Since

there is no equal natural unit to measure various activities capturing them in units of

skill-specific input factors, either working time or the number of workers necessary

to conduct them makes them, as an aggregate at each skill level, comparable. This

becomes clearer when looking at the inverse of the production function, what is done

hereafter. Therefore, the only thing that is relevant at the moment is that deploying

the same amount of working time or the same number of workers at a higher skill level

provides a higher potential output level than at a lower skill level.

A further important feature that characterizes a production function is the way

the marginal products of its input factors vary along with the deployed amount of

those factors. In the case of the Leontief production function (3.2), this is captured by

h : [0, φ̄]→ R++, which determines the marginal product of the effective working time

g(φ)· f̃(φ) at each skill level φ. Besides the fact that the marginal products are positive,

there are two further important assumptions made concerning h. First, assuming the

same amount of effective working time, the marginal products at higher skill levels

are also higher than those at lower skill levels, thus hφ > 0. Second, in the case of

an increase of the amount of effective working time, the marginal products at lower

skill levels are diminishing while at higher ones they are rising, therefore h(0) < 1 and

h(φ̄) > 1. Thereby, since g(φ) is a given parameter, an increase of the effective working

time at skill level φ implies an increase of the working time f(φ) the firm allocates to the
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respective activities at φ. Looking at the diversity of the firm sector of an economy, it

becomes obvious that, as in the case of g, there are plenty of mechanisms, firm-specific

as well as industry-specific ones, that would demand for various forms of h. The two

most important ones featured in the present activity-based model are the scalability

of the outcome of the single activities and the extent of the coordination efforts at

different skill levels. The first refers to the assumption that the higher the skill level

the more activities are conducted which outcome is being used independently of the

actual realized output level. For example, a top manager’s the strategic decisions or

the product improvements done by the engineers of the development department are

necessary to make and of the same use at any level of y. Therefore, they are highly

scaleable in terms of the output level. While in the case of production planners, a

significant amount of the activities they perform are directly connected with the level of

y, other planning activities again might be more general, hence scaleable. On the lower

end of the skill interval, these activities are located whose extent depends directly on

y, like those producing the actual final good. Their scaleability is consequently close to

zero. Concerning the second mechanism, coordinating the activities, it is assumed that

to a certain extent each worker has to contribute to the overall coordination efforts of a

firm. That is, all workers have to perform activities that coordinate other activities, for

example communicating the results of activities they have carried out or harmonizing

beforehand the details of the work content of their activities with the ones executed

by other workers of comparable skill level. Furthermore, it is also assumed that in the

case of low skill activities such coordination efforts increase overproportionally with

the number of workers. Considering the potential output level the coordination efforts

have a contrary effect than the scalability of the activities. At the lower end of the skill

range, the coordination effect dominates while at higher skill levels the latter does. The

described form of h captures both effects commonly expressing the differences between

the skill levels in terms of the marginal returns resp. the change of the marginal returns

of the skill-specific effective working time.

The last assumption regarding the firm’s production function is that a certain

amount of working time of each skill level is needed to conduct the activities nec-

essary to keep the firm running. This is captured by the number θ. The higher θ the
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more workers are involved in maintaining operations. The value of θ can be interpreted

either as the equivalent quantity of the final good that could be produced with those

working time units otherwise or as actual output that is used internally. In the latter

case y would not denote the absolute output level of the firm, but the share that is

meant for sale.8

For obvious reasons it is important for a firm to know how much of the good y

can be produced with various working time distributions over the skill range. But it is

the reverse relation that serves as a basis for the firm’s effort to work out its optimal

organizational structure, which will be discussed in more detail below. Thus we are

looking for a function f : [0, φ̄] × R+ → R+ such that for any given y ∈ R+ and for

all φ ∈ [0, φ̄], y = (g(φ) · f(φ, y))h(φ) − θ holds. This condition ensures that the firm

allocates the right amount of working time to each single activity type to produce y

without wasting resources. Solving for f(φ, y) yields

f(φ, y) =
1

g(φ)
· (y + θ)

1
h(φ) . (3.3)

The function f assigns to any skill level φ and any intended output level y the necessary

amount of working time or number of workers. From the assumptions made so far

concerning the production technology, one can derive that at any skill level, the amount

of working time is strictly increasing in y and at the same time that it is strictly

decreasing in φ for all output levels, hence fφ < 0 and fy > 0.9 Furthermore, the

monotonicity properties also imply that the proportion of the total amount of working

time below any arbitraryly chosen level of φ and that above is increasing in y. In other

words the more goods the firm produces, the more proportionally low skill activities

are performed by the workers.

Later we will see that to specify the optimal organizational structure it is essential

for the firm to determine the number of workers it has to employ to conduct all activities

up to a skill level φ for some given output level y. The following expression captures

8For technical reasons θ is assumed to be bigger than one.
9For the derivatives, see the Appendix Section 3.7.
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this relation

F (φ, y) :=

φ∫
0

f(φ̃, y)dφ̃ =

φ∫
0

1

g(φ̃)
· (y + θ)

1
h(φ̃)dφ̃. (3.4)

3.3.2 The firm’s organizational structure

Knowing the right number of workers or the amount of working time to perform the

activities of each type necessary to produce y, thus knowing f(φ, y), is the first step

for the firm to find its optimal organizational structure. The second step is to assign

workers to those skill-specific activities behind the working time amounts. In princi-

ple the firm can choose from an infinite set of combinations of workers and activities

regarding type and numbers, but considering that these come along with different co-

ordination and wage costs, some are more beneficial than others. The assumptions

and mechanisms behind these cost considerations will be discussed in the next section,

while in the following, the resulting general characteristics of the firm’s optimal struc-

ture are introduced. The first characteristic is that it is optimal for a firm to form

groups of workers with each group conducting all activities of a certain range of skill

levels. Second, these skill levels are adjacent. Technically speaking, the firm partitions

the skill interval [0, φ̄], hence the corresponding activities, into a set of n subintervals

{Φi}ni=1 that are indexed in increasing order in terms of their skill levels. Thus, for

any φ′ ∈ Φj, φ
′′ ∈ Φk with j > k and Φj,Φk ∈ {Φi}ni=1 it holds that φ′ > φ

′′ . The

subintervals are mutually exclusive and exhaustive, that is, every skill level φ ∈ [0, φ̄]

belongs to one and only one subinterval. Therefore, except for the first subinterval,

which is compact, subintervals are assumed to be open to the left side and closed to

the right side. Thus, there is a skill level vector φ̂ = (φ̂1, . . . , φ̂n) with φ̂n = φ̄, where

φ̂i, i ∈ {1, . . . , n−1}, separates subinterval i from subinterval i+ 1. Therefore, φ′ ≤ φ̂j

holds for every φ′ ∈ Φj if φ̂j ∈ Φj. These skill levels are called the cut-off skill lev-

els of the corresponding subintervals. Economically this is the minimum skill level a

worker needs to exhibit to be part of the working group that is supposed to perform

the activities belonging to this subinterval.

Consequently, this means that the organizational structure of a firm is embraced

by the number of cut-offs n, that is, the number of working groups or subintervals and
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by the cut-off skill level vector φ̂ itself. But this does not say much about the internal

structure of the working groups. In fact, beside the minimum skill levels, there are no

further constraints, thus a firm could combine workers of several skill types to form

a working group. Actually, from a technical point of view, given a certain n, φ̂ and

an amount of goods y, there are infinitely many combinations of workers in terms of

number and skill types for each working group, with corresponding aggregated demands

ld over all skill types, that would enable a firm to perform the respective activities. The

set of functions Ld represents those aggregated demands10

Ld
φ̂

=

{
ld : [φ̂1, 1] 7→ R+ :

∫ 1

φ̂i

ld(φ)d(φ) ≥
∫ φ̂n

φ̂i−1

f(φ, y)d(φ), ∀i ∈ {1, . . . , n}

}
. (3.5)

Nevertheless, as we will see later, from the same assumptions concerning the labor

supply that among others lead to the two above mentioned characteristics of a firm’s

structure, it also follows that there is only one optimal aggregated demand level for

any given organizational structure.

3.3.3 The firm’s coordination and wage costs

To produce a final good a firm has not only to perform activities that vary considerably

in terms of work content, skill level and in number, but also that needs to happen not

independently but in a harmonized way. Every activity produces information which is

relevant for other activities or The outcome of every activity is, beside in some cases a

kind of material output, a huge variety of information which is important to be known

by other workers conducting similar activities so that they are matched. This usually

happens in both directions or in plenty of information circles that connect all activities

with each other resp. the performing workers. In a nutshell, activities need to be

coordinated. Before describing how coordination takes place, the concept of a working

group has to be clarified. A group of workers to whom a certain set of activities is

assigned form a working group. Regarding their skill levels, all workers are supposed

to be able to execute all those activities and are familiar with the corresponding work

content. They might for example rotate through the single activities, perform the same

kind of activities or conducting activities which are, because of work content-related
10For the derivation, see the Appendix Section 3.7.
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dependencies, highly connected. It is assumed that coordination is a two-dimensional

process on the one side coordination between the working groups and on the other side

within the working group. Considering the similarity and the linkage between the work

content of the activities performed by the workers of the same working group, their

coordination is supposed to be managed entirely through the coordinating activities at

each skill level. Thus there are no additional efforts in terms of working time or costs

necessary.

This is not the case for the coordination between the working groups. The members

of one working group are not familiar with the activities of another. They even might

not know necessarily what the work content of those activities comprises. Therefore, a

firm has to handle the information flow at the interfaces between the working groups

in a standardized way. This means information, that come along with the various

activities, needs to be gathered, processed, transformed and saved, that is, it needs to be

made accessible and processible for the workers of the other working groups. Therefore,

a firm requires a suitable IT infrastructure. The resulting investments are referred to

as coordination costs. Since such technical systems provide a certain capacity range, it

is an acceptable simplification at this point to assume that the coordination costs Cc

depend only on the number of working groups n and on the used technology a, thus

Cc = cc(n, δ), cc : N× R+ → R+ with ccn > 0, ccnn > 0 and ccδ < 0. (3.6)

The number of interfaces between working groups grows exponentially with their num-

ber. This explains why the coordination costs are strictly increasing in n. A positive

technological change on the other side is expressed by an increasing δ. In practice,

this could be caused by a lot of different developments. For example, besides improve-

ments of the physical devices, one may think of better or new possibilities to measure

processes hence to collect data or enhanced algorithms processing those data or cloud

computing, that is, all such technologies that are typically part of recent themes like

digital transformation, industry 4.0 and artificial intelligence.

In this work the firm is assumed to take the technology level as exogenously given. A

positive technological change means either that with the same investment the firm can

afford an IT infrastructure that is able to support a more sophisticated firm structure
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thus coordinating more working groups or that the coordination of the same number

of working groups comes now along with less investments thus lower coordination

costs. Either way, technological progress causes the firm to reevaluate its organizational

structure.

Lets have a closer look on the second component of the firm’s overall cost consider-

ations, the wage costs. Due to the labor market being competitive, the firm acts as a

price taker, thus it takes the wages as given and there is no constraint from the supply

side regarding the number of workers of any skill type a firm can employ. Furthermore,

it is assumed that the labor market is highly differentiated in terms of skills thus there

is a continuum of wages corresponding to the workers’ skill levels. This is captured by

W = w(φ), w : [0, 1]→ R+ with wφ > 0, wφφ ≥ 0. (3.7)

The assumed downwards substitutability regarding the minimum skills prevents wages

form falling along the skill range, since otherwise less skilled workers would be substi-

tuted by workers with higher skills but lower wages. Furthermore, the circumstance

that in the past decades the demand for higher skilled workers increased more than

their supply11 and the assumption that workers demand higher wages the more skilled

they are underlies the suggested increasingly rise of the wages with the skill level.

It becomes apparent that solving the trade-off between coordination costs and wage

costs is the challenge a firm has to meet to find its optimal organizational structure,

hence its optimal number of working groups and cut-off values (φ̂
?
, n?). On the one

side a firm can reduce the overall wage costs by allocating the activities necessary to

produce a certain output to a larger number of working groups exploiting the wage

difference between differently skilled workers. That is, it allocates less demanding

activities to lower skilled workers with lower wage demands and thus making higher

skilled and better paid workers to concentrate on more the challenging activities in

terms of required minimum skills. But on the other side increasing the number of

working groups will also increase the coordination costs a firm has to bear, up to a

point, where the wage cost reduction of an additional working group is smaller than

the rise of the coordination costs.

11This is a well established fact for a lot of industrialized countries.
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How the firm solves the trade-off problem to find the optimal way to organize its

operations and how the organizational structure changes in the case of a technological

progress is the main concern of the next section. There are three general characteristics,

two were already mentioned above, that all such solutions have in common. First,

from the labor market structure it follows that a firm forms a working group only with

workers that are exactly of the type of the corresponding cut-off skill levels. Thus, in

terms of skills, working groups are homogeneous. Therefore, for a given vector φ̂ only

the aggregated labor demand function out of Ld, where the entire demand for each

working group is concentrated at the cut-off skill levels, is of potential interest for the

firm. Consequently, finding firms optimal aggregated labor demand is equivalent with

finding the optimal cut-off skill levels. Second and third, that a working group performs

all activities belonging to a convex subset of the skill range, can be explained in one.

Suppose the skill levels of the activities conducted by a working group form a convex

subset, but not all activities within this subset are conducted by this group. Then

there must be another working group performing those activities. In case such a group

has a lower skill type, it would reduce the overall wage costs if those workers execute

all activities up to their skill level. The opposite effect takes place if the skill level of

such a group is higher than that of the first group. Now, to reduce the wage costs, the

first group should perform all activities up to their skill type which were performed

before by the group with the higher skills. While in the case there is a second group

of workers of the same type, the coordination costs can be reduced if the second group

performs all activities of the first group as well. This is because the coordination costs

depend on the number of working groups n, but not on the amount of work or activities

each group performs. Finally, it might be that the activities assigned to the first group

form two disjunct subsets regarding the skill level. But if a group of lower skilled

workers performs those activities that demand a skill level between the two subsets,

this working group should also perform the activities belonging to the subset with

lower skill levels reducing the wage costs. Otherwise, if those activities are executed

by a working group of a higher skill type the first group should also perform those

activities, forming a big convex skill set, in order to decrease the wage costs. From
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those characteristics concludes the following general form of the wage costs

Cw = cw(φ̂, n, y) =
n∑
i=1

(F (φ̂i, y)− F (φ̂i−1, y)) · w(φ̂i) (3.8)

for 0 = φ̂0 < φ̂1 < · · · < φ̂n−1 < φ̂n = φ̄.

3.4 Finding a firm’s optimal organizational structure

3.4.1 The general case

Usually firms try to achieve with their operations a certain objective what is for this

particular firm, as in most cases, to generate high profits Π?. As well as on the labor

market the firm is assumed to act on the good market as a price taker. Therefore,

to maximize profits the firm chooses its optimal output level y?. In order to produce

this output level, the firm has to deploy the input factors optimally, thus forming

working groups that differ in number and skills of the respective workers and assigning

those groups to the task-forming activities in the best possible way considering the

total costs. In other words producing the profit maximizing output level y? means to

implement the corresponding optimal organizational structure (φ̂
?
, n?). This implies

that the firm is confronted with the following optimization problem

Π? = max
φ̂,n,y

π(φ̂, n, y; p, δ) = max
φ̂,n,y

(
p · y − cc(n; δ)− cw(φ̂, n, y)

)
(3.9)

for 0 = φ̂0 < φ̂1 < · · · < φ̂n−1 < φ̂n = φ̄.

On the one side, the revenue of the firm increases in y for a given price p which is

normalized to one. On the other side, we have the coordination costs and the wage

costs, where the latter also increases in y. One can also see the second conflict of

interest caused by the contrary effects of n on the costs, hence on the profits, that a

firm has to consider while solving (3.9). Additionally, since φ̂, f(φ, y) and w(φ) effect

only the wage costs Cw and δ only the coordination costs Cc it is beneficial to rewrite

(3.9) as a three layer optimization problem

Π? = max
φ̂,n,y

π(φ̂, n, y; δ) = max
y

(
y −min

n

(
cc(n; δ) + min

φ̂
cw(φ̂;n, y)

))
(3.10)

for 0 = φ̂0 < φ̂1 < · · · < φ̂n−1 < φ̂n = φ̄.
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This makes it easier to examine which general properties potential solutions of (3.9)

resp. (3.10) have and how they are affected by a change of the functional forms of f

and w as well as by a change of the technology level δ. This will be done in the next

section for an illustrative example. But first of all, since the most basic elements of the

firm’s structure are the cut-offs, some general properties inherent to an optimal cut-off

vector and its use to guide the organizational efforts of the firm are highlighted. For

this, let us have a look at the first layer of the optimization problem

Cw? = min
φ̂
cw(φ̂;n, y) = min

φ̂

n∑
i=1

(F (φ̂i, y)− F (φ̂i−1, y)) · w(φ̂i) (3.11)

for 0 = φ̂0 < φ̂1 < · · · < φ̂n−1 < φ̂n = φ̄.

This expression captures the firm’s attempt to minimize the wage costs for a given

output level and a fixed number of working groups. The following lemma gives some

first insights about potential optimal cut-off vectors.

Lemma 1. For any given output level y and number of working groups n, there exists

a cut-off vector φ̂? that minimizes the wage costs cw. The components φ̂?i (for all

i = 1, . . . , n− 1) fulfill the following condition

(F (φ̂?i , y)− F (φ̂?i−1, y)) · wφi(φ̂?i ) = (w(φ̂?i+1)− w(φ̂?i )) · f(φ̂?i , y). (3.12)

Furthermore, a solution φ̂? has the following order: φ̂?i−1 < φ̂?i for all i ∈ {1 . . . n}.

Proof. See the Appendix Section 3.7.

Based on the optimality condition (3.12) the firm can draw two other conclusions

that are useful in case circumstances change demanding a reorganization of its opera-

tions. The first refers to a situation where a firm decides to reorganize the operations or

the activities of a single working group while the second is of use if the firm reevaluates

its entire organizational structure.

Lemma 2. Assume a given wage function w, a function f expressing the demand

for skill-specific working time and a set of skill intervals {Φi}ni=1 with a corresponding

optimal vector of cut-off values φ̂, all defined as stated above. For any given output
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level y and any Φj ∈ {Φi}ni=1 a newly introduced cut-off φ̂′ ∈ (φ̂j−1, φ̂j) reduces the total

wage costs. Additionally, there exists only one cut-off φ̂′? that minimizes the wage costs

for this sub-problem.

Proof. See the Appendix Section 3.7.

Imagine the firm can, for some exogenous reason, reorganize only one working

group Φj. Reorganizing means the activities that were performed by a single group are

now allocated to two groups. While the number and the work content of the activities,

hence the working time or number of workers needed, does not change only the assigned

work force in terms of skills changes. There is now a group of lower skilled workers

performing the less demanding activities and one composed of workers who conduct

the more demanding ones exhibiting the same skill level as the workers that belonged

to the former single working group. To decide how to allocate the activities or in other

words at which skill level to split the skill interval Φj, the firm has to consider two

contrary effects on the wage costs. Increasing the skill level φ̂′ of the splitting point

will on the one side allocate more activities to the lower paid working group reducing

the wage costs attributed to some activities, but on the other side lift the wage, hence

the costs, for each worker of this group. The first effect is positive while the latter

is negative if the firm raises φ̂′. The optimality condition (3.12) states that the firm

should implement the skill level where both effects caused by a marginal change of the

skill level balance each other. The right-hand side of (3.12) captures the wage cost

reduction when a marginal small amount of activities f(φ̂′?, y) is additionally allocated

to the low-skilled working group. While the left-hand side expresses the increase of the

total wage costs for the worker, of the low skilled group F (φ̂′?, y)−F (φ̂′?j−1, y) caused by

an marginal raise of the wage w(φ̂′?) which they receive. The following lemma presents

a much more broadly applicable guideline for the firm.

Lemma 3. Assume again a wage function w and a demand function f for skill-specific

working time with the stated properties. For any skill interval Φ = (φ̂1, φ̂2], with φ̂1 ≥ 0

and φ̂2 < φ̄, there is at most one φ̂3 ∈ (φ̂2, φ̄] such that φ̂2 fulfills the optimality

condition (3.12), i.e. such that φ̂2 is optimal on the interval (φ̂1, φ̂3]. The same holds

for the lower interval: there is at most one φ̂3 ∈ [0, φ̂1) such that φ̂1 fulfills (3.12).
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Proof. See the Appendix Section 3.7.

In case the firm wants to reorganize or reevaluates its entire structure, it could

use the following scheme, based on Lemma 3, to compare different set-ups in terms

of structure and business plan. The later refers to the intended output level. This

is done extensively in the illustrative example below. Before the general procedure is

sketched. Therefore, for a given y and n the firm first, sets the first cut-off preferably

at a skill level close to 0. Afterwards, second, it sets stepwise all other cut-offs. Since

for each next cut-off the defining interval is already determined the skill level for this

particular cut-off, according to Lemma 3, is as well. Thus setting the first cut-off

implicitly determines the whole cut-off vector. Assuming that the first cut-off was set

such that φ̂n < φ̄, as a third step the firm has to increase the skill level of the first

cut-off until φ̂n = φ̄. Thereby it is not clear that an increase of φ̂1 always causes an

increase of the other cut-offs, except for the second, but at some point they have to rise

since otherwise they would eventually coincide with their predecessor contradicting the

optimality condition (3.12). The vector of cut-offs generated in this way minimizes,

according to Lemma 1, the total wage costs. Now let us focus on the illustrative

example to gain further insights regarding the optimal organizational structure of a

firm.

3.4.2 An illustrative example

The production function of the explicitly modeled firm exhibits, of course, the proper-

ties stated above. More precisely the firms technology parameter at each skill level is

determined by g(φ) = 1
(1−φα)

for α > 0. The higher α the more effective are working

units at each skill level.

The marginal returns along the skill range of the effective working time are captured

by h(φ) = 1
(1−φ)β

with β > 1. The parameter β controls for the size of the marginal

returns, for example an increase of β lowers the marginal returns at each skill level.

Consequently, it also raises the skill level above which increasing (h(φ) > 1) and below

diminishing (h(φ) < 1) marginal returns appear. Furthermore, the output equivalent

that is needed to ensure the firm’s operations θ is set to one. This leads to the following
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inverse production function

f(φ, y) = (1− φα) · (y + 1)(1−φ)β. (3.13)

It denotes the amount of skill-specific working time or workers the firm requires to

produce y. For simplification it is assumed that φ̄ is by an infinitesimal amount smaller

than 1, hence f : [0, 1) × R+ → R+. Since gφ(φ) = 1
(1−φα)2 · αφα−1 > 0 and hφ(φ) =

1
β·(β−βφ)2 > 0, the required working time becomes smaller the higher the skill level is and

it increases with the output level. This is illustrated in Figure 3.1 for one manifestation

of (3.13).
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Figure 3.1: The inverse production function f (α = 0.5 and β = 2)

The costs of operation that the firm has to consider, while deciding how much to

produce (y) and how to set up its organizational structure (φ̂, n), depend on the wages

at the single skill levels and on the firm-specific coordination costs. The exogenously

given wages are denoted by w(φ; γ) = φγ (for γ ≥ 1) where γ determines the relation

between wages of different skill levels. The higher γ, the stronger the wages increase

along the skill interval, thus the more expansive are higher skilled workers propor-

tionally to those with lower skills.12 The firm’s coordination costs are assumed to be

cc(n; δ) = 1
δ
· (n − 1)2. The quadratic form incorporates that the number of intersec-

12For all φ, φ̃ ∈ [0, φ̄) with φ < φ̃ and for all γ, γ
′ ≥ 1 with γ < γ

′
we have φ̃γ

φγ =
(
φ̃
φ

)γ
<
(
φ̃
φ

)γ̃
= φ̃γ̃

φγ̃ .
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tions usually, depending on the firm-specific tasks, increases overproportionally with

the number of interacting working groups (n).

The following simulation illustrates the way the firm adjusts its optimal output

level y? and its optimal organizational structure (φ̂
?
, n?) in case the conditions under

which it operates change. Those changes are captured by variations of the above

introduced parameters α, β, γ and δ. The previously made suggestion to examine the

firms decision problem stepwise will also guide this simulation. At first the focus lies

on the optimal cut-offs, in step two and three the influence of the parameters on n? and

y? are analyzed. On the one hand this enables to develop a better understanding of

the direct effects as well as for the indirect cross-effects a parameter change causes. On

the other hand it shows how a firm decides best in case additional constraints might

prevent the adjustment of the number of working groups or of the output level.

Step 1: The optimal cut-off vector φ̂?

In the first step, one might think of a situation where the firm has a fixed plan of

sales, for example due to contract manufacturing, and there is no possibility to invest

in the IT infrastructure. In such cases a firm takes n and y for a certain time period

as given. Therefore, the aim of the firm is to deploy the "scarce resource", number

of working groups, best such that the wage costs are minimal. This depends on the

operating conditions, that is, on α, β, γ and n, y. In each of the following figures

one of those parameters is varied (red) in comparison to the baseline case (blue) with

α = 0.5, β = 2, γ = 1, n = 7 and y = 1.

At first a variation of α is examined. This can be interpreted as a comparison

between different firms applying different, skill-specific technologies. Thus a distinct

value of α captures another composition of required working time along the skill range.

Figure 3.2 shows immediately that in both cases the distance between the cut-offs

is increasing. This is plausible recalling the two effects balanced by the optimality

condition (3.12). Since more workers are located in the lower part of the skill range,

splitting the total skill interval there yields a higher reduction of wage costs by a change

of the respective wage, it is better to differentiate the total skill interval there more than

in the upper part. In case of the latter larger subintervals means higher wages for a
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Figure 3.2: The inverse production function f for different levels of α (blue α = 0.5,

red α = 2)

bigger group of workers but since this group is still proportionally small differentiating

more would mean wasting the "scarce resource" cut-offs. The more low-skilled working

time is proportionally needed, the stronger is the effect. Comparing the normalized

antiderivatives13 of both cases shows that for α = 0.5 proportionally more working

time needs to be allocated to the lower half of the skill range and less to the higher

one than in the case of α = 2. Consequently, in case of the baseline scenario a firm

differentiates its operations stronger in the lower part of the demanded skill range and

less in the upper part than the firm in the second scenario does. Therefore, on the

one hand the values of the cut-offs of the latter are bigger than that in the baseline

case. On the other hand the skill intervals of the second scenario, constituted by two

adjacent cut-offs, increase at first and shrink again at higher skill levels relatively to

those of the baseline scenario. Economically speaking, in the baseline case working

groups are more heterogeneous in terms of their specialization, thus regarding the skill

demands of the activities that they perform.

Figure 3.3 illustrates the influence of β on the skill-specific working time. Different

values of β can be, as in the case of β, interpreted as a comparison between firms

using different technologies. The firm with the higher value of α exhibits smaller

scale effects at all skill levels, hence operations become more labor intensive. Such a

13For an illustration of the normalized antiderivatives, see the Appendix Section 3.7.
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Figure 3.3: The inverse production function f for different levels of β (blue β = 2, red

β = 4)

change of β alters not only the marginal returns of a unit of working time at each

skill level it also alters the proportion between the working time at different skill levels

necessary to produce y. As the normalized antiderivatives14 indicate, an increase of β

has qualitatively the same effect on the working time proportion as a decrease of α,

thus the lower the skill level, the higher the proportional increase of the corresponding

working time. Consequently, one can observe also a similar effect on the relative size of

the skill intervals. In the case of β = 4 a firm differentiates the lower skill range more

than in the baseline case. Thus the values of the optimal cut-off vector for β = 4 are

smaller and the skill intervals shrink at first and increase at higher skill levels relatively

to those of the baseline scenario. Therefore, in case of a high β working groups cover

a wider range of activities regarding the respective skill levels in the upper part of the

skill range than in case of low β. At the lower part of the skill range it is the other

way around. Thus the higher β the more specialized lower skill and the less higher skill

professions become.

After investigating several technologies applied by firms, the simulation results in

Figure 3.4 visualize the influence that different constellations of the labor market have

on the distribution of the cut-offs. In the case of the baseline scenario, the wage

changes constantly with the skill level, thus looking at the optimality condition (3.12)

14See the Appendix Section 3.7.
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Figure 3.4: The inverse production function f for different levels of γ (blue γ = 1, red

γ = 4)

makes clear that the relative size of two adjacent skill intervals and the variation of

this proportion along the skill range is driven by the form of f . As long as f is strictly

decreasing, the same change of the wage affects more workers the lower their skill levels

are. Therefore, firms differentiate stronger at lower skill levels, hence subintervals with

larger skill levels become larger. Once the wages are not increasing constantly, as

when γ > 1 e.g. caused by an economy wide demand shift for higher skilled workers,

the firm has still to consider two effects, but now with contrary trend. Consider a

subinterval of fixed size. Shifting it, the skill range upwards reduces the number of

workers belonging to the hypothetical working group, but it also increases the wage

gap between the two cut-offs constituting the subinterval. Thus although at lower

skill levels more workers are affected, the firm does not differentiate this part of the

skill range intensively because the increases of the wages are proportionally to the

total wage range still small. The same is true for the highest skill levels where the

interplay occurs the other way around. There the wages increase strongly with only a

few workers being affected by these wages. In the middle part, where wages already

increase strongly, a substantial yet declining amount of workers is to consider. Thus

to realize low total wage costs the firm uses the limited number of cut-offs best by

differentiating the middle part stronger and the upper and lower part of the skill range

increasingly less with the respective consequences for the degree of specialization of the
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working groups.
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Figure 3.5: The inverse production function f for different levels of n (blue n = 7, red

n = 8)

As one can see in Figure 3.5 simulations indicate that a firm differentiates lower skill

levels more than higher ones independently of the number of cut-offs or working groups.

Since one more cut-off means the firm has can in general differentiate the skill range

more, it is plausible that with the additional interval all the other intervals (for n = 8

the first seven) shrink. Therefore the skill range is also as a whole more differentiated

not only in certain parts, that is, all workers are more specialized. Consequently, the

same is true for the wage structure of the entire work force of the firm. Due to one

additional wage level, the differences between the levels are becoming smaller with the

number of working groups.

The last parameter variation that is analyzed concerns the fixed output level. Fig-

ure 3.6 shows the optimal arrangements of cut-offs for two different values of y. The

higher the output level, the more the differences in the marginal returns along the skill

range enfold their effect on the proportions of the firm’s skill-specific working time de-

mands. Qualitatively, an increase of y shifts the cut-offs in the same way as an increase

of β, thus both parameter changes have the same effect on the size of the cut-off values

and on the relative size of the skill intervals, i.e. on the degree of specialization of the

working groups.
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Figure 3.6: The inverse production function f for different levels of y (blue y = 1, red

y = 5)

Step 2: The optimal number of cut-offs n?

Now the second element, besides the cut-offs, of the organizational structure of a firm,

namely the number of cut-offs or working groups n is endogenized as well, while the

output level is still kept constant. Thus, this part of the simulation addresses the second

component that is needed to answer the first research question which was raised in the

beginning, namely how does a cost of coordination reducing technological change affect

the optimal organizational structure of a firm?
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Figure 3.7: The Optimal number of working groups (red α = 2, green β = 4, orange

γ = 4, purple y = 5)

Figure 3.7 shows the relation between the technology parameter δ and the optimal
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number of cut-offs n for the same economic set-ups as in step one concerning effective

working time (α), marginal returns (β), the wage structure (γ), the coordination tech-

nology (δ) and the output level (y). All scenarios have in common that the number of

cut-offs increases if δ rises. Considering the discussed effects that a change of n causes,

a rise of δ also implies a growing specialization of the working groups. As stated above,

the cut-offs of an optimal arrangement are distinct and each additional cut-off reduces

the total wage costs. Thus with a rising δ the marginal costs of coordination decline

to the point where they are smaller than the marginal reduction of the total wage

costs making it beneficial to introduce a new cut-off. The only difference between the

scenarios is how strongly a change of δ affects the optimal number of cut-offs. Since an

increase of α, β and y increases the number of required working hours at each skill level

compared to those of the baseline case, the wage reduction of each additional cut-off

refers to a bigger group of workers, thus it is optimal to differentiate the skill range

more for the same value of δ. In contrast, in the case of an increase of γ, the firm

increases the number of working groups slower than in the baseline scenario. Although

the number of required working hours are the same, the firm can reduce the total wage

costs less with each additional cut-off since now the wages are lower at each skill level.

Therefore, the coordination costs have to decline more, that is, δ has to rise to a higher

level before increasing the number of working groups becomes beneficial.

With n being endogenous it is also insightful to briefly look at scenarios where δ is

fixed and one of the other parameters continuously changes to understand the way they,

beside δ, influence the firms optimal organizational structure (φ̂
?
, n?). Regarding the

number of working groups, as described, an increase of α, β and y reduces their optimal

number while in the case of an increase of γ, it shrinks. Thus the main difference to a

change of δ concerns φ̂
?
. In the case of an alteration of δ the values of the optimal cut-

offs only shift when the number of working groups changes. In contrast in the instance

of a change of the other parameters they, as illustrated in step one, continuously alter

also in between the discrete jumps that are caused by a change of n.
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Step 3: The optimal output level y?

Despite that the model analyzes a single firm and assumes fixed wages and a constant

price, the results of the simulations reveal causal relations that would also affect the

behavior of a firm that is dealing with flexible wages and a varying price for the final

good. This gives at least some qualitative insights how such a firm makes decisions.

For all three scenarios in Figure 3.8 exists at each level of δ an optimal output level.

Recalling the general structure of the production function, there is always a skill level

above which increasing (h(φ) > 1) and below diminishing (h(φ) < 1) marginal returns

occur. In the case of an increase of y, the first will reduce and the latter increase the

marginal costs of production. Since with higher levels of y the effect of the part of

the skill range with diminishing marginal returns increasingly dominates, the marginal

costs are also increasing. Thus at some level of y they equal the fixed price.
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Figure 3.8: The optimal output level (red α = 2, green β = 4)

The different scenarios also have in common that already after small changes of

δ the firm’s output reaches an almost constant level, implying that the number of

working groups continuous to rise. This is pictured in Figure 3.9. This is because

with an additional cut-off the firm can reduce the wage costs and, accordingly, the

marginal costs, which makes it profitable to increase the output level. This again

means the wage reduction effect of an additional cut-off affects more workers while the

additional coordination costs do not depend on y. Thus n and y mutually reinforce

but while for a low number of working groups each additional cut-off reduces the wages
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for some workers drastically once the skill range is more differentiated the effects of

an additional cut-off become marginal as does the reinforcement. Therefore, also the

continuing decrease of the coordination costs and the resulting increase of n have almost

no effect on the optimal output level.
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Figure 3.9: red α = 2, green β = 4

A third and distinctive feature is that in all scenarios the output converges to differ-

ent values. Since in the cases of α = 2 and β = 4, production is more labor-intensive,

thus more costly, the output level of the baseline scenario is higher. Considering β = 4,

the increase of β causes besides a rise of the labor intensity additional lower scale effects

at all skill levels. Therefore, β extents the part of the skill range that exhibits dimin-

ishing marginal returns and shifts the marginal costs upwards which explains why the

output level is particularly low.

3.5 Technological change and income inequality

Finally, this section is dedicated to the second research question, how does a variation of

the parameters, i.e. of the functional form of f , w and the output level y in connection

with technological change, affects the incomes of the firm’s workforce. Since the change

of the whole income distribution is of interest, a measure of statistical dispersion is

needed. The Gini coefficient15 was developed for this purpose and is also the most

15See Gini (1912).
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applied one. The following equation determines the Gini coefficient of the firm for a

continuous change of δ (technological change)

Gini =
0.5−B

0.5
with (3.14)

B =
n∑
i=1

1
2

∑i−1
j=1[F (φj)− F (φj−1)]w(φi) + 1

2

∑i
j=1[F (φj)− F (φj−1)]w(φi)∑n

j=1[F (φi)− F (φi−1)]w(φi)

· F (φi)− F (φi−1)

F (1)

In Figure 3.10 the Gini coefficients of the above scenarios are illustrated.16 All of them

have two features in common. First, the Gini coefficients decreases rapidly, that is,

the income inequality increases. Secondly they converge to scenario-specific values. To

understand those phenomena one has to take a look at Figures 3.5 and (3.7). On the

one hand the number of cut-offs is fast increasing in δ and on the other hand a cut-off

vector with more cut-offs exhibits qualitatively the same arrangement as one with less

cut-offs. Therefore, the more cut-offs are optimal the more the firm differentiates all

parts of the skill range, hence the more specialized all workers become. Moreover, since

with each additional cut-off the total wage costs decrease, the higher n and the lower the

skill level of an activity the bigger the part of the wage reduction that the worker, who

conducts that activity, has to burden. Thus the higher the skill level of a worker the

bigger the share of the total wage bill that this worker gets. This explains the general

worsening of the Gini coefficient. Starting from n = 1, the case of equality (Gini = 0),

the first additional cut-offs lead to big wage changes effecting big working groups, what

causes the rapid increase of the Gini coefficient for small δ’s. With increasing n the

change of the wages and the working groups become smaller so does the change of the

Gini coefficient. In the limit workers perform only activities of their individual skill

level and gain a corresponding wage, thus the unequally distributed wage reduction

reaches the maximum and the Gini coefficient the convergence value.

The differences between those values are caused by a change of the proportion of

the relative share of the total workforce and the relative share of the total wage bill

for the workers at each skill level. In case of an increase of β and y workers of all skill

16The Gini coefficients are computed for a given output level (y) but for the optimal number of

cut-offs (n?) and the optimal respective values of the cut-offs (φ̂?).
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Figure 3.10: The Gini coefficient (red α = 2, green β = 4, orange γ = 4, purple y = 5)

levels are more demanded. Despite, as the normalized antiderivatives show, that the

relative share of the total workforce of workers with lower skill levels increases, because

of the increasing wage function, their relative share of the total wage bill is decreasing.

An increase of α causes the opposite effect. In case of γ the change of the convergence

value is entirely driven by the changes of the relative shares of the wage bill of the

workers at each skill level. An increase of γ decreases the wages for all workers but

proportionally especially for those with lower skill level. Thus their relative share of

the total wage bill decreases.

Thus one can conclude that depending on the functional form of the production

function and the wage function a firm has a specific inherent maximum level of income

inequality. The difference between this value and the actual level of income inequality

constitutes a potential of further deterioration. Technological progress in turn only

activates, through the change of the organizational structure, this potential step by

step. Therefore, technological change that affects the coordination costs causes only

indirectly an increase of the income inequality concerning a firm’s workforce. In con-

trast technological progress that would change the productivity of the workers, thus

causing a change of the form of g(φ) and h(φ), would directly alter the firm’s maximum

level of income inequality. Such kind of technological change is usually assumed in the

task-based models.
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3.6 Conclusion

In the beginning I raised the following questions. First, what influence does technical

change have on the way a firm organizes its operations and, second, how does such

change affect the incomes of the work force, more precisely does it make the firm-

specific income distribution more or less equal. Regarding the first question, the model

showed that in the event of technological progress that reduces the coordination costs, a

firm reorganizes its operations. That is, it increases the number of working groups and

reallocates the activities among them. Whereby the firm differentiates not all parts of

the skill range equally but in a way that with increasing number of working groups all

workers become more specialized. Which parts of the skill range are more and which

less differentiated, depends on the functional form of the production function and on

the assumed labor market outcome.

In a nutshell, concerning the second question, technological change increases the

income inequality within a firm. With every additional working group the income

distribution becomes more unequal. At first this happens rapidly while with increasing

degree of differentiation the Gini coefficient changes in smaller steps. In the limit it

converges to a value that is determined by the functional form of the production and

the wage function.
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3.7 Appendix

Monotonicity properties of f :

Since g(φ) > 0, h(φ) > 0 for φ ∈ [0, φ̄] and y ∈ R+, θ > 1

• fφ(φ, y) = − (y+θ)
1

h(φ) (h(φ)2gφ(φ)+g(φ) log(y+θ)hφ(φ))
g(φ)2h(φ)2 < 0

• fy(φ, y) = 1
g(φ)
· 1
h(φ)
· (y + θ)

1
h(φ)
−1 > 0.

Derivation of Ld:

The condition for the functions ld follows step by step from the following considerations:

First, all tasks which need a skill level between φ̂n−1 and φ̂n can be done by workers

with a skill level between φ̂n and 1. Therefore, the aggregated demand for workers

with skill level in (φ̂n, 1] must be at least as high as the amount of working time units

belonging to skill levels in (φ̂n−1, φ̂n]. Hence, we have that

∫ 1

φ̂n

ld(φ)d(φ) ≥
∫ φ̂n

φ̂n−1

f(φ, y)d(φ).

In a second step, we that the firm needs enough workers of skill level (φ̂n−1, 1] to

compensate the workers they need with skill level (φ̂n−2, φ̂n−1]. Hence, the demand has

to fulfill

∫ φ̂n−1

φ̂n−2

f(φ, y)d(φ) ≤
∫ 1

φ̂n

ld(φ)d(φ)−
∫ φ̂n

φ̂n−1

f(φ, y)d(φ) +

∫ φ̂n

φ̂n−1

ld(φ)d(φ)

where the first difference is the number of workers of the first step, which are not

used for activities with skill level in (φ̂n−1, φ̂n].

Rearranging terms leads to

∫ 1

φ̂n−1

ld(φ)d(φ) ≥
∫ φ̂n

φ̂n−2

f(φ, y)d(φ).

Following this procedure, we obtain that the demand-function has to fulfill

∫ 1

φ̂i

ld(φ)d(φ) ≥
∫ φ̂n

φ̂i−1

f(φ, y)d(φ)
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for all i ∈ {1, . . . , n}.

Proof of Lemma 1:

Proof. We begin to show the existence of a minimizing φ̂?. Assume y and n to be

fixed. The optimal cutoff φ̂? is an element in [0, φ̄]n−1×{φ̄}. Since this set is compact,

we can apply Weierstrass’ Theorem and obtain that the element exists.

Furthermore, we need to show that φ̂?i−1 < φ̂?i for all i ∈ {1 . . . n}. For simplicity, we

look at the case of n = 3. Assume that we have an optimal vector φ̂ = (0, φ̂1, φ̂2, φ̄)

such that φ̂1 > φ̂2 and φ̄ resp. 0 are the given boundaries. Let further be φ̃ :=

(0, φ̃1, φ̃2, φ̄) = (0, φ̂2, φ̂1, φ̄) a second optimal vector with reversed order. We compare

the corresponding costs, for a fixed y:

cw(φ̂; 3, y) = (F (φ̂1, y)− F (0, y)) · w(φ̂1) + (F (φ̂2, y)− F (φ̂1, y)) · w(φ̂2)

+ (F (φ̄, y)− F (φ̂2, y)) · w(φ̄)

= (F (φ̂1, y)− F (φ̂2, y)) · w(φ̂1) + (F (φ̂2, y)− F (0, y)) · w(φ̂1)

+ (F (φ̂2, y)− F (φ̂1, y)) · w(φ̂2) + (F (φ̄, y)− F (φ̂1, y)) · w(φ̄)

+ (F (φ̂1, y)− F (φ̂2, y)) · w(φ̄)

= (F (φ̂2, y)− F (0, y)) · w(φ̂1) + (F (φ̂1, y)− F (φ̂2, y)) · w(φ̄)

+ (F (φ̄, y)− F (φ̂1, y)) · w(φ̄) + (F (φ̂1, y)− F (φ̂2, y)) · (w(φ̂1)− w(φ̂2))

≥ (F (φ̂2, y)− F (0, y)) · w(φ̂2) + (F (φ̂1, y)− F (φ̂2, y)) · w(φ̂1)

+ (F (φ̄, y)− F (φ̂1, y)) · w(φ̄) + 0

= cw(φ̃; 3, y)

where we use that the wage function w is strictly increasing. Additionally, we observe

that φ?i 6= φ?j for all i 6= j with i, j ∈ {1 . . . n−1} holds. This is clear since for φ?i = φ?i+1

an increase of φ?i+1 would decrease costs − a contradiction to the optimality condition.

The same idea can be used to generalize for the case n > 3. Therefore, we know that

there exists a minimizing φ̂? such that φ̂?i−1 < φ̂?i .

Equation (3.12) follows now immediately by taking the derivative and setting it equal

to zero. Here we use that φ̂?i ∈ (0, φ̄), i = 1, . . . , n−1 and therefore boundary solutions
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are excluded.

Proof of Lemma 2:

Proof. Assume we introduce a new cut-off φ̂′ ∈ (φ̂j−1, φ̂j). We want to show that it

reduces wage costs. The wage costs for this skill interval without the new cut-off are:

(F (φ̂j, y)− F (φ̂j−1, y)) · w(φ̂j)

Introducing the cut-off leads to:

(F (φ̂′, y)− F (φ̂j−1, y)) · w(φ̂′) + (F (φ̂j, y)− F (φ̂′, y)) · w(φ̂j)

Taking the difference between the two costs simplifies to:

(F (φ̂′, y)− F (φ̂j−1, y)) · (w(φ̂j)− w(φ̂′))

This term is strictly positive since F and w are strictly increasing functions. We see

that introducing the new cut-off reduces the costs. For its uniqueness we look at the

optimality condition:

(F (φ̂′, y)− F (φ̂j−1, y)) · wφ′(φ̂′) = (w(φ̂j)− w(φ̂′)) · f(φ̂′, y)

Since the right-hand side is strictly increasing in φ̂′ and the left-hand side strictly

decreasing, there exists exactly one solution.

Proof of Lemma 3:

Proof. To prove the existence of φ̂3 we need a solution for the following equation, given

φ̂1, φ̂2:

(F (φ̂2, y)− F (φ̂1, y)) · w(φ̂2) = (w(φ̂3)− w(φ̂2)) · f(φ̂2, y).

Solving for φ̂3, this simplifies to:

w(φ̂3) = [(F (φ̂2, y)− F (φ̂1, y)) · w(φ̂2) + w(φ̂2) · f(φ̂2, y)] : f(φ̂2, y)

Since w is a strictly increasing function and the right-hand side is a constant real

number, this equations has one and only one solution. However, we see that this

solution does not necessarily lie in the interval (φ̂2, φ̄], and thus we state that on this

interval there exists at most one optimal cut-off. The same arguments hold for the

symmetric case with φ̂3 ∈ [0, φ̂1).
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Normalized antiderivative of f for different values of α:
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Figure 3.11: blue α = 0.5, red α = 2

Normalized antiderivative of f for different values of β:
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Figure 3.12: blue β = 2, red β = 4
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Normalized antiderivative of f for different values of y:
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Figure 3.13: blue y = 1, red y = 5

Description of the simulation algorithm:

For the first part the algorithm coincides with the procedure based on Lemma 3 that

the firm is assumed to apply to reorganize. Thus, for each run n and y are fixed.

The first cut-off φ̂1 (for φ̂ = (φ̂1, . . . , φ̂n) and n > 1) is set, depending on the step

size, at a value marginal bigger than zero. The other cut-offs are set according to the

first order conditions that are solved for the respective cut-off value. Then the first

cut-off is constantly raised until φ̂n is in an ε-interval around φ̄. Despite the computed

approximation of an optimal cut-off distribution, the algorithm continues until φ̂1 = φ̂
′?
1

(for φ̂′? = (φ̂
′?
1 , φ̂

′?
2 )) to test whether further cut-off vectors that fulfill the optimality

conditions exist. The algorithm stops at φ̂′?1 because from Lemmas 1 to 3, it follows

that φ̂′? exists, that it is unique and that not all elements of φ̂ (for n > 2) can be bigger

than φ̂′?1 and equal or smaller than φ̄. The simulations show that for all φ̂n which are

in an ε-interval around φ̄, the corresponding φ̂1 form a convex subset Φε ∈ (0, φ̄). The

results of all simulated combinations of n and y also show that if ε′ < ε, then Φε′ ⊂ Φε.

All this together suggests that in the introduced general set-up exists only one optimal

cut-off vector for each parameter combination.
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4.1 Introduction

It is well documented that in western countries the daily working time decreased sub-

stantially during the last century.1 In the last decades it seems, even so that the general

trend is still in place, that the change of the daily working is unequally distributed.

This makes the labor force more and more heterogeneous in terms of the time they

spend at work. Nowadays there are workers who work only a couple of hours each day

and often even have to do more than one job. At the same time unions, representing

a huge part of the labor force, demand to reduce the weekly working time step by

step. Also there is a small but increasing group of workers with very high workload

accumulating extra hours on a scale not know before. Additionally, workers who fall

into the last category pursue professions that comprise various highly interdependent

tasks. Such workers are for example managers, programmers, designers or consultants.

While workers of the first category are for example employed in the low paid service

sector conducting simple routinized tasks. Another phenomenon of the recent time is

that because of new technological trends and innovations like digital transformation

or cloud computing it becomes easier to coordinate workers even in large numbers.2

Which raises the issue of the economic impact of those developments on the labor force

in terms of working time and income.

The contribution of this work is to examine the connection of those phenomena, the

heterogeneity in the daily working time of various professions, which is correlated with

the structure of the work processes inherent to those professions, and the decreasing

coordination efforts caused by technological progress. I illustrate and analyze the un-

derlying mechanisms from the perspective of a single firm and the corresponding work-

force. For this purpose I develop a model of a firm that is confronted with two decision

problems. First, it has to allocate the daily working time between tasks that a single

1See OECD (1991) and (OECD 1999).
2There is a large literature examining the influence of information technology on organizational

coordination costs and firm productivity. See, among others, Clemons et al. (1993), Cordella and

Simon (1997), Cordella (2009), Chen et al. (2016).
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worker is supposed to conduct.3 And second, the firm has to determine its optimal

combination of workers and working time.4 Throughout the model the following three

research questions serve as a guideline. First, what characterizes the production func-

tion of the firm and the generating two subtasks. Second, which optimal combination

of number of workers and working time result from different subtasks characteristics.

And third, which effect does coordination effort reducing technological progress have

on firms production and thereby on the income situation of the workers.

The paper is organized in the following way. In section two the production function

is determined and characterized. Section three introduces at first the specific form of

the coordination efforts and afterwards the firms optimization problem, how to find

the optimal combination of number of workers and working time. In section four the

optimization problem is in the scope of an parametrized example numerically solved.

Therefore, section four is dedicated to the second research question, while section five

is to the third. The paper is concluded by section six.

4.2 Production as a combination of two tasks

In this work, as usual in the task-based literature, the operations of a firm are under-

stood as a set of tasks which have to be performed,5 in order to produce a certain good.

Each of those tasks demands a specific set of skills that a worker needs to poses that is

expected to perform the task. Furthermore, these sets are supposed to be exclusive in

the sense that there are not two sets with one being a subset of the other. This makes

sense considering that a skill might be beside basic physical and cognitive abilities also

a task specific method, a work procedure or factual knowledge. Therefore each of those

tasks, or the corresponding skill sets, defines a certain occupation. Additionally it is

assumed that there are homogeneous groups of workers whose skills fit perfectly to one

of the occupations. This at first restrictive appearing assumption is reasonable once

3Empirical research examples include Midttun (2007) that analyzes time-allocation for medical

specialists between patient assignments, administrative and educational tasks, or Stoikov (1964) that

searches for optimal research/teaching allocation of scientific effort.
4This trade-off usually occurs because of fix cost considerations, see (Cahuc et al. 2014).
5See e.g. Autor et al. (2003), Acemoglu and Autor (2011) and Becker and Murphy (1992).
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taking into account that step by step most people get prepared, based on their innate

abilities, for a certain kind of occupation while passing through the education system.

Each of the basic tasks itself is a set of several activities that a worker has to conduct.

To keep things simple those activities are grouped into two subtasks, a preparation

task and a core task. The first embraces all activities that enable a worker to conduct

the core task. Performing the latter leads to the final output of the task.

Consequently, a worker or rather the employing firm has to decide, first, what is the

optimal daily working time T of a worker, and second how to allocate the daily work-

ing time between the preparation task and the core task best in order to produce an

optimal output level of the overall task. While the first decision problem is the concern

of a later chapter, the latter is discussed in the following one. Finding the optimal

allocation of T coincides with the determination of the optimal production function

y(T ) of a specific task or of a single worker conducting this task. Before discussing this

in more detail let us have a look on the general form of the production function (4.1)

for an arbitrary allocation of a given T .

ỹ(t1, t2) = α · f(t1) · g(t2) s.t. t1 + t2 = T for α, T > 0 (4.1)

The function f : R+ → [0, 1) corresponds to the preparation task. It assigns to every

amount of working time t1 a value f(t1) that states the activated support potential

of the preparation task. As the examples above illustrate one has to think of a broad

notion of preparation procedures with very different measure units. Assuming that

there is for each of these procedures a maximum support level that a worker is able to

activate, one can normalize its range to the interval [0, 1]. The actual impact level of

the preparation task on the core task is captured by the technology parameter α. Thus

a change of a feature that enables a worker to prepare better e.g. rearranged workplaces

at an assembly line or additional information like reports or statistical data in case of

an manager is expressed by an increase of α. While if workers are able to reach the

same support potential in less time this would be captured by a change of f . This

leads to the functional form of f . To begin with, the function f is twice differentiable
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in t1 and satisfies

f ′(t1) ≡ ∂f(t1)

∂t1
> 0, f ′′(t1) ≡ ∂2f(t1)

∂t1
2

< 0 and (4.2)

f(0) = 0, lim
t1→∞

f(t1) = 1 and (4.3)

f ′(0) = a ∈ R++. (4.4)

Condition (4.2) assures that the marginal product of t1 is positive and diminishing. In

case of standard production functions (e.g. the Cobb-Douglas production function) it

is argued that diminishing marginal products concerning input factors as capital and

labor occur because an increase of a single factor, while keeping the others constant,

implies that the factors are not deployed in the optimal proportion anymore. Or if

there is only one factor a higher input of it increases also complexity of production

overproportionally causing for example higher coordination efforts, lower utilization

rates or longer downtimes. Such effects can not give rise to a diminishing marginal

product in case of f since its only argument is working time of a single worker. But

there are other reasons why condition (4.2) is an appropriate approximation of the real

processes taking place. On the one side, concerning the actual activities conducted, for

technical reasons the longer a worker prepares her work place or analyses certain data

the less improvements or the less useful information she can gain from it. On the other

side, taking physiological constraints into account, the productivity of workers decreases

during the day because they simply become tired. Both effects depend strongly on the

specific task a worker performs. Moreover, from the first part of (4.3) follows that

there is no given support potential without investing effort in form of working time.

This makes the preparation task essential. The second part assures that a worker is

able to almost activate the entire support potential as long as she spend enough time

on the preparation task. Assumption (4.4) is needed for technical reasons.

The following standard assumptions are imposed on the core task denoted by g : R+ →

R+ which is twice differentiable and satisfies

g′(t2) ≡ ∂g(t2)

∂t2
> 0, g′′(t2) ≡ ∂2g(t2)

∂t2
2

< 0 and (4.5)

lim
t2→∞

g(t2) =∞, lim
t2→∞

g′(t2) = 0 and (4.6)

g(0) = 0. (4.7)
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Assumption (4.5) implies positive and diminishing marginal returns. Obviously, what

is true for the preparation task is also true for the core task, the longer a worker per-

forms the core task the less productive she becomes. Beside this physiological effect

there are other mechanisms that influence the productivity change in the course of the

working time spend on the core task. For example learning effects might, especially in

the case of a cognitive demanding core task, affect the productivity positively. But it

is assumed that the fatigue effect is increasingly dominating. Condition (4.7) demands

that at least a small amount of T has to be spend on the core task in order to have an

output bigger than zero. While assumption (4.6) is again owed to technical reasons.

After specifying the subtasks we can come back to the actual decision a firm is con-

fronted with, how to allocate a given amount of time T optimally between the prepa-

ration and the core task in terms of a single worker. Thus the firm has to solve the

following optimization problem

max
t1

ỹ(t1, T − t1) = max
t1

α · f(t1) · g(T − t1). (4.8)

Differentiating (4.8) with respect to t1 leads to

∂ỹ(t1, T − t1)

∂t1
= α · f ′(t1) · g(T − t1) + α · f(t1) · g′(T − t1)(−1). (4.9)

Equating (4.9) to zero and solving for t1 gives the optimal working time (t?1) for the

preparation task.

Lemma 1: For every T > 0 there is a unique t?1, t
?
2 > 0 maximizing (4.1) and t?1

as well as t?2 are unbounded and strictly increasing in T .

Proof: See appendix.

Thus the optimal working time t?1 is a function over T . Considering that T is the

actual variable of interest for a firm to set up its production by plugging t?1(T ) into

(4.1) one expresses the optimal production of a single worker also as a function de-

pending on T .

ỹ(t?1, T − t?1) = y(T ) = α · f(t?1(T )) · g(T − t?1(T )) (4.10)
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To keep things simple, throughout the following chapters, I assume that a firm performs

only one main task, hence it employs a homogeneous workforce. Furthermore assuming

that the firm exhibits constant return to scale in the number of workers N firms overall

production function is expressed by

Y (T,N) = y(T ) ·N, for N ≥ 0. (4.11)

Looking at (4.11) brings two questions to mind. First, what is the optimal N − T

combination, thus how many worker should a firm hire and how long should they be

supposed to work each day? Or in other words should a firm employ less workers who

worker longer each day or is the other way around the better alternative. And second,

which general characteristics does Y have and, based on that, which qualitative con-

clusions can be drawn concerning the first question?

Lemma 2: Let εf and εg be the elasticities of the task based production functions f

and g. If εg + εg > 1, then y(T ) is s-shaped in an environment of the origin.

Proof: See appendix.

Lemma 2 gives already a hint which N − T combination are reasonable to consider

as being potentially optimal. If the additional conjecture is made that Y exhibits only

one inflection point, then f is s-shaped and thus it exists a unique T̄ > 0, for all N , for

which a line through the origin exists that has a tangent point with Y at T̄ . Without

anticipating results, if the overall costs are linear in T , what is the case as we will see in

the next chapter, then T̄ constitutes a lower boundary for the set of possible solutions

concerning the firms second optimization problem, the N − T trade-off. Therefore, it

is crucial to understand how the s-shape of Y , the special feature of this kind of pro-

duction function, changes when varying the functional properties of the constituting

functions f and g. In chapter four as part of the comparative analysis this will be

further discussed, but before it is essential to take a look on the cost structure of a

firm.
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4.3 Coordination effort and firms optimal production

Costs of production:

There are two kinds of costs that the firm has to consider. First of all, the wages of the

employees which are expressed by Cw = NTw1, with w1 ≥ 0. The wage costs depend

on the number of employed workers (N), the given wage (w1) and on the number of

daily working hours (T ).

The second source of costs are the efforts of a firm to coordinate the workers. For the

coordination of its workforce the firm uses an IT infrastructure that for example consist

of a data warehouse, data collecting devices, data processing software and algorithms

or an external cloud system only to name a few. The corresponding costs are denoted

by

Cc = E(N, γ) · T · w2, with w2 ≥ 0 and (4.12)

EN(N, γ) > 0, ENN(N ; γ) ≥ 0 and

Eγ(N, γ) > 0, Eγγ(N ; γ) ≥ 0.

Lets assume a measure capable to capture the capacity of the total IT system or vice

versa to express the capacity that is needed. This capacity demands are determined

by E(N ; γ) · T , with γ being a technology parameter and E : R+ × (1,∞) → R+.

Those capacity demands concerning the IT infrastructure are measured in effective

units. Since E is increasing in γ technological progress, captured by a decrease of

γ, does not reduce the amount of coordination processes but the number of effective

IT units that are needed. Furthermore, it is assumed that the coordination effort is

increasingly rising with the number of workers, hence E is convex in N . The workload

of a single worker, represented by the working time, effects the amount of coordination

effort linear. Moreover, it is assumed that the specific characteristic of the coordina-

tion processes in a firm depends on the interplay of the workers and the coordination

technology. The specific functional form of E takes that into account. This will be

further examined below. The last component is the cost parameter w2, which captures

the given price for an unit of IT infrastructure. The cost parameter can vary between

firms with different operations or tasks that are consequently conducted by different
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kind of workers. This implies that different tasks demand not only differently skilled

workers but different coordination technologies, that is, IT infrastructure as well. Thus

the price also represents the general technical quality that an IT system has to exhibit

regarding a certain firm. Therefore, the capacity demands could be the same compar-

ing two firms but the quality demands, hence the price, might differ.

Optimal production:

Considering the costs and assuming that the price for the final good is given, the firm

has to solve the following maximization problem

max
N,T

Π(N, T ) = max
N,T

p · Y (T )−N · w1 · T − E(N ; γ) · T · w2 (4.13)

Solving, implies to find the optimal N−T combination, that is, balancing the trade-off

between working time and number of workers. First of all, dividing by p leads to

max
N,T

Π̃(N, T ) =
Π(N, T )

p
= y(T ) ·N −N · T · w̃1 − E(N ; γ) · T · w̃2 (4.14)

with w̃2 (w̃2) being the proportion of the wages (IT cost parameter) and the price of the

final good respectively. Differentiating (4.14) with respect to N and T and afterwards

equating to zero yields the following first order conditions

0 =
y(T )

T
− w̃1 − EN(N ; γ) · w̃2 (4.15)

and

0 = y′(T )− w̃1 −
E(N ; γ)

N
· w̃2. (4.16)

Dividing (4.15) by (4.16) yields

NEN(N ; γ)

E(N ; γ)
= εE =

y(T )
T
− w̃1

y′(T )− w̃1

. (4.17)

This means that if the coordination cost function has a constant elasticity with respect

to its argument N , then the optimal T will not depend on N or γ at all. To be precise,

for every γ there will be an N solving the optimisation problem, while the optimal T

will be constant. There exists an optimal T because since the coordination costs are

convex in N the corresponding elasticity εE will be greater than 1. Because for the
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optimal T values we have y(T )
T

> y′(T ), which means that the term on the right hand

side of (4.17) will continuously range from 1 to ∞.

Based on the assumptions made so far, for the general case no further conclusions can

be drawn, neither about the interplay ofN and T nor about the affect that technological

progress, thus an increase of γ, has on the optimal N − T combinations.

4.4 An illustrative example

So far, remembering the questions raised in the introduction, the specific form of the

production function is characterized. The second and third question concerning the

influence of the generating subtasks and that of technological progress on the specific

N−T combination will be illustrated in the scope of the following parameterized model.

Firms production function:

Lets assume that a firms preparation task and the core task are expressed by

f(t1) =
t1

t1 + β1

and g(t2) = tβ2

2 for β1 > 0, β2 ∈ (0, 1). (4.18)

Both f and g fulfilling the conditions stated above respectively. They are monotonously

increasing, strictly concave and f(0), g(0) = 0. Furthermore, f is bounded at 1. Since

g is assumed to be a power function its elasticity (εg) is constant and equals β2 while

in case of f the elasticity (εf = β1

β1+t1
) is 1 at t1 = 0 and strictly decreasing in t1.

Plugging the parameterized variants of f and g into (4.1) gives the corresponding

output function of a single worker.

ỹ(t1, t2) = α · t1
t1 + β1

· tβ2

2 s.t. T = t1 + t2 (4.19)

Substituting t2 with T − t1, differentiating with respect to t1, equating the resulting

first order condition to 0 and solving for t1 yields the optimal working time for the

preparation task (t?1(T )) depending on T . Furthermore, by plugging t?1(T ) into (4.19)

the production function of a single worker can be expressed as

y(T ) = α · t?1(T )

t?1(T ) + β1

· (T − t?1(T ))β2 , where (4.20)

t?1(T ) = −β1 + β1 · β2

2β2

+

√(
β1 + β1 · β2

2β2

)2

+
β1

β2

· T . (4.21)
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Looking at this particular realization of the general model one can show that the

statements about the optimal working time for the single sub-tasks and the overall

production function made so far hold, beyond that additional conclusions can be drawn.

From (4.21) follows that t?1(T ) is unbounded and strictly increasing in T , thus it is

always optimal if workers spend a certain amount of working time additionally for the

preparation task improving the efficiency of the core task, if the total working time is

extended. What is true as well for t?2(T ). But, differentiating (4.21) with respect to T ,

∂t?1(T )

∂T
=

β1 · β−1
2

2

√(
β1+β1·β2

2β2

)2

+ β1

β2
· T

, (4.22)

shows that the slope of t?1 converges to 0 with increasing T , thus proportionally a worker

spends less working time on the preparation and more on the core task. What is not

surprising since once t?1(T ) gets close to its boundary any additional working time leads

only to diminishing changes of the support effect of the preparation task for the core

task. This is the case even so that the latter also exhibits diminishing marginal returns,

since it is not bounded. Hence the effect of increasing the productivity of the core task

through a higher t1 is increasingly compensated by the output effect that an increase

of t2, that is, of the core task itself has.

The already made conjecture that the production function of a single worker, hence

that of the total firm as well, is s-shaped can at least for the specific example at hand

be shown. In fact, differentiating (4.20) twice with respect to T , equating to 0 and

solving for T yields the inflection point of the production function,

T̂0 =
2 · β1 · β2 − β1 · β3

2

4(β2 − 1)2
. (4.23)

Thus it exists for any combination of the parameter β1 and β2 only one T > 0 that is

the root of y′′(T ). Since lemma 2 applies to the production function, it follows that

y(T ) is s-shaped.

Coordination-effort functions:

To express the efforts to coordinate the firms workers three different effort functions
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are considered.

(a) EN(N ; γ) = NΦ1 · γΦ2 with Φ1,Φ2 ≥ 1 (4.24)

(b) EN(N ; γ) = (N + 1)γ − 1 (4.25)

(c) EN(N ; γ) = (N + 1)γ + e−Nγ − 2 (4.26)

The first function is strictly convex in its arguments N and γ. It exhibits a constant

elasticity with respect to N . Function (b) is also strictly convex in both N and γ if

γ > 1 and N > 0. Function (c) is very similar to function (b). However, (c) has the

property ∂EN
∂N

∣∣
N=0

= 0 while for (b) we have ∂EN
∂N

∣∣
N=0

= γ.

Firms optimal N-T combination:

Firms optimize

Π̃(N, T ) = α · t?1(T )

t?1(T ) + β1

· (T − t?1(T ))β2N − w̃1TN − w̃2TEN(N ; γ). (4.27)

In this profit function we plug in the three different functions for the coordination effort

described above. In Figure 4.1 three different graphs using the above cost functions

are shown, where N is plotted over T while β1 is varied. All plots exhibit qualitatively

the same pattern when β1 and thus the elasticity of f(t1) is increased. A higher

β1, corresponding to a higher amount of time needed for the preparation task before

working gets efficient, leads the optimal time per worker to go up and the optimal

number of workers to go down. This makes sense because as workers have to invest

more time to prepare, they become more expensive wich makes a larger workforce less

attractive.
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Figure 4.1: Optimal N-T combinations using the effort functions (a), (b) and (c) [with

Φ1 = Φ2 = 2 and parameters w̃1 = w̃2 = 0.01, β2 = 0.4 and a range of β1 between 5

and 10
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4.5 How does technological change affects the firm

and the work force?

In this section the effect of technological change on the size of the workforce and its

optimal working time are discussed. In the considered model technological change is

primarily described by the parameter γ which controls the effort needed to coordinate

a workforce of a specific size. Figures 4.2 to 4.6 discuss the effect of a γ variation in the

N -T space, always combining two different curves in order to gain an understanding

of the influence of the other model parameters.
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Figure 4.2: Optimal N -T combinations using effort function (c) and parameters w̃1 =

w̃2 = 0.01, β1 = 5 (blue), β1 = 10 (red), β2 = 0.4 and a range of γ between 1.4 and 4

The most important thing about Figures 4.2 to 4.5 is that as γ is increased, the

firms optimal N decreases and the optimal T increases. The reason for this effect is

that a higher effort needed to coordinate workers forces the firm to reduce the size

of its workforce. However, since the firm still wants to produce (using its production

function which itself did not change) it tends to decide to let the individual worker

work for longer times. One can simply say that a higher γ makes a smaller workforce

with higher working times more attractive.

In Figure 4.2 one can also observe what happens when the time needed for the

preparation task is increased by doubling the value for β1. As intuition suggests and in

accordance with the results of the preceding section a higher β1 favours higher working
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times and a smaller workforce, because it makes a worker preparing the same time less

efficient. Hereby the curve is vertically shrinked and shifted to the right.

40 60 80 100
T

10

20

30

40

50

60

70

N

Figure 4.3: Optimal N -T combinations using effort function (c) and parameters w̃1 =

w̃2 = 0.01, β1 = 5, β2 = 0.4 (blue), β2 = 0.45 (red) and a range of γ between 1.4 and 4

In Figure 4.3 the parameter β2 is shifted. A higher value for this parameter decreases

the effect of diminishing efficiency on the personal level. This means that a worker

becomes more effective. In the graph one can observe that this leads to a larger

optimal T and also a slightly larger N as curve is shifted to the top right.
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Figure 4.4: Optimal N -T combinations using effort function (c) and parameters w1 =

0.01 (blue), w̃1 = 0.02 (red), w̃2 = 0.01, β1 = 5, β2 = 0.4 and a range of γ between 1.4

and 4
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Next, Figure 4.4 increases the wage w1 that is payed to the workers for their time.

This change leads the firm to decrease its optimal T . Interestingly this is especially

true for large values of γ. Also a slight decrease in the size of the workforce can be

observed.
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Figure 4.5: Optimal N -T combinations using effort function (c) and parameters w̃1 =

0.01, w̃2 = 0.01 (blue), w̃2 = 0.02 (red), β1 = 5, β2 = 0.4 and a range of γ between 1.4

and 4

The last parameter that is investigated is the coordination cost parameter w̃2. Fig-

ure 4.5 shows that a higher premium that is payed for coordinating its workers leads

the firm to massively decrease the size of the workforce. The optimal T values are

not even slightly influenced by this effect resulting in a curve that is only clinched

vertically.

In Figure 4.6 we depart from the use of cost function (c) in order to illustrate the

qualitatively different behaviour when using a cost function of the form (b). As can

be seen, an increasing γ makes the curve in the N -T diagram look similar to the ones

from above for low γ values at first, but after a critical value of γ the curve turns

horizontally in the other direction suggesting lower T values for higher coordination

efforts opposing what was observed above. The reason for this qualitative difference

when using the seemingly very similar cost functions (b) and (c) is suspected to be its

derivative with respect to N in the origin. Using Function (c), coordination efforts rise

only very moderately for small N while using function (b) they rise with slope γ. So
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Figure 4.6: Optimal N -T combinations using effort function (b) and parameters w̃1 =

0.01, w̃2 = 0.01, β1 = 5, β2 = 0.4 and a range of γ between 1.4 and 4

if γ becomes large, this effect comes into play more strongly.

When using cost function (a) the curve takes the form of a vertical line as was

discussed further above.
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4.6 Conclusion

I raised three research questions. First, what characterizes the production function of

the firm and the generating two subtasks. It was shown that with specific assumptions

regarding the concavity of the functions which represent the generating subtasks the

production function exhibits a s-shape. This implies that the production function has

a minimum value for the working time. Second, which optimal combination of number

of workers and working time result from different subtasks characteristics. It was also

shown for various effort functions that the lower the change of the productivity along

the daily working time, thus the higher the elasticity, of the subtasks the higher the

optimal daily working time and the less worker are employed. And third, which effect

does coordination effort reducing technological progress have on firms production and

thereby on the income situation of the workers. The effect of technological change

on the optimal N -T combination highly depends the functional form of the effort

functions. On the one side γ has always a negative effect on the number of workers

but on the other side it might have a neutral, a negative or a positive effect on the

optimal working time. So far the results concerning the effects of γ on workers income

are inconclusive. To draw final conclusions on this issue, especially while distinguishing

between different groups of workers, not only the effects of the different effort functions

need further considerations but also the interplay of different combinations of the final

good price, the wage, the technology parameter and the effort cost parameter.
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4.7 Appendix

Proof lemma 1:

Proof. Equating (4.9) to zero and rearanging terms gives f ′(t1)
f(t1)

= g′(T−t1)
g(T−t1)

. Since t1 ∈

[0, T ], T > 0 and because of f ′(0) = a ∈ R++ and f(0) = 0 we have limt1→0
f ′(t1)
f(t1)

=∞.

What is larger then limt1→0
g′(T−t1)
g(T−t1)

= b ∈ R++, since g′(T − t1) = c ∈ R++ and

g(T − t1) = d ∈ R++. Also, from the concavity of g and g(0) = 0 follows, that

limt1→T
g′(T−t1)
g(T−t1)

= ∞. Furthermore, since f and g are strictly concave f ′(t1)
f(t1)

is strictly

decreasig and g′(T−t1)
g(T−t1)

is strictly increasing in t1. Therefore, for each T exists only one

t?1 ∈ [0, T ] that fullfills the optimality condition f(t1)′ ·g(T − t1)−f(t1) ·g(T − t1)′ = 0.

Thus, since T = t1 + t2 and t2 ≥ 0 there is also a unique t?2 for each T > 0.

Next we show that t?1 and t?2 are strictly increasing in T . Think of any T ∈ R++ and the

corresponding t?1, for any T ′ > T applies that f ′(t?1)

f(t?1)
=

g′(T−t?1)

g(T−t?1)
>

g′(T ′−t?1)

g(T ′−t?1)
. Because of the

uniqueness of t?′1 and since f ′(t1)
f(t1)

is strictly decreasing and g′(T ′−t1)
g(T ′−t1)

is strictly increasing

in t1 it follows that t?1 < t?′1 . Expressing firms first optimization problem in terms of t2

leads to the corresponding optimality condition f(T − t2) · g′(t2)− f ′(T − t2) · g(t2) = 0

or f ′(T−t2)
f(T−t2)

= g′(t2)
g(t2)

. Following the same steps as above will show that t?2 < t?′2 for any

T < T ′.

The last property that is left to be shown is the unboundedness of t?1 and t?2 in T . From

above follows that it exists a function t̃?1 so that t?1 = t̃?1(T ). Lets assume there is a

t̂1 = sup t̃?1, thus t̃?1 is bounded. Since t̃?1 is strictly increasing in T , limT→∞ t̃
?
1(T ) = t̂1.

Furthermore, since f(t1) is strictly increasing and concave limT→∞
f ′(t?1)

f(t?1)
= f ′(t̂1)

f(t̂1)
=

m ∈ R++. Because of the optimality condition this would imply limT→∞
g′(T−t?1)

g(T−t?1)
=

g′(T−t̂1)

g(T−t̂1)
= m. From the boundedness of t?1 also follows that T − t?1 is strictly increasing

in T and not bounded, since T = t?1 + t?2. Consequently, because g is strictly increasing

and concave, it follows that limT→∞
g′(T−t?1)

g(T−t?1)
= 0. Thus assuming that t?1 is bounded

leads to a contradiction. The same logic applies to the assumption that t?2 is bounded.

While assuming that both t?1 and t?2 are bounded already contradicts T = t?1 + t?2.

Proof lemma 2:

Proof. We have ỹ = f(t1)g(T − t1). Optimizing with respect to the share spent on the
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preparation activity yields
∂ỹ
∂t

= f ′(t1)g(T − t1)− f(t1)g′(T − t1)
!

= 0

⇒ f ′(t1)g(T − t1) = f(t1)g′(T − t1) (4.28)

The elasticity of the production function is defined as

εy = T ·
∂t
∂T
f ′(t1)g(T − t1) + f(t1)g′(T − t1)(1− ∂t

∂T
)

f(t1)g(T − t1)

using the optimality condition, we get

εy = T · g
′(T − t1)

g(T − t1)
= (T − t1) · g

′(T − t1)

g(T − t1)
+ t · f

′(t1)

f(t1)
= εg(T−t1) + εf(t1)

This means that if limt→0 εg(t1) + εf(t1) > 1⇒ limT→0 εy > 1 which implies that y is

convex in the origin.

The next step will be to show that y is concave for large values of T . Consider

∂y

∂T
=

∂t

∂T
f ′(t1)g(T − t1) + f(t1)g′(T − t1)(1− ∂t

∂T
) = f(t1)g′(T − t1)

∂2y

∂T 2
= f ′(t1)g′(T − t1)

∂t

∂T
+ f(t1)g′′(T − t1)(1− ∂t

∂T
)

Since f has an upper bound and by Lemma 1 t1 does not, f ′(t1) will approach 0 for

large values of T. Because f ′(t1) is finite and decreasing and ∂t
∂T
∈ (0, 1), the first part

of the sum will approach 0 for large T . Also, one can easily see that the second part

of the sum will always be negative since g is concave. Hence we have limt1→∞
∂2y
∂T 2 < 0

implying that y is concave for large values of T and hence is locally s-shaped.
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