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Abstract Organizations’ information infrastructures are exposed to a large vari-
ety of threats. The most complex of these threats unfold in stages, as actors exploit
multiple attack vectors in a sequence of calculated steps. Deciding how to respond
to such serious threats poses a challenge that is of substantial practical relevance
to IT security managers. These critical decisions require an understanding of the
threat actors – including their various motivations, resources, capabilities, and
points of access – as well as detailed knowledge about the complex interplay of
attack vectors at their disposal. In practice, however, security decisions are often
made in response to acute short-term requirements, which results in inefficient
resource allocations and ineffective overall threat mitigation. The decision support
methodology introduced in this paper addresses this issue. By anchoring IT secu-
rity managers’ decisions in an operational model of the organization’s information
infrastructure, we provide the means to develop a better understanding of secu-
rity problems, improve situational awareness, and bridge the gap between strate-
gic security investment and operational implementation decisions. To this end, we
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combine conceptual modeling of security knowledge with a simulation-based op-
timization that hardens a modeled infrastructure against simulated attacks, and
provide a decision-support component for selecting from efficient combinations of
security controls. We describe the prototypical implementation of this approach,
demonstrate how it can be applied, and discuss the results of an in-depth expert
evaluation.

Keywords IT security analysis · multi-objective portfolio selection · interactive
decision support · simulation · genetic algorithm

Mathematics Subject Classification (2000) 68U20 · 68U35 · 90B50 · 90C27 ·
91B32

1 Introduction

Most organizations today rely heavily on information systems in their daily op-
erations. Since the vast majority of companies have already encountered external
as well as internal security incidents (Kaspersky, 2014), annual information secu-
rity spending has risen sharply to more than USD 60 billion (Economist, 2014).
Still, the annual costs to the global economy from cybercrime range between USD
375 and 575 billion (McAfee, 2014). Ensuring the security of the business-critical
systems has therefore become a key management concern. However, assessing the
effectiveness of these vast investments is challenging because of the difficulty to
measure averted losses, the technical complexity involved, and the nature of secu-
rity as a “moving target”.

Information technology (IT) specialists responsible for ensuring the security
of information systems usually focus on technical aspects. Based on implicit as-
sumptions about hypothesized threats, they aim to identify and implement an
appropriate set of measures that includes physical, technical, operational, and or-
ganizational security controls. However, security experts frequently struggle with
justifying such investments in terms that senior managers can relate to. Resource
allocation decisions, therefore, tend to be driven by immediate needs or a diffuse
fear of potential losses. This reactive ad-hoc approach ultimately leads to inefficient
resource allocations and unsatisfactory overall security.

Determining the “best” portfolio of security controls not only is of obvious
practical relevance, but it also is of interest from a decision-making (research)
point of view. This decision involves multiple stakeholders with diverse perspec-
tives, requires trade-offs between conflicting objectives, and is characterized by
substantial complexity and uncertainty. Furthermore, information infrastructures,
the threats they are exposed to, and the decision makers’ risk preferences differ
greatly among organizations. The same holds for the attackers’ motives, goals,
skills, and points of access all of which determine the attack vectors at their dis-
posal. Hence, deriving (simple) general investment recommendations is usually not
possible.

Moreover, the overall capability of an information system to withstand at-
tacks typically does not follow directly from the effectiveness of individual mea-
sures against particular attacks, because attackers may exploit any combination of
vulnerabilities and potential attacks. Rather than identifying and correcting par-
ticular technical vulnerabilities, a more integrated approach is therefore required
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to thoroughly analyze a system’s overall capacity to withstand attacks. In our
research we thus address the following key questions:

– How can the overall security of information systems under varying conditions
be assessed?

– How can information infrastructure designs be optimized with respect to organization-
specific threats?

– How can decision makers effectively find the “best” compromise between costs,
risks, and benefits of security investments?

– How can a tool-supported security decision process facilitate collaborative
problem solving and involve both security experts and management?

To this end, we introduce a knowledge-driven approach for security decision
making that links high-level risk estimates with lower-level technical implementa-
tion decisions. In particular, we develop a simulation-optimization architecture and
propose a collaborative decision process that fosters communication between se-
curity professionals and managerial decision makers. Our decision support system
enables both groups of stakeholders to systematically analyze the threats posed
by various attackers based on criteria that are meaningful to both of them. This
should result in more informed security decisions, generate a better understanding
of security problems, improve situational awareness, lead to improved organiza-
tional alignment of business and IT, and bridge the gap between strategic security
investment and operational implementation decisions.

The approach and the prototypical implementation were developed in the
course of a four-year research project in a collaboration between researchers from
three universities and a private-public partnership research center for information
security. Preliminary results have been published in Kiesling et al (2013a,b, 2014)
and Ekelhart et al (2015).

The remainder of the paper is structured as follows: Section 2 outlines several
strands of related work and highlights the distinct contributions of our approach.
Section 3 then describes a managerial process that facilitates sound security invest-
ment decisions based on our framework. Next, Section 4 introduces our knowledge
model and the simulation-optimization architecture. Section 5 discusses implemen-
tation issues and Section 6 illustrates the methodology by means of an application
example. We discuss feedback from an expert evaluation in Section 7 and conclude
with an outlook on further research in Section 8.

2 Related work

Initially, the security of IT systems was largely perceived as a technical issue. As
the information security discipline matured, the importance of a comprehensive
approach to securing technology that includes processes, people, and other organi-
zational factors was increasingly recognized (Baker and Wallace, 2007). This has
led to an expanded research perspective that conceives security not as a matter of
correcting individual technical vulnerabilities, but as an inevitable risk that has
to be managed comprehensively. Following this line of reasoning, we focus our
discussion of the extant literature on methods and tools that support informa-
tion security risk management (ISRM), i.e., “a process that allows IT managers
to balance the operational and economic costs of protective measures and achieve
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gains in mission capability by protecting the IT systems and data that support their
organizations’ missions” (Stoneburner et al, 2002).

In order to organize the rich ISRM literature and highlight contributions of our
approach, we group existing approaches into methodological categories and illus-
trate differences in scope by means of a generic ISRM process model developed by
Fenz and Ekelhart (2011). This model conceives ISRM as an iterative process that
consists of five phases (see Fig. 1), namely, (i) system characterization, (ii) threat
and vulnerability assessment, (iii) risk determination, (iv) control identification,
and (v) control evaluation and implementation. The novel approach that will be
introduced in Section 3 provides integrated tool support for all these ISRM phases.

System 

characterization

Threat and 

vulnerability 

assessment 

Risk

determination

Control 

identification

Control

evaluation and 

implementation

Industry standards and best practice guidelines

Threat modeling

Formal security analysis

Portfolio methods

Economic models

Simulation and stochastic security analysis

Prescriptive

Analytic

Fig. 1 Information security risk management phases covered by related approaches

Industry standards and best practice guidelines (e.g., NIST, 2011; BSI, 2013; ISO,
2013) provide instructional knowledge and guiding procedures for risk assessment
and for the implementation of security management practices. Although aware-
ness about the availability of these standards has been increasing in recent years,
adoption among security practitioners is still relatively slow (Barlette and Fomin,
2010), particularly when compared to the diffusion of standards in other domains
such as quality management (e.g., ISO 9001) or environmental management (e.g.,
ISO 14001) (Tunçalp, 2014).

Compliance to these standards should enable IT managers and technical per-
sonnel to better secure their IT systems. Whereas some of these prescriptive
sources provide comprehensive knowledge about potential threats, vulnerabilities,
and countermeasures (e.g., BSI, 2013), others focus mainly on the management
process itself (e.g., ISO, 2013). Typically, they address all risk management phases
in order to cover the complete risk management cycle. Some standards, however,
only provide a rather generic description, and leave it to the organization to define
its own risk management implementation. A detailed mapping of the individual
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elements of security standards as well as of methods in the generic ISRM process
phases are discussed by Fenz and Ekelhart (2011).

The attacker-centric decision support system introduced in this work comple-
ments the defender-centric tool set used in such standards. Rather than providing
general prescriptive guidance, our knowledge-based approach is based on compre-
hensive system characterization and threat and vulnerability assessment through
modeling. Furthermore, the process integrates simulation-optimization to generate
comprehensive organization- and threat-specific analyses for the risk determination
and control identification phases. Finally, based on this input, we provide interac-
tive decision support for control evaluation and implementation. This end-to-end
process eliminates discontinuity between phases and allows security professionals
and decision makers to retrace how results were derived.

Formal security analysis methods study the security properties of a modeled sys-
tem by analytic techniques from the logic domain. Attack graph modeling, which
formalizes a system as a finite state machine (Ammann et al, 2002; Ou et al, 2006;
Sawilla and Ou, 2008), is an approach from this category that has attracted sig-
nificant research interest. In such models, nodes represent states with respect to
security properties and edges represent attack actions that trigger state transi-
tions (Ma and Smith, 2013; Ritchey and Ammann, 2000). As in our model, attack
actions may be specified as abstract patterns that provide a generic representa-
tion of a deliberate, malicious attack that commonly occurs in specific contexts
(Moore, 2001). Other related work from this category includes a graph-based sys-
tem model for vulnerability analysis that treats human and non-human “actors”
fully symmetrically (Pieters, 2011).

Our approach is based on a description of attack patterns, which we enrich with
additional aspects relevant for attack simulation and provide in a shared knowledge
base (KB). However, motivated by the exponential search space that purely formal
approaches (e.g., model checking) have to cope with, we use simulation rather than
formal analysis. Despite efforts to reduce computational complexity (Ou et al,
2006), attack graph modeling is still impractical for large networks as complete
enumeration of all possible attack paths is infeasible in such scenarios (Ma and
Smith, 2013). Our solution tackles this issue by constructing an attack graph in a
dynamic process that is driven by attackers’ iterative step-by-step decisions.

Threat modeling methods provide a structured approach to identify threats and
vulnerabilities in a target system. Attack tree modeling (Schneier, 2000; Mauw and
Oostdijk, 2006) is a widely used method that falls within this category. It allows
security analysts to hierarchically model different ways in which an attacker can
achieve his or her goal. Similar to our simulation approach, attack trees are based
on the idea of analyzing the security of a system from an attacker’s perspective.
The tree-based structure specifies an attack scenario in which the root node rep-
resents the attacker’s goal, and paths from the leaf nodes to the root represent
different ways of achieving this goal.

Several extensions and methods have been proposed for constructing attack
trees efficiently and determining security metrics. Defense and protection trees in-
corporate security controls (cf. Bistarelli et al, 2006; Edge et al, 2006) and thereby
extend the scope to the control identification and control evaluation phases. The
influence of a security control can be analyzed by choosing comparable metrics



6 Kiesling, Ekelhart, Grill, Strauss, Stummer

for the protection tree. Bistarelli et al (2006) show how these results can be used
to support the evaluation of IT security investments during the risk management
process.

In practice, the modeling of attack trees is a labor-intensive manual ad-hoc
process. Our approach therefore codifies reusable knowledge in a KB only once, and
applies that security domain knowledge dynamically to system model instances.
Furthermore, attack trees typically describe a particular attack scenario while our
KB ideally covers the information system as a whole. Finally, we identify efficient
security controls by running attack simulations.

Simulation and stochastic security analysis methods aim to discover attack paths
in the system under evaluation, thereby covering the threat assessment and risk
determination phases. By introducing countermeasures to the modeled system,
they can also be extended to cover the security control evaluation.

Early work on attack simulation (e.g., Cohen, 1999) has largely neglected causal
and temporal aspects. Later, Chi et al (2001) embedded a state-space model in a
discrete-event framework as a means to capture simple causal mechanisms. This
modeling approach is similar to ours, but its ability to handle non-trivial-sized
problem instances is limited. Furthermore, it does not model adversary behavior
and focuses exclusively on network security. A framework for the modeling and
simulation of network attacks was developed by Franqueira et al (2009). It can be
used to simulate an attacker who dynamically finds an attack path not through
preconditions and postconditions, but by using an “access-to-effect” paradigm.

Other stochastic formalisms for dynamic security simulations proposed stochas-
tic and interval-timed colored Petri Nets (Dahl and Wolthusen, 2006) and Gener-
alized Stochastic Petri Nets (Dalton et al, 2006). In the latter paper, the authors
aimed at automating the analysis of attack trees by using simulation tools, but
they do not provide a complete framework for dynamic analysis.

Economic models have been used to derive quantitative risk estimates for a long
time. In the security domain, Annual Loss Expectancy (ALE) (National Bureau
of Standards, 1979) is one of the earliest and still most commonly used metrics to
assess financial risks in the context of information systems. In this rather simple
model, the expected loss due to a harmful event is the product of the estimated
frequency of occurrence of an event and its estimated impact. The sum of the
ALE of all events considered harmful results in an aggregate indicator for ALE. A
major drawback of this approach is that it combines both risk factors into a single
figure, which makes it impossible to distinguish high-frequency, low-impact events
from low-frequency, high-impact events. Hoo (2000) extended ALE to account for
security controls, which either lower the expected loss of a harmful event or its
frequency. Using decision theory, it becomes possible to compare the performance
of control sets, and hence, to support the control evaluation phase. Gordon and
Loeb (2002) suggested cost-benefit analysis to evaluate information security invest-
ments. Other economic models, based on their respective roots in financial asset
risk assessment, focus on return on investment (e.g., Mizzi, 2005) or value-at-risk
(e.g., Jeevan and Rees, 2001; Wang et al, 2008). The latter category summarizes
the worst conceivable loss due to a security breach over a target horizon with a
given probability.
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Economic models typically rely on expert estimates derived from prior experi-
ence, as well as from industry surveys, historical data, and so forth (e.g., concerning
expected loss of a harmful event and frequency reduction of such an event achieved
by applying a specific control). However, in practice it is very difficult to obtain
the necessary data which is why the quality of estimates ultimately hinges upon
subjective expert judgment. Moreover, experts usually do not base their assess-
ment on the operational environment of a particular organization. Our approach
aims to go beyond these high-level estimates in order to derive decision metrics
from an executable system model through the explicit simulations of attacks which
reflect the particular organization and its situation. The results obtained can then
be traced and compared by studying the simulation output.

Portfolio methods support the control identification and control evaluation and
implementation phases. They assist decision makers in the selection of efficient
sets of security controls while accounting for interdependencies between controls
within a given portfolio, often while accounting for multiple objectives. Wang
et al (2006) and Islam and Wang (2008), for instance, optimize security controls
based on attack trees models. In contrast to our work, their approaches focus
exclusively on network hardening. Gupta et al (2006), as another example, use
static attack trees as well, but do not account for attacker behavior. Moreover, the
latter approach only considers the tradeoff between potential damages and costs,
whereas our approach is more general with respect to objectives.

Earlier works by Strauss and Stummer (2002) and Neubauer et al (2006) also
aim to support IT risk managers who search for the “best” individual portfolio of
security controls with respect to multiple objectives. However, they differ in their
approach of exploring the space of alternative solutions (i.e., portfolios). Both of
them require means for a priori determination of the effects of a given portfolio of
controls, but they rely on estimates rather than simulation techniques. The same
holds for more recent work by Fenz et al (2011) which provides static risk analyses
of an organization’s infrastructure and then supports control evaluation through
multi-objective decision support methods. To the best of our knowledge, none of
the existing portfolio approaches in the security domain incorporate simulation-
optimization and/or an explicit model of attacker behavior.

3 Decision support for security control selection

IT professionals responsible for securing information systems face several socio-
technical and operational challenges. From an engineering perspective, the process
of designing a system securely and selecting an appropriate set of security controls
requires comprehensive analyses of the threat environment, the systems’ vulner-
abilities, and potential routes of attack. From a managerial perspective, on the
other hand, security investment decisions are primarily motivated by the need to
ensure compliance, avert losses, and balance risks. These differing security views
and priorities can result in serious misalignment between stakeholder groups.

In order to reach consensus on their organization’s security challenges and ob-
jectives, as well as to choose an adequate course of action, the problem has to
be framed in terms that both groups – senior managers responsible for allocating
resources and security managers responsible for implementing a chosen strategy
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– can relate to. Our methodology therefore aims to provide an integrated frame-
work for analyzing security issues and facilitating communication between senior
management and security professionals. It structures the decision process around
objectives that are meaningful to both groups of stakeholders (for a general discus-
sion on the challenge of identifying the “right” objectives, cf. Keeney, 2013) and
thereby links business concerns to operational implementation decisions, which
may serve as a starting point for subsequent group decision and/or negotiation
processes (for an overview cf. Vetschera, 2013). The decision support approach
is structured as an iterative modeling and design process that is illustrated in
Figure 2.

Fig. 2 Modeling and decision process overview
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Step 1 consists in modeling the information infrastructure (e.g., hardware,
software, data), its context (e.g., users, groups, access privileges, physical environ-
ment), and the controls that are already in place. Decision makers then valuate
assets by assigning criticality ratings for security attributes such as confidentiality,
integrity, and availability (Step 2) and select a subset of possible security con-
trol deployments to be considered in the subsequent optimization (Step 3). Each
candidate control represents an assignment of a particular security control to a
particular asset (e.g., installing a specific piece of software on a particular server).
Next, decision makers model the threats that the system should be protected from
(Step 4) and specify cost, risk, and benefit criteria for the optimization (Step 5,
e.g., minimize cost, minimize expected confidentiality impact, minimize undetected
attacks). In Step 6, a simulation-based optimization using metaheuristic solution
algorithms is performed in order to identify efficient security control portfolios
with respect to the specified objectives.

Subsequently, decision makers are supported in interactively exploring the so-
lution space and can also conduct in-depth analyses of potential routes of attack
for each candidate portfolio (Step 7). The process does not necessarily follow a
strictly linear structure, i.e., at this point, the system model can be altered (i.e.,
return to Step 1), the set of candidate controls can be changed (i.e., go back to
Step 3), alternative threat scenarios can be modeled (i.e., go to Step 4), and/or a
different set of criteria can be chosen (i.e., go to Step 5). Once satisfactory results
are obtained, decision makers select a final design and control set (Step 8), imple-
ment system design modifications, and deploy the selected security controls in the
system (Step 9).

Due to the evolving nature of information systems and security knowledge, we
recommended to establish this methodology as part of a continuous improvement
process. The system model must therefore be updated regularly to reflect changes
to the infrastructure (hardware, software, and configuration changes; provisioning
and de-provisioning of user accounts, etc.). At present, such alterations to the sys-
tem model must be made manually, but this process can be (partly) automated in
the future. Moreover, it is necessary to adapt asset valuations to reflect changes
in business criticality and to change the attacker model as the threat landscape
changes. Furthermore, security knowledge must be updated to account for new
vulnerabilities and potential attack vectors. To this end, it is possible to share
information on attacks and the effectiveness of controls in a common security KB
(illustrated on the left-hand side in Fig. 2). This repository could be provided as a
service that users can subscribe to in order to cope with an evolving threat envi-
ronment. Through an automated process, decision makers would obtain periodic
updates, could directly re-evaluate the security of their systems, and re-optimize
them once new types of attacks become known and new security controls are
available.

4 Simulation-optimization architecture

Figure 3 provides a high-level overview of the MOSES3 architecture for simulation-
driven security control portfolio optimization.1

1 The acronym MOSES3 stands for Multi-Objective decision Support in Efficient Security
Safeguard Selection.
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Fig. 3 Architectural overview

The attack simulation engine is at the core of this architecture. It relies on
a comprehensive KB that captures information on the information system to be
protected, viable attack mechanisms, and the effect of security controls (see Sect.
4.1). Furthermore, the simulation makes use of a threat model that consists of
(i) an attacker model (i.e., a formal characterization of attackers, including their
skills, resources, behavior, and points of access); and (ii) an optional specification of
attacker objectives such as obtaining access to a particular data set (see Sect. 4.2).
Threat models that do not use specific attacker objectives can be based on the
assumption that attackers strive to maximize the impact of their attacks without
aiming for a particular target.

Individual attack patterns are linked dynamically during the simulation of
attacks on a given system configuration. Such a system configuration is encoded as
a genotype string that specifies which security controls are deployed on a particular
asset. For each system configuration under consideration, a number of simulation
runs are performed and the aggregate outcomes (average impact caused by the
attacker, detection rate of attacks, share of successful attacks, etc.) are recorded
(see Sect. 4.3). These outcome measures are used as optimization criteria in the
search for efficient configurations. Because the number of potential configurations
grows exponentially with the number of candidate controls and asset assignments,
complete enumeration of all potential configurations of a large IT infrastructure
is usually computationally intractable. We therefore use a genetic algorithm that
provides an approximation of the set of Pareto-efficient security control portfolios
within reasonable runtime in most instances (see Sect. 4.4).

Finally, several alternative user interfaces support decision makers in the inter-
active exploration of the identified solution space and the selection of a preferred
system configuration (see Sect. 4.5). The remainder of this section discusses each
of these components in detail.

4.1 Knowledge base

The KB is divided into a security KB and a system KB in order to separate general
attack and defense knowledge from the organization-specific system knowledge.
This partitioning into abstract security and concrete system knowledge facilitates
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the sharing and reuse of domain-specific attack knowledge so that organizations
only need to model their specific environment. The security KB, which can be
reused by other organizations, formally describes attack patterns, i.e., individual
mechanisms of attack, their preconditions, and effects upon execution. It also
contains information on how preventive and detective security controls interact
with these patterns. The system KB, on the other hand, captures information on
IT infrastructure elements and their relation to each other; this includes a wide
range of entities, such as users, user groups, computers, services, and network
devices. Both, the security KB and the system KB are implemented in the logic-
oriented programming language Prolog.

4.1.1 Security knowledge base

The security KB contains attack patterns and security control definitions. Attack
patterns describe formally how systems can be compromised by an attacker; con-
trol definitions specify how assets can be protected by applying security controls.
Each attack pattern is applicable under a set of preconditions (e.g., an action can
require a certain system state or particular attacker skills). Furthermore, an attack
pattern defines postconditions to specify the effect of the action upon execution.

Attack patterns used in this paper are taken from the publicly available CAPEC
(Common Attack Pattern Enumeration and Classification) repository,2 which cur-
rently includes more than 400 patterns. These patterns are described in a semi-
structured manner and need to be formalized before they can be used within the
simulation. To this end, we derive preconditions and postconditions from the in-
formation provided in the CAPEC sections on Attack Prerequisites, Experiments
(attack steps), Outcomes (success and failure results), and Summary.

Postconditions define the outcome of an attack action (i.e., the state transition
after an attack action has occurred). At simulation runtime, each executed attack
action will either succeed or fail. Upon a successful attempt, an attacker may,
for instance, gain access to the attacked system whereas a failure may make the
target system inaccessible. Each outcome type (success, fail) triggers a respective
rule that alters the current system state in the system KB. The probability of
success for each action is derived from the Typical Likelihood of Exploit section
inside the CAPEC description.

The CAPEC database also provides information on the impact of an attack by
referring to the security attributes confidentiality, integrity, and availability (CIA)
on a scale of low, medium, and high. Though this is relevant information, it cannot
be assigned to actions directly for our purposes because impact is highly context-
dependent. Therefore, the simulation model does not determine impact metrics
solely based on the fact that an attack action has occurred, but also accounts for
the valuation of the asset being attacked. To this end, every attack pattern defines
the affected security attributes. A specific attack, for instance, may only impact the
target’s availability, whereas another attack may impact confidentiality, integrity,
and availability of the target asset.

Finally, we use CAPEC’s Mitigations, Solutions, and Relevant Security Re-
quirements sections to enrich the KB with security control information. We dis-
tinguish between detective controls (which detect attack actions) and preventive

2 http://capec.mitre.org/

http://capec.mitre.org/
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security controls (which may inhibit or hamper attacks) and model the controls
accordingly.

4.1.2 System knowledge base

The information system to be protected, its constituent components, and the rela-
tionships between them are modeled in a system KB. We use a broad definition of
the term “asset” for all these elements, including tangible assets such as comput-
ers, servers, rooms, and employees, and intangible assets, such as data, reputation,
and policies.

In order to register the impact of attacks during the simulation, assets are
assigned criticality ratings based on existing asset criticality reports or impact
analyses. These ratings can represent monetary values or use other quantitative
or qualitative scales (e.g., 3 stands for a high level of criticality, 2 for a medium
level, and 1 for a low level).

4.2 Threat model

Attackers are heterogeneous in their motivations, resources, capabilities, and points
of access. In order to analyze the threats that they pose, and to identify appro-
priate controls, it is necessary to explicate assumptions about the threat agents.
Whereas attackers are usually classified based on a natural language description
(e.g., external, internal, government, secret services; cf. Panchenko and Pimenidis,
2006), we take advantage of our formal model to define more specific attacker pro-
files. These profiles include specifications of attackers’ capabilities, resources (e.g.,
time, equipment), risk preferences, and other behavioral attributes (e.g., propen-
sity to alternate between different attack strategies). Threat models determine
whether particular attack patterns are available, which in turn affects the choice
of attack paths in the simulation. Moreover, initial access privileges can be spec-
ified where appropriate in order to reflect, for instance, that an employee has a
more comprehensive set of access permissions than an “outsider”.

We associate attacker profiles with a behavioral model that iteratively selects
attack actions based on: (i) individual attacker characteristics; (ii) the attacker’s
general knowledge about possible routes of attack; and (iii) the outcomes of prior
attack actions. In the following, we motivate two such exemplary models.

Goal-driven behavior The first behavioral model is applicable for attackers who
aim for a particular goal that can be expressed as a target condition (such as access
to a particular data asset). In this case, it is assumed that attackers possess general
security knowledge, but they do not have complete and concrete information about
the system that they are going to attack. We use an abstract attack graph to
represent general knowledge about possible routes of attack and let attackers use
it as a mental map of how actions can be combined to achieve a particular outcome.
At the beginning of an attack simulation, this graph is constructed for a particular
attacker and target condition by querying the security KB. In the course of the
simulation, the KB is then queried for valid asset assignments for all preconditions
on abstract attack actions whenever an attacker has to make a decision on how to
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proceed. This provides a set of action instances (i.e., abstract actions with assigned
variables) that can be executed against particular assets.

Out of this set of potential actions, only a subset is actually considered each
time a decision is made. This “choice set” is based on the notion that attackers
alternate between following a chosen attack path and trying new approaches. Ac-
cordingly, attackers can choose newly available actions after a successful attack
action, retry a failed action, choose an action that is similar to a previous one, or
choose a completely new attack vector. The likelihood of each of those behaviors
is controlled through probability functions.

In modeling the attacker’s decision process for selecting the next attack action
from the choice set, the following assumptions are made. First, we assume that
attackers minimize their expected effort and hence they tend to launch attacks
“close” to the target condition (i.e., prefer actions for which the expected number
of steps required to achieve their objective is smaller). Second, we stipulate that
attackers prefer actions that have a higher probability of success. Finally, we as-
sume that attackers prefer actions with a lower probability of detection (i.e., they
aim to avoid being recognized). The relative importance that attackers place on
these aspects can be controlled through preference weights.

Reward-driven behavior The second behavioral model represents attackers who
do not aim for a particular outcome, but rather strive to maximize the impact of
their attacks. This model is suitable for opportunistic threat profiles and matches
in cases in which attackers act impulsively, i.e., are driven by immediate rewards
rather than by a strategic goal. In this model, attackers select attack actions with
weights proportional to the impact they may cause. The impact attackers strive
for can be defined in terms of security attributes (such as confidentiality, integrity,
and availability) or in more quantitative (e.g., financial) terms. Furthermore, the
impact from an attacker’s perspective (e.g., in terms of financial payoff or satisfac-
tion obtained from a successful “hack”) does not necessarily equal the operational
impact from the organization’s perspective. In order to simulate attacker behav-
ior adequately, additional impact attributes can be used to assign a payoff of a
successful exploit for an attacker to individual assets.

4.3 Simulation

The attack simulation accesses information on attack patterns, controls, and the
IT system infrastructure from the security and system KBs and executes attacks
for given threat scenarios. Attackers’ choices regarding their course of action, the
outcome of individual attack actions, and the detection of attacks are determined
probabilistically in the simulation. It is therefore necessary to perform multiple
simulation replications using different random seeds to tackle uncertainty and
variability. For each replication, the simulation executes a schedule of discrete
events and records outcomes for further analyses and aggregation. This approach is
capable of capturing complex causal relationships and timing interactions. Figure 4
illustrates the types of events used in the simulation and how they are scheduled.

The beginning of each attack action is represented by an action start event.
Upon execution, instances of this event type determine the effective duration of
the attack action and an action end event is scheduled accordingly. The actual
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Fig. 4 Event types and scheduling of events

duration depends on factors such as difficulty, attacker skills, preventive controls
applied on the asset under attack, and randomness due to inherent variability. In
case detective controls are associated with an asset that is being attacked, detection
events may be scheduled immediately or with a random delay, as specified in the
control model. If the attack target is reached after the current action has been
executed, a target condition reached event is scheduled immediately. Detective
events may also completely terminate an attack by scheduling an attacker stopped
event.

During the simulation runs, each attack action performed by an attacker is im-
mediately evaluated to determine (i) whether the action was successful; (ii) whether
the target condition has been satisfied; (iii) which new actions are available after
applying the action’s postconditions; (iv) which actions become unavailable due
to the action’s outcome; and (v) the impact on security attributes (e.g., on con-
fidentiality, integrity, availability). The impact severity of an executed action is
determined from the system KB by querying the corresponding security attribute’s
asset valuation and, thus, depends on the execution context.

Controls can either stop the attacker, which terminates the simulation, or alter
the system state as specified by a postcondition (a server crash, for instance, can
affect the asset’s availability property).

4.4 Meta-heuristic optimization

For optimization purposes, each portfolio is represented by a genotype, i.e., a string
of binary variables that indicates which security controls are assigned to a partic-
ular asset (e.g., one digit in the string may indicate whether antiVirusSoftware1 is
deployed on workstationHosts). Upon evaluation of a portfolio, the system model
is initialized according to the genotype of the portfolio under consideration and
then attacks are simulated with varying random seeds. The outcomes of the sim-
ulated attacks are monitored and aggregated across replications (e.g., using min,
max, average, median, sum as aggregation functions). Since multiple objectives are
taken into account, there is typically no final single “best” solution. Rather, the
optimization usually results in a set of non-dominated portfolios that are Pareto-
efficient insofar as no other feasible portfolio exists that achieves at least equal
values in all objectives and a strictly better value in at least one objective.
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The simulation-optimization problem for identifying Pareto-efficient portfolios
is highly challenging computation-wise because of the large combinatorial deci-
sion space (with 2n potential portfolios, where n is the number of control-asset
combinations), the expensive simulation-based evaluation procedure, and the need
to account for multiple optimization criteria. Exact solutions (i.e., complete sets
of all efficient portfolios for a given number of simulation replications) can only
be determined through complete enumeration for rather small problem instances.
In order to tackle larger problem instances we considered several metaheuristic
solution procedures (e.g., tabu search, variable neighborhood search, simulated
annealing, ant colony optimization) and finally opted for genetic algorithms. They
evolve a population of individuals (control portfolios) by evaluating their fitness
(assessing criteria), selecting fit individuals (control portfolios), and performing
crossover and mutation operations on the selected individuals in order to generate
offspring. The binary genotype strings generated in this process are evaluated by
means of multiple simulation replications, which yield aggregate criterion values
that then are used for assessing the “fitness” of the respective control portfolio.

We ran experiments with two variants of multi-objective genetic algorithms –
namely, SPEA2 (Zitzler et al, 2002) and NSGA-II (Deb et al, 2000) – for several
smaller problems for which it was still possible to enumerate the complete search
space in reasonable time. It turned out that both genetic algorithms performed
reasonably well, with NSGA-II yielding slightly better results (for more details cf.
Kiesling et al, 2013b). Even with default optimization parameters, the NSGA-II
procedure already identified roughly 65% of all efficient portfolios within just 20%
of the runtime for the complete enumeration. Its performance could be further
improved by fine-tuning parameters (e.g., the mutation rate) or by adapting ge-
netic operators (e.g., using a two-point rather than a one-point crossover). More
substantial measures (e.g., seeding, exploiting domain knowledge about the geno-
type structure, caching, statistical analysis of simulation results and, accordingly,
adapting the number of simulation replications, parallelization, or using surrogate
models) are outlined by Kiesling et al (2015).

4.5 Interactive decision support

Portfolio selection problems with multiple evaluation criteria and a large number
of alternatives place a significant cognitive burden on the decision maker. Vari-
ous approaches for alleviating that problem have been proposed in the decision
support literature. They can be broadly categorized into three groups (Vincke,
1992). Approaches from the first group aim to elicit (all) the decision maker’s
preferences, express them in an explicit function (e.g., by using multiple attribute
utility theory), and accordingly calculate the single “best” solution that provides
the highest utility value. Outranking approaches (e.g., ELECTRE) form the sec-
ond group. They aim to capture “just” the decision maker’s strongly established
preferences, outrank portfolio alternatives with respect to these strong preferences,
and for the remaining solution set, exploit further outranking relations. The third
group comprises interactive methods that require even less a priori preference
information. They allow the decision maker to gradually learn about his or her
implicit preferences in the course of an interactive procedure. To this end, effi-
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cient solutions are calculated and the decision maker is supported in exploring the
solution space (for an example cf. Stummer et al, 2009).

With respect to the portfolio selection problem at hand, we found that IT
managers typically cannot (or are not willing to) provide sufficient preference in-
formation in advance, because the tradeoffs involved in security decisions are often
not apparent to them and, moreover, such tradeoffs can differ considerably between
scenarios. Accordingly, we follow the paradigm of the third group of approaches
and provide three alternative types of visualizations of the multidimensional data
obtained from the optimization: parallel coordinates, radar charts, and heatmaps.
The parallel coordinate visualization also offers interactive mechanisms for select-
ing subsets of solutions by graphically imposing upper and lower bounds on the
criteria (for a more general comparison of parallel coordinates and heatmaps in
portfolio selection cf. Gettinger et al, 2013).

Parallel coordinates lay out a set of axes in parallel (for a detailed description cf.
Inselberg, 2009). In the portfolio selection context, we use a separate axis for each
criterion and represent each portfolio by a profile line that intersects each axis ac-
cording to the value achieved in the respective criterion (for illustrative examples
in the context of our application case being presented in Sect. 6, see Fig. 6 and
Fig. 7). The axes can be rearranged via drag and drop, which allows the user to
identify patterns such as positive and negative correlations. Upper or lower bounds
for objectives can be imposed by dragging bars to mark admissible intervals. Dur-
ing dragging operations, the decision support system indicates portfolios that will
be eliminated as a result of an additional restriction by graying them out (and
displaying them in regular color once intervals are widened again).

This visualization exhibits geometric interpretability and provides an excel-
lent overview of the distribution of values. It does not show the genotypes of the
portfolios directly, but rather abstracts the problem from the underlying design
considerations. Hence, parallel coordinates are particularly suitable for exploring
the criteria space, focusing entirely on solutions and tradeoffs rather than ques-
tioning which individual controls to implement.

Radar charts lay out variables concentrically on equiangular axes originating at
the same point (for an overview cf. Draper et al, 2009, for illustrative examples in
the context of our application, see Fig. 8). Radar charts provide the most detailed
view and are particularly suitable for comparing individual portfolios after the
solution space has been narrowed down to a small number of alternatives.

Heatmaps are essentially matrices in which the cells are colored according to the
cell value; they have been adopted from visualization methods developed in data
mining (Cook et al, 2007; Lotov and Miettinen, 2008). We use heatmaps to provide
a highly condensed overview of the design and the criteria spaces simultaneously
(an example is provided in Fig. 9). Each line represents an efficient solution. On
the left-hand side of the heatmap the design of a portfolio is visualized by using
blue squares for controls that are included in a particular portfolio and white
squares otherwise. The performance of a portfolio with respect to the criteria
being considered is depicted on the right-hand side of the heatmap.
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A key advantage of the heatmap visualization lies in the fact that it provides a
good overview of the frequency of controls in the efficient portfolios. Furthermore,
heatmaps can reveal patterns such as correlations and tradeoffs between criteria.

5 Implementation

Most parts of the prototypical implementation of our MOSES3 architecture for
simulation-driven security control portfolio optimization were coded in Java. We
used the scheduling mechanisms provided by MASON (Luke et al, 2005), a fast
discrete-event simulation core which also provides the pseudo-random numbers
used in the simulation. The genetic algorithm-based optimization was implemented
using the metaheuristic framework Opt4J (Lukasiewycz et al, 2011).

The KB was written in SWI-Prolog (Wielemaker et al, 2012) and accessed
in Java via JPL3. In an earlier prototype, we experimented with an OWL4 KB
and reasoner and used the query language SPARQL5 to obtain available actions
in each simulation step. OWL provides rich expressiveness and the Protege API
provided the interface for assertions in the KB. It turned out, however, that the
queries became exceedingly large and complex, and ultimately, were impractical
for optimization purposes due to performance limitations. Prolog queries for find-
ing possible attack actions, in comparison, are very efficient. Another advantage of
Prolog in this context is that query parts can be reused easily through the combi-
nation of multiple rules. Finally, our decision support tool, the interactive parallel
coordinates, and the radar chart visualization are implemented using D3.js6, a
JavaScript library for document manipulation.

6 Application example

We demonstrate the applicability of the proposed methodology by means of two
scenarios. In the first scenario, decision makers are concerned with protecting a
particular asset against attacks from specific adversarial types. For this scenario,
we conducted independent optimization experiments for each attacker profile. In
the second scenario, decision makers are generally interested in protecting their
infrastructure against external and internal attackers. For this scenario, we simul-
taneously optimized the system against multiple attacker types. Both scenarios
use a shared KB outlined in the following.

6.1 Knowledge base

As to the required security knowledge for our application, we first modeled a set
of example CAPEC attack patterns and added them as formally specified actions,
complete with all necessary pre- and postconditions. Where appropriate, we cre-
ated multiple attack action instances from a single CAPEC pattern to reflect the

3 http://www.swi-prolog.org/packages/jpl/
4 http://www.w3.org/TR/owl2-overview/
5 http://www.w3.org/TR/sparql11-query/
6 http://d3js.org/
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fact that these attacks can be performed at multiple levels of sophistication. Each
instance was assigned a skill level that determines the types of attackers they are
available to. A basic SQL injection, for example, can be executed by low-skilled
attackers by simply pasting code snippets available on the web into forms on a
website. An advanced SQL injection, however, requires extensive knowledge and
significant skills to create custom exploits for the particular system being attacked.
Basic and advanced attack actions differ in their respective success probabilities
(more advanced attackers will typically have a greater likelihood of successfully
executing an attack action) and the effectiveness of countermeasures (countermea-
sures are typically effective against attacks executed by a low-skilled attacker, but
less so if the same type of attack is carried out by an advanced attacker).

Next, we added a zero-day attack action that exploits previously unknown vul-
nerabilities and complemented the attack actions with reconnaissance actions that
provide attackers with general information required to commence an attack (e.g.,
scanNetwork is required to discover potential target hosts for an attack). Fur-
thermore, we modeled legitimate actions (e.g., accessData) that attackers can use
maliciously once the necessary preconditions have been fulfilled (e.g., the required
credentials have been obtained). Table 1 provides an overview of the resulting at-
tack actions used, their respective CAPEC reference numbers, and their skill level
requirements (see Tab. 2 in Sect. 6.3 for a specification of skill levels assigned to
the individual attacker profiles).

Table 1 Attack patterns used in application case

Attack action CAPEC (ID) Skill level

Buffer overflow Buffer overflow in an API call (8) 2
Buffer overflow advanced Buffer overflow in an API call (8) 3
Brute force Password brute forcing (49) 0
SQL injection SQL injection (66) 1
SQL injection advanced SQL injection (66) 2
Email keylogger Email injection (134) 1-2
Email keylogger advanced Email injection (134) 3
Email backdoor Email injection (134) 1-2
Email backdoor Email injection (134) 3
Directory traversal Directory traversal (213) >1
Zero day Privilege escalation (233) 3
Scan network Port scanning (300) 1-2
Scan network stealth Port scanning (300) 3
Shoulder surfing Social information gathering (404) 0
Spearfish attack Social information gathering via pretexting (407) 2
Social attack Information elicitation via social engineering (410) <3
Access data Legitimate action 0
Access host Legitimate action 0

Finally, we enriched the security KB with security control definitions that
were also derived from CAPEC patterns. Security controls included, for instance,
anti-virus software, software patches, intrusion detection systems, log policies, and
security trainings.

As to the system knowledge base, the model of the example organization’s IT
infrastructure was generated automatically by first randomly creating instances of
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Host, Subnet, Data, and User and subsequently adding relationships between them
(e.g., Host stores Data, Host uses Software, User in UserGroup). The synthetic
system used in this example consisted of 30 hosts, 5 web servers, 5 database servers,
30 employees, and 3 administrators (see Fig. 5 for an overview; details such as
connections between systems and installed software have been omitted for the
sake of clarity).

Fig. 5 Scenario system model overview

6.2 Scenario 1: Targeted attacks

The first scenario aims at protecting data set DB2 which holds highly sensitive
information. The simulated attackers only stop their attack once they have reached
the target condition or they run out of time. In order to analyze the effectiveness of
control portfolios for particular attacker types, we optimized the IT infrastructure
independently for each of the attacker profiles summarized in Table 2. In our
model, internal attackers already have the means to access a system and can
therefore follow more direct attack paths to reach the target condition. Shoulder
surfing (i.e., obtaining a password by watching a person typing it) may serve as
an example. External attackers, by comparison, have more limited means and
must, for instance, first find an entry point to the organization’s internal network
through hosts from the “demilitarized zone” (DMZ) before they can launch attacks
on internal hosts.

We used the following six objectives in our simulation-optimization experi-
ments, all of which had to be minimized: implementation cost of the controls,
number of undetected attacks, number of attacks for which the target condition
has been reached, and impact of attacks on confidentiality, integrity, and avail-
ability, respectively. For the latter three criteria we use a lexicographical scale and
map the impact category valuations low, medium, and high to a scalar criterion
value such that ultimately only the highest impact category is of relevance (i.e.,
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Table 2 Attacker profiles in Scenario 1

Attacker Time (sec.) Skill level Initial access

Internal 150,000 0 Workstation hosts, Fileserver hosts
Skilled internal 150,000 2 Workstation hosts, Fileserver hosts
External 200,000 1 Attack client
Skilled external 150,000 2 Attack client
Advanced persistent threat 1,000,000 3 Attack client

a single medium impact on confidentiality is always considered more critical than
any number of low impacts).

The NSGA-II optimization ran for 500 generations with the default parame-
ters suggested in Deb et al (2000). The size of the archive of proposed efficient
solutions kept in each generation was unlimited. For each evaluated portfolio, 50
simulation replications with varying random seeds were performed and the objec-
tive values were averaged across replications to determine the portfolio’s objective
values. Typically, the search procedure converged within the first 250 generations
and the set of proposed Pareto-efficient portfolios remained stable thereafter. The
optimization runs for each attacker profile were executed on single nodes of a
scientific cluster each equipped with a 2.66 GHz Intel Xeon processor and took
between 9.5 hours (skilled external profile) and 48.7 hours (employee profile) to
complete.

The number of proposed efficient control portfolios varied significantly across
attacker profiles; the optimization resulted in 341 efficient control portfolios for
advanced persistent threat attackers, 92 for skilled external attackers, 57 for script
kiddie, 242 for skilled internal, and 94 for unskilled internal attackers. Without
any controls deployed, skilled external attackers, for example, on average reached
the target condition in 76% of the simulation runs, which could be reduced to
just 18% when the most effective control portfolio is in place. Detection rates for
attacks from this group of attackers vary between 0% and 94% depending on the
control portfolio deployed. Unskilled internal attackers, by comparison, on average
obtain access to the target data set in 38% of the simulation runs if no controls
are in place. It is noteworthy that even with the most effective portfolio this
share cannot be reduced below 28% (which is still considerably high). This result
can be explained by the internal attackers’ capability to take advantage of social
attacks and their privileged access to internal systems, which makes most controls
ineffective in preventing successful attacks. Detection rates, however, reach 92%
for the internal attacker with proper detective controls (e.g., effective security
training) in place.

Decision makers can analyze the optimization results obtained for each attacker
profile and thereby obtain a deeper understanding of possible attack paths. Fur-
thermore, they are supported in the exploration of various alternative (efficient)
control portfolios to secure the system. In the following, we exemplify such an ex-
ploration process for the skilled external attacker. Figure 6 provides the objective
values for all efficient portfolios in an interactive coordinate plot. By setting upper
and lower bounds for any objective, a decision maker can restrict the admissible
solution range and, thus, iteratively narrow down the portfolios that fulfill his or
her requirements. A decision maker interested in a portfolio with low costs, for



Selecting security control portfolios 21

instance, can interactively filter portfolios with costs of 6,000 or less by dragging
(i.e., lowering) the upper limit indicator on the cost axis. Furthermore, we suppose
that the decision maker in our example strives for a detection rate of at least 50%
and is only interested in solutions in which less than 30% of the attacks reached
the target condition. This reduces the set of portfolios that fulfill all requirements
to six, as shown in the screen capture of the user interface in Figure 7. To allow the
user of our decision support system to more easily identify patterns such as posi-
tive and negative correlations among criteria, the axes can be rearranged by simply
dragging them. In Figure 7, this was done with axes Target condition reached and
Undetected that were moved to the left. Objective values of the remaining control
portfolios are listed in Table 3.

Fig. 6 Criterion values for skilled external attackers in Scenario 1

Fig. 7 Criterion values for skilled external attackers after restrictions in Scenario 1

Decision makers can continue to interactively explore the solution space by
imposing and relaxing constraints. Furthermore, they can select two or more port-
folios and compare them in a radar chart for a more detailed visualization. This
is demonstrated in Figure 8 for Portfolio 1 (colored orange) and Portfolio 6 (col-
ored blue). Since all the criteria considered have to be minimized, the axes in each
category are scaled from the worst (i.e., highest) value achieved by one of the
(in this case: 92) Pareto-efficient portfolios in the center of the chart to the best
(i.e., lowest) value at the outside of the chart. In other words, the farther away
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Table 3 Remaining control portfolios after restrictions in Scenario 1

Id Cost
Target
reached

Undetected
Availability

impact
Confidentiality

impact
Integrity
impact

1 4,500 0.22 0.48 211 211 135
2 4,900 0.20 0.48 210 210 136
3 5,100 0.20 0.30 210 210 135
4 5,500 0.18 0.30 209 209 136
5 5,700 0.22 0.38 211 211 134
6 6,000 0.20 0.12 210 210 135

from the center the better it is. Note that the two portfolios in our example have
already been filtered with respect to costs, detection rate, and target reached (as
described above) and therefore look rather similar. Still, it can be seen that a con-
siderably higher detection probability as well as a slightly better protection (e.g., a
lower percentage of attacks that reached the target condition) can be achieved by
implementing Portfolio 6. On the other hand, Portfolio 6 is also somewhat more
costly.

Fig. 8 Radar chart visualization of two portfolios in Scenario 1

Whereas the radar chart visualization facilitates a detailed analysis of strengths
and weaknesses of a few selected portfolios, heatmaps provide the decision makers
with a more general overview. They are particularly useful when comparing the
relative threats posed by the different types of attackers and the effective controls
to counteract them. Heatmaps visualize the performance of each portfolio – en-
coded through colors ranging from green (low costs, high detection rate, etc.) to
red – on the right-hand side and, in our implementation, they provide informa-
tion on the security controls that are included in the respective portfolios on the
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left-hand side. Figure 9 provides an exemplary comparison of skilled external and
unskilled internal attackers. From the right heatmap (Fig. 9b), for example, it can
be learnt that none of the efficient security control portfolios that are supposed to
protect (only) against internal attackers include technical controls. Instead, they
focus on social controls, which is reasonable since internal attackers use various
social attack techniques. Also, it can be seen that internal attackers always cause
high confidentiality impacts, irrespective of the applied control portfolios.

(a) Skilled External (b) Internal (Employee)

Fig. 9 Heatmap comparison of skilled external attackers with internal attackers

6.3 Scenario 2: Multiple attackers

For the second scenario, we defined a skilled external and a skilled internal at-
tacker profile and optimized the system against both types of attackers simultane-
ously (the parameters used are listed in Tab. 4). The modeled attackers strive to
maximize the confidentiality impacts caused and continue their attacks until they
either run out of time or attack actions (see Sect. 4.2 for details on the behavioral
model). The minimization objectives used for the optimization were costs for the
implementation of the controls, the number of undetected attacks, and the con-
fidentiality impact. Once again, we performed 50 simulation replications for each
portfolio. Because this optimization is more difficult for multiple attackers, we ran
the genetic algorithm for 1000 generations to ensure for convergence. The multiple
optimization runs took 12.6 hours to complete.

In total, 171 efficient portfolios were identified for Scenario 2. Figure 10 depicts
the parallel coordinates representation of these portfolios, for which the decision
makers can interactively set aspiration intervals. Figure 11 provides the heatmap
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Table 4 Attacker profiles in Scenario 2

Attacker Time (sec.) Skill level Access

Skilled external 200,000 2 Attack client
Skilled internal 200,000 2 Workstation hosts, Fileserver hosts

representation for a high-level overview. The latter shows that some of the pro-
posed efficient portfolios focus on security training and thus prove effective against
internal attackers, whereas other portfolios are mainly composed of technical con-
trols and are, therefore, particularly effective against external attackers. Most of
the portfolios, however, combine various control types, which hardens the IT in-
frastructure under consideration against both types of attackers.

Fig. 10 Objective values for multiple attackers in Scenario 2

7 Expert evaluation

In order to evaluate our methodology and gather further ideas for improvement, we
conducted three extensive semi-structured interviews with security domain experts
from December 2013 to March 2014. The interviewees were recruited from the
departments of research, penetration testing, and risk management consulting of
SBA Research7, a well-established security competence center in Vienna, Austria.
All of them have earned degrees in computer science, hold information security
certificates such as CISSP, CSSLP, CISA, AMBCI, and CEH, and have several
years of working experience in industry projects in their respective fields.

Each interview lasted between 2.5 and 3 hours and comprised 18 questions
that were organized into four thematic areas, namely, knowledge base (3 ques-
tions), simulation (3 questions), application example (5 questions), and optimiza-
tion and decision support (7 questions), plus 6 questions concerning background
and job context. Before each interview section, a scripted presentation explained
the respective part of the methodology and illustrated the practical applicability
by means of examples. This was followed by the interview questions and an open

7 http://sba-research.org
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Fig. 11 Heatmap for multiple attackers in Scenario 2

discussion. The interviews were conducted in German. In the following, responses
and feedback from the interviewees will be discussed in three groups referring to
their overall assessment of our methodology, modeling issues, and decision support
aspects.

7.1 Overall assessment

Although numerous risk management methods have been developed in the infor-
mation security literature, little evidence regarding the usage or the effectiveness
of these methods is available (Papadaki and Polemi, 2007). In practice, organiza-
tions often create their own methods or adapt existing information security risk
management practices to their business environment and culture (Papadaki and
Polemi, 2007). Hence, there is no established information security risk manage-
ment “benchmark” that could be used as a reference to compare our approach
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against (for a more general comparison of related approaches and their scope, see
Sect. 2).

The interviewees’ assessments of our methodology, our general approach, and
the prototype of the decision support system were positive. One of the interviewees,
for instance, concluded that the capability of modeling individual configurations
and assessing the security through simulation is in itself highly valuable for oper-
ational security personnel. All interviewees stated that integrating this simulation
capability into a larger optimization and decision-support framework is a promising
approach. Furthermore, they agreed that optimizing a complete IT infrastructure,
rather than deciding on individual security measures, is reasonable, given that
the weakest element in a security architecture determines the overall security of
the system. Interestingly, an interviewee who works as an industry consultant was
highly vocal about this viewpoint, whereas the penetration tester stipulated that
such a “non-reductionist” approach was valid, but not necessarily essential. This
may be explained by the differences in the scope of their respective perspectives
(i.e., security management vs. analysis of particular weaknesses). All interviewees
highlighted the possibility to model the system, analyze effective portfolios, and
select suitable controls in a single integrated environment.

Based on their (extensive) practical experience, all interviewees shared the
view that it is imperative to ground security decisions in a threat model that
reflects attackers’ heterogeneous motivations, resources, capabilities, and points of
access. They considered the attacker behaviors produced by our simulation model
to be realistic. One of the interviewees underlined the practical relevance of skilled
internal attackers (which we included in our application example in Sect. 6.2).

Overall, the interviewees found that the methodology provides valuable in-
sights that could be beneficial in the context of their work. They emphasized the
importance of presenting the results in a format that is suitable for the target au-
dience (i.e., both security analysts and managers). One of the interviewees shared
anecdotal evidence that managers are usually only cursorily interested in a few key
indicators, whereas security analysts develop and base their recommendations on
detailed technical considerations. This highlights the value of our methodology, as
it aims to unite both perspectives in a decision-support tool that presents high-level
decision criteria to management, but also links the high-level criteria optimization
to detailed technical information generated in the course of the simulation.

An interviewee working in the security consulting domain raised the point
that for some types of controls, it is best practice to deploy them (e.g., anti-virus
software) and, thus, the question of whether or not to deploy a control does not
necessarily arise. However, he further explicated that in this case, the value of
the optimization lies in its ability to compare the relative overall effectiveness of
various alternatives for these “best practice controls”. Note that existing controls
or controls for which an investment decision has already been made can be included
in our system model as fixed elements in a straightforward manner. Deployment
of best practice controls could also be enforced through restrictions on permissible
genotypes in future versions of our implementation. The same holds for compliance
with best practices that could be easily incorporated as an additional optimization
objective.

Finally, the interviewees expressed their view that our approach is not limited
to IT security, and in their opinion, it could also be applied in different domains
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such as the security area in general, quality management, industrial production,
or availability analysis.

7.2 Modeling issues

The interviewees perceived the model structure of the attack and security KBs as
generic and expressive, and hence, considered them applicable for a wide range of
security domains. However, the considerable effort required to create and maintain
these models was frequently raised as an important practical issue. Building such
a comprehensive security KB is time-consuming and requires considerable expert
knowledge. In this context, it was acknowledged that referring to existing sources,
such as the well-established list of CAPEC attack patterns used in our application
example, make the efficient formal definition of attack actions easier. Moreover,
once defined, the security knowledge can be reused and shared among multiple
organizations. The creation and maintenance of the security KB can also, for in-
stance, be organized as a community effort or could be delivered as a commercial
service. By leveraging a centralized security knowledge repository, organizations
would only need to model and maintain the organization-specific system knowl-
edge. This process – i.e., modeling an IT infrastructure and subsequently updating
the model continuously to reflect changes made – could be partly automated or
linked to existing internal repositories.

Other discussions revolved around the completeness and correctness of the
modeled knowledge. To this end, it is necessary to ensure that (i) the system
model reflects the current configuration of the real-world system, and (ii) the
security knowledge includes a comprehensive and correct set of relevant actions
and controls. The first issue must be addressed by the modeler for each particular
application. This can be supported through automated tools.

The second issue is arguably more difficult. The interviewees stressed the im-
portance of reconnaissance and discovery phases in most attacks. As illustrated
by the Scan Network action in the example application, our framework allows for
such attack actions. Discovery actions can be successful or fail, and the attacker
will only obtain the necessary knowledge to commence with an attack upon suc-
cess. Accounting for unknown attack actions, however, is – by their very definition
– challenging. As demonstrated by the Zero Day action in our example, unknown
attacks can be modeled generically if their basic characteristics are conceivable.
For such types of unknown attack vectors, the particular weaknesses that are ex-
ploited and the detailed attack mechanism are not known in advance, but their
preconditions and likely effect (postconditions) are known. Entirely unknown at-
tack actions, i.e., completely new ways of attacking a system, cannot be modeled in
advance, but it would be possible to introduce randomly generated attack actions
to perform hypothetical robustness assessments. This rather speculative approach
would, however, greatly raise the complexity of the optimization problems.

Furthermore, an interviewee reckoned that obtaining exact values for the likeli-
hood of success of an action as well as for the controls’ effectiveness can be difficult
in practice. This is a valid point in principle, but in many cases, necessary data
can be estimated with sufficient accuracy. For instance, the likelihood that a brute
force password attack (i.e., enumerating all combinations) succeeds (within a given
timeframe) or the effectiveness of a password policy (that prescribes a certain min-
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imum character length, alphabet size, etc.) can be determined mathematically.
Still, we agree that precise numbers are often unknown and approximate value
estimates are, therefore, necessary. For various control types, such as firewalls,
anti-virus software, and intrusion detection systems, the modeler can derive such
effectiveness values from existing benchmarks, statistics, and empirical evidence
on the prevalence of successful exploits. For the remaining actions and controls,
reasonable assumptions must be made. However, we found that optimization re-
sults are usually fairly robust against small deviations in the likelihood of success
and control effectiveness.

7.3 Decision support aspects

Interviewees deemed the heatmaps, radar charts, and interactive parallel coor-
dinate visualizations helpful for visual comparisons of particular portfolios and
trading off their benefits and drawbacks. Still, they recommended several visual
modifications. Most of these suggestions are already incorporated in the prototype
version presented in this paper (see Sect. 4.5). The development of a comprehen-
sive management dashboard suggested by an interviewee remains an open issue
for future development.

The interviewees also expressed their opinion that analyzing specific scenarios
– such as attacks on a particular asset by a particular attacker – is helpful, but
may not be sufficient for making security decisions. One interviewee emphasized
that it is necessary to conduct both analyses of scenarios with multiple attacker
profiles (see the example in Sect. 6.3) and in-depth analyses for particularly critical
assets and attacker profiles (see the example in Sect. 6.2). This adds complexity
to the process as decision makers ultimately must deal with multiple sets of pro-
posed efficient security portfolios obtained for the various scenarios. Although this
process is more laborious and time-consuming than selecting from a single set of
proposed efficient solutions, the interviewee concluded that such a process fosters
learning, insights, and an understanding of the interactions between security con-
trols in various contexts and, thus, contributes to a more profound security control
portfolio investment decision.

8 Conclusions

This paper has introduced a comprehensive methodology for model-driven in-
formation security optimization that aims at facilitating informed choices about
effective and efficient means to secure an organization’s IT infrastructure. Our
approach relies on formal modeling of security knowledge, explicit modeling of IT
systems and threats, discrete-event simulation of attacks, and a multi-objective
genetic algorithm that identifies Pareto-efficient security control portfolios. The
methodology is implemented in a decision support system that provides decision
makers with three visualizations for the interactive exploration of the solution
space. The applicability of the approach is demonstrated through two sample sce-
narios.

To validate our approach, we conducted extensive semi-structured interviews
with experts from multiple security domains. Their overall assessment was posi-
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tive, with particular acknowledgment of the knowledge base, the attacker-centric
approach, and the potential of our decision support system to act as a valuable
communication tool for different groups of stakeholders. Interviewees also pointed
out that the methodology requires decision makers to enumerate and valuate the
organization’s assets and to explicate assumed threats which should raise situa-
tional awareness in terms of the current level of security, relevant threats, and
critical assets that need to be protected. Furthermore, they highlighted that our
approach can provide a better understanding of possible routes of attack and
improve the documentation of and the justification for IT security investments
and, finally, it also improves organizational alignment between management and
IT operations by providing a communication tool that both IT professionals and
management can relate to.

An obvious practical implication of our research is that such an approach neces-
sitates a more collaborative model for security decision making. Its implementation
therefore requires a cultural shift toward a more transparent and consensual ap-
proach grounded in a shared understanding of security issues and threats which
ultimately fosters stronger management involvement in security decision making.
However, these long-term implications will only materialize if the stakeholders gain
trust in model-based security decision support. To this end, several limitations of
our current research still need to be addressed. First, the potential of our method-
ology in a real-world setting hinges upon a comprehensive security KB. Building
such a KB requires considerable expert knowledge, is time-consuming, and hence
expensive for any individual organization. However, a community-based effort to
create and maintain a shared repository for security knowledge could overcome
this limitation. Furthermore, the simulation approach also requires a detailed and
up-to-date model of the system to be secured. While creating and maintaining such
a model manually is nearly impossible in large organizations, this process could
be efficiently supported through automated tools and integration with existing
internal repositories. A final limitation of our approach lies in its reliance on an
accurate model of attacker behavior. In order to create and validate these models,
a deeper understanding of behavioral aspects of attacks is required which neces-
sitates interdisciplinary empirical research that takes into account technological,
psychological, sociological, and economic perspectives.

Additional directions for future research were derived from the expert inter-
views we conducted. Compliance coverage, which can be introduced either as an
optimization criterion or as constraints on feasible genotypes, constitutes one such
possible direction. Integrating business continuity into the framework by simu-
lating the impact of attacks on business processes would be another interesting
extension. Finally, the approach could be transferred to other domains with similar
security requirements, such as critical infrastructures and production security.
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