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Chapter 1

Introduction

Over the last decades, the continuously increasing demand for data storage

and fast information processing in large parts of our everyday lives has lead

to extensive research for new materials and devices in the area of micro- and

nanoelectronics. To follow Moore’s law, predicting that the number of tran-

sistors in integrated circuits doubles almost every two years [1], alternatives

to conventional electronics need to be explored. Here, the emerging field of

so-called spintronics, short for spinelectronics, has proven to provide very

promising and sustainable technologies [2, 3, 4].

Whereas conventional electronics rely on the charge transported by an elec-

tron, in spintronics the electron’s spin is introduced as an additional degree of

freedom. This makes it possible to observe spin-dependent transport phenom-

ena and pure spin currents, allowing for the transfer of information without

the need for electrical currents [2]. For spintronics to become as successful as

it is today, the discovery of different magnetoresistive effects like the tunnel-

magnetoresistance (TMR) in 1975 [5] and the giant-magnetoresistance (GMR)

in 1988 [6] was crucial. In a thin film trilayer stack, where two ferromagnetic

electrodes are separated either by a normal metal (GMR) or an insulator

(TMR), the resistance that is measured when sending a current through the

junction is dependent on the orientation of the ferromagnets’ magnetization to-

wards each other [7]. For a parallel magnetization alignment of the electrodes,

a lower resistance is measured than for an antiparallel orientation. This is

attributed to the fact that only electrons carrying a spin that is parallel to the
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Chapter 1. Introduction

magnetization of the corresponding electrode can pass through it. Electrons

having an antiparallel spin with regard to the magnetization are backscattered,

making the electrodes act as spin filters. Accordingly, in the state of parallel

magnetized electrodes, one spin channel can easily pass the junction. In the

antiparallel configuration, electrons are either scattered at the first or the

second electrode as their spin is definitely antiparallel to one of them [7].

Based on nano-scale TMR junctions, magnetoresistive random-access memory

(MRAM) has been developed, which can nowadays already be found in a

couple of commercial memory chips and storage devices [8, 9].

Like for GMR and TMR spin valves, spintronic elements are usually based on

ferromagnetic thin films. Ferromagnets can polarize and detect spin currents

and may be manipulated via spin torques. Thus, they are able to magnetically

store, read, or write information. Even though this information is robust

against electric field pertubations, it might be disturbed and erased by high

magnetic fields [10]. Furthermore, downscaling devices with ferromagnetic

components, magnetic stray fields become a severe problem [11]. Hence, a

class of materials that is quite similar to ferromagnets, yet providing some

fundamentally different properties, has recently gained strongly increasing

interest in terms of spintronic application: antiferromagnets [12, 13, 14].

Just like ferromagnets, antiferromagnets exhibit a uniform ordering of mag-

netic moments, called Néel order, without the need for external magnetic fields.

However, instead of the parallel alignment as found in ferromagnets, magnetic

moments in antiferromagnets align in an antiparallel manner [15, 16]. Usually,

there are two magnetic sublattices with opposite atomic magnetic moments

~m1 = −~m2, whose orientation is described by the Néel vector ~L = ~m1 − ~m2.

Thus, antiferromagnets do not have a net magnetization [16]. On the one

hand, this yields a very high stability against magnetic pertubations. On

the other hand, the insensitivity towards magnetic fields makes it extremely

hard to access or change the Néel order [13]. Lacking any mechanism for the

manipulation of their magnetic moments, antiferromagnets were therefore

considered “interesting but useless”, as stated by Louis Néel in his Nobel

lecture [17], for nearly half a century.
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About 50 years after their discovery [17], the first application of antiferromag-

nets was found in GMR and TMR valves [18]. Here, they can be used to pin

one of the ferromagnetic electrodes, making it less sensitive to external mag-

netic fields, via an interfacial exchange coupling mechanism called exchange

bias effect [19]. This allows for the generation of distinct stable resistance

states at zero external magnetic field [2]. Consequently, antiferromagnets

quite rapidly became important in spintronic devices and are widely used as

passive components in exchange bias systems up to today [2, 16].

Anyway, it was not until recently that antiferromagnets experienced their

real breakthrough in the field of spintronics [12]. In 2016, it was found that

the Néel order can be manipulated via electrical current pulses in some an-

tiferromagnets with special magnetic and crystallographic symmetries via

an intrinsic spin-orbit torque [10]. Shortly afterwards, it was shown that it

is also possible to switch magnetic moments in any type of antiferromagnet

by means of spin current induced torques [20]. Since then, there have been

several studies reporting the successful manipulation of the Néel order in

antiferromagnets [10, 20, 21, 22] as well as the observation of transport effects

that had been only known to occur in ferromagnets previously [23, 24]. These

results strongly suggest that magnetic information can actively be implanted

to or extracted from antiferromagnets, paving the way for the newly emerging

field of antiferromagnetic spintronics [12, 13, 14].

Having significant advantages over their ferromagnetic counterparts, antifer-

romagnets could replace the ferromagetic components in spintronic devices

at some point in the (near) future. Due to their stability against external

electric and magnetic fields, the information stored in antiferromagnets would

be very well protected against pertubations. Furthermore, lacking a net

magnetization, antiferromagnets do not produce stray fields. They provide

ultrafast spindynamics with frequencies in the Terahertz regime, allowing

for their manipulation on a pico second time scale [13]. Combined, these

properties would make for a high-density memory with ultrafast operation

speed [12]. On top of that, compared to the very limited variety of available

ferromagnetic elements, there is a very broad range of antiferromagnetic

materials that exhibit a stable Néel order at room temperature.
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Lastly, it has been reported that antiferromagnetic insulators have very high

spin diffusion lengths, yielding low power operation and possibly superfluid

spin transport [25].

Even though there is a broad variety of antiferromagnetic materials, only

few of them meet the criteria for possible integration into spintronic devices

on a large-scale basis. For instance, in exchange bias systems the two most

popularly used antiferromagnetic materials are MnIr and MnPt [26, 27], both

featuring very rare elements that are expensive and difficult to extract [28, 29].

Hence, in the past years extensive research on alternative antiferromagnets

replacing these materials has been performed [30]. In the case of antiferromag-

netic switching, successful manipulation of the Néel order has been observed

in epitaxially grown crystals of CuMnAs, MnAu or NiO up to now [10, 20, 21].

However, for a widespread application, polycrystalline materials that are

easy to prepare, rare-earth free and thermally stable are necessary. Recently,

an antiferromagnetic phase of the compound MnN was found to be a very

promising candidate [31, 32].

In this work, antiferromagnetic MnN is investigated both as a passive com-

ponent in exchange bias systems as well as in an active role in spin current

induced electrical switching experiments. It has already been shown that

film stacks consisting of polycrystalline Ta/ MnN/ CoFe trilayers yield an

exchange bias effect that is comparable to or even higher than in MnIr and

MnPt [31]. However, the thermal stability of exchange bias systems based on

MnN is limited by nitrogen diffusion at high temperatures, respectively long

annealing times [31, 33]. To enable routes towards a possible application, a

better understanding about the diffusion processes and their consequences

is crucial. Thus, in the first part of this work, the influence of the MnN

thickness and the Ta buffer layer on the thermal stability and maximum

exchange bias is investigated. In the second part of this thesis, spin-orbit

torque induced switching of MnN is studied. This provides the possibility to

investigate antiferromagnetic switching in a polycrystalline metal. To the best

of the author’s knowledge, this is the first time that spin-orbit torque induced

antiferromagnetic switching is observed and studied in such a material.
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Manganese Nitride

Manganese nitride is a compound that can be found in several different phases,

depending on the ratio of manganese and nitrogen [34]. The four stable

phases of Mn−N are summarized in Table 1.1, including their corresponding

crystal structures. The θ−MnN phase has a composition of Mn6N5+x, where

x ranges from 0 to 1, depending on the exact nitrogen concentration. It

is the most nitrogen-rich phase and is stable up to temperatures around

480◦C. At higher temperatures, nitrogen diffuses out of the lattice and the

η−Mn3N2 phase forms. Both the θ− and the η−phase of manganese nitride

have antiferromagnetic ground states, with the η−phase showing higher

anisotropy [35]. Going to temperatures higher than 575◦C, the ζ-phase,

yielding a composition of Mn5N2 or Mn2N, arises. Here, the nitrogen content

can vary between 36 % and 30 %. ε−Mn4N is the least nitrogen-rich phase

and the only one exhibiting a ferrimagnetic ordering with a Curie temperature

of TC = 480◦C [34].

While the θ- and the η−phase crystallize in an fct lattice, the ζ−phase yields a

hcp and the ε−phase a perovskite structure. The data concerning the thermal

stability of each Mn-N phase presented in Table 1.1 was determined by Suzuki

et al. [36] via annealing reactively sputtered Mn−N films for two hours. It

should be noted that even small variations of the nitrogen concentration, which

may result from different preparation methods or parameters, can strongly

influence the thermal stability and the lattice parameters. For instance,

Gokcen et al. [34] found in their experiments that θ−MnN can be stable up

to 580◦C, however with continuously decreasing nitrogen concentration for

increasing temperatures.

Table 1.1: Composition, crystal structure and thermal stability of the four
Mn−N phases [36, 37].

phase composition crystal structure stable up to

ε Mn4N perovskite structure 910◦C
ζ Mn5N2/Mn2N hexagonal-closed packed (hcp) 710◦C
η Mn3N2 face-centered tetragonal (fct) 575◦C
θ Mn6N5/MnN face-centered tetragonal (fct) 480◦C
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c = 4.189 Å

a = 4.256 Å

b = 4.256 Å

Mn atom

N atom

Figure 1.1: Schematics of the crystal structure of θ−MnN [36].

In this work, the antiferromagnetic θ−Mn6N5+x phase is studied in the context

of exchange bias systems as well as current induced switching experiments.

For simplicity, the θ−phase will be referred to as MnN in the following, even

though it may not be completely saturated with nitrogen. In Fig. 1.1, the

face-centered tetragonal crystal structure of θ−MnN at room temperature

is illustrated. The lattice parameters are a = b = 4.256 Å and c = 4.189 Å.

MnN has a density of ρ = 6.03 g/cm3 [36].

Figure 1.2: Illustration of vacancies in
the nitrogen sublattice of MnN’s crys-
tal structure [38].

Often, there are some nitrogen atoms

missing in the MnN lattice, leading

to a composition of Mn6N5+x with

x < 1. This is illustrated exemplarily

in the two dimensional view on the

MnN lattice in Fig. 1.2. Vacancies

may be distributed randomly within

the nitrogen sublattice [38]. The ni-

trogen concentration in the lattice

has a strong influence on MnN’s lat-

tice parameters: with decreasing ni-

trogen content the lattice constants

also decrease [36]. The magnetic

structure of MnN is collinear of AFM-I type: The spins of the manganese atoms

are aligned parallel within the c-plane and alternate along the c-direction.
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However, the orientation of the spins towards the c-plane is still controver-

sial and might depend critically on the exact lattice constants: Suzuki et

al. [36] found that the spins lie exactly in the c-plane when investigating

fully saturated MnN [39]. In contrast, Leineweber et al. [35], working with

nitrogen-poor MnN that consequently has smaller lattice constants, came

to another conclusion. They found that at low temperatures, the spins are

tilted about 22◦ away from the c-plane and converge towards it at increasing

temperatures [35]. Again, the different results might be explained by the

strong sensitivity towards the exact nitrogen content in the MnN lattice.

Anyhow, both studies found a magnetic moment of 3.3 µB per Mn atom [39],

which was also confirmed by density functional theory calculations [40]. The

Néel temperature of MnN lies around TN ≈ 380◦C [41]. Above TN, the

crystal structure transforms from a tetragonal to a cubic lattice, caused by

magnetostriction [36].

Structure of this work

Following this introduction to the development of antiferromagnetic spin-

tronics and the compound MnN studied in this work, Chapter 2 gives an

overview about the most important experimental methods used for the sample

preparation and characterization. Chapter 3 and Chapter 4 represent the

two main parts of this work, including all experimental results. Chapter 3

deals with the integration of MnN into exchange bias systems. First, an

introduction to the theory of the exchange bias effect is given, followed by

a summary about previous results related to the use of MnN in exchange

bias systems. Then, the results of two different studies performed on MnN

exchange bias systems in the course of this work are presented. Chapter 4 con-

siders spin current induced switching of MnN, starting with an introduction

to the spin Hall effect, spin torques and the switching of antiferromagnets.

After presenting the device preparation and the setup for electrical transport

measurements, the results are discussed. To conclude, all main findings of this

work are summarized in Chapter 5. Moreover, it is discussed which further

challenges need to be overcome for the integration of antiferromagnetic MnN

into spintronic devices.
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Chapter 2

Experimental methods

In this Chapter, the experimental methods used for sample preparation and

characterization in the course of this work are presented. Firstly, sputter

deposition is introduced as the preparation technique, including a summary

of the main properties of the used sputter chamber. Furthermore, the mi-

cropatterning process via lithography is presented. Following this, an overview

about the methods used for sample characterization is given. X-ray diffraction

is presented as a tool for structural analysis whereas MOKE is introduced for

the magnetic characterization of the samples.

2.1 Sample preparation

2.1.1 Sputter deposition

For the preparation of thin films either physical (PVD) or chemical (CVD)

vapor deposition can be used [42]. While CVD techniques rely on precurser

molecules that are mixed with the source material to coat a sample, PVD

simply works by vaporizing the source material [42]. Sputtering, which was

used for sample preparation in this work, is a PVD method. The sputter

process takes place in an ultra-high vacuum chamber as illustrated in Fig. 2.1.

For the deposition process a sputter gas, usually Ar, is inserted into the

chamber and a high DC voltage is applied between the cathode, consisting

of the source material (target), and the anode, which is connected to the

substrate. Due to the high negative voltage at the cathode, electrons are

9
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Figure 2.1: Schematic illustration of the sputter process inside a sputter
chamber. Positively charged Ar ions are accelerated towards a target consisting
of the source material. Hitting the target, they transfer momentum and knock
out atoms. The emitted atoms then deposit on a substrate that is placed
above the target.

emitted from the target and accelerated towards the anode, hitting and

ionizing Ar atoms. This results in a glow discharge, igniting a plasma and

starting the sputter process: Positively charged Ar ions are accelerated towards

the cathode, hit the target and transfer their momentum to the target atoms.

In case the momentum is large enough, the target atoms can overcome their

binding energy and are knocked out. The emitted atoms then deposit on the

substrate that is located above the target. The relation of ejected atoms to

incoming ions is called the sputter yield, depending on the argon ion energy,

the ions’ incidence angle on the target and on the binding energy of the target

atoms [43].

To ensure that the deposited film is as clear of impurities as possible it is

crucial that the base pressure of the sputter chamber lies in the ultra-high

vacuum regime. During the sputter process, the working pressure should

not exceed values of 10−3 mbar to secure long enough mean free paths for

the Ar ions and ejected atoms, preventing them from colliding with other

10
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particles. However, those pressures are too low to allow for a stable plasma

when working with a simple DC diode sputtering setup [43].

An advancement of the setup presented in Fig. 2.1 is so-called magnetron

sputtering [44]. As an addition, magnets are installed beneath the target,

generating a magnetic field of several hundred oersteds. When applying a

voltage to ignite the plasma, electrons that are emitted from the target are

forced to travel on circular paths due to the Lorentz force. Thus, they need to

travel a greater distance on their way to the anode, increasing the probability

of collisions with Ar atoms. This yields a higher ionization efficiency, which

results in a decrease of the plasma’s impedance, and makes it possible to work

with lower voltages during the sputter process. Next to that, lower working

pressures can be used due to the increased plasma concentration [45].

With a DC diode setup only conducting elements can be sputtered. In case

sputtering of insulating materials is desired, special sputter sources coupled

to an RF generator can be used [44]. Like for DC sputtering, Ar sputter

gas is inserted into the chamber. When applying high frequencies around

13.56 MHz between the target and the anode, electrons move faster than

the corresponding Ar ions due to their lighter mass. To compensate this

charge imbalance, the target electrode biases negatively, forming a sheath

potential on its surface. Consequently, Ar ions are accelerated towards the

target, just as in the DC set up. Usually, a higher sputter gas concentration

is needed to ignite a plasma in an RF than in a DC setup. RF sources can

also be used to sputter conducting elements but corresponding sputter rates

are always lower than in the DC setup [46]. To sputter compounds, either

co-sputtering of different elements or sputtering from a target consisting of the

composite material is possible. Moreover, by inserting an additional gas like

nitrogen or oxygen into the chamber during the sputter process, compounds

can form when gas molecules react with ejected atoms. This is called reactive

sputtering.

All samples presented in this work were prepared with a sputter system

designed by Bestec. The sputter chamber is equipped with four sputter

sources; three DC sources and one RF source. The base pressure inside the

11
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sputter chamber typically lies below 5× 10−9 mbar. The working pressure

varies around 2× 10−3 − 2.3× 10−3 mbar, depending on the source material.

The substrate is fixed on a rotatable sample holder located centrically above

the targets. During sputtering, the substrate rotation is set to 10 rounds per

minute, allowing for a homogeneous distribution of the deposited atoms. To

control the deposited layers’ thicknesses, a quartz sensor is used to measure

the deposition rate of each sputter target prior to deposition runs. The

corresponding film thickness is defined by the deposition time, assuming a

linear proportionality. Nitrogen or oxygen can be injected into the chamber

for reactive sputtering.

2.1.2 Lithography

After preparation, it is often necessary to bring the sputtered films into certain

geometrical shapes, like Hall bars, for electrical measurements. Lithography

is the technique used for generating such a pattern on a substrate. It was

developed within the rising field of semiconductor industry around 1960 [47].

Samples are coated with a polymeric resist that transfers an imprinted pattern

onto the underlying films. Different types of lithography are distinguished

based on the method of pattern imprinting.

Optical or photolithography is the oldest and still most commonly used tech-

nique [48, 49]. The corresponding process is illustrated in Fig. 2.2. First,

the sample is coated with a resist. To spread the resist uniformly on the

surface, the sample is rotated for 30− 60 s at a speed of 3000− 7000 rounds

per minute. This fast rotation process is called spin coating. The rotation

speed and duration define the resulting thickness and need to be adjusted

depending on the type of resist that is used.

To clear the remaining casting solvents and bake-out the resist, the sample is

put onto a heating plate for several minutes after the coating. Then, the fully

prepared resist is exposed to UV light that is shone through a mask placed

in close proximity above the sample. Each type of resist requires a specific

exposure dose that is controlled by the exposure time and irradiance. In the

exposed regions that are not protected by the mask, a radiation pattern is
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generated. Here, the UV light induces chemical changes to the resist, changing

its solubility [42]. Depending on the type of resist that is used, those parts

will be either less dissolvable (negative resist) or more dissolvable (positive

resist).

Figure 2.2: Schematic illustration of a li-
thography process, using either negative
or positive resist. The sample is coated
with the resist and then exposed to UV
light or an electron beam. Depending on
the type of the resist, the exposed areas
remain or dissolve after development. Via
Ar ion milling the exposed film is etched
off. Lastly, the resist is removed.

After the pattern has been im-

printed, the resist needs to be

developed. Therefor, the sam-

ple is brought in contact with

a resist-specific developer by im-

mersion. During this step, the

exposed regions of negative resist

(left-hand side of Fig. 2.2) remain

on the sample whereas they dis-

solve when positive resist (right-

hand side of Fig. 2.2) is used, re-

spectively. Next, the resulting

pattern has to be transferred to

the underlying film. This can

be realized via etching with Ar

ion bombardment. In a vacuum

chamber, the sample is exposed

to a plasma where Ar ions are

accelerated towards its surface

and knock out atoms, similarly to

sputtering. In regions protected

by the resist, the films remain

on the substrate. The process

is monitored with a mass spec-

trometer that provides real-time

information about the etching

depth. In a final step, the sample

is cleaned and the remaining re-

sist is removed with acetone and
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Figure 2.3: Illustration of a lithography process for the deposition of Au
contact pads. The structured sample is coated with positive resist and then
exposed with UV light or an e-beam. After development, Au is sputtered
onto the sample. When the resist is removed, the Au remains in the areas
that were previously defined by the resist.

ethanol. The whole lithography process can then be repeated if contact pads

or more complicated patterns are required. The presented type of photolithog-

raphy based on proximity printing is restricted to a resolution of 2−4µm [48].

However, some setups and techniques require even smaller or more precise

structures that have to be imprinted by other lithography methods.

To achieve higher resolution, e-beam lithography can be used [48, 50]. Here,

a focused electron beam is used to imprint the desired pattern to the resist.

This is done by placing the coated sample into a scanning electron microscope

(SEM) and directly exposing the resist by the electron beam in the desired

regions. This way, no mask is needed. Even arbitrary geometries and com-

plicated structures can thus be printed very precisely. E-beam lithography

provides a resolution around 10 nm and can reach even smaller values in

optimized setups [50]. All further production steps described in the previous

paragraph remain unchanged. As the resulting structures are very small,

contact pads need to be added in a second lithography process when following

electrical measurements are desired. Therefor, positive resist is used to define

larger areas contacting the previously generated structures as illustrated in

Fig. 2.3. After development, a well-conducting element such as Au, together

with a supporting layer of Ta ensuring adhesion, is sputtered onto the sample.

When the resist is removed at the end of the process, the conducting material

only remains in the defined areas.
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2.2. Sample characterization

2.2 Sample characterization

2.2.1 X-ray diffraction

X-ray diffraction is a widespread and well-known technique to determine

the crystallographic properties of a material [51, 52]. For x-rays to interfere

constructively after scattering off a crystal lattice, Bragg’s law needs to be

fulfilled:

λ = 2 · dhkl · sin(θ). (2.1)

Here, λ denotes the wavelength of the x-rays, θ the incidence angle and dhkl

the spacing between the lattice planes. In cubic systems, dhkl is related to

the lattice constant a via

dhkl =
a√

h2 + k2 + l2
, (2.2)

where h, k, and l are the Miller indices. Thus, when a reflection occurs under

a specific angle θ, the corresponding lattice constant of the material can

be calculated, assuming the wavelength λ is known. Even though Bragg’s

law reveals the angles under which reflection peaks appear, it does not

provide information about the corresponding intensity. Therefor, the so-called

structure factor has to be taken into account. It relates to the electron density

and the phase factor of a diffraction and is given by

Fhkl =
∑
j

fj · exp(2πi(hxj + kyj + lzj)), (2.3)

where fj is the atomic form factor that is specific for each element and contains

anomalous scattering contributions [53]. x, y, and z denote the interior

coordinates of the crystal’s unit cell. The square of Fhkl is proportional to

the intensity of the reflection from the lattice plane (hkl):

|Fhkl|2 ∝ Ihkl. (2.4)

As a result of the lattice’s symmetry, the structure factor equals zero for

certain combinations of x, y and z. This gives rise to a second condition

for reflections to be observable in x-ray diffraction measurements. For each
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Bravais-lattice, extinctions rules can be determined. The crystal structure of

θ−MnN, which is investigated in the course of this thesis, is a tetragonally

distorted variant of the NaCl lattice. Thus, it is built up by two face-centered

cubic (fcc) lattices that are shifted towards each other. For an fcc lattice,

reflections from lattice planes (hkl) are only observable when all of h, k, and

l are equal or all of them are odd numbers [51].

Figure 2.4: Schematic setup of the x-
ray diffractometer for a θ − 2θ Gonio-
scan. The source and the detector
move towards each other with the same
speed, so that the detection angle is
constantly 2θ.

For this work, x-ray diffraction mea-

surements were performed with a

PHILIPS X’PERT PRO MPD in-

strument equipped with Cu-Kα ra-

diation and Bragg-Brentano optics.

Here, the easiest way extract infor-

mation about the crystal structure of

a sample is to perform a Gonio-scan.

The setup and geometry are shown

in Fig. 2.4: The angle θ between the

x-ray source and the sample surface

is varied to scan a defined angular

range for reflections. To detect the

diffraction pattern, a detector mea-

sures the reflected beam under the angle 2θ. While the incidence angle is

varied, the detector moves about the same angle in the same time, such that

the detection angle is always similar to the incidence angle while the sample

does not move. Whereas the diffraction measurement of an ideal, half-infinite

crystal would result in reflection peaks in the shape of delta-functions, de-

tected peaks from real samples usually show a broadening that originates from

the crystallites’ size and strain as well as contributions from the instrument

itself [54]:

B2
integral = B2

instrument +B2
size and strain. (2.5)

To further investigate the crystalline quality of a sample, so-called rocking

curves can be detected [51]. This technique provides information about the

orientation of the single crystallites. The source and the detector are set to an
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Figure 2.5: Schematic lattice planes illustrating the origin of a rocking curve.
On the left-hand side, a film with differently orientated crystallites (A), (B)
and (C) is shown. Crystallite (B) is aligned parallel to the film plane, thus
it reflects incoming beams under an angle θ. As there are other crystallites
like (A) and (C), not orientated perfectly parallel to the plane, the incoming
beam is also reflected for angles slightly smaller and higher than θ and a
broad rocking curve emerges. In case all crystallites are aligned parallel to
the sample plane as presented on the right-hand side, the incoming beam is
only reflected under the angle θ [51].

angle θ and 2θ, respectively, where a reflection has been observed. In contrast

to a Gonio-scan, where the source and the detector move towards each other,

their interjacent angle is held constant for the rocking curve measurement.

The incidence angle ω is varied about a small range ∆ω = θ±∆θ. In case the

sample consists of different crystallites that are not all orientated in the same

manner, corresponding reflections at angles slightly smaller and larger than θ

are detected, as illustrated on the left-hand side of Fig. 2.5. If the incidence

angle is smaller than θ, crystallite (A) that is tilted towards the normal of

the sample plane reflects the incoming x-rays. If it is greater, crystallite (C)

fulfills the condition for constructive interference. Crystallite (B) is orientated

parallel to the sample plane, thus reflecting the beam exactly at θ. Each of

these three reflections results in the detection of a peak at θ±∆θ with varying

intensity. As there are not only three but many more non-perfectly orientated

crystallites in a real sample, the distribution of the different reflections leads

to one broad rocking curve.

On the right-hand side of Fig. 2.5, a crystal structure yielding a narrow rocking

curve is shown. There is only one crystallite orientated completely parallel to

the sample plane, resulting in a reflection at θ. As no other crystallites are

present, the beam cannot be reflected at smaller or higher angles [51].
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2.2.2 MOKE

The magneto-optic Kerr effect (MOKE) is a fairly simple and fast tool to

obtain information about the basic magnetic properties of a sample. In

1877, John Kerr [55] discovered that linearly polarized light reflected by a

ferromagnetic material experiences a rotation of the polarization plane. Since

this rotation is proportional to the ferromagnet’s magnetization, MOKE is

nowadays commonly used to investigate magnetic thin films, for example to

detect ferromagnetic hysteresis loops [16].

To describe the origin of the magneto-optic Kerr effect it can either be

discussed on a micro- or macroscopic level. Microscopically, MOKE results

from spin-orbit interactions of electrons’ spins in a ferromagnetic material

with the linearly polarized light that travels through it. This requires a full

quantum mechanical description as can be found in [56] and will not be further

discussed here. Macroscopically, MOKE can be considered in terms of the

dielectric properties of a medium. Linearly polarized light can be separated

into right and left circularly polarized parts. In ferromagnetic materials,

these parts exhibit slightly different propagation velocities. Thus, when

linearly polarized light interacts with a ferromagnetic specimen, i.e. when

it is reflected by a ferromagnetic sample, a phase shift of the left and right

circularly polarized parts occurs. Consequently, this leads to a rotation of the

polarization plane in the reflected beam, that is called the Kerr rotation θK.

Furthermore, as right and left circularly polarized parts also have different

absorption coefficients in ferromagnetic materials, changes to the ellipticity

Figure 2.6: Illustration of the three different geometries that yield the longi-
tudinal, polar, or transverse magneto-optic Kerr effect.
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eK are induced on top of the Kerr rotation. In summary, these variations

gives rise to a complex Kerr rotation

ΘK =
√
θ2

K + e2
K. (2.6)

ΘK is connected to the dielectric tensor εαβ [57], whose off-diagonal compo-

nents contribute to the complex Kerr rotation in dependence on the orientation

of the incident beam towards the sample’s magnetization. In Fig. 2.6, the

three possible orientations and resulting Kerr effects are presented. In the

case of incident light perpendicular to an in-plane magnetization (longitudinal

MOKE), ΘK is proportional to εxz. In the absence of a magnetic field, i.e. in

non-(ferro)magnetic materials, the off-diagonal components become zero and

the Kerr rotation vanishes [57, 16].

Figure 2.7: Illustration of the MOKE setup as used for measurements in this
work. A laser beam is polarized and reflected by a ferromagnetic sample that
is placed into a magnetic field. The reflected beam is lead through an analyzer
and then detected by a photodiode.
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Fig. 2.7 illustrates the MOKE setup that was used for the detection of

hysteresis loops in the course of this work. Longitudinal as well as polar

MOKE can be measured. The sample is placed onto a sample holder between

two electric coils that generate an external magnetic field up to 2 T. For a

typical MOKE measurement, a laser with a wavelength of 650 nm is focused on

the sample and calibrated such that it reflects into the detector. A polarizer

installed behind the laser diode ensures that only linearly polarized light

reaches the sample. The reflected beam is lead through an analyzer before

its intensity is detected by a photo diode. To measure the Kerr rotation, the

analyzer is set to a fixed angle Θ0, enabling the measurement of intensity

variations associated with the rotation of the polarization plane via

∆I(ΘK) = I0 · cos2(Θ0 ±ΘK) (2.7)

according to Malus’ law [58]. This way, the detected intensity variations can

easily be converted to the corresponding Kerr rotation. Additionally, for the

sake of better comparability, the normalized Kerr rotation is calculated for

each loop by the measurement software. At this point, it should be emphasized

that the Kerr rotation is only proportional to the sample’s magnetization and

does not yield any information about absolute values like the saturation or

remanent magnetization. However, for this work, MOKE was mainly used

for the detection of exchange bias fields. Corresponding values are obtained

by measuring the shift of a hysteresis curve towards negative fields. Hence,

absolute magnetization values are not necessary.
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MnN in exchange bias

systems

In this Chapter, all results concerning the use of MnN in exchange bias

systems are presented. As an introduction, an overview about the different

models used to describe the exchange bias effect is given. This is followed by

a summary of the preliminary work that has been performed on exchange

bias systems with MnN. Thereafter, the results of two different independent

studies of MnN based exchange bias stacks are presented, separated into two

different Sections. Both Sections first introduce the corresponding sample

preparation parameters before the results are discussed.

The first study deals with investigating high-temperature annealing of Ta/

MnN/ CoFe exchange bias stacks with particularly thick MnN films [59].

Detailed annealing series of exchange bias systems with varying MnN thickness

are presented, including depth profile monitoring of the nitrogen diffusion via

Auger electron depth profiling and polarized neutron reflectometry. In the

second study, the focus is laid on the seed layer used in Ta/ MnN/ CoFeB

exchange bias systems [60]. Results of a detailed Ta thickness dependence

and the effects of introducing a TaN diffusion barrier are discussed.
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3.1 Introduction

3.1.1 The exchange bias effect

In 1956, Meiklejohn and Bean [61] first discovered the phenomenology of

the so-called exchange bias effect. Studying ferromagnetic (FM) Cobalt

particles with an antiferromagnetic (AFM) oxide shell, they found that an

anisotropy is induced in the ferromagnet via an interface coupling to the

antiferromagnet. The effect vanishes when the system is heated above the

respective Néel temperature of the antiferromagnet. The anisotropy that is

induced in the ferromagnet leads to a shift of its hysteresis curve, which is

nowadays often exploited in thin film devices, like GMR or TMR systems,

to pin a ferromagnetic layer. As only one preferred direction is generated

instead of the usual two-fold symmetry of an easy axis, this exchange coupling

is often referred to as unidirectional anisotropy.

The origin as well as the characteristics of the exchange bias effect can be

discussed within different models, which are presented in the following [16].

However, up to now, several properties of exchange bias are still under debate

and a full quantitative model that explains its formation and all its features

on the microscopic scale does not yet exist.

Ideal Meiklejohn-Bean model

For the activation of exchange bias, a FM/ AFM bilayer system is heated

above the antiferromagnet’s Néel temperature TN as presented in Fig. 3.1 a).

The ferromagnet’s Curie temperature TC has to be higher than the corre-

sponding Néel temperature of the antiferromagnet, ensuring that its magnetic

moments are still aligned and respond to an externally applied magnetic field

Hext at the chosen annealing temperature. Hence, the antiferromagnet’s spins

lose their magnetic orientation while the ferromagnetic order is maintained.

After bringing the FM/ AFM system into this state, the temperature is de-

creased again to values smaller than TN. During this so-called field cooling

process, the spins in the antiferromagnet align parallel to the ferromagnetic

ones at the FM/ AFM interface due to the presence of Hext. Accordingly, the

antiferromagnet’s spins are aligned alternately parallel or antiparallel with
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respect to the ferromagnet when the antiferromagnetic order is regained below

TN. As a consequence of this interface coupling, the ferromagentic order is

now more stable against external magnetic pertubations: Higher magnetic

fields are necessary to rotate the ferromagnetic spins near the interface from

their initial, preferred, orientation [16].

This pinning makes the total magnetization less sensitive to external magnetic

fields and results in a shift of the ferromagnet’s hysteresis curve as illustrated

in an exemplary hysteresis loop in Fig. 3.1 b). An exchange bias system is

Figure 3.1: Simplified illustration of the magnetic order during the a) Acti-
vation of exchange bias and b) Magnetization reversal in an exchange bias
system. After field cooling (FC), the ferromagnetic spins are coupled to the
antiferromagnet, resulting in a shift of the hysteresis curve. Steps 1) to 4) in
part b) illustrate the magnetic orientation for four different magnetic field
values [16].
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brought into an external magnetic field parallel to the pinning direction (1).

When changing the magnetic field direction, the ferromagnet’s magnetization

does not follow directly. Only when going to higher field values, the ferromag-

netic moments begin to follow (2) and finally align parallel to the external

field (3). In contrast, reducing the field again, the moments begin to rotate

back to their preferred direction before the external field direction is even

switched (4). The unidirectional anisotropy induced by the exchange bias

coupling yields a torque acting on the ferromagnetic spins in all orientations

that are different from the initial preferred one. The stronger the interface

coupling, the further the hysteresis is shifted from the zero-crossing. The

value about which the center of the hysteresis is shifted is called the exchange

bias field Heb.

In most systems, the direction to which the hysteresis is shifted, i.e. the sign

of exchange bias, is opposite to the field cooling direction (negative exchange

bias). Only for a few systems using antiferromagnets with very low anisotropy

exceptions exhibiting positive exchange bias have been observed [16, 62, 63].

This model provides the easiest and most demonstrative way of describing

exchange bias. However, several assumptions are made about the FM/ AFM

bilayer system that do not hold for real exchange bias systems: The ferromag-

netic as well as the antiferromagnetic layer are considered to have a perfectly

smooth interface, both are supposed to be in a single domain state, the spins of

the ferromagnet are only allowed to rotate as a whole, not independently, and

the antiferromagnet’s spins are assumed to be rigid. Within these limitations,

the exchange bias field is given by

H ideal
eb =

Jeb

µ0MFMtFM
, (3.1)

where the parameter Jeb measures the interfacial exchange energy per unit

area, thus defining the magnitude of the interface coupling. µ0 depicts the

vacuum permeability, MFM the magnetization of the ferromagnetic layer and

tFM its thickness [16]. Regarding the numerous initial assumptions about the

FM/ AFM system it is not surprising that the calculated values H ideal
eb do

not agree well with experimentally determined exchange bias fields. Often,
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the calculated values are way too high. Moreover, the ideal Meikeljohn-

Bean model does not account for the experimentally observed increase of

the ferromagnet’s coercive field Hc in exchange biased layers and it cannot

provide information concerning the dependence of exchange bias on the

antiferromagnet’s thickness [16, 19].

Realistic Meiklejohn-Bean model

The realistic Meiklejohn-Bean model advances from the ideal model in terms

of allowing rotatable magnetic moments in the antiferromagnet [16]. However,

the antiferromagnet’s spins are not supposed to rotate separately, but only as

a whole during magnetization reversal. Adding this new degree of freedom

allows to impose certain requirements on the antiferromagnet which need

to be fulfilled to generate exchange bias. The parameter R is introduced,

accounting for all properties of the antiferromagnet. It denotes the ratio of

the antiferromagnet’s anisotropy KAFM and thickness tAFM to Jeb via

R =
KAFMtAFM

Jeb
(3.2)

and needs to be equal to or larger than unity for exchange bias to be observ-

able. When this condition is fulfilled, the antiferromagnetic moments rotate

reversibly during magnetization reversal of the ferromagnet. The higher R,

the closer the observed exchange bias approaches the corresponding ideal

value H ideal
eb . Furthermore, the shape of the ferromagnet’s hysteresis at mag-

netization reversal sharpens with increasing R. In the range of R ≥ 1, the

coercive field is found to be zero within the frames of this model. However,

when going down to values of R < 1, no exchange bias but a non-zero and

increased coercive field is observed. Here, the antiferromagnetic moments

follow the ferromagnet but their rotation is no longer reversible [16].

Finally, within the realistic Meiklejohn-Bean model, the exchange bias field

can be calculated via

Heb = H ideal
eb ·

√
1− 1

4R2
. (3.3)
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Thus, H ideal
eb is consequently lowered when R approaches unity. Unfortunately,

the corresponding values are still too high to agree with experimental re-

sults [16].

Nevertheless, assuming fixed values for Jeb and KAF, a critical layer thickness

of the antiferromagnet can be defined via Eq. (3.2):

tcrit
AFM =

Jeb

KAFM
. (3.4)

For smaller thicknesses, no exchange bias but only an enlargement of the

coercivity is observed. For tAFM ≥ tcrit
AFM, exchange bias sets in and grows with

increasing thickness until a saturation is reached finally [16]. Furthermore,

Eq. (3.4) shows that an increase of the antiferromagnet’s anisotropy yields a

reduction of tcrit
AFM, which can be crucial when integration of exchange bias

systems into thin film applications is desired.

Domain wall model

In order to diminish the discrepancy between measured and calculated field

values, Mauri et al. [64] introduced a new model for exchange bias in 1987,

proposing that a domain wall forms at the FM/ AFM interface during magne-

tization reversal. The experimentally observed loss of coupling energy would

thus be related to the formation of the domain wall, accounting for the small

values of Heb. Again, some assumptions about the exchange bias system

are made: Both the antiferromagnet and the ferromagnet are supposed to

be in a single domain state and the antiferromagnetic layer is assumed to

have a uniaxial anisotropy. The domain wall is considered to form near the

FM/ AFM interface, either in the ferromagnetic or the antiferromagnetic layer,

depending on where it is energetically more favorable. Supposing that the

exchange energy is spread over one domain wall with a thickness of about

π
√
AAFMKAFM, the exchange bias field is then given by:

Heb =


2

√√
AAFMKAFM

MStFM
for strong interface coupling and

Jex

MStFM
for weak interface coupling.

(3.5)
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Here, the exchange stiffness AAFM is introduced as a new material specific

parameter of the antiferromagnet [65].

As an expansion of the Mauri model, Kim and Stamps [66, 67] proposed the

concept of partial domain walls in the antiferromagnet instead of a planar one

at the FM/ AFM interface. Even though this does not change the analytic

expression for Heb, the model assigns the experimentally observed increased

coercivity in exchange biased ferromagnetic layers to domain wall pinning at

magnetic defects and impurities, yielding an additional energy barrier. This

pinning might also be the reason for asymmetries in measured hysteresis.

Temperature dependence

In the context of temperature dependence of exchange bias it is crucial to dis-

tinguish between the annealing temperature TA, at which the exchange bias is

set, and the measurement temperature TM. Several different parameters with

diverse temperature dependencies like the ferromagnet’s and antiferromagnet’s

anisotropies and the interfacial coupling energy have to be considered, making

it complicated to develop a universal model. Most calculations predict that

the exchange bias field decreases monotonically with increasing temperature

TM. The coercive field does also decrease with increasing temperature, how-

ever this is only valid in the lower temperature range. Then, it exhibits a

peak at higher temperatures before it declines again [68]. When approaching

TN, the exchange bias as well as the coercive field decline to zero.

However, experimental observations in exchange bias systems often reveal a

temperature dependence that does not fully agree with the above-mentioned

characteristics. Usually, the exchange bias starts to decline at temperatures

that are much lower than the antiferromagnet’s Néel temperature. Accord-

ingly, to define the temperature above which exchange bias is no longer

detected, the so-called blocking temperature TB is introduced [69]. In return,

this means that for the activation of exchange bias it is not necessary to

perform field cooling from temperatures higher than TN in most FM/ AFM

systems. Usually, it is sufficient to anneal the system at temperatures that

are higher than its corresponding blocking temperature [69].
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Polycrystalline exchange bias systems

Exchange bias can be observed in many different types of samples and mate-

rials. Up to now, the highest values have been reported for polycrystalline

FM/ AFM bilayer systems [69]. Polycrystalline films have quite rough in-

terfaces that yield both magnetic and structural disorder. Furthermore, it

has to be taken into account that both the antiferromagnetic and the ferro-

magnetic layer consist of different grains which are assumed to be in a single

domain state in thin magnetic films. In order to include these characteristics

correctly, several models for exchange bias in polycrystalline films have been

developed [69].

The first theory for polycrystalline systems was proposed by Stiles and

McMichael in 1999 [70]. Assuming that the temperature dependence of

exchange bias arises from thermal instabilities of the single antiferromagnetic

grains, they could model systems where the ferromagnet’s Curie temperature

is significantly smaller than the antiferromagnet’s Néel temperature. Here,

the antiferromagnetic grains remain in a stable magnetic state during mag-

netization reversal of the ferromagnet if the measurement temperature is

low enough. However, thermal excitations of the grains can occur at higher

temperatures. Therefor, the energy barrier

EB = VgKAFM (3.6)

has to be overcome, depending both on the grain volume Vg and the grain’s

anisotropy KAFM [71]. The probability of switching a grain at a given

temperature is then given by the Néel-Arrhenius law

τ = f−1
0 exp

(
EB

kBT

)
, (3.7)

where kB is the Boltzmann’s constant and τ denotes the relaxation time, which

is usually identified with the annealing time for exchange bias systems. The

antiferromagnetic resonance frequency f0 is usually taken to be 1012 s−1 [69].

Accordingly, each grain has its own blocking temperature, depending on its

size and anisotropy. This yields a broad blocking temperature distribution

that can be determined via reversed field cooling experiments as presented
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in [69]. The median blocking temperature < TB > is related to the anisotropy

of the antiferromagnetic film via

KAFM(< TB >) =
ln(τf0)

Vm
kB < TB >, (3.8)

where

Vm =
πtAFMD

2
m

4
(3.9)

defines the median grain volume according to the median grain diameter

Dm [69]. Anyway, it can be stated that the median blocking temperature

increases with increasing anisotropy and grain size, which again depends on

the thickness of the antiferromagnet, yielding a higher anisotropy in thinner

films.

3.1.2 Previous results

Over the last years, antiferromagnetic MnN has been intensively studied

concerning its use in exchange bias systems. Meinert et al. [31] found that

MnN can induce hysteresis shifts of up to Heb = 1800 Oe at room temperature

in reactively sputtered polycrystalline MnN/ CoFe exchange bias systems.

Optimized bilayers with tMnN = 32 nm and tCoFe = 1.6 nm yield an effec-

tive interfacial exchange coupling energy of 0.41 mJ/m2. In Fig. 3.2, the

corresponding dependence of the exchange bias field on the MnN and CoFe

thickness is displayed. The highest exchange bias is obtained for thicknesses

of tMnN ≈ 30 nm, which is a rather high value with regard to other antiferro-

magnets commonly used for exchange bias. For comparison, MnIr generates

maximum Heb with a thickness around 7 nm [72]. Below tMnN ≈ 12 nm, no

exchange bias is observable. Accordingly, this marks the critial layer thickness.

With increasing thickness of the ferromagnet the exchange bias field decreases,

as commonly observed in exchange bias systems. CoFe thicknesses around

tCoFe = 1.6 nm provide high exchange bias as well as sufficiently good repro-

ducibility and stability at the same time. Furthermore, it has been shown

that MnN can generate perpendicular exchange bias using even thinner ferro-

magnetic layers and corresponding field annealing [32]. Exchange bias values

of more than 3500 Oe have been observed in those systems.
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Figure 3.2: Exchange bias Heb and coercive field Hc in dependence on the
MnN (left) and CoFe (right) thickness for samples annealed at TA = 325◦C
for 15 min [31], measured at room temperature.

As discussed in Chapter 1, the nitrogen concentration in the MnN lattice

plays a crucial role in terms of thermal stability. This has also been observed

by Meinert et al. investigating exchange bias systems based on MnN films

with different nitrogen contents [31], as presented in Fig. 3.3. These annealing

series show the exchange bias field after successive annealing and field cooling

of samples with varying nitrogen content in a vacuum furnace. Clearly, the

generated exchange bias starts to decrease after annealing at lower temper-

atures for samples with nitrogen-poor MnN. However, the exchange bias

system with nitrogen-rich MnN is stable up to annealing temperatures around

TA = 425◦C.

During the annealing processes nitrogen diffuses out of the MnN film. There-

fore, a sufficiently large nitrogen reservoir is crucial for good thermal stability.

The percentages given in each window of Fig. 3.3 represent the nitrogen

to argon ratio during the sputter process, i.e. 40 % relates to 40 % N2 and

60 % Ar. Using 55 % nitrogen for the preparation of MnN yields exchange

bias systems that show a significant increase of exchange bias after annealing

at temperatures higher than TA = 400◦C. This behavior is not observable in

the other investigated samples and thus supposedly connected to the nitrogen

content in the MnN lattice. Moreover, it strikes that all samples, independent

of the nitrogen content, exhibit a local minimum of exchange bias around

TA = 200◦C. This behavior is quite unique and cannot be explained within
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Figure 3.3: Exchange bias Heb and coercive field Hc in dependence on the
nitrogen content in the lattice after successive annealing for 15 min, measured
at room temperature. The percentage depicts the gas ratio of N2 to Ar during
sputtering [31].

the usual models of exchange bias up to now. The blocking temperature of

an optimized MnN/ CoFe system lies around TB = 160◦C for tMnN = 30 nm,

which was determined via a reversed field cooling study [31, 69].

Via transmission electron microscope (TEM) imaging, Sinclair et al. [73]

found that the median grain diameter in a 30 nm thick reactively sputtered

polycrystalline MnN film is Dm = 4.8 nm. Compared to values for the com-

monly used antiferromagnet MnIr (Dm, MnIr ≈ 10 nm), this is a rather small

diameter for such a thick film [74]. In terms of enhancing the thermal stability

it could be beneficial to increase the grain diameter of MnN. However, the

study also revealed that MnN has a similar anisotropy constant to MnIr, lying

in the range of 0.6− 2.9× 107 erg/cm3. Yet, thermal stability of the grains

at room temperature is only guaranteed when film thicknesses of more than

20 nm MnN are used [73].

In an effort to improve the thermal stability, doping MnN with elements that

strengthen the nitrogen bonds, thereby reducing the loss of nitrogen through
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diffusion during annealing, has been investigated [33]. Suitable dopant can-

didates with negative defect energies were calculated via density functional

theory. It was found that doping with these elements indeed leads to an

enhanced thermal stability in terms of stable exchange bias after annealing at

high temperatures. The best results were obtained by doping MnN with a

very small amount of Y (< 2 %), yielding high exchange bias of more than

1000 Oe for annealing temperatures up to TA = 485◦C. This relates to an

increased thermal stability of nearly 100◦C. Unfortunately, this improved

stability is accompanied by lower total exchange bias values due to worsened

crystallinity, resulting in smaller ratios of Heb/Hc throughout all investigated

dopants.
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3.2 Large increase of exchange bias in MnN/CoFe

systems after high-temperature annealing

In the course of the previous investigations, summarized above, almost ex-

clusively exchange bias systems with a thickness of 30 nm MnN have been

studied. This value was chosen based on the thickness dependence of exchange

bias, and annealing series investigating the thermal stability have been per-

formed accordingly. For possible integration into spintronic devices, it would

certainly be beneficial to reduce the MnN thickness to minimize the size of

the whole exchange bias stack. However, thinner MnN films naturally have

smaller grains, decreasing the anisotropy and thermal stability. Furthermore,

assuming that a more or less constant amount of nitrogen diffuses out of the

MnN film during annealing, the resulting nitrogen deficiency would be more

severe the thinner the MnN gets.

Following these considerations, it might be interesting to look at exchange bias

stacks with even thicker MnN films to improve the thermal stability. Even

though those stacks would not necessarily be suited for device integration, they

could provide important insight concerning some of the system’s properties.

Hence, for this study, exchange bias samples with MnN thicknesses exceeding

the usual 30 nm were prepared and investigated in terms of high-temperature

annealing to test whether the exchange bias is stable up to higher annealing

temperatures.

3.2.1 Sample preparation

Since exchange bias systems based on MnN have already been investigated in

the course of previous projects, the optimized preparation parameters could

be adopted for this work [31]. All samples, following the setup depicted in

Fig. 3.4, were prepared via DC magnetron sputtering at room temperature

in a Bestec sputter system (cf. Chapter 2.1.1). The base pressure of the

sputtering system was around 5×10−9 mbar prior to the deposition runs. The

MnN films were reactively sputtered from an elemental Mn target with a gas

ratio of 50 % Ar to 50 % N2 at a working pressure of pw = 2.3× 10−3 mbar,

holding the total gas flow constant at 11.5 sccm. The working pressure was
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set to slightly higher values than usual for this sputter system, ensuring a

stable plasma in the nitrogen atmosphere. The typical deposition rate of

MnN was 0.1 nm/s at a source power of 50 W. The ferromagnetic film was

sputtered from a Co70Fe30 target at a source power of 25 W, using a gas flow

Figure 3.4: Schematic
setup for all samples
investigated in the high-
temperature annealing
study.

of 10 sccm Ar and a working pressure of

pw = 2 × 10−3 mbar. The Ta buffer layer, yield-

ing an improved growth of the polycrystalline

MnN, was deposited with the same parameters,

however at an increased source power of 50 W. In

order to protect the sample from oxidation and

other damaging processes in air a thin capping

layer of Ta2O5 was deposited on the completed

stack. Therefor, a small amount of oxygen was

lead into the sputter chamber, giving rise to a

reactive sputter process in a gas atmosphere of

80 % Ar to 20 % O2 with a constant gas flow of

10 sccm at pw = 2× 10−3 mbar. The correspond-

ing sputter rates were determined with a quartz sensor installed inside the

sputter chamber previous to the deposition runs to calculate desired sputter

times and resulting film thicknesses.

After preparation, the samples were post-annealed in a vacuum furnace

with pressure below 5 × 10−6 mbar and cooled down in a magnetic field of

Hfc = 6.5 kOe parallel to the film plane to activate exchange bias. Subsequent

post-annealing for 15 min at increasing annealing temperatures was performed

to obtain temperature dependent results for the below presented annealing

series. The furnace is equipped with a copper heating block that provides

annealing temperatures of up to TA = 550◦C. The annealing process is not

only necessary for the generation of exchange bias but can also influence the

crystallinity of a sample, especially at high temperatures.
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3.2.2 Results

Magnetic characterization

Magnetic characterization of the samples was performed using the longitudinal

magneto-optical Kerr effect (MOKE) at room temperature. Detecting MOKE

measurements after activation of exchange bias yields shifted hysteresis loops

that provide information about the exchange bias as well as the coercivity

of the corresponding sample. Fig. 3.5 shows an exemplary hysteresis loop

detected for a sample with tMnN = 48 nm after high-temperature annealing at

TA = 500 ◦C. Very high exchange bias of Heb = 2600 Oe, indicated in Fig. 3.5,

accompanied by a reasonably small coercive field of Hc = 630 Oe can be

observed. This gives rise to a ratio of Heb/Hc ≈ 4. For possible integration

into spintronic devices like GMR valves it is crucial for the ratio Heb/Hc

to be larger than unity, which is easily fulfilled for the presented sample.

Furthermore, the CoFe layer is almost saturated at zero field. Using the

saturation magnetization of MCoFe ≈ 1700 emu/cm3 for the CoFe film [75],

the corresponding maximum effective interfacial exchange energy

Jeff = tCoFe ·MCoFe · µ0Heb ≈ 0.76 erg/cm2 (3.10)

can be estimated.
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Figure 3.5: Hysteresis loop detected parallel to the field cooling direction for a
sample with tCoFe = 1.6 nm and tMnN = 48 nm after annealing at TA = 500 ◦ C,
measured at room temperature. The exchange bias field is marked with a
dashed line.
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In order to get information about the influence of the MnN thickness on the

thermal stability and temperature dependence of exchange bias, a detailed

annealing series was performed for samples with tMnN = 32, 36, 42 and 48 nm.

Therefor, the samples were successively annealed up to TA = 550◦ C for 15 min

and MOKE measurements were taken in between the single annealing steps,

at room temperature, to determine the corresponding exchange bias and

coercive fields. An estimated error of ±50 Oe is added to the extracted field

values to account for possible uncertainties arising from the setup. As the

temperature dependence of exchange bias systems with tMnN = 32 nm has

been investigated before (cf. Fig. 3.3), this sample functions as a reference to

verify the quality of the prepared sample set.

In Fig. 3.6 a), the resulting dependence of exchange bias on the annealing

temperature is depicted for the different MnN thicknesses. Starting at an-

nealing temperatures around TA = 300◦C, all samples show quite similar

exchange bias values of Heb ≈ 1400 Oe. While the two samples with the

thinner MnN layers exhibit a plateau with rather constant values for in-

creasing annealing temperatures, the exchange bias slightly decreases and

reaches a local minimum when thicker layers of MnN are used. However,

when reaching high annealing temperatures of TA ≥ 400◦C, which is higher

than the Néel temperature of MnN, it gets obvious that the MnN thickness
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Figure 3.6: Dependence of a) Exchange bias field and b) Ratio Heb/Hc on
the annealing temperature TA determined for samples with different MnN
thicknesses. The crossing of the Néel temperature of MnN is indicated with
dashed lines. An estimated error of ±50 Oe was added to the extracted field
values.
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has a strong influence on the system’s thermal stability. With a thickness

of tMnN = 32 nm, the exchange bias is stable up to TA = 400 ◦C before it

decreases, perfectly agreeing with our previous studies [31]. For samples with

thicker films of 36 and 42 nm MnN, the thermal stability is increased up to

TA = 450◦ and 500◦C, respectively. When using 48 nm MnN, exchange bias

values of Heb > 2000 Oe are still observable after annealing at the highest

possible temperature of TA = 550◦C. Thus, it can be concluded that thicker

MnN layers yield increased thermal stability.

The giant increase of exchange bias after high-temperature annealing is es-

pecially observable for the samples with tMnN = 42 and 48 nm. Both yield

exchange bias values of more than 2500 Oe with the maximum of 2785 Oe

reached after annealing at TA = 525 ◦C for the sample with 48 nm MnN. In

our previous work [31], we found that the thermal stability of MnN crucially

depends on the nitrogen content in the MnN lattice (cf. Fig. 3.3). Samples

that were prepared with a higher amount of nitrogen (55 %) during the reac-

tive sputter process showed an increase of exchange bias after annealing at

TA = 400◦C, similarly to the behavior observed for the very thick MnN films

in this study. However, with a higher nitrogen content in the lattice, this was

even visible for samples with MnN thicknesses of about 30 nm that are not

thermally stable at such high temperatures when prepared with the usual

amount of nitrogen (50 %) during reactive sputtering. On the contrary, as

thicker MnN films have a larger nitrogen reservoir by default, the huge increase

of exchange bias after annealing at high temperatures is observable here for

the usual preparation parameters. These findings lead to the conclusion that

the effect of large exchange bias after high-temperature annealing is related

to the amount of nitrogen in the MnN film.

Additionally, in this study the highest ratio of Heb/Hc = 5.4 is found for

the same parameters as the highest exchange bias, namely for the sample

with 48 nm MnN after annealing at TA = 525 ◦C. The corresponding tem-

perature dependence is displayed in Fig. 3.6 b) in detail. It can be seen that

the critical value of one, which is marked by a solid line, is exceeded by all

samples throughout most of the investigated temperature window. Only for

the samples with 32 and 36 nm MnN smaller values are observed at annealing
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before and after annealing at TA = 325 ◦C and TA = 525 ◦C, respectively, are
shown. The data was normalized for the sake of better comparability.

temperatures higher than where the corresponding exchange bias maximum

was found.

Fig. 3.7 shows some exemplary hysteresis loops for the samples with the

thinnest (32 nm) and the thickest (48 nm) MnN layer. For both thicknesses,

MOKE results before annealing and after annealing at TA = 325◦C and

TA = 525◦C, respectively, are displayed. In the as prepared state, the de-

tected hysteresis loop is centered around zero and looks quite similar for

both samples. However, for the thinner sample a higher coercivity, indicating

the presence of exchange coupling even before field cooling, can be observed.

After annealing at TA = 325◦C, a clear hysteresis shift is visible for both

thicknesses. The exchange bias is slightly higher and the coercivity smaller for

32 nm MnN. No exchange bias can be observed for the thinner sample after

high-temperature annealing at TA = 325◦C. Additionally, the coercivity has

strongly increased. For the thicker sample though, the hysteresis is shifted to

highly negative field values and shows even smaller coercivity compared to

the previous loops.

An additional parameter that yields further information about the ther-

mal stability of any given exchange bias system is its blocking temperature,

i.e. the corresponding blocking temperature distribution in polycrystalline
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films with varying grain size [69]. In order to investigate the influence of

high-temperature annealing on the blocking temperature distribution of the

MnN/ CoFe system, reversed field cooling experiments [76] were performed on

samples with tMnN = 42, 48 nm. The samples were initially field-cooled from

Tset = 525◦ C and Tset = 550◦C for thicknesses of 42 nm MnN and 48 nm MnN,

respectively, and their hysteresis loops were measured to detect Heb(RT).

After that, the stacks were successively field-cooled in a reversed field from

Trev = 50, 75, 100, ..., 525 (, 550)◦ C. In Fig. 3.8 a), the dependence of exchange

bias on the reversal temperature is shown. The zero crossing of this curve

marks the median blocking temperature < TB > of the antiferromagnetic

grains that are still blocked at room temperature. For both MnN thicknesses
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Figure 3.8: Results of the reversed field cooling experiments performed
on exchange bias systems with tMnN = 42 and 48 nm and tCoFe = 1.6 nm:
a) Exchange bias, b) Unblocked ratio UBR and c) Derivative of the unblocked
ratio in dependence on the temperature of reversed field cooling. The data set
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it lies around 180◦C. The unblocked ratio (UBR), i.e. the area fraction of

unblocked grains, is obtained via

UBR(Trev) = 100% · Heb(RT)−Heb(Trev)

2Heb(RT)
, (3.11)

representing the cumulative distribution function of the blocking temperature,

presented in Fig. 3.8 b). By taking the derivative of this function, the blocking

temperature distribution can be obtained. It is shown in Fig. 3.8 c) and has a

maximum around 170◦C.

In the course of our previous investigations [31], field cooling experiments

on similar samples with tMnN = 48 nm were performed. However, then, they

were initially field-cooled from a lower temperature Tset = 325◦C. The re-

sulting values are included in Figure 3 for comparability, yielding a median

< TB > of 160◦C with a maximum of the corresponding blocking temper-

ature distribution around 125 ◦C. Comparing this to our new results, the

high-temperature annealing has a positive influence on the thermal stability

of the MnN/ CoFe system and seems to increase either the grain volume or

the magnetocrystalline anisotropy energy.

Structural characterization

In order to identify what causes the giant increase of exchange bias after

high-temperature annealing, possible changes in the crystal structure were

investigated via x-ray diffraction measurements that were performed in be-

tween the single annealing steps for the sample with 42 nm MnN. In Fig. 3.9,

the corresponding diffraction patterns directly after preparation and after

annealing at TA = 325◦C and TA = 525◦C are shown. The measurements

confirm a polycrystalline, columnar growth of MnN in (001) direction.

The lattice constant of MnN directly after preparation is c = 4.264 Å, which is

slightly larger than the bulk values reported in literature [36]. After annealing,

the (002) peak of MnN narrows and increases in intensity, indicating growth

of the crystal grains and a relaxation of strain. Both can have a beneficial
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influence on the exchange bias. Larger crystal grains are also in line with the

observed enhancement of the blocking temperature [69].
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Figure 3.10: Dependence of the lattice constant
c of MnN on the annealing temperature for
a sample with tMnN = 42 nm. Values were
determined via the MnN (002) peak.

Furthermore, after anneal-

ing, the (002) and (004)

peaks of MnN are shifted to-

wards higher angles, indicat-

ing smaller lattice constants.

This is related to nitrogen dif-

fusion that occurs during an-

nealing. With decreasing ni-

trogen content in the MnN

film, the lattice constant de-

creases. Fig. 3.10 displays

the detailed evolution of the

lattice constant c in depen-

dence on the annealing tem-

perature, determined from
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the MnN (002) peak’s position in the corresponding x-ray diffraction

scans. Starting at c = 4.23 Å after annealing at TA = 325◦C, it decreases

monotonously with increasing annealing temperature up to TA = 475◦C

where it saturates around c = 4.188 Å, close to the value that was determined

by Suzuki et al. [36]. After annealing at TA = 525◦C, an additional peak

around 34◦ arises that is not related to any phase of Mn−N. Possibly, it is

attributed to the formation of TaNx in the Ta buffer layer caused by the

nitrogen diffusion.

Auger electron spectroscopy

To verify the temperature dependent nitrogen diffusion that is suggested

by the x-ray diffraction results, Auger electron spectroscopy (AES) depth

profiling [77] was performed on a corresponding Ta/ MnN/ CoFe stack with

tMnN = 48 nm. Therefor, a scanning Auger microscope PHI660 was used.

The samples were continuously rotated during sputtering with a 500 eV Ar+

ion beam to achieve optimum depth resolution. The measured Auger intensi-

ties are defined as peak to peak heights of the differential spectrum of the
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different components. Target factor analysis [78] was used for separating the

different chemical states of nitrogen in TaNx and MnNx.
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Figure 3.12: Normalized KLL-Auger tran-
sition of nitrogen in the differential spec-
trum for different depths after annealing at
TA = 550◦C. The color transition from blue
to pink corresponds to increasing depth.

Measurements were taken in

the as prepared state and after

annealing at TA = 325 and

550◦C, respectively. Fig. 3.11

shows the resulting depth pro-

file of the nitrogen concen-

tration detected in the Mn

and the Ta buffer layer for

those three temperature set-

tings. Obviously, the nitro-

gen concentration in the Ta

layer increases with each an-

nealing process. Notably, even

in the as prepared state a sig-

nificant amount of nitrogen

can be found in the Ta layer.

After annealing at TA = 550◦C, an almost homogeneous concentration of

nitrogen is detected in the whole Ta film. It strikes that the nitrogen con-

centration inside the Mn layer does not decrease with increasing nitrogen

concentration in the Ta layer. A strong preferential sputtering of nitrogen is

known for other transition-metal nitrides [79], which can change the apparent

composition of the nitride film. Our results suggest that this effect is also

present for Mn−N and that the same sputter equilibrium ratio of Mn and N

is reached for the sample in the as prepared state as well as after annealing.

This can mask the expected reduction of the nitrogen concentration in the

Mn−N if the nitrogen concentration in the Ta increases. Nonetheless, the

depth profiles verify strong nitrogen diffusion caused by the high-temperature

annealing.

In Fig. 3.12, the evolution of the Auger peak of nitrogen for different depths

is displayed after annealing the sample at TA = 550◦C. The color change
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from blue to pink relates to increasing sputter time/ depth, i.e. the transition

from Mn to Ta. A chemical shift of the nitrogen Auger peak is clearly visible.

These findings coincide with the appearance of the additional peak in the

XRD scan that might be related to TaNx after annealing at high temperatures

as well as the decrease of the lattice constant c with increasing annealing

temperature. However, this strong diffusion of nitrogen does not seem to

worsen but significantly increase the exchange bias.

Polarized neutron reflectometry

In a collaboration with P. Quarterman et al. [80], the nitrogen diffusion inside

exchange bias stacks with MnN was further investigated via polarized neutron

reflectometry (PNR). Therefor, samples with a similar setup as used for the

high-temperature annealing studies were prepared. Only the ferromagnetic

film was changed from CoFe to a thicker layer of CoFeB (7 nm), which,

however, should not affect the nitrogen diffusion from MnN into Ta that was

observed in the Auger depth profiling measurements distinctly. Increasing the

ferromagnet’s thickness for PNR measurements is beneficial as it allows for

magnetic effects to be more prominently observable. The measurements were

performed using the Polarized Beam Reflectometer instrument at the National

Institute of Standards and Technology Center for Neutron Research. Further

information about PNR or details concerning the measurement geometry can

be found in [80] and [81], respectively.

PNR is especially sensitive to nitrogen movement from MnN into Ta as the

scattering length density (SLD) of Mn is strongly negative whereas the SLD

for nitrogen is strongly positive. In contrast to AES, it is also possible to

detect changes to the nitrogen concentration in the MnN and not only the

Ta layer. Two samples with different thicknesses of MnN (30 nm and 48 nm)

were investigated in the as prepared state and after annealing at TA = 325◦ C

and TA = 525◦C.

Fig. 3.13 displays the corresponding PNR results in terms of a nuclear and

a magnetic SLD depth profile for a sample with 30 nm MnN (a) and 48 nm

MnN (b). The nuclear depth profile can be interpreted as a measure of
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Figure 3.13: Nuclear (top) and magnetic (bottom) scattering length density
profiles for exchange bias samples with 7 nm CoFeB and (a) 30 nm and (b)
48 nm of MnN before and after annealing at TA = 325 and 525◦ C, respectively.
The layers are denoted by their corresponding nominal thicknesses and the
distance Z is referenced such that the Si/ SiO2 interface is positioned at
0 nm [80].

nitrogen content in the corresponding layer [80]. Hence, it is easily visible

that the PNR results match well with the AES profiles that were previously

detected for a sample with 48 nm MnN. A significant amount of nitrogen can

be found at the Ta side of the Ta/ MnN interface in the as prepared state for

both MnN thicknesses. After the first annealing step, the nitrogen content in

the Ta layer strongly increases, resulting in the formation of a nitrogen-poor

zone in the MnN close to the Ta interface. Annealing at TA = 525◦C yields

the complete and homogeneous saturation of the Ta buffer layer with nitrogen,

inducing a significant nitrogen deficiency in the MnN layer.

Comparing the results of the two samples, it gets clear that the decrease

of nitrogen concentration in proximity to the Ta buffer layer is way more

pronounced when using a 30 nm MnN film. These findings combined with
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the results of the annealing series, where samples with thicker MnN showed

more stable exchange bias after high-temperature annealing, confirm that the

nitrogen content in the MnN layer is the crucial factor in terms of thermal

stability. To saturate the buffer layer of Ta with nitrogen during annealing,

thinner MnN films become nitrogen deficient quicker (at lower temperatures)

than thick films with a larger nitrogen reservoir. Furthermore, it is observable

that a significant amount of nitrogen can be detected in the ferromagnetic

CoFeB layer, even before annealing. It is thus possible that antiferromagnetic

Fe or Co nitrides form during the annealing processes, affecting the exchange

bias. As more nitrogen vacancies are generated in the 30 nm film during

annealing, interdiffusion at the MnN/ CoFeB interface is more prominent in

this sample. The magnetic depth profiles underline this observation. After

annealing at TA = 525◦C, magnetic material sweeps far into the MnN layer

as Fe and Co atoms mix with the Mn atoms. This is again much stronger

visible for the sample with 30 nm than for the thicker one.
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3.3 Role of the buffer layer in Ta/MnN/CoFeB

stacks for maximizing exchange bias

As discussed in the previous section, it has been shown via PNR [80] and AES

depth profiling [59] studies of Ta/ MnN/ CoFeB stacks that nitrogen diffusion

during annealing plays a significant role in determining the magnitude of

exchange bias and the system’s thermal stability. Whereas the influence of

the MnN thickness was investigated according to these terms in the previous

study, the focus is now laid on the role of the Ta buffer layer.

Both the PNR and AES measurements revealed that nitrogen diffuses from

the MnN into the Ta layer during the annealing process. After annealing

at high temperatures of TA > 500◦C, the Ta layer is fully saturated with

nitrogen. It was proposed that, in terms of better thermal stability, using

a thinner Ta buffer layer could be beneficial [80]. The thinner the Ta, the

smaller the nitrogen drain and accordingly less nitrogen needs to diffuse from

the MnN to the Ta layer for the latter to be saturated. Thus, to learn more

about the consequences of nitrogen diffusion, the influence of the Ta thickness

on the exchange bias and the thermal stability of Ta/ MnN/ CoFeB systems is

investigated in the course of this study. Furthermore, the effects of introducing

an additional TaNx layer, acting as a diffusion barrier, between MnN and Ta

is tested.

3.3.1 Sample preparation

For this buffer layer study, two different sets of samples were prepared. In the

first set, the Ta buffer layer thickness was varied between 1− 15 nm resulting

in the setup illustrated in Fig. 3.14 a). For the second set of samples, an

additional TaNx layer was introduced while the Ta thickness was kept constant

at 3 or 10 nm, yielding the setup depicted in Fig. 3.14 b) and Fig. 3.14 c),

respectively. The thickness of TaNx was varied from 0.5− 3 nm. Both sample

sets were prepared via (reactive) DC magnetron sputtering following the

exact same procedure as presented in Chapter 3.2.1. However, in this study,

Co40Fe40B20 substitutes CoFe as the ferromagnetic layer. It was prepared

with the exact same sputter parameters. The intermediate TaNx layer was
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Figure 3.14: Schematic setup of the samples used for the Ta buffer layer
investigation in the standard configuration a) or with an additional TaNx

interlayer, b) and c).

prepared via reactive sputtering from an elemental Ta target. A gas ratio

of 78 % Ar to 22 % N2 was used, yielding the best crystallographic results

throughout a partial pressure series from 14 % to 22 % nitrogen. To activate

exchange bias, the samples were annealed in a vacuum furnace and cooled

down in a magnetic field as described in Chapter 3.2.1.

3.3.2 Results of the Ta thickness variation

To investigate how the Ta buffer layer thickness influences the thermal stability

of Ta/ MnN/ CoFeB exchange bias systems, annealing series with temperatures

ranging from TA = 100◦ C to TA = 550◦C were performed. The samples were

successively annealed at increasing temperature and MOKE measurements

were taken in between the single steps. Fig. 3.15 a) displays the dependence of

exchange bias on the annealing temperature for samples with Ta thicknesses

varying between 1 nm and 15 nm. Since CoFeB was chosen as a ferromagnetic

layer instead of CoFe, the total exchange bias values are somewhat smaller

and the optimized sample with the commonly used 10 nm Ta slightly deviates

from the results observed in our previous studies [31, 33, 59].

Notably, independent of the Ta thickness, all samples follow a similar behav-

ior at low annealing temperatures. Starting from exchange bias values of

Heb = 500 Oe, a minimum is reached around TA = 250◦C. This temperature

range is identified as the first of three regimes, indicated by background

coloring in Fig. 3.15. At higher annealing temperatures, the exchange bias
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rises and reaches a plateau. In this second regime, the Ta thickness obviously

has a strong influence: the thicker the Ta layer, the higher the exchange

bias. Thicker Ta layers yield stronger diffusion from MnN into the Ta during

annealing. However, up until temperatures around TA = 450◦C, this pro-

cess does not lower the exchange bias, as can be seen from the results for

the sample with 15 nm Ta. Only when reaching the third regime with high

annealing temperatures of TA > 450◦C, nitrogen diffusion becomes a crucial

factor. The sample with the thickest Ta buffer layer loses its exchange bias

whereas the other samples do not show decreasing values yet.
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Figure 3.15: a) Exchange bias Heb and b) Ratio Heb/Hc as a function of the
annealing temperature TA for Ta/ MnN/ CoFeB exchange bias systems with
varying Ta thickness. Measurements were taken after each annealing step at
room temperature. I, II and III mark three distinct annealing temperature
regimes. An estimated error of ±50 Oe was added to the extracted magnetic
field values.
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In general, all samples, except for the thinnest one, show a very similar

dependence on the annealing temperature: After reaching the plateau in

regime II, a local minimum can be observed before the exchange bias rises

again in regime III. This minimum and the corresponding rise are located

at higher annealing temperatures for samples with thinner Ta layers. The

minimum of exchange bias marking the transition from temperature range I

to II has also been observed in all our previous studies on MnN exchange bias

systems [31, 33, 59]. The dip is not accompanied by any structural transitions

and is not observed in a second sequence of annealing once the exchange

bias has been reset with a zero-field annealing [31]. This behavior is quite

unique and up to now we can only speculate about its origin. Possibly, a

magnetic ordering transition like a spin reorientation from easy axis to easy

plane [35, 36] is happening at annealing temperatures around TA = 250◦C.

Fig. 3.15 b) shows the ratio of the exchange bias and the corresponding coercive

field Heb/Hc as a function of the annealing temperature. Again, Heb/Hc > 1

needs to be fulfilled for any exchange bias system to be integratable into

spintronic devices. Here, this is reached for all samples with Ta thicknesses

higher than 1 nm. However, for TA > 400◦C the ratio of the 2 nm Ta sample

decreases to values smaller than one, followed by samples with 3 and 5 nm

Ta layers, before a weak increase is observable again after annealing at the

highest temperatures.

Next, the influence of the Ta thickness on the crystallographic properties

of MnN was investigated via x-ray diffraction. Fig. 3.16 shows diffraction

patterns of the Ta/ MnN/ CoFeB system with a 10 nm Ta buffer layer directly

after preparation, after annealing at TA = 325◦C (regime II), and after an-

nealing at the highest possible temperature of TA = 550◦C (regime III). The

measurements are consistent with our previous findings of a polycrystalline,

columnar growth of MnN in (001) direction [31, 73]. The lattice constant of

MnN directly after preparation is c = 4.282 Å, which is slightly larger than

the bulk values reported in literature [36]. The inset shows the corresponding

rocking curve of MnN’s (002) peak, which yields a FWHM of 5.92◦ for the as

prepared sample. This suggests a rather uniform growth of the crystallites in

the c-direction. After annealing, the MnN peaks are slightly shifted to higher
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Figure 3.16: X-ray diffraction pattern of a Ta/ MnN/ CoFeB sample with a
10 nm Ta buffer layer as prepared and after annealing at TA = 325◦C, and
TA = 550◦C. The inset shows the rocking curve of MnN’s (002) peak after
preparation.

angles, indicating a smaller lattice parameter of c = 4.189 Å after annealing

at TA = 550◦ C. This can be attributed to the generation of nitrogen vacancies

as interdiffusion occurs during the annealing process, leading to a decrease of

MnN’s lattice constants [31].

In Fig. 3.17 a) and b), diffraction scans around the angular range of MnN’s

(002) peak are shown for all Ta thicknesses. Directly after preparation

(Fig. 3.17 a)), MnN yields good crystallinity in all samples, except for the

one with 1 nm Ta. The reduced crystallinity is directly connected to the low

exchange bias values observed for this sample. Decreased crystallinity yields

smaller grains, thus the anisotropy energy per grain is also decreased. This

shifts the blocking temperature distribution such that lower exchange bias is

observed at a given measurement temperature [19, 69].

After annealing at TA = 550◦C (Fig. 3.17 b)), significant changes to the crys-

tal structure are visible. The MnN’s (002) peak narrows, indicating vertical

crystallite growth or relaxation of microstrain. In our previous study [31], we

concluded that the crystallites are columnar and their height corresponds to

the film thickness; thus, the narrowing here can be assigned to a relaxation

51



Chapter 3. MnN in exchange bias systems

50454035
2q (deg)

TA = 550 °Cb)

Ta/ MnN 30/ CoFeB 1.6

MnN (002)

lo
g

 i
n

te
n

s
it
y
 (

a
rb

. 
u

n
it
s
)

50454035
2q (deg)

MnN (002)

a)

 as prepared

Ta/ MnN 30/ CoFeB 1.6

 tTa = 1 nm

 tTa = 2 nm

 tTa = 3 nm

 tTa = 5 nm

 tTa = 10 nm

 tTa = 15 nm

Figure 3.17: Diffraction scans around the angular range of the (002) peak
of MnN for Ta/ MnN/ CoFeB samples with different Ta thicknesses detected
a) Directly after preparation and b) After annealing at TA = 550◦C.

of microstrain. However, in all samples with tTa < 10 nm an additional peak

arises in the right shoulder of the MnN (002) peak. The fact that this peak is

not observable for all samples suggests that it is connected to a structural

transition that only occurs if the Ta layer is thin enough, i.e. enough nitrogen

is left in the MnN layer. An additional peak emerges around 41◦ in all samples.

Possibly, those peaks result from an emerging phase transition of the MnN to

a less nitrogen-rich composition. Alternatively, they could be related to the

formation of a crystalline TaNx interlayer between Ta and MnN, similarly to

the additional peak observed for thick MnN after high-temperature annealing

in the previous study (cf. Fig 3.9). The origin of those unidentified peaks will

be discussed in more detail further below.

Concluding the results of the Ta thickness variation, a clear dependence of the

thermal stability of Ta/ MnN/ CoFeB systems on the buffer layer thickness was

found. With increasing Ta thickness, higher exchange bias is generated after

a transition temperature around TA = 250◦C is crossed, which is compatible

with the reduced crystallinity that is observed for samples with thinner Ta.

However, at the same time, the thermal stability decreases when thicker layers

of Ta are used, as could be seen for the 15 nm Ta sample. This confirms the

52



3.3. Role of the buffer layer in Ta/MnN/CoFeB stacks

hypothesis that more nitrogen is drawn from the MnN when using thicker Ta

layers. All in all, the standard value of 10 nm Ta that was usually used in our

previous studies indeed seems to be the optimum value when high exchange

bias is needed. Yet, if minimizing the stack’s thickness is desired, for example

for integration of Ta/ MnN/ CoFeB systems into spintronic devices, samples

with 5 nm Ta also yield conveniently high exchange bias accompanied by good

thermal stability.

3.3.3 Results of introducing a TaN diffusion barrier

To further understand the role of the buffer layer in the diffusion processes

occurring in the Ta/ MnN/ CoFeB exchange bias system, a second set of

samples with an additional TaNx interlayer was investigated. Fig. 3.18 a)

displays the dependence of exchange bias on the annealing temperature for

samples with tTa = 3 nm and varying TaNx thickness. Again, the results can

be separated into three different temperature regimes, indicated in Fig. 3.18.

For low annealing temperatures, all samples show exchange bias values around

Heb = 500 Oe before reaching a minimum around TA = 250◦ C. This is similar

to the behavior observed for the Ta thickness series discussed above and

yet another hint that a magnetic ordering transition is happening between

temperature regimes I and II.

At higher annealing temperatures, the influence of the TaNx interlayer gets

more significant. Whereas the samples with 0.5 nm and 1 nm TaNx show

increasing exchange bias values and reach a plateau, a thicker interlayer of

TaNx causes the absence of a local maximum in regime II. The results observed

for even higher annealing temperatures need to be interpreted very carefully.

Diffusion processes and structural transitions are happening simultaneously,

making it hard to disentangle their effect on the exchange bias.

All samples show increasing exchange bias for TA > 450◦C. However, the

two samples with thinner TaNx exhibit a distinct maximum, whereas the

samples with thicker TaNx only show a small increase. As can be seen in

Fig. 3.18 b), the requirement for the ratio Heb/Hc to be larger than unity is
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Figure 3.18: a) Exchange bias Heb and b) Ratio Heb/Hc as a function of the
annealing temperature TA for Ta/ MnN/ CoFeB exchange bias samples with a
3 nm buffer layer of Ta and an additional TaNx interlayer of varying thickness.
Measurements were taken after each annealing step at room temperature. I,
II and III mark the three annealing temperature regimes. An estimated error
of ±50 Oe was added to the extracted field values.

not fulfilled for any sample with a TaNx interlayer throughout a broad range

of the investigated temperature window.

The results of the annealing series for the samples with tTa = 10 nm and vary-

ing TaNx thickness are presented in Fig. 3.19. The development of exchange

bias (Fig. 3.19 a)) resembles the one observed for tTa = 3 nm. Exchange
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10 nm buffer layer of Ta and an additional TaNx interlayer of varying thickness.
Measurements were taken after each annealing step at room temperature. I,
II and III mark the three annealing temperature regimes. An estimated error
of ±50 Oe was added to the extracted field values.

bias values lie around Heb = 500 Oe for all samples in the first temperature

regime. This is followed by strongly varying behavior for the different TaNx

thicknesses in regime II. The two samples with the thickest TaNx interlayers

exhibit low exchange bias without a local maximum in the second regime

while the samples with thinner TaNx reach the typical plateau. At higher

annealing temperatures, all samples show increasing exchange bias. The
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behavior in the third temperature regime seems to be even more complicated

here than it was for tTa = 3 nm. Due to the thicker Ta buffer layer, i.e. larger

nitrogen drain, diffusion becomes especially important. The samples with

1, 2 and 3 nm TaNx exhibit a maximum around TA > 500◦C and then lose

their exchange bias, whereas the one with only 0.5 nm TaNx shows steadily

increasing values. This observation stands in contrast to our hypothesis that

thicker TaNx layers yield better thermal stability. Possibly, there are phase

transistions happening in the MnN layer that support stable exchange bias in

the sample with 0.5 nm TaNx.

Overall, the exchange bias values are slightly higher in the case of tTa = 10 nm

than for tTa = 3 nm. This can be attributed to the better crystallinity of MnN

when thicker Ta layers are used, which goes in line with the results of the Ta

thickness series discussed above. Nevertheless, mostly low ratios Heb/Hc are

observed (Fig. 3.19 b)). Values of one are only exceeded in some parts of the

temperature range, depending on the TaNx thickness. However, these results

show that a specific TaNx thickness can be used to tune the thermal stability
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Figure 3.20: X-ray diffraction pattern of a Ta/ MnN/ CoFeB sample with
10 nm Ta and a 2 nm TaNx interlayer as prepared and after annealing at
TA = 325◦C and TA = 550◦C, respectively. The inset shows a zoom-in
around the angular range of the (002) peak of MnN.
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at a given temperature. For example, using 2 nm TaNx, especially high ratios

are observed for TA = 450− 500◦C.

To gain a deeper understanding about the influence of diffusion and crystal-

lization processes, especially at high annealing temperatures, x-ray diffraction

scans were performed for all samples with tTa = 10 nm and varying TaNx

thickness. In Fig. 3.20, the diffraction patterns measured for the sample with

tTa = 10 nm and tTaNx = 2 nm directly after preparation and after annealing

at TA = 325◦C (regime II) and TA = 550◦C (regime III) are displayed. The

lattice constant of MnN before annealing is c = 4.276 Å, which agrees well

with the value determined for the sample without an additional layer of TaNx

(cf. Fig. 3.17).

Again, MnN’s lattice constant decreases with increasing annealing tempera-

ture, yielding c = 4.185 Å after annealing at TA = 550◦ C, which also matches

the result obtained for the sample without TaNx. This means an interlayer

of TaNx does not change the crystallographic properties of MnN in terms of

lattice parameters. Yet, the rocking curves of MnN’s (002) peak, presented in

Fig. 3.21, reveal the main crystallographic transformation that TaNx induces.

In Fig. 3.21 a), the rocking curve for the sample with 2 nm TaN, corresponding

to Fig. 3.20, directly after preparation is shown. With 11.47◦, the FWHM of

MnN’s (002) peak is more than twice as broad as in a similar sample without
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Figure 3.21: Rocking curves of the MnN (002) peak for Ta/ MnN/ CoFeB
samples with 10 nm Ta and a) 2 nm TaNx or b) 3 nm TaNx. The curves were
measured directly after preparation of the samples.
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TaNx (cf. Fig. 3.16). Using an interlayer of 3 nm TaNx, it even increases

to 18.6◦ as can be seen in Fig. 3.21 b). The thicker the TaNx layer is, the

more of MnN’s crystallites are tilted away from the film normal. MnN grows

less uniformly orientated and with a probably smaller lateral grain diameter,

resulting in reduced exchange bias values.

Remarkably, judging solely from the x-ray diffraction results, TaNx does not

seem to prevent nitrogen diffusion significantly, as the lattice constant of MnN

decreases similarly strong after annealing, with or without the layer of 2 nm

TaNx. However, other changes to the structure are observable after annealing

at TA = 550◦C. Two additional peaks arise near the MnN (002) peak (cf.

inset Fig. 3.20).

In Fig. 3.22 a), x-ray diffraction scans around the angular range of the MnN

(002) peak for all TaNx thicknesses directly after preparation are displayed.

It is obvious that with increasing TaNx thickness the crystallinity of MnN

decreases. This is in line with the results of the rocking curves and the

observation of very low exchange bias for the samples with tTaNx = 2 nm and

3 nm. After annealing at TA = 550◦ C, the MnN peak narrows and additional
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Figure 3.22: Diffraction scans around the angular range of MnN’s (002) peak
for Ta/ MnN/ CoFeB samples with 10 nm Ta and different TaNx thicknesses
detected a) Directly after preparation and b) After annealing at TA = 550◦ C.
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peaks arise for all TaNx thicknesses (Fig. 3.22 b)). Notably, the MnN (002)

peak’s intensity decreases with increasing TaNx thickness, whereas the peak

at 45◦ is nearly independent of the TaNx thickness. Only for the sample with

0.5 nm TaNx it is located at smaller angles and therefore lies in the shoulder of

the MnN peak. This curve looks remarkably similar to the diffraction results

obtained for the Ta thickness series in Fig. 3.17b). However, there, the peak

in the MnN (002) peak’s shoulder was only observed for tTa < 10 nm. Even a

thin interlayer of 0.5 nm TaNx thus significantly changes the crystallographic

properties.

To clarify whether the additional peaks that are observed after high-tempera-

ture annealing originate from the Ta(Nx), the MnN or the ferromagnetic layer,

further x-ray diffraction measurements were performed after subsequently

etching off single layers with Ar ion bombardment. The results are displayed

in Fig. 3.23 for the sample with tTa = 10 nm and tTaNx = 2 nm. First, the

capping layer, the CoFeB layer and about 5 nm MnN were etched off. All

three peaks are still detectable. Thus, we can conclude that they do not

result from the formation of a nitride in the ferromagnetic layer. However, the

θ−MnN (002) peak (b) loses a significant amount of intensity whereas peak

(a)’s intensity only decreases weakly and peak (c) is nearly not influenced at

all. These observations suggest that peaks (a) and (c) relate to crystallites

that are located closer to the MnN/ TaNx interface than to the CoFeB/ MnN

interface.

Next, the complete MnN layer was etched off, so that Ta and TaNx are

the only layers left on the sample. This leads to the total disappearance of

all peaks. Consequently, peak (a) and (c) must be originating from other,

nitrogen-poor, Mn−N phases that form during annealing. Peak (a) could be

identified as the (111) peak of ferrimagnetic ε−Mn4N [82] or the (002) peak

of ζ −Mn2N [83]. These nitrogen-poor phases might form very close to the

TaNx interface as much of the nitrogen has been lost due to diffusion here.

Peak (c) could correspond to the (200) or (006) peak of antiferromagnetic

η −Mn3N2 [84]. Assuming the peak is in fact the (200) peak, the c-axis of

the η −Mn3N2 would lie in the plane. This would result in a compensated

interface between η−Mn3N2 and CoFeB as well as magnetic moments aligning
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Figure 3.23: X-ray diffraction scan of a Ta/ MnN/ CoFeB sample with 10 nm
Ta and 2 nm TaNx after annealing at TA = 550◦C for the full stack and after
etching single layers off with Ar ion bombardment, respectively.

perpendicularly to the film plane, leading to a reduction of exchange bias [35].

This result would be consistent with the observed reduction of exchange bias

at high annealing temperatures.

Summarizing the effects of introducing a TaNx layer, it gets clear that there is

no optimum TaNx thickness that guarantees high exchange bias and increased

thermal stability at the same time. Thick TaNx layers reduce the crystalline

quality of MnN and thus also the exchange bias. In fact, the TaNx might not

only act as barrier for nitrogen diffusion but also induce phase transitions

during annealing that are not fully understood at this point. In any case, the

detrimental effects of the TaNx interlayer on the crystallography of the MnN

films seem to outweigh possible positive effects of inhibiting nitrogen diffusion.

However, the crystallographic quality does not seem to be the only driver

of high exchange bias in this complex trilayer system. Additionally, these

results show that during sample preparation it can be especially important to

minimize the exposure time of the bare Ta layer to the nitrogen plasma before

the deposition of MnN, preventing the unintended formation of a TaNx layer.
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Spin-orbit torque induced

electrical switching of MnN

This chapter deals with spin current induced electrical switching of the Néel

order in MnN [85]. In the introduction, fundamental effects and mechanisms

contributing to the electrical switching of antiferromagnets, namely the spin

Hall effect and the concept of spin torques, are presented. Furthermore, both

the mechanism of the intrinsic Néel order spin-orbit torque as well as spin

current induced switching, including corresponding prior experimental results,

are introduced.

Following, an overview about the sample preparation and device geometry

as well as the setup used for the electrical transport measurements is given.

Thereafter, the results investigating electrical switching in MnN are discussed.

After introducing the measurement scheme and fitting procedure, temperature

and current density dependent findings as well as reproducibility tests and

a grain size distribution analysis are presented. Additionally, calculations

and results concerning Joule heating in the samples are analyzed. Lastly, the

possible read-out mechanisms enabling the detection of the reorientation of

the Néel order are briefly introduced and studied.
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4.1 Introduction

4.1.1 The spin Hall effect

The spin Hall effect (SHE) converts a charge current into a transverse spin

current via spin-orbit coupling (SOC) in any conducting material [86, 87, 88].

Similarly to the anomalous Hall effect (AHE) in ferromagnets that was

discovered in 1881 by Edwin Hall [24], conduction electrons acquire opposite

transverse velocities depending on their spin orientation due to spin-dependent

scattering. However, as there is no spin polarization in non-magnetic materials,

these spin-dependent transverse velocities do not result in a transverse voltage

but a spin accumulation at the edges of the sample, as illustrated in Fig. 4.1 a).

For the SHE as well as the AHE, there are three different mechanisms that can

cause an electron to obtain a (spin-dependent) transverse velocity: spin skew

scattering, side jump scattering or intrinsic effects [87]. In case the transverse

velocity is acquired in between scattering events, this is due to intrinsic

effects that originate solely from the influence of SOC on the electronic band

structure of the crystal and can be described in terms of berry curvature as

presented in [89]. In contrast to that, spin skew scattering and side jump

scattering, referred to as extrinsic mechanisms, act on the electron during

the scattering event. Here, spin skew scattering results in spin-dependent

momentum directions after the scattering event as SOC gives rise to an

effective magnetic field gradient within the scattering plane. In case of

side jump scattering, electrons experience a spin-dependent acceleration and

deceleration during scattering due to an effective magnetic field gradient along

Figure 4.1: Schematic illustration of a) The spin Hall effect converting a
charge current ~J into a transverse spin current ~Js and b) The inverse spin
Hall effect converting a spin current into a transverse charge current.
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the incoming and outgoing momentum direction originating from SOC. This

leads to a spin-dependent sideway displacement upon repeated scattering [86].

Even though the SHE had been theoretically predicted and described since

1971 [90], it took several decades until its first optical and electrical observation

in an experiment [91, 92]. It was found that in very clean samples, the

dominant mechanism contributing to the SHE is the spin skew scattering

because it scales linearly with the momentum relaxation time τ . Side jump

scattering and intrinsic effects do not depend on the relaxation time and

become more important in samples with a high impurity concentration [86].

Independent of the dominant mechanism, the spin Hall angle θSH defines the

efficiency of the conversion from charge to spin current via

θSH =
js
j
, (4.1)

where j denotes the charge current density and js the spin current density.

Since the SHE arises from SOC interactions, which get stronger with increasing

atomic number, the spin Hall angle is especially high in heavy elements [86].

Thus, in our experiments, a Pt layer is used for the generation of an efficient

spin current that later acts on the magnetic moments in the MnN layer.

The spin-dependent scattering mechanisms introduced above cannot only

give rise to the SHE but are also the source of a similar effect in a reserved

geometry called the inverse spin Hall effect (ISHE). When a spin current ~Js

is injected into a heavy metal layer, a transverse charge current is generated.

This is illustrated in Fig. 4.1 b). Spin-dependent scattering deflects most of

the spin-up electrons to one side of the sample. As there are no spin-down

electrons present that could be scattered in the opposite direction, the spin

accumulation that arises is accompanied by a charge accumulation that can

be measured as a voltage V between the sample’s edges. As such voltage is

quite simple to measure, the ISHE provides a very fast and convenient way of

detecting a spin current.
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4.1.2 Spin torques

Spin torques transfer angular momentum to a ferro- or antiferromagnetic

layer, acting on the atomic magnetic moments and thus manipulating the

magnetization ~M or the Néel vector ~L, respectively [93]. In general, there are

two different types of spin torques that can be distinguished depending on

their source. While spin-transfer torques (STTs) are associated with a spin-

polarized current originating in an adjacent ferromagnetic layer, spin-orbit

torques (SOTs) arise from a spin current that is generated in a non-magnetic

adjacent layer, either by the spin Hall or the Rashba effect [94, 95]. In the

following, both types of spin torques will be briefly introduced in the context

of manipulating the magnetization of a ferromagnet. Afterwards, it will be

explained in more detail how spin torques can influence the Néel order in an

antiferromagnet.

In the configuration of two adjacent ferromagnetic layers, where one layer is

free and the other one used to generate a spin-polarized current, the STT can

simply be understood in terms of global angular momentum conservation. The

carriers that are injected in the free layer transfer spin angular momentum

that is converted to magnetization angular momentum. The corresponding

torque ~τ is driven by an effective magnetic field that is proportional to the

non-equilibrium carrier spin polarization ~S in the free ferromagnetic layer

and is given by

~τ =
d ~M

dt
= ~M × ~S, (4.2)

where ~M denotes the magnetization of the free layer. Depending on the

carrier’s spin lifetime with respect to the spin precession time in the free

ferromagnet, different mechanisms play a role in terms of momentum transfer.

In the case of short carrier lifetime, the non-equilibrium spin polarization ~S is

approximately equal to the polarization of the injected spin current ~p. Since

this configuration is analogous to applying an external magnetic field to the

free layer, the corresponding torque is called field-like. In contrast to that,

for long carrier lifetimes, the injected spins precess around the magnetization

of the free ferromagnet, thus ~S ≈ ~M × ~p. As this type of precessional torque

can contribute to or compete with the Gilbert damping, it is referred to
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as (anti)damping-like. The field-like and damping-like torques can thus be

expressed by

~τfield ≈ ~M × ~p and ~τdamping ≈ ~M ×
(
~M × ~p

)
, (4.3)

respectively [93].

Similar torques can act on the magnetization of a ferromagnetic film when it

is brought in contact with a normal (heavy) metal with a non-equilibrium

density of spin-polarized conduction electrons. Here, the spin polarization

arises due to SOC in the metallic layer and interacts with the magnetic mo-

ments in the ferromagnet through exchange coupling [95]. In the simple setup

of a ferromagnetic layer adjacent to metallic layer, the non-equilibrium spin

density can be induced by applying a charge current that is then converted

to a spin current via the SHE [94]. The absorption of spin current then

causes the transfer of spin torque to the magnetic moments in the ferromagnet

given the applied current density is high enough. Additionally, in a normal

metal/ ferromagnet/ oxide multilayer system, a non-equilibrium spin polar-

ization can be induced by a structure inversion asymmetry along the surface

normal, called Rashba effect [95]. SOTs originating from the Rashba effect

are usually dominated by field-like torques, whereas spin currents generated

by the SHE mostly result in (anti)damping-like torques [93].

Recently, it was found that spin torques cannot only manipulate magnetic

moments in ferro-, but also in antiferromagnets [96]. Similarly, spin torques

acting on antiferromagnets can either arise due to spin-polarized currents

originating from adjacent ferromagnets (STT) or spin currents that are gen-

erated in adjacent heavy metal layers (SOT). Furthermore, the magnetic

order in antiferromagnets can be manipulated via an intrinsic Néel order spin

orbit torque (NSOT) [10]. These phenomena are described in detail in the

following.
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4.1.3 Switching of antiferromagnets

Even though antiferromagnets have been known and studied since the 1930s,

up until recently there has been no efficient way to manipulate their magnetic

order [17]. While this provides their unique ability of storing information

that is protected against external electric or magnetic fields, the search for

mechanisms to control the Néel order, enabling the use of antiferromagnets

as active components in spintronic devices, has been going on for years [12].

However, in 2016, Wadley et al. [10] found that the Néel vector in antiferro-

magnetic CuMnAs can be switched via electrical current pulses.

The underlying relativistic effect resulting in the so-called intrinsic Néel order

spin-orbit torque (NSOT) only occurs in layered antiferromagnets that have

a special crystal symmetry: The two magnetic sublattices with magnetic

moments ~m1 = −~m2 need to be structural inversion partners. Accordingly,

the material needs to exhibit a combined parity-time (PT) symmetry [97].

In antiferromagnetic crystals where this is fulfilled, an electrical current ~J

flowing through the lattice induces locally non-equilibrium spin polarizations

~p1 = −~p2 due to the inverse spin galvanic effect [14]. These staggered fields

give rise to a field-like SOT acting on the magnetic moments of the two

sublattices with opposite sign. As a result, the Néel vector ~L = ~m1 − ~m2

rotates to align perpendicular to the applied current. As the direction of

the current determines the sign of the induced staggered fields, each polarity

favors one of the two possible orientations where ~L ⊥ ~J .

The reorientation of the magnetic moments can be detected via the anisotropic

magnetoresistance (AMR) [98] in a planar Hall effect geometry. Even though

this only provides spatially averaged information in multidomain films, it

clearly shows that manipulation of the Néel order via current pulses is possible

in antiferromagnetic CuMnAs films. Switching amplitudes around 10 mΩ were

achieved [10]. Since then, NSOT switching in CuMnAs has been investigated

in several other studies, addressing the importance of thermal activation in

the switching process [97] and observing the switching via direct imaging [99].

Intrinsic NSOT switching had initially been predicted and has also been

observed for antiferromagnetic Mn2Au [21, 100, 101, 102]. This material has a
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similar structural and magnetic symmetry to CuMnAs and might be an even

more interesting candidate for future application, providing higher conduc-

tivity than CuMnAs and a high Néel temperature [103]. Nevertheless, since

there is only a very limited number of metallic antiferromagnets that provide

the required complex unit cell structure for intrinsic NSOT switching [104],

the search for methods to control magnetic moments in a larger variety of

antiferromagnetic materials has been going on.

Very recently, it was shown that the manipulation of the Néel order in antifer-

romagnets is not only possible by an intrinsic SOT but can also be achieved

via an externally induced spin polarization that is generated in an adjacent

heavy metal layer [20, 25, 105, 106]. Even though the underlying mechanisms

of this spin current induced SOT switching in antiferromagnets are not yet

fully understood, two different models have been developed to describe its

characteristics [20, 25]. They are presented in the following.

Firstly, spin-orbit torques in antiferromagnets can be phenomenologically

described by slightly modifying the model introduced for spin torques in

ferromagnets [107]. As they do not have a net magnetization, for antiferro-

magnets it is more convenient to consider a spin current exerting a torque on

a spin centered at a particular atomic site, restoring spin conversion locally.

Thus, the sublattices i of an antiferromagnet can be considered separately,

originating in a local torque

~τi = ~Mi × ~Si, (4.4)

determined by the local sublattice magnetization ~Mi and the correspond-

ing non-equilibrium carrier spin polarization ~Si. Accordingly, field-like and

(anti)damping-like torques can be defined. Fig. 4.2 schematically illustrates

how these torques act on an antiferromagnetic layer with two sublattices [107].

In an adjacent heavy metal layer, a spin current is generated via the SHE,

driving a spin polarization ~p towards the interface. This polarization is similar

for both sublattices: ~p1 = ~p2 = ~p. Since the field-like torque is driven by a

non-staggered effective magnetic field proportional to ~S ≈ ~p, it would have no

effect on the antiferromagnet’s Néel order. This is similar to the insensitivity
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Chapter 4. Spin-orbit torque induced electrical switching of MnN

of antiferromagnets to external magnetic fields up to a critical value where a

spin-flop transition occurs, typically lying in the range of several Teslas [107].

However, considering the (anti)damping-like torque, the two non-equilibrium

spin polarizations ~S1 and ~S2 are given by

~S1 ≈ ~M1 × ~p and ~S2 ≈ ~M2 × ~p. (4.5)

Since the sublattice magnetizations ~M1 and ~M2 have opposite signs, the

corresponding non-equilibrium field proportional to ~Si is also staggered and

thus as effective in an antiferromagnet as in a ferromagnet. Accordingly,

(anti)damping-like torques

~τi ≈ ~Mi ×
(
~Mi × ~p

)
(4.6)

act on the sublattice magnetizations as illustrated in Fig. 4.2 and may rotate

them towards each other. The resulting magnetic moment ~m that is induced

by the canting of the sublattice magnetizations tries to align parallel to the

spin polarization ~p. When the sublattice magnetizations have been rotated

Figure 4.2: Schematic illustration of the generation of (anti)damping-like
torques ~τ1 and ~τ2 acting on the two mangetic sublattices in an antiferromagnet
(AFM). A spin current ~JS forms in an adjacent non-magnetic heavy-metal
layer (NM), i.e. via the SHE, driving a spin polarization ~p towards the interface.
This spin polarization interacts with the two sublattice magnetizations of
opposite sign, generating two non-equilibrium sublattice spin polarizations ~S1

and ~S2. The resulting torques move the sublattice magnetizations ~M1 and
~M2 away from their original position (dashed lines) towards each other (solid

lines) [107].
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far enough out of the plane, ~m vanishes. In this mechanism, the spin torques

induce a perpendicular alignment of the Néel vector towards the initial spin

polarization of the spin current [107]. Antiferromagnetic switching consistent

with this model has been experimentally observed by Baldrati et al. [25].

In contrast to the above-mentioned mechanism, spin current induced SOT

switching resulting in a parallel alignment of Néel vector and spin po-

larization has recently been observed in an experiment by Moriyama et

al. [20]. The geometry and mechanism of this SOT induced switching

are illustrated in Fig. 4.3 [20]. Applying a write current ~JW to the heavy

metal/ antiferromagnet/ heavy metal trilayer stack, a spin current ~JS is gen-

erated in both heavy metal layers. The resulting spin polarizations at the

interface at the top and bottom layer are of opposite sign. Those spin po-

larizations now interact with the magnetic moments in the antiferromagnet

by exerting a torque ~τ . As there are similar torques working from the top

and bottom layer, the moments can efficiently rotate without an increase of

exchange energy. Obviously, the latter is only true in case the antiferromagnet

has oppositely orientated spins at the top and bottom interface. Even though

this might not hold for the complete film, there is a strong chance that it is

true at least in some of the antiferromagnetic domains.

To investigate this SOT induced switching, Moriyama et al. [20] studied an

epitaxially grown layer stack consisting of the antiferromagnetic insulater NiO

sandwiched between two Pt films. The samples were structured into a Hall bar

geometry and the rotation of the antiferromagnetic moments was detected as

a change of transverse resistance via the spin Hall magnetoresistance (SMR)

originating in the adjacent Pt layers. Maximum switching amplitudes of

112 mΩ were measured. While it was observed that in this geometry the Néel

order turns to align perpendicular to the writing current ~JW, other studies

of SOT induced switching in NiO found that the moments rotate towards a

parallel orientation with ~JW [105], consistent with the model developed by

Baldrati and Gomonay et al. [25, 107].

At this point, it is not fully clear which model best describes the spin current

induced switching in antiferromagnets, or wether different mechanism come
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Chapter 4. Spin-orbit torque induced electrical switching of MnN

Figure 4.3: Schematic illustration, adapted and modified from [20], of spin
current induced SOT switching. By applying a writing current ~JW, spin
currents ~JS1 and ~JS2 are generated in the heavy metal layers via the SHE.
Those spin currents then exert a torque ~τ1 and ~τ2 on the magnetic moments
in the antiferromagnet, slightly rotating the Néel order [20].

into play at the same time. Possibly, the spin diffusion length of the antiferro-

magnet plays a role. In the case of a short spin diffusion length, the mechanism

observed by Moriyama et al. may be dominant, as mostly interfacial magnetic

moments of the antiferromagnet are rotated. This yields a parallel alignment

of the Néel vector and the spin polarization. For antiferromagnets with

longer spin diffusion lengths, on the other hand, the mechanism according to

Baldrati et al. might play a more significant role, resulting in a perpendicular

alignment of the Néel vector and the spin polarization. However, even though

the underlying mechanisms have yet to be further investigated, SOT induced

switching in antiferromangets has already been verified via direct imaging

in several studies [25] and provides a very promising possibility for future

application in spintronic devices.

Since, in contrast to intrinsic NSOT switching, the spin polarization invoking

the torque on the Néel order originates from a secondary layer and not the

antiferromagnet itself, SOT induced switching does not impose any restric-

tions on the antiferromagnet’s structural or magnetic symmetry. In general,

switching via this mechanism is possible in any material as long as the antifer-

romagnet’s anisotropy is not too high and a sufficiently strong spin current is
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generated in the adjacent layer. This opens a new route for the manipulation

of the Néel order in a broad class of antiferromagnetic materials. It has

already been demonstrated that SOT induced switching is also possible in

α-Fe2O3 [22, 108], in pillars of PtMn [109], and that Mn2Au [110] can be

manipulated via the SHE in a way distinct from the intrinsic NSOT.

For the possible future application of this switching mechanism to design

antiferromagnetic memory devices, it would be especially interesting to study

metallic and polycrystalline antiferromagnets. Hence, in the following, we

investigate SOT induced electrical switching in antiferromagnetic MnN, which

has a low anisotropy, meets criteria for device integration, and is thus a very

promising candidate.
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Chapter 4. Spin-orbit torque induced electrical switching of MnN

4.2 Sample preparation and device geometry

Figure 4.4: Schematic
setup of the samples used
for the switching experi-
ments.

To investigate switching of the Néel order in

MnN, samples following the setup depicted in

Fig. 4.4 were prepared via DC magnetron sput-

ter deposition in a Bestec sputter system at

room temperature. The MnN layer was reac-

tively sputtered from an elemental Mn target in

a sputtering gas ratio of 50 % Ar to 50 % N2, fol-

lowing the procedure reported in Chapter 3.2.1.

Film stacks with varying MnN thicknesses of

tMnN = 6, 9, 12 nm were prepared. The Ta and

the Pt layer were prepared using a source power

of 50 W, an Ar gas flow of 10 sccm and a working pressure of pw = 2×10−3 mbar.

X-ray diffraction measurements confirmed the polycrystalline growth of MnN

in (001) direction.

In polarized neutron reflectometry measurements on samples similar to those

prepared for the switching experiments, the MnN films were found to be

slightly rich in nitrogen and no magnetic scattering from the MnN films could

be detected [80]. This excludes the possibility that electrical switching of

ferrimagnetic Mn4N precipitates contributes to the signals we investigate

in the present study. Furthermore, no ferromagnetic signal was detected in

MOKE measurements of the samples.

For the electrical switching experiments, the samples were patterned to star-

shaped [10] structures as shown in Fig. 4.5 via electron beam lithography. In

the first lithography process, the samples were coated with negative e-beam

resist AR-N7520 and rotated for 30 s at a speed of 5000 rounds per minute

in a spin-coater. Then, they were heated at 85◦ C for 2:30 min. The exposure

was performed in a Keyence SEM, using an aperture of 60µm, a voltage of

20 kV, an area dose of 300µA/cm2 and a step size of 0.02µm at a working

distance of 19.5 mm. To develop the resist, the samples were immersed into

developer AR-300-47 for 7 min and cleaned by destilled water for 20 s. Using

Ar ion bombardment, the samples were etched down to the silicon oxide
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Figure 4.5: a) Schematic illustration of the star-shaped structures used in
the electrical switching experiment. The pulse and probe lines are indicated
accordingly. b) Optical micrograph of a star-shaped device after completion
of the lithography process. The signs on the Au contact pads represent the
connections to the positive/ negative differential outputs and inputs of the
voltage sources and the lock-in amplifier. The red and blue arrows represent
the physical current directions of polarity 1.

substrate. To conclude the first lithography process, the remaining resist was

removed by immersion into NMP (N-Methyl-2-pyrrolidone) and ethanol in an

ultra-sonic bath.

Following this, the contact pads were prepared. Therefor, the samples were

coated with positive e-beam resist AR-P617.08 and rotated for 60 s at a

speed of 5000 rounds per minute. Then, they were heated at 140◦C for 10 min.

For the exposure, an aperture of 60µm, a voltage of 20 kV, an area dose of

170µA/cm2 and a step size of 0.03µm at a working distance of 19.5 mm was

used. For development, the samples were immersed into developer AR-600-55

for 2:30 min, followed by immersion into stopper AR-600-60 for 30 − 60 s.

Then, they were heated at 80◦C for 2 min to clear off remaining solvents.

For the deposition of the contact pads, a custom-built sputter chamber was

used. With a source power of 25 W, 4 nm Ta and 60 nm Au were deposited

onto the patterned samples via DC sputtering. Again, to remove the remain-

ing resist, the samples were immersed into NMP and ethanol in an ultra-sonic

bath. Lastly, the samples were fixed on a chip carrier and the single structures

were wired with Au bonds for transport measurements.
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The star-shaped structures consist of two perpendicular pulse lines with a

width of w = 4µm and two thinner probe lines (cf. Fig. 4.5 a)), all having

the same length of l = 20µm. For the switching experiments, current pulses

with a nominal current density of

j0 =
I0

wd
=

U0

Rwdtot
(4.7)

were applied to the pulse lines as indicated with the red an blue arrows. R

denotes the pulse line resistance and dtot the total metallic film thickness

of the sample. However, as the current does not flow trough all metallic

layers homogeneously due to their different resistivities, further measures were

necessary to find the actual current density in the individual layers. Therefor,

the resistivities of the MnN and Ta layer were both determined via four-point

measurements [111] on suitable reference samples using the relation

ρx =
∆U

I
· k · dx, (4.8)

where ρx is the resistivity and dx the film thickness of the corresponding

layer. ∆U describes the potential difference that is induced when applying a

current I through two electrodes. The factor k attributes for the measurement

geometry. In case of an equidistant alignment of the four electrodes it takes a

value of π/ ln(2), given the measured sample is homogeneous and large enough

to be considered as an infinite conducting sheet [112]. With this technique,

the resistivities of the MnN and Ta layers were both determined to lie around

180µΩcm.

Now, the Pt resistivity could be calculated using a parallel resistor model via

ρPt = dPt

(
dtot

ρtot
− dTa + dMnN

ρTa,MnN

)
, (4.9)

where ρtot was determined from the pulse line resistance

R = ρtotl/wdtot. (4.10)
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As the resistivity of the Pt layer, which lies around 25µΩcm, is significantly

smaller than the one of Ta or MnN, most of the current flows through this

layer, generating an efficient spin current that acts on the magnetic moments

in the MnN. Thus, the applied current density is converted to the current

density in the Pt layer

jPt =
U0

ρPtl
= j0

(
dtot

dPt
− ρtot(dTa + dMnN)

ρTa,MnN dPt

)
(4.11)

after each switching measurement for better comparability. Eventually, this

calculated current density is corrected for the inhomogeneous current flow in

the center-region of the star structure by a factor of 0.6, which is derived in

detail in the Appendix of [97]. Consequently, for all measurements presented

in the following the current density jPt refers to the center-region current

density in the Pt layer.
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4.3 Setup for electrical transport measurements

For the electrical switching experiments, the structured samples were placed

into a closed-cycle He cryostat that ensures stable measurement temperatures

Ts in a range from 130 K to 300 K. Then, the star-shaped Hall crosses were

connected to the measurement setup through a breakout box that was used

for grounding the devices during structure or sample changes. A circuit

diagram of the setup, including the complete measurement equipment, is

illustrated in Fig. 4.6. The setup provides the possibility of purely differential

measurements and is similar to the one described in [97].

Current pulses with a current density j0 and a pulse width ∆t are generated

with an Agilent 33522A wave form generator and guided through the pulse

lines of the star-shaped structure. A switchbox containing reed relais is used

to direct the pulses to either the red or blue pulsing arm. If needed, an

additional Tabor Electronics 9260 differential broadband amplifier can

be added for pulsing. It provides a fixed amplification factor of 10 and a

differential output voltage of ≤ 34 V. To monitor the pulse shape, a UNI-T

UTD2052CEX digital storage oscilloscope is connected to the wave form

generator. Since long current pulses cause significant heating and thereby

possible destruction of the structures, single shorter pulses are grouped into

bursts. Adjusting the number of pulses per burst

m(∆t, j0) =
Q

∆tj0wd

allows for a constant charge Q to be transferred per burst. For all exper-

iments presented in this work, the charge per burst is kept constant at

Q = 1.68 × 10−4 C and a current pulse width of ∆t = 4µs is used. The duty

cycle, indicating the ratio between the pulse width and the pulse duration,

is set to 0.002. To ensure a constant nominal current density j0, the pulse

line resistances R are measured before every switching cycle via a two-point

resistance measurement with a Keithley 2000 multimeter. This way, the

pulse voltage

V (Ts) = jwtR(Ts)

for the desired current density can be adjusted accordingly.
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Figure 4.6: Schematic circuit diagram of the differential measurement setup
for switching experiments, adopted and adjusted from [113]. The red and blue
arrows in the star-shaped structure represent the physical current directions.
The solid lines illustrate electrical connections with BNC cables and dot-
ted lines represent connections to the computer operating the measurement
software.
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To detect changes to the magnetic orientation caused by the current pulses,

the probe lines of the star-shaped structure are used. They are arranged in

a typical planar Hall effect measurement geometry: A probe current is sent

through one of the lines while the transverse voltage is measured perpendicular

to it, giving rise to a transverse resistance

R⊥ =
V⊥
Iprobe

.

This read-out measurement is performed with a Zurich Instruments MFLI

lock-in amplifier. The probe current Iprobe is measured as a voltage drop

over a known resistance Rprobe = 1 kΩ either via a second lock-in amplifier

(Stanford Research Systems SR850) that is phase-locked to the MFLI

or a Keithley 2000 multimeter. The transverse resistance is evaluated

with a reference frequency of 81.3 Hz after every burst with a delay of 2 s

to allow for equilibration of the system. The resistance change caused by

the switching of the antiferromagnetic moments originates from either the

planar Hall effect (PHE) or the spin Hall magnetoresistance (SMR), or both.

A detailed discussion about the read-out mechanism follows in Chapter 4.5.

Figure 4.7: Illustration of a switching cycle consisting of x repeats of the
presented switching sequence. Each sequence consists of a fixed number of n
bursts in both pulsing directions, separated by a relaxation phase. Before the
sequence is started, the pulse line resistances R are measured.
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In Fig. 4.7, an illustration of a full switching sequence is shown. Before

applying the first current burst, the pulse line resistances R are measured to

adjust the pulse voltage accordingly. Then, a fixed number of n bursts, each

consisting of m single current pulses that ensure a constant charge per burst,

is applied to the first pulse line (red). In between the bursts, the transverse

resistance R⊥ is evaluated. Before changing the pulsing direction, the sample

is left to relax for a fixed relaxation time. Here, the transverse resistance is

again successively measured to observe the relaxation. Then, n bursts are

applied to the other pulsing direction (blue) and the sample is left to relax

again while the transverse resistance is evaluated. This sequence can then

be repeated several times. For all presented switching measurements in this

work, a full switching cycle consists of six repeats of 200 bursts per current

direction and relaxation phases of 600 s. After the completion of such a cycle,

it is repeated with inversed polarity.
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4.4 Results

4.4.1 Polarity dependence

In Fig. 4.8 a), typical raw data of switching with positive or negative polarity

is shown for the sample with 6 nm MnN. The background colors of the graph

correspond to the pulsing direction indicated with the red and blue arrows
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Figure 4.8: a) Raw R⊥ traces from a switching experiment. Background
colors correspond to pulsing the two pulse lines (red, blue) or the relaxation
phase (white). b) Difference between the two polarities in a). c) Average of
the two polarities with the offset removed.
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in Fig. 4.5 b). After applying a fixed number of current bursts into the first

pulsing direction, the sample is left to relax for 600 s. During the pulse phase,

the time between two bursts is approximately 2.2 s, in the relaxation phase

data are taken at 1 s intervals. After relaxation, the same number of current

bursts is applied to the perpendicular pulsing direction, rotating the magnetic

moments into the other direction. After another relaxation, this sequence

is repeated. Clearly, reproducible switching can be observed after a short

training phase at the beginning of the cycle.

To investigate the possible influence of the pulsing polarity, the differences

and averages of the two polarities are calculated as can be seen in Fig. 4.8 b)

and c), respectively. While the first two repeats show a clear dependence on

the polarity, further cycles show only negligible influence of the polarity. This

polarity independence is in line with the expected symmetry of the Néel order

switching. Hence, for analyzing the switching traces, the focus is laid on the

reproducible, polarity independent component of the measurement, i.e. the

average over the two polarities after a training phase of three repeats. In the

following, all switching traces refer to the polarity-averaged switching traces

after three repeats of training.

4.4.2 Resistive contribution

Recent work on the switching of insulating antiferromagnets with the SHE

of Pt suggests that the typical “saw-tooth” shape of the transverse voltage

traces is related to a degradation effect in the Pt film [22, 108]. There are

strong indications that this resistive contribution is caused by local annealing

and crystallization at moderately high current density (reducing the resistiv-

ity locally) and by electromigration at high current density just below the

destruction threshold (increasing the resistivity locally) [114].

To ensure that the electrical response in our experiment originates from the

switching of the Néel order, several current density cycles were performed

while closely monitoring the pulseline resistances, as was proposed to rule out

resistive contributions in [114]. These measurements were performed after

cycling of the temperature, minimizing the influence of resistance change
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Figure 4.9: a) Current density sweeps, taken at room temperature for the 9 nm
MnN sample. On the right axis, the development of the relative resistance of
the two pulselines is shown. b) Selected switching traces at different stages
of the current density sweeps, corresponding to the encircled data points in
Fig. 4.9 a).

due to annealing-induced crystallization. The results are summarized in

Fig. 4.9. While the pulseline resistances do not change during the first current

density sweeps, a significant increase occurs when going to higher current

densities in the fifth and sixth sweep (Fig. 4.9 a)). Small changes in the

transverse response can be observed when looking at the switching traces in

Fig. 4.9 b), corresponding to the encircled data points in Fig. 4.9 a). A small

difference of the absolute switching amplitude is visible when comparing the
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Figure 4.10: a) Switching traces measured at low and very high current
density, respectively, corresponding to the data points marked with a square
in Fig. 4.9 a). b) Zoom into Fig. 4.10 a) to illustrate the resistive constribution
of the switching at high-current density. The dashed lines are guides to the
eye.

black and the blue curve. This difference gets larger after sweeping up to

jPt = 10.55× 1011 A/m2 (green curve). The following cycle of sweeps, with

smaller current densities, does not significantly change the amplitude further

(pink curve).

After completion of these reproducibility tests, the current density was suc-

cessively increased until destruction of the device. The pulseline resistances

strongly increase with increasing current density, which is in line with the
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observations in [114]. Fig. 4.10 a) shows a switching trace detected at rela-

tively low current density compared to one measured with current density

just below the destruction threshold (see squares in Fig. 4.9 a)). For the

high-current density measurement, two different levels are observable during

the relaxation phases, which are induced by the irreversible changes of local

resistivity in the pulselines. This can also be seen by looking at a zoom-in

of these switching traces, shown in Fig. 4.10 b). While the sample reaches

saturation during the pulsing phase in the case of jPt = 9.06× 1011 A/m2, a

resistive contribution can be seen in the high-current density measurement.

This destructive contribution only arises when applying jPt & 11× 1011 A/m2

and has a sign opposite to the low-current density contribution. Thus, the

transverse response seen at lower current densities can be assigned to the

magnetic reorientation, whereas the non-relaxing contribution of opposite sign

seen at high current density originates from local changes of the resistivity.

As we work with significantly smaller current densities in all of our presented

measurements, we claim that the observed response is indeed of magnetic

origin.

4.4.3 Quantitative analysis

In order to extract paramters like the switching efficiency or the relaxation

time from the measured switching traces, a quantitative analysis of the data

is performed. This allows for an independent and clear comparability between

different measurements and thus facilitates the interpretation of the results.

The method used for the quantitative analysis is adopted from a previous

study on antiferromagnetic switching experiments but adjusted to better

fit our results [97]. First, the polarity-averaged data set is calculated and

reduced to the three repeats after training to remove any polarity-dependent

components. Then, the remaining switching trace is separated into different

regimes: the pulsing regime, i.e. pulsing along either the red or blue pulse

lines (cf. Fig. 4.4 b)), and the relaxation regime. Thus, each regime can be

fitted with an appropriate function separately. This is exemplarily shown

in Fig. 4.11, where the pulsing regime (pulsing along red pulse line) and

the relaxation regime have both been fitted with corresponding functions for

further analysis.
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For the pulsing regime, a simple phenomenological fit function consisting of a

constant, an exponential function and a line was found to be appropriate. In

this case, the variable is the burst count b:

Rp(b) = c0 + c1 exp

(
− b
µ

)
+ c2 b. (4.12)

c0,1,2 and µ are the fitting parameters. Note that Eq. 4.12 is only a phe-

nomenological fit function with no further physical interpretation. It is just

used to obtain the switching efficiency of the first burst Re accurately by

taking the derivative at b = 0:

Re =

∣∣∣∣dRp(b)

db

∣∣∣∣
b=0

=

∣∣∣∣−c1

µ
+ c2

∣∣∣∣ . (4.13)

In addition to the fitting procedure, we define the difference of R⊥ before

and after applying the bursts along one current line as the absolute switching

amplitude |∆Ra|, indicated in Fig. 4.11.
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Figure 4.11: Exemplary fitting procedure for
the pulsing (red background) and relaxing
phase (white background).

The relaxation regime is gov-

erned by the exponential re-

laxation of an independent en-

semble of grains that have a

broad range of relaxation times,

which is usually modeled with

a sum of two exponentials [97].

However, we found that using

a stretched exponential decay,

which is equivalent to a sum

of exponentials [115], is more

appropriate for our data set.

Hence, the following functional

expression, numerically more

stable than the explicit sum of

exponentials, was used:

Rr(t) = k0 + k1 exp
(
−α tβ

)
. (4.14)
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k0,1, α and the streching exponent β are fitting parameters. The constant

offset k0 is added to allow for a non-relaxing contribution to the relaxation

phase. The stretched relaxation time constant τs can then be derived from

the fitting parameters via

τs =

(
1

α

) 1
β

. (4.15)

As shown in [97], the exponential decay during relaxation has a strict physical

meaning. All antiferromagnetic grains of a polycrystalline film have volumes

Vg which typically follow a log-normal distribution. As these grains are related

to the anisotropy energy barriers via EB = KAFVg [69], the corresponding

relaxation time for the orientation of the Néel vector of a grain is given by

the Néel-Arrhenius equation:

τ = f−1
0 exp

(
EB

kBT

)
. (4.16)

Here, f0 ≈ 1012 s−1 is the attempt frequency [69], kB is the Boltzmann

constant, and T is the absolute temperature. We note that f0 does explicitly

depend on the material parameters (including EB) and the temperature [116].

However, for practical purposes the exponential dependence on the Boltzmann

factor dominates, so to obtain a reasonable estimate of EB, it is safe to treat

f0 as a constant. During the pulsing, grains with various energy barriers

are excited at the same time, where smaller EB means that the Néel vector

is easier to switch but will also relax faster. This weighted sum is reflected

by the stretched exponential, where the stretching parameter β is related

to the probability distribution of the grains. Reconstructing the underlying

probability distribution requires an inverse Laplace transform of the measured

data and is impractical [115]. Therefore, only the mean time constant 〈τ〉 is

considered for further analysis, calculated via

〈τ〉 =
τs

β
Γ

(
1

β

)
, (4.17)

where Γ (x) denotes the gamma function.
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4.4.4 Dependence on temperature

To investigate the temperature dependence of the spin current induced switch-

ing of MnN, switching traces were measured over a broad temperature range

for the samples with 6 nm and 9 nm MnN. In Fig. 4.12, the corresponding

polarity-averaged switching traces, all measured with a current density of
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Figure 4.12: Temperature dependent switching traces of the a) 6 nm MnN and
b) 9 nm MnN sample taken at a current density of jPt = 8.45× 1011 A/m2.
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jPt = 8.45× 1011 A/m2, are shown for both samples. The results of the 6 nm

MnN sample, displayed in Fig. 4.12 a), clearly show that higher temperature

assists the switching process, with increasing steepness and amplitude. It is

also clearly seen that with higher temperature, the relaxation becomes much

faster and complete relaxation to the initial state is seen after 600 s at 260 K.

For the 9 nm MnN sample (Fig. 4.12 b)) the switching traces, especially the

ones taken at high temperature, look somewhat complicated at first sight.

Here, relaxation to the initial state is observed after 600 s at 270 K. When

going to higher temperatures, another contribution to the relaxation arises.

This contribution is of opposite sign and occurs after the initial state has been

reached within the relaxation time window of 600 s. This is most prominently

visible at a temperature of 300 K, where the system almost immediately

relaxes to its initial state after pulsing but then evolves to more negative

or positive values, correspondingly. A clear second relaxation back to the

initial state follows. This behavior suggests an underlying additional switching

mechanism, probably induced by resistive contributions, that occurs at high

temperatures but requires further investigations to be fully understood.

In Fig. 4.13, the results of the quantitative analysis for these temperature

dependent measurements are summarized. The absolute switching amplitude

shows clear maxima for both film thicknesses as a function of the temperature

(Fig. 4.13 a)). Remarkably, the thinner film shows a larger amplitude and

the maximum is found at lower temperature. Simultaneously, the switching

efficiency (Fig. 4.13 b)) increases with increasing temperature, but also shows

an indication of peaking at a slightly higher temperature as compared to the

amplitude. 〈τ〉 shows a very strong temperature dependence in both samples

and is smaller for the 6 nm MnN film thickness, see Fig. 4.13 c).

These results are fully compatible with the thermal-activation model de-

veloped earlier for NSOT switching in Mn2Au and CuMnAs [21, 97]. The

larger film thickness leads to a larger grain volume and thereby shifts the

switching amplitude maximum to slightly higher temperature for the 9 nm

MnN sample. However, as the spin current induced switching is mainly an

interface effect, the absolute amplitude is overall smaller in the thicker sample.
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Figure 4.13: Temperature dependent parameters for the 6 nm and 9 nm MnN
samples. a) Absolute switching amplitude |∆Ra|, b) Switching efficiency Re,
c) Mean relaxation time constant 〈τ〉, d) Streching exponent β (dashed lines as
guide to the eye), and e) Switching energy barrier EB. The measurements were
performed with a current density of jPt = 8.45× 1011 A/m2. All parameters
represent the weighted average calculated from several repeats. The error
bars mark the corresponding standard deviation.

Simultaneously, higher temperatures lead to a faster relaxation, as given by

the Néel-Arrhenius equation [69]. As can be seen in Fig. 4.13 d), the stretching

exponent β approaches unity with increasing temperature in both samples,

but β = 1 is reached at lower temperatures in the thinner film. Notably, β

shows a fairly sharp transition as it approaches unity, and this transition

is observed at the same temperatures where also |∆Ra| peaks (see vertical

dashed lines in Fig 4.13). This fact deserves closer attention and will be

further discussed below. The energy barriers obtained from the relaxations

are of the order EB = 0.5 . . . 0.8 eV, see Fig. 4.13 e). In contrast to the naive

expectation of scaling with film thickness, very similar energy barriers are

observed for both samples. Notably, both films have mean relaxation time

constants of less than 100 s at room temperature. This is in line with the

observation that exchange bias is generated with MnN only for film thicknesses

larger than tMnN = 10 nm [31] at room temperature.
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4.4.5 Dependence on current density

Next, the dependence of the switching on the current density was investigated

for the 6 nm sample at a fixed temperature of 230 K. In Fig. 4.14, the corre-

sponding switching traces for current densities ranging from jPt = 7.61−
9.63 × 1011 A/m2 are displayed. Obviously, similar to increasing tempera-

ture, higher current densities assist the switching in terms of amplitude and

steepness. The switching is quite sensitive to the current density as large

changes of the amplitude are seen within a fairly small interval of current

densities. However, an influence on the relaxation is not clearly visible.

The results of the quantitative analysis confirm that both the switching ampli-

tude and the switching efficiency are greatly increased with increasing current

density. This is shown in Fig. 4.15 a) and b), respectively. In contrast to the

vague observation in Fig. 4.14, fitting the relaxation of the switching traces

yields a clear dependence of 〈τ〉 (Fig. 4.15 c)) and β (Fig. 4.15 d)) on the

current density. This might seem surprising at first sight but is caused by

the fact that at higher current density, the film temperature is substantially
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Figure 4.14: Switching traces of the 6 nm MnN sample taken at 230 K for
center-region Pt current densities of jPt = 7.61− 9.63× 1011 A/m2.
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Figure 4.15: Switching parameters in dependence on the current density for
the 9 nm MnN sample. a) Absolute switching amplitude |∆Ra|, b) Switching
efficiency Re, c) Mean relaxation time constant 〈τ〉, d) Streching exponent
β, and e) Switching energy barrier EB. The measurements were performed
at T = 230 K. The Pt current densities are given for the center-region of the
star structure. All parameters represent the weighted average calculated from
several repeats. The error bars mark the corresponding standard deviation.

higher, which increases the proportion of larger grains with larger energy

barriers that participate in the switching (Fig. 4.15 e)). The observed 〈τ〉
increases as these grains contribute to a slower relaxation at the measurement

temperature. Simultaneously, β approaches unity, which can be interpreted

again as the lack of larger grains to activate by additional temperature.

4.4.6 Particle size and ensemble analysis

In the previous sections of this Chapter, the grain size distribution of MnN and

its influence on the SOT switching has been frequently mentioned. Now, this

relation will be discussed in more detail. Fig. 4.16 a) shows a reproduction

of the results of the particle diameter analysis on MnN from [73]. Here,

polycrystalline MnN films similar to the ones used in the switching experiments

were studied. According to this analysis, the anisotropy energy density is

KAF / 4 × 105 J/m3 for thin MnN films. For log-normal distributed grain
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Figure 4.16: a) Particle diameter analysis from a plan view TEM image. Data
points taken from [73]. The integrated log-normal fit (i.e., the cumulative
probability) indicates a median grain diameter of Dm = 4.8 nm. b) Particle
size analysis recalculated for the grain area under the assumption of cylindrical
grains. The log-normal fit indicates a median volume-derived grain area of
Dmv = 22.9 nm2. c) Model of the three grain-size regimes discussed in the
main text. The three grain categories are drawn for the case of an MnN
thickness of 6 nm.

diameters, also the grain areas and grain volumes of cylindrical grains are log-

normal distributed. Hence, the cross-sectional area of grains which correspond

to the median volume is Dmv ≈ 22.9 nm2, as can be seen in Fig. 4.16 b). This

corresponds to an energy barrier of EB = 0.35 eV in the 6 nm MnN film, which

is clearly of the correct order of magnitude compared to the values derived

from the switching characteristics.
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However, this result indicates that the grains which contribute to the switching

in our experiments are larger than the median of the distribution. The

beginning saturation of EB as a function of temperature in Fig. 4.16 e) can

thus be understood as a lack of grains with diameters larger than 7.5 nm

(EB ≈ 0.7 eV for the 6 nm film). Indeed, according to the particle size

analysis, less than 10 % of the grains have larger diameters. Therefore, their

contribution to the electrical signal will be rather small. This interpretation

is additionally supported by the convergence of two more characteristics: The

peak in |∆Ra| and the transition to β = 1 at the very same temperatures

(dashed vertical lines in Fig. 4.13). The peak in |∆Ra| originates from the

lack of larger grains, such that the number of grains contributing to the signal

goes to zero as the temperature is further increased. Meanwhile, β → 1 means

that the decay is described by a single exponential, i.e. the width of active

part of the grain size distribution becomes smaller. This is trivial, once the

maximum grain size in the system is reached and no larger grains are present

anymore to be activated by higher temperatures.

These results allow for the identification of three classes of grains, which we

call unblocked, switchable, and blocked. These classes are indicated accordingly

for the corresponding temperature regimes in Fig. 4.16 c). The unblocked

grains relax very quickly for all temperatures at which the measurements

were performed. The switchable grains correspond to the observed energy

barriers of 0.5. . . 0.7 eV for the 6 nm MnN film. Finally, the blocked grains

remain blocked and are not switched with the SOT. It should be noted that

only a narrow part of the switchable ensemble will contribute to the actual

switching and relaxation at any given temperature. Correspondingly, one

cannot directly relate the position of the switching amplitude maximum to

the maximum of the grain size distribution, due to the complexity of the

switching and relaxation dynamics. As a result of the Joule heating during

the pulsing, the switching occurs at an elevated temperature, whereas the

relaxation happens at the set measurement temperature.
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4.4.7 Influence of Joule heating

To shed further light on the Joule heating and the effect of the conducting

multilayer system and associated shunting, the sample stack is studied with

the parallel resistor model, as introduced in Chapter 4.2. The corresponding

results are presented in Fig. 4.17.

The model yields very similar Pt resistivities for the two samples (Fig. 4.17 a)),

slight deviations probably arise from the neglect of the weak temperature

dependence of the MnN and Ta resistivities. Because of the identical nominal

current densities j0, the sample with 9 nm MnN has a larger center-region

current density in the Pt layer, cf. Fig. 4.17 b). On the basis of the resistivities

and the center-region current densities, the associated spin Hall angles

θSH = σSHρPt, (4.18)

with σSH = 4× 105 (Ωm)−1 [117] (Fig. 4.17 c)) and spin current densities

js = θSHjPt (4.19)

(Fig. 4.17 d)) are calculated. The spin current density from the Ta film is

neglected, since the current density flowing in the Pt layer is approximately

eight times higher due to its lower resistivity. Because of the larger film

thickness, the Joule heating power density

PMnN = ρMnNdMnNj
2
MnN (4.20)

is larger in the 9 nm MnN sample (Fig. 4.17 e)). Using the heating powers

of the center-region of the star structures, the peak temperatures of the

MnN film can be calculated using an analytical formula derived by You et

al. [97, 118]:

δT (t) =
wdMnNρMnNj

2
MnN

πκs
·[

arcsinh

(
2
√
µst

αw

)
− θ(t−∆t)arcsinh

(
2
√
µs(t−∆t)

αw

)]
. (4.21)
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Here, w denotes the current line width, κs the heat capacity of the substrate

and µs the thermal diffusivity. As suggested by You et al. [118], α was set to

0.5. Furthermore, a correction factor of 1.48 determined by a stationary finite-

element simulation was applied to take the 50 nm SiO2 layer into account.

Unsurprisingly, at identical measurement temperature, the MnN film reaches

a higher temperature due to the Joule heating with larger film thickness.
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Figure 4.17: Temperature dependencies for the 6 nm and the 9 nm MnN sample
of a) Resistivity of the Pt layer, b) Pulse current density in the center-region of
the Pt layer at an initial current density of j0 = 5× 1011 A/m2, c) Calculated
spin Hall angle, d) Calculated spin current density, e) Calculated Joule heating
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95



Chapter 4. Spin-orbit torque induced electrical switching of MnN

With these results in mind, one can take a more detailed look on the similarity

of EB for different MnN film thicknesses as seen in Fig. 4.13 e). Both the

thermal activation and the spin current density are larger in the thicker MnN

film, yielding a more efficient switching in this sample. This brings the two

thicknesses closer together in terms of efficiency. However, EB is evaluated

from the relaxation, which depends only weakly on how the state has been

set (cf. Fig. 4.15 c)). Both temperature dependencies of EB in Fig. 4.13 e)

can be fitted with identical line fits EB = ∆TkBT with ∆T ≈ 35 in the range

up to 240 K, while saturation is seen at higher temperatures. This can be

interpreted as a grain-selection process by the available torque. Only grains

with ∆T ≈ 27 . . . 44 can be switched and be observed to relax [97]. Since the

available torque is similar for all film thicknesses, in the thicker film grains

with smaller diameter contribute to the switching at a given temperature as

compared to a thinner film. Eventually, the energy barrier that is overcome is

the same in the different films. This means that electrical switching may be

observable in many antiferromagnets just below or at the onset of exchange

bias, which can be taken as a simple measure for the thermal stability and

the associated switching energy barrier.
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4.5 Read-out mechanism

Up to this point, it has not been discussed how the reorientation of magnetic

moments in the MnN layer yields a change of the transverse resistance R⊥

that is measured perpendicular to the probe current. There are two possible

mechanisms that can contribute to the transverse resistance change, either

the planar Hall effect (PHE) or the spin Hall magnetoresistance (SMR), which

will both be shortly introduced in the following.

The PHE, the transverse component of the anisotropic magnetoresistance

(AMR), is a well-known tool for detecting the rotation of magnetic moments

in ferromagnets [98]. A current flowing through a ferromagnetic film varies in

dependence on the angular orientation towards the sample’s magnetization.

A few years ago, it has been demonstrated that the AMR also occurs in

antiferromagnets, where it can be used to extract information about the Néel

order [23, 119]. Here, a current ~J flowing through the sample varies with

respect to the orientation of the antiferromagnet’s Néel vector ~L. The resulting

dependence of the sample’s resistivity on the angle α between the current

and the Néel vector originates from relativistic spin-orbit interactions and

spin-dependent scattering mechanisms, further discussed in the introduction

of this Chapter and in [23, 98].

In a typical measurement, this effect is detected as a change in resistivity ρ

either in a longitudinal or transverse geometry as illustrated in Fig. 4.18 [120].

When measuring the resistivity in a longitudinal orientation, parallel to the

Figure 4.18: Schematic illustration of the measurement geometry for the
AMR and the PHE in an antiferromagnet (AFM). The measured voltage is
dependent on the angle α between the current ~J and the Néel vector ~L.
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applied current, the AMR is observed. Its angular dependence is described by

ρAMR = ρperpendicular + ∆ρ cos2(α), (4.22)

where ∆ρ denotes the difference between the resistivity in the parallel and

perpendicular configuration of the current and the Néel vector [120]. The

PHE is observed in a transverse measurement geometry. Here, the angular

dependence is given by

ρPHE =
∆ρ

2
sin(2α). (4.23)

In our switching experiments, the Néel order of the MnN layer, i.e. the single

antiferromagnetic grains, is slightly rotated with each current pulse. Thus,

by measuring the voltage (and resistance) perpendicular to a probe current

flowing through the MnN layer, the PHE can be observed. Note that this effect

arises solely from the antiferromagnetic layer and only occurs in conducting

materials. Hence, in previous studies on antiferromagnetic switching with

insulating NiO [20], it would not contribute to the transverse resistance R⊥

and thus the read-out mechanism.

In contrast to the PHE, the SMR originates not from the magnetic layer

but the adjacent heavy metal (NM) layer that generates the spin current

for the switching, i.e. the Pt layer in our samples. As the mechanism of the

SMR in antiferromagnets is not yet fully understood, Fig. 4.19 schematically

illustrates how the SMR is induced in ferromagnets (FM), yielding a magneti-

zation dependent transverse resistance R⊥ [121]. A more detailed theoretical

description of the SMR can be found in [122].

When a current J is applied to the heavy metal layer, a perpendicular spin

current ~Js is generated due to the SHE. Dependent on the orientation of

the magnetization in the adjacent ferromagnetic layer, this spin current is

reflected at the interface or transfers its momentum to the magnetic moments

of the ferromagnet. In case the magnetization and the spin of the electron

that travels towards the interface are parallel (Fig 4.19a)), the electron is

reflected and moves back towards the charge current due to the inverse SHE.

However, if the electron’s spin and the magnetization are not aligned parallel
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Figure 4.19: Simplified illustration of the mechanism that causes the SMR. A
current ~J induces a spin current ~Js in the non-magnetic heavy metal (NM)
layer. a) If the electrons’ spins that travel towards the NM/ FM interface
are aligned parallel to the ferromagnet’s (FM) magnetization, a significant
spin current ~Js, back directs them back to the charge current. b) For other
orientations between the electrons’ spins and the magnetization, momentum
is transferred to the magnetic moments in the ferromagnet and only a small
spin current ~Js, back arises.

(Fig 4.19b)), angular momentum can be transferred to the magnetic moments

in the ferromagnet via SOT. As a result, the electron has a higher probability

of being absorbed by the ferromagnet, yielding a higher longitudinal and

transverse resisistivity. The increase in resistivity is most pronounced for a

perpendicular orientation of the electron’s spin and the magnetization [121].

As discussed in Chapter 4.1.3, the interaction of spin currents with a corre-

sponding spin polarization and the Néel order in antiferromagnets can be

determined by two different mechanism. Possibly depending on the antifer-

romagnet’s spin diffusion length, the Néel vector is favored to align parallel

or perpendicular to the spin polarization. Thus, also the SMR in antiferro-

magnets might be influenced by the spin diffusion length. Depending on the

dominant mechanism, the SMR would be maximum for a perpendicular or

parallel initial orientation of Néel vector and incoming spin polarization. As

it is not clear which switching mechanism is most prominent in our samples,

we cannot be sure of the geometries of the resulting SMR. Nevertheless,

is is definitively a second possible read-out mechanism contributing to the

transverse resistance R⊥ observed in our transport measurements.
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To get a better understanding about the read-out mechanism that is dominant

in our samples, the relative transverse resistivity ρ⊥/ρ is calculated for both

possible read-out cases, simply using the maximum switching amplitudes

|∆Ra|. Depending on the mechanism, the transverse voltages can be written

as follows:

U⊥,PHE = ρ⊥IMnN/dMnN (PHE) and U⊥,SMR = ρ⊥IPt/dPt (SMR). (4.24)

For the sample with 9 nm MnN this yields (ρ⊥/ρMnN)PHE ≈ 2× 10−4 in the

PHE case. Accordingly, for the SMR originating in the Pt layer the ratio

is (ρ⊥/ρPt)SMR ≈ 0.9× 10−4. The current branching ratio is approximately

IPt/IMnN ≈ 7.3. Both numbers are fairly small compared to previous antifer-

romagnetic switching experiments on Mn2Au (maximum ρ⊥/ρ ≈ 70× 10−4)

and CuMnAs (maximum ρ⊥/ρ ≈ 14× 10−4) [21, 97], where the PHE is the

only possible read-out mechanism. However, they are similar to the SMR

amplitude in Pt/ NiO upon rotation in a strong magnetic field (maximum

ρ⊥/ρ ≈ 2 × 10−4 at room temperature) [20, 123]. On the other hand, the

SMR can be much larger (maximum ρ⊥/ρ ≈ 16× 10−4 at room temperature)

in YIG/ Pt films [124].

Additionally, density functional theory calculations of antiferromagnetic

MnN with the fully relativistic multiple-scattering Green function frame-

work as implemented in the SPR-KKR program were performed by Markus

Meinert [125, 126]. The resistivity tensor was calculated via the Kubo-Bastin

formalism at a finite temperature of 300 K, determining the PHE amplitude.

Lattice vibrations were treated in the alloy analogy model using the coherent

potential approximation [127, 85].

The mean resistivity was found to be Tr(ρ) ≈ 57.7µΩcm, which is much

smaller than the observed value, but still rather high for a metal. The larger

resistivity of the thin films arises from the small grain diameter and additional

scattering in the grain boundaries. The PHE amplitude is ρ⊥/ρ ≈ 5.4×10−4 in

case the Néel vector ~L ‖ [100] of the face-centered tetragonal unit cell depicted

in Fig. 1.1. In contrast, with ~L ‖ [110] the amplitude yields ρ⊥/ρ ≈ −1.7×10−4.

This result indicates that the PHE and the SMR are of similar magnitude in
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the Pt/ MnN system and both may contribute to the signal. However, the

theoretical PHE amplitude appears somewhat too small, given that only a

small fraction of the film contributes to the observed signal. It is only a factor

of 2.5 smaller than the theoretical result, which should be observed when the

Néel states of all grains are aligned along the [100] direction. However, the

calculation might underestimate the PHE, as neither chemical disorder nor

grain boundary and surface effects are explicitly modeled. Apart from that,

thermomagnetic effects such as the spin Seebeck effect should not contribute

to the signal. In our transport measurements, a lock-in technique is used and

the first harmonic signal is measured, whereas thermomagnetic effects would

be seen on the DC and the second harmonic components. Concluding these

considerations it gets clear that without knowing the dominating read-out

mechanism and its sign, it is not possible to assess whether the Néel vector

is switched parallel to the current direction (as suggested in [20]) or perpen-

dicular (as derived for NiO in [25]). To gain further insight into this open

question, a detailed study of the magnetoresistance in strong magnetic fields

is necessary and has yet to be performed.
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Chapter 5

Conclusion

In the course of this work, the rare-earth free antiferromagnet MnN was

studied regarding its use in polycrystalline exchange bias systems as well

as in SOT induced electrical switching experiments. In the following, the

main results of these investigations are briefly summarized. Additionally, it

is discussed which further experiments with MnN need to be performed to

better understand some of its properties and what the chances of integrating

MnN in spintronic devices in the near future are.

Studying Ta/ MnN/ CoFe exchange bias systems, we found that enhanced

exchange bias is observed for samples with tMnN ≥ 36 nm after annealing at

TA > 400◦C. This way, maximum exchange bias of more than 2500 Oe could

be achieved, accompanied by an increased blocking temperature. The highest

value of Heb = 2750 Oe was found for the sample with 48 nm MnN after

annealing at TA > 525◦ C. Via AES and PNR measurements it was confirmed

that strong nitrogen diffusion into the Ta buffer layer occurs during the

annealing processes. The Ta layer is completely saturated with nitrogen after

the last annealing step. However, samples with thick MnN (tMnN = 42, 48 nm)

films are not that severely influenced by the resulting nitrogen deficiency

since they have a large nitrogen reservoir, allowing for the generation of

exchange bias even after annealing at temperatures higher than TA = 500◦C.

Concluding this, there seems to be a clear relation between thermal stability

of Ta/ MnN/ CoFe exchange bias systems and the thickness of the MnN layer.

With increasing thickness, exchange bias becomes more robust after annealing
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at high temperatures. The giant increase of exchange bias for the samples

with thicker MnN films might be connected to crystallographic or magnetic

modifications that are induced during annealing.

Following the AES and PNR results suggesting strong nitrogen diffusion into

the Ta seed layer during annealing, the focus of a second study concerning

exchange bias and thermal stability in Ta/ MnN/ CoFeB systems was laid on

the role of the buffer layer. Therefor, the influence of the Ta layer’s thickness

on exchange bias throughout a large annealing temperature range was studied.

Our findings show that even though thinner Ta layers provide a smaller nitro-

gen drain, which might be beneficial for the thermal stability of the system,

MnN’s crystallinity worsens with decreasing Ta thickness. This causes lower

total exchange bias values. Similar results were found when introducing a

TaNx diffusion barrier. While this modification could promote better thermal

stability, it mostly yields low exchange bias values as the crystallinity of MnN

is affected negatively when growing on TaNx. Overall, our results show that

the Ta buffer layer plays an active role in determining the exchange bias

in the Ta/ MnN/ CoFeB system. It acts as a crystallographic seed layer for

better growth of MnN and as an active nitrogen drain during the annealing

process. Both these qualities are crucial for the generation of high exchange

bias. Concluding this, the main findings of these investigations are that at

least 10 nm Ta are needed as a buffer layer to generate high exchange bias

and that the introduction of a diffusion barrier is not useful. Moreover, the

diffusion processes and possible magnetic and structural transitions of MnN

that happen during annealing, especially at high temperatures, are more

complicated than expected and need further investigation for a comprehensive

understanding.

To study whether MnN can act as an active component in spintronic devices,

we investigated spin current driven SOT switching in Ta/ MnN/ Pt stacks.

Via electrical transport measurements, reproducible and polarity-independent

switching of the Néel order in MnN could be observed for current densities

higher than jPt ≈ 7.5× 1011 J/m2. The read-out was performed in a planar

Hall geometry, however we cannot yet confirm whether the PHE or SMR is

the dominating mechanism. Several current density cycles were performed in
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order to rule out resistive contributions to the switching, confirming that those

contributions only arise for high current density values of jPt & 11×1011 A/m2.

Hence, we are sure that the switching observed in our samples is of magnetic

origin. Temperature and current density dependent measurements on samples

with different MnN thickness confirmed that the observed characteristics are

fully compatible with a thermal activation model. These results demonstrate

that the characteristic switching properties observed in epitaxial Mn2Au,

CuMnAs, or NiO films can also be obtained in much simpler, polycrystalline

antiferromagnetic films. Manipulation of the Néel order should thus, in prin-

ciple, be possible in any polycrystalline antiferromagnet.

All in all, MnN has proven to be a very promising material for future applica-

tion in spintronic devices. As a passive component, it can possibly be used to

generate very high exchange bias for GMR or TMR spin valves. Furthermore,

MnN functions in SOT induced switching experiments, enabling its use as an

active and accessible antiferromagnet for spintronics. However, even though

MnN surpasses a lot of other commonly used antiferromagnets in terms of

availability, easy producibility and promising performance, there are still

several properties that need to be better understood and investigated.

Most importantly, for both its use in exchange bias as well as in switching

experiments, it would be extremely beneficial to know the magnetic orienta-

tion the polycrystalline MnN films grow in. Even though the x-ray diffraction

results suggest a growth in (001) direction, it is not clear whether the films

grow with the c or the a axis perpendicular to the sample plane. Consequently,

depending on this orientation of the lattice, the magnetic moments could

be either parallel, tilted, or perpendicular to the plane. Possibly, during

annealing a transition between those states is induced, resulting in the dip in

exchange bias observed around TA ≈ 250◦C. To clarify this, neutron diffrac-

tion measurements would be necessary. However, up to now, the investigation

of thin films using this technique is close to impossible. Nevertheless, a study

of the AMR in MnN in strong magnetic fields would be a first important

step towards the understanding of the orientation of the Néel vector of MnN.

Therefor, MnN’s spin flop field has to be in the accessible range for laboratory

magnetic fields. If possible, this would provide information to determine the
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dominant read-out mechanism in the switching experiments as well as the

direction the Néel vector is switched to with respect to the current direction.

Being able to answer the latter would be a crucial contribution to the ongoing

discussion about under which conditions SOT induced switching yields a

parallel or antiparallel orientation of the Néel vector to the current direction.

Another important step towards the applicability of MnN would be a bet-

ter understanding about the nitrogen diffusion processes happening during

annealing. This is not only crucial for its use in exchange bias systems, but

would also be beneficial for the switching experiments. Even though the

samples do not need to be annealed here, high current densities and possibly

high device operation temperatures might also induce irreversible changes

due to nitrogen diffusion. We already found that nitrogen diffusion is highly

correlated with thermal stability, being increased when using thick MnN films

with a large nitrogen reservoir.

Even though AES and PNR studies already provided an extremely useful

insight into the diffusion characteristics, it is still not clear how diffusion

influences the crystal and magnetic structure on an atomic level. Therefore,

detailed transmission electron microscopy studies could be performed in the

future. Ideally, TEM measurements would be performed after different an-

nealing steps and for different sample setups to reveal the changes diffused

nitrogen induces to the atomic structure. Possibly, those investigations could

provide information concerning the structural transitions that were observed

after high-temperature annealing for samples with thin Ta buffer layers.

At this point, it should also be noted that the unusually high thickness of MnN

poses another challenge for the integration of MnN exchange bias systems

into spintronic devices. About 30 nm MnN are required to generate high

exchange bias, whereas other commonly used materials like MnIr only require

7 nm [72]. Even though the reduction of MnN’s thickness was no goal of this

work, it should be mentioned that further investigations need to be performed

to overcome this problem for future application. This could be achieved by

altering the grain size distribution of MnN such that the anisotropy energy

is increased, for instance by changing the deposition parameters or trying a
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completely different preparation technique. With higher anisotropy energy,

smaller minimum film thicknesses are necessary to induce exchange bias.

Despite those ongoing challenges, it can be concluded that it is quite probable

that antiferromagnetic MnN will be used in future spintronic applications. It

meets nearly all criteria for large-scale device integration and has proven to

function reliably in exchange bias systems and SOT induced switching experi-

ments, as shown in the course of this work. Our results present an important

step on the route towards future spintronic devices based on rare-earth free

and sustainable antiferromagnets.
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und Unterstützung bei allen technischen Fragen oder Problemen im Labor.

Danke, dass du dir so viel Zeit genommen hast, mit mir die Depositionsanlagen

für organsiche Schichten aufzubauen; ich hoffe, sie kommen in Zukunft noch

oft zum Einsatz. Jan, bei dir bedanke ich mich für die Auger-Elektronen-

Spektroskopie-Messungen und dafür, dass du sowohl bei technischen als auch
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gewesen wären: Kathi, Philipp, Andreas, Luca, Dominik, Tristan, Denis, Jay,

Tobi, Olli, Anastasiia und alle, die ich vergessen habe, vielen Dank euch!

Tristan, dir bin ich besonders dankbar dafür, dass du mich bei den Schalt-

Experimenten unterstützt hast. Danke, dass du immer ein offenes Ohr für

meine Fragen hattest und mir so den ein oder anderen Kabelsalat im Magnet-
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