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Physics is mathematical not because we know so much about the
physical world, but because we know so little: it is only its

mathematical properties that we can discover.
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Abstract

Strong coupling methods for lattice QCD

Wolfgang Unger

Lattice QCD at finite baryon density suffers from the numerical finite density sign
problem. Strong coupling methods, expanding in the inverse gauge coupling, give rise
to alternative representations of the partition function that can make the sign problem
milder. This Habilitation discusses the strong coupling methods developed by the author
and colleagues to study lattice QCD at vanishing and non-vanishing baryon density. The
main results summarized and covered in the attached papers are (1) chiral symmetry
breaking and its restoration at zero temperature for a large number of flavors, (2) the
QCD phase diagram, in particular the location of the chiral/nuclear critical endpoint,
(3) bulk thermodynamics and (4) Hamiltonian formulation and Quantum Monte Carlo
simulations. Most of the results were obtained via a dual formulation for lattice QCD
derived from a strong coupling expansion. All results are limited to the strong coupling

regime, i.e. valid on coarse lattices, where the sign problem is under control.

Gitter QCD bei endlicher Baryondichte leidet am numerischen Vorzeichenproblem.
Starkkopplungsmethoden, die auf der Entwicklung der inversen Eichkopplung basieren,
konne alternative Darstellungen der Zustandsfunktion ergeben, die das Vorzeichnprob-
lem milder machen. Diese Habilitation befasst sich mit den Starkkopplungsmethoden,
die vom Autor in Zusammenarbeit mit Kollegen entwickelt wurden, und fasst Re-
sultate bei verschwindender und nicht-verschwindender Baryondichte zusammen. Die
wichtigsten Resultate, die in den angehdngten Publikationen verdffentlicht sind, bein-
halten (1) chirale Symmetriebrechung und Restoration in Abhéngigkeit von der Zahl
der Flavors, (2) das QCD Phasendiagram, insbesondere die Verortung des chiralen/nuk-
learen kritischen Endpunkts, (3) Bulk-Thermodynamik (4) Hamiltonsche Formulierung
und Quantum Monte Carlo Simulationen. Die meisten Resultate wurden mittels der
dualen Darstellung der Gitter-QCD erhalten, die durch die Starkkopplungsentwicklung
hergeleitet ist. Alle Resultate sind auf das Regime starker Kopplung beschréinkt, also

auf groben Gittern, wo das Vorzeichenproblem unter Kontrolle ist.



Preface

Quantum Chromodynamics (QCD) is the fundamental theory of the strong interactions,
which confine the quarks and gluons into baryons (e.g. protons and neutrons) and
mesons. At high temperatures similar to those in the early universe, a new state of
QCD matter - the quark gluon plasma - exists. This plasma has been observed in heavy
ion collision experiments at RHIC and LHC. However, it is an open question what
features the phase diagram has at non-zero baryon densities, and in particular whether

there exists a chiral critical endpoint.

Since QCD is non-perturbative in this regime - asymptotic freedom that allows for
perturbative methods sets in at much higher energies - lattice gauge theory is the method
of choice: The phenomena such as quark confinement and spontaneous chiral symmetry
breaking, as well as the phase structure at non-zero temperatures and densities can be
investigated only via computer simulations from first principles. The usual simulations
are based on the fermion determinant. However, due to the “sign problem”, no direct
simulations at non-zero baryon density can be performed. Hence, also the question

about the existence of the critical point can not be addressed directly.

The main objective of this Habilitation is to study QCD thermodynamics and to get
insight into the full QCD phase diagram in the up-T-plane, based on a dual representa-
tion of lattice QCD with staggered fermions in terms of color singlets. This is obtained
by integrating out all gauge degrees of freedom in a systematic “strong coupling expan-

sions”.

The strong coupling regime is the converse of the continuum limit, where weak coupling
expansions can be carried out systematically via Feynman diagrams. In the early days of
lattice QCD, where supercomputers were not yet available, strong coupling and mean-
field methods were developed for pure gauge theory [1]. The inclusion of dynamical
fermions is much more challenging. In the limit of infinite coupling, the pure gauge
sector can be neglected such that the gauge links entering in the Dirac operator factorize
and can be integrated out analytically. The resulting partition function has a very mild

sign problem, thus the full phase diagram can be obtained.

Now, it is important to go beyond the strong coupling limit to make qualitative state-
ments about the phase structure away from the strong coupling limit. For this purpose,
more complicated gauge integrals have to be computed which enter the gauge corrections
of higher order, which are addressed in this Habilitation. Also new strategies to simu-
late lattice QCD in a Hamiltonian formulation via quantum Monte Carlo algorithms is

summarized.

v



So far, this kind of simulation has been applied to so-called staggered fermions including
the first order gauge corrections, but as a matter of principle the same formalism can
be applied to Wilson fermions as well, and quantum Monte Carlo simulations could be
performed. Both discretizations (staggered and Wilson) are very different in the limit
of strong coupling, in particular concerning the realization of spin. Future research aims
to compare both discretizations order by order in the strong coupling expansion such

that the physical content can be isolated from the lattice artifacts.

The Habilitation has two parts: the first part is organized in five chapters, the first
chapter serves as introduction to the lattice methods utilized. The second, third and
fourth chapter summarize my research on lattice QCD in the strong coupling regime: the
second chapter pertains the phase diagram in the strong coupling limit, whereas the third
chapter summarizes the progress on the gauge corrections to the strong coupling limit.
The fourth chapter summarizes the research on the Hamiltonian approach to lattice
QCD which naturally arises in the continuous Euclidean time limit. The fifth chapter
provides an outlook for further investigations. The second part of the Habilitation
consists of the reprints of 7 peer-reviewed publications and 11 Proceedings that expand

on the material.
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Chapter 1

Introduction: Lattice QCD in the

strong coupling regime

1.1 The QCD phase diagram

QCD at finite temperature and baryon density applies to various phenomena, such as the
early universe, heavy ion collisions and neutron stars. Most of the work described below
is motivated by the QCD phase diagram. I will shortly outline the historic developments
that led to present-day knowledge on the phase diagram.

The first considerations that there should be a limiting temperature at which bound
states of hadronic matter cease to exist predate the formulation of QCD: in the 1960s
Hagedorn introduced a temperature Ty above which hadronic matter is no longer stable,
as an exponential growth in the density of states occurs [2] . After QCD was established
as the fundamental theory for strong interactions [3] and asymptotic freedom was proven
[4,5], it was conjectured that there should be a phase transition from confined hadronic

matter to a new state of matter of quasi-free quarks [6,7], termed the quark-gluon plasma

(QGP).

A criterion for the formation of a QGP was formulated by Matsui and Satz [8]: the J/V,
which is the lightest ¢c bound state, will likely dissolve above the transition temperature
to form open charm mesons after hadronization. The formation of the quark-gluon
plasma in heavy ion collisions has been under investigation at various experiments: first
at the Super Proton Synchrotron (SPS) at CERN, at the Relativistic Heavy Ion Colllider
(RHIC) at the Brookhaven National Laboratory and the Large Hadron Collider, CERN.
Future heavy ion experiments will be carried out at J-PARC (Ibaraki, Japan) and at
NICA (Dubna, Russia) and FAIR (Darmstadt, Germany), which are both currently
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FIGURE 1.1: Left: The conjecture QCD phase diagram. Right top: Au+Au collision
in the STAR detector at the Relativistic Heavy Ion Collider. Right bottom: Illustration
of a heavy ion collision, from the CERN press release at Feb. 10, 2000.

under construction. They will aim for lower temperatures and higher densities to search

for a possible critical end-point.

The first announcement of the QGP (“a new state of matter”) was in 2000 from SPS [9]
in Pb-Pb collisions, followed by the discovery of the QGP at the STAR collaboration
at RHIC in 2005 [10] in Au-Au collisions (see Fig. 1.1, top right). Also the ALICE
collaboration at LHC created the QGP in Pb-Pb collisions and found that it behaves as
a perfect fluid [11]. An estimate of the transition temperature could be obtained from

the chemical freezeout, estimated to happen at T,y = 156(2) MeV [12].

An estimate of the deconfinement temperature at vanishing baryon density was pro-
vided by the MIT bag model, which considers hadrons as bags [13] with a constant
energy density B, the bag constant. By equating the pressure of the exterior (physical
QCD vacuum) with the pressure of the interior region, one obtains roughly Tge. = 144
MeV for Ny = 2, with a large uncertainty due to the poor estimate of B. In the same
year, Kenneth Wilson invented the lattice discretization of QCD (LQCD) to show that
it is a confining theory [14], with the linear confinement evident in the quark potential
parameterized by the string tension. However, only Monte Carlo simulations could give
evidence that QCD is indeed confining also beyond the strong coupling regime. Monte
Carlo simulations at finite temperature [15] saw many theoretical refinements and algo-
rithmic improvements, and profited from an exponential increase in computing power

from a few 100 Megaflop to about 100 Petaflop nowadays. For physical quark masses,
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lattice results provided strong evidence that the deconfinment and chiral transition co-
incide and are a crossover rather than a true phase transition. The last decade saw a lot
of progress towards the continuum limit for physical quark masses, and nowadays the
two major collaborations, HotQCD and the BMW [16,17], agree on the chiral transition
temperature 7, = 154(9) MeV.

The situation at non-zero baryon density is much less clear, both experimentally and
from the lattice. We know that there is a first order transition from the hadron gas to
nuclear matter at a value close to the baryon mass, g ~ mpg, and that this transition is
of a liquid-gas type with a nuclear critical end-point at around Tg\I“CI ~ 18 MeV, ugt‘;l ~
900 MeV [18]. More exotic phases of QCD matter are conjectured at large chemical
potential, which may be relevant for the physics of neutron stars: the quaryonic phase
[19] and at even higher densities a color superconducting phase [20]. The fluctuations
at the vicinity of a possible chiral critical endpoint [21] could provide a signal that is

sought for at heavy ion collision experiments (in particular with the energy beam scans

at RHIC).

Lattice QCD could provide the curvature of the phase boundary, i.e. the prefactor of the
term (up/T.)?, which has been determined [22,23,24] to ko = 0.016(6). However, direct
Monte Carlo simulations at finite chemical potential are hindered by the finite density
sign problem (see Sec.1.2.3). The phase transition for larger values of the chemical
potential is still out of reach, in particular it is still not known whether there exists a

chiral critical end-point and a first order transition extending to low temperatures.

The work discussed in the subsequent chapters unravels the structure of the phase
diagram on the lattice in a regime where the sign problem is under control and the
chiral and nuclear transition can be studied from first principles, with the caveat that
these results are only valid for coarse lattices. The strong coupling methods developed in

the attached publications have the potential to make the connection to the continuum.

1.2 Lattice QCD at finite temperature and baryon density

Many important phenomena such as the hadron spectrum, chiral symmetry breaking, or
the topological features of the QCD vacuum are within the non-perturbative regime of
QCD. This is still the case at temperatures around and at the chiral and deconfinement
phase transition of about 155 MeV and above up to several GeV, as the gauge coupling

is still too large to apply perturbative methods based on asymptotic freedom.

Hence it is necessary to use non-perturbative tools to study QCD thermodynamics

such as the QCD phase diagram and the equation of state. The only non-perturbative
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gauge invariant regulator is the lattice: fermions and gluons are distributed on a 341

dimensional hypercubic lattice according to the Dirac operator and the gauge action.

Due to the correspondence of the path integral in Euclidean time with the partition

sum in statistical mechanics
- /DU D Dy e=So=5r PN Z="Tr (e—ﬁﬂ . (1)

Monte Carlo simulations are applicable to study lattice QCD.

1.2.1 Setup: Staggered fermions and Wilson gauge action

All lattice simulations pursued in the publications and discussed in the subsequent chap-
ters are based on staggered fermions, and for those publications that are concerned with
the incorporation of the gauge action, the Wilson gauge action has been used. This
lattice discretization is unimproved, which is necessary to derive the dual representation
(see Sec. 1.3).

Since staggered fermions are a particular solution to the fermion doubling problem [25],
by diagonalizing the Dirac matrices 7, and by introducing a 2¢ hypercubic sublattice
on which spin is encoded in so-called staggered phases 7, [26]. In four dimensions
we have 4 taste partners per flavor, and the 16 degrees of freedom in a 4-dimensional
hypercubic cell corresponds to 4 x 4 degrees of freedom in the spin®taste basis. We do
not apply rooting, such that one flavor at strong coupling corresponds to 4 flavors in
the continuum. We always consider mass-degenerated flavors. The partition function
for staggered fermions is:

z /DXX —2Mg X Xz e~ S9lUl=Dslx, X7U]

H/ DUg

S,[U] = Z Tt Uy Ut Ub sy, UL, + hc,
z,u<v

X7X7 277 ( +,qu MOXxULMXJH‘M —¢€ ~Ha Moxx-HLUT”uXI) . (12)

The gauge links U, () are SU(N) elements, DU is the Haar measure and Sy, Dy are

respectively the plaquette gauge action and the massless staggered Dirac operator.

Staggered fermions have the advantage that chiral symmetry is not completely broken

by lattice artifacts as for Wilson fermions. In the chiral limit the lattice action is
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FIGURE 1.2: The lattice discretization at finite temperature.

invariant under the symmetry group Up(1) x Uss(1):
X(@) = 0By (1), e(w) = (—1)%n " (1.3)

which is due to the even-odd decomposition of the bipartite lattice for staggered fermions,
i.e. even and odd sites can be transformed independently. The symmetry €2 &
Up(1) corresponds to baryon conservation and €5 € U(1)s5 is a subgroup of the full
SU(4)r, x SU(4)g chiral symmetry for unrooted staggered fermions. In the spin-taste
basis this corresponds to the channel 75 ® &5. At finite quark mass U(1)s5 is explicitly

broken.

1.2.2 Temperature and chemical potential on the lattice

The partition function of QCD at finite temperature and density is studied via the

partition function
Z(V. ) = Trvle %7 = [ DADyDGe S,

1/T 3
SE - (V, T, Mq) = /0 da}() [/d3x£E(A,¢,w,Mq) (1.4)

Finite temperature and density requires specific conditions in Euclidean time: fermions
are subject to anti-periodic boundary conditions in the temporal direction to incorporate
Fermi statistics, the temperature T is given by the inverse temporal extent and fermions
that loop around in the temporal direction couple to the quark chemical potential 1.
On the lattice, where T = (Nya(8)) ™! and V = (aN,)? (see Fig. 1.2), the temporal gauge

links pick up the chemical potential [27] (but also see [28] for alternative assignments):
Uo(n) — e*1Uy(n), Up(n)" — e_a“qu(n). (1.5)

For details on thermodynamics on the lattice see the review [29]. In the strong coupling

regime, where we usually fix 3, the temperature cannot be varied with the lattice spacing.
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F1cURE 1.3: Limitations on our knowledge about the phase diagram due to the sign
problem.

Instead, we consider anisotropic lattices and vary the ratio £ = a% indirectly via the bare

anisotropy . This is discussed in detail in Sec. 2.3.

1.2.3 Finite density sign problem

The finite density sign problem is a long-standing problem, and many approaches have
been attempted. Due to this challenge in numerical simulations, only little is known
about the QCD phase diagram from first principles, see Fig. 1.3. I will shortly review

the numerical sign problem in lattice QCD and the main approaches to circumvent it.

The standard approach of lattice QCD is based on the fermion determinant det D: the
Gaussian integral over the Grassmann-valued fermions is integrated out. This approach
allows to evaluate observables via hybrid Monte Carlo (HMC) [30], which consists of
molecular dynamics followed by a Metropolis accept/reject step. Monte Carlo simula-
tions at finite baryon density are however hindered by the finite density sign problem:
a non-zero chemical potential renders the fermion determinant complex and prohibits a
probability interpretation of the corresponding weight in the partition function. To see
this, consider the Dirac operator which fulfills «5-Hermiticity at zero-chemical potential,

but it becomes broken at non-zero p due to the imbalance given in Eq. (1.5):

15D ()5 = D(—p)! - det D(p) = det*D(—p), (L)
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which renders the fermion determinant complex. Without addressing the sign problem,
it is exponentially difficult to study finite density QCD. To see this, consider a partition

function with complex weights w(C') on a given configuration C":

Z =Y w(C), Z =Y |w(C)], w(C) = |w(C)[e ) (1.7)
{c} {c}

with Z the so-called phase-quenched partition function which neglects the complex
phase. A measure for the severity of the numerical sign problem is then given by the
difference of the free energy density A f between the full theory and the quenched theory:

(o) = <ez¢>H e oNg Af=f—1f;, () = e (1.8)

The sign problem is a particular signal-to-noise problem: the observable (O) will be

drowned in the noise as (o) — 0 as the thermodynamic limit V' — oo is approached.

Sign problems occur in many field theories and condensed matter systems. A general
solution to the sign problem for any theory cannot be found [31], but since the sign
problem is representation dependent, for a particular system such as lattice QCD a
solution to the sign problem may be found, or at least Af can be made mild enough to

study finite density QCD for sufficiently large volumes.

Many strategies are available to circumvent the sign problem for small values of the
chemical potential. The established indirect methods are: (1) The Taylor expansion
method [32], which computes Taylor coefficients ca,, in a series in (up/T)?"; (2) Simula-
tions at imaginary chemical potential [33,34] which do not suffer from the sign problem
and can be analytically continued towards real chemical potential [35]. (3) The reweight-
ing method [36] which computes observables reweighted to non-zero density and has led
to a first estimate of the position of the critical endpoint on a coarse lattice [37]. In
general, however, reweighting may suffer from the lack of overlap between the sampled

up = 0 ensemble and the target ensemble at up > 0.

There are also direct methods that allow to simulate lattice QCD or related models
directly at non-zero chemical potential and are not limited to small up/T. They can
be roughly classified in three categories: (a) complexified lattice QCD, (b) world-line
methods (which include the strong coupling methods), and (c) alternatives to Monte
Carlo:

(a) Complexification methods such as the complex Langevin approach or the Lefschetz

thimble approach are based on the idea to enlarge the configuration space to
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complex values. The complex Langevin approach is based on a stochastic quan-
tization [38,39] and explores the full complexified parameter space. Since the
revival of this idea [40] and after its application to lattice QCD [41], there have
been plenty of results and refinements [42]. However, the method suffers from
a possible convergence to the wrong limit [43], and the situation in QCD is still
not settled, in particular in the confined phase. As it stands, complex Langevin
results require crosschecks from alternative methods. A second rather recent ap-
proach is the Lefschetz thimble method [44] which is a high-dimensional analogue
of the saddle point method, obtained by deforming the contour of integration
into a homologically equivalent complex manifolds on which the sign is constant.
This method has only been applied to low-dimensional QCD-like models [45, 46]
but Monte Carlo sampling remains challenging as soon as more than one thimble

contributes [47], which is already the case in 1-dimensional QCD.

(b) World-line methods include dual representations (discussed in detail in the next
section) and other effective theories based on rewriting the partition function in
a different basis. Examples of the latter are the meron cluster [48] and fermion
bag approach [49]; the 3-dim. effective theory [50, 51], which is a joint strong
coupling and hopping parameter expansion that is expressed in terms of Polyakov
loops after integrating out the spatial gauge links; decoupling the gauge links
using Hubbard-Stratonovich transformations [52]; or “Induced QCD” based on an

alternative discretization of Yang Mills Theory [53, 54].

(c) An example of numerical simulations without Monte Carlo is the Wang-Landau
method [55] or as its refinement the density of states method [56], which sample

histograms from which thermodynamic observables can be determined.

All these approaches have their shortcomings, and a method that allows to simulate
lattice QCD at finite density fully has not yet been established. There are other QCD-
like theories that are sign-problem free such as 2-color “QCD” [57] or QCD with a
finite isospin chemical potential pu; = pg — py [58,59], which actually corresponds to the
phase-quenched situation: det[D(u,)]det[D(ug)] = |det[D(uy)] det[D(pg)]|. It should
be noted that since the sign problem only occurs in numerical simulations, any analytic
treatment has no sign problem. This is particularly the case within the 3-dim. effective
theory in terms of an SU(3) spin model, which can be studied via linked cluster expansion

and Padé approximants to capture phase transitions [60].

Most of the work discussed in the subsequent chapters utilze the dual representation
which will be introduced in the next section. Dual representations can be combined

with the approaches discussed above, e.g. one can consider reweighting (see Sec. 3.1),
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Taylor expansion, imaginary chemical potential and the Wang-Landau method based on
the dual variables, all these methods discussed in Sec. 4.3. This allows to extend strong
coupling lattice QCD in various directions and/or provides additional crosschecks with

the aforementioned methods.

1.2.4 Lattice gauge theory in the strong coupling regime

Strong coupling expansions (SCE) may give rise to dual representations as discussed in

Sec. 1.3 to solve the finite density sign problem.

The strong coupling expansion of pure Yang-Mills theory has a long history [61,62,63]
and has been carried out in a character expansion, with x,(U) = >, DL, (U) the
character of an irreducible representation r. The characters are constant on a conjugacy
class, e.g. for SU(3):

U = diag(e™, ¢'%2, ¢~ (01102)) x3(01,02) = €01 4 02 4 o7 (01102) (1.9)

with y3 the character of the fundamental representation and higher dimensional ir-
reps obtained from product representations. Identities typically used to integrate out
the gauge links are based on the invariance of the Haar measure, DU = DU~! and
D(UV) = D(VU) for all V, and the orthogonality/completeness relations for charac-

ters:
[ DU @) =5 YOV =50V,
/DUXT(UV&)XS(U1V2) 16 (ViVA). (1.10)

Any class function f can be expanded in characters, with f, its “Fourier”-coefficients:

F0) = 0) . f.= [ DU @)
An important example of a class functions is the Boltzmann weight, expanded
in 8= %:

A0 = Boa@) B = [ ),

s U, B
O [1+BX(U,,)+2X W) +... (1.11)
P P

with BNT the character coefficients and 0 < 8, = dgéo < 1 the normalized character

coefficients. The fundamental normalized character coefficient is u(f) = ;. Every term
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in Eq. (1.11) can be integrated over U, = U,(x), which generates a series expansion
of the partition function Z and observables derived from Z. In a character expansion,
each plaquette appears at most once, which decouples geometric counting from group-
theoretic factors. The strong coupling expansion has finite radius of convergence, even
in a finite volume. Consequences are exponential clustering and the area law of the
Wilson loop. It should be stressed that these limitations pertain to analytic SCE, but

not necessarily for Monte Carlo simulations based on an all-order expansion. [64]

The strong coupling regime of lattice gauge theories may have different properties than
the weak coupling regime. Consider for example the pure gauge theories (no fermions)
with gauge groups Zo, U(1), U(2), U(3), SU(2), SU(3) at zero temperature, which is
extensively discussed in [1]. Pure gauge theory in two dimensions is trivial, as link

integration can be interchanged with plaquette integration,

> Bx(Up) > Bx(Up) > ax (NN
/HD pevr /H Uper = /DUeP ,

(x+(Uc)) /HDUPXT Up Uy, - Upy .. )€ = d, Bt = dpe P, (1.12)

and confinement prevails for all values of the gauge coupling: the Wilson loop of contour
C and area A in representation r fulfills the area law. In three dimensions, Zs gauge
theory is identical to the Ising model and has a transition at 5 = 0.76 [65], whereas for all
other gauge groups there is no transition and it remains confining. In four dimensions,
whether there is a transition depends on the gauge group: Zs has a 15 order transition
at 8 = 0.44, U(1) has a 1% order transition to the Coulomb phase at 8 = 0.99, U(2)
and U(3) have a first order transition, and SU(2), SU(3) have most likely no transition
but are always confining, with a crossover near 8 = 2.2 for SU(2), 8 = 5.6 for SU(3). In

higher dimensions, for all gauge groups the transition is of 15¢ order.

Character expansions with matter fields have been established for Wilson fermions
with heavy quarks [66,67,50,51]. In contrast, a dual representation based on the strong
coupling expansion with staggered fermions is valid for any quark mass, but cannot be

formulated yet via a character expansion (but see Sec. 5.2 for an outlook).

1.3 The dual representation of lattice QCD

I will shortly review dual representations in general and will then specify to the dual-
ization of strong coupling lattice QCD with staggered fermions. Generalizations of this

formulation derived in my work are addressed in the subsequent Chap. 2,3,4.
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1.3.1 Basic idea

The idea of dual representations is old, and in the last decade, many different sign
problems in spin models and lattice field theories have been solved in this way. Some
of the hallmarks in the context of spin models are the O(N) and CP(N — 1) models
[64,68,69], and in the context of lattice field theories are the charged scalar ¢* theory [70],
the Abelian gauge-Higgs model [71,72], the SU(2) principle chiral model [73] and scalar
QCD [74].

The characteristic feature of dual representations is that the original degrees of freedom
are integrated out by introducing discrete variables that encode nearest neighbour inter-
action, e.g. so-called bond variables. These are based on a high temperature or strong
coupling expansion [75,76] or similar Taylor expansions, and can be expressed in terms
of oriented fluxes and/or unoriented occupation numbers (usually called monomers and
dimers). A dual representation is then oftentimes called a world-line representation, or
a dimerization, or is a combination of both. An important feature is that the original
symmetries of the system are translated into constraints such as flux conservation or

restrictions on the allowed occupation numbers.

Typically these constraints are central in Monte Carlo simulations such as in the worm
algorithm, or generalizations thereof, see Sec. 1.4.1. Dual representations are in general
not unique: a model can have several dual representations which may have different
residual sign problems. In some cases, a dual representations can introduce a sign
problem that did not exist in the original formulation. An important example is the
lattice Schwinger model at finite mass. Its dual representation is only sign problem-free

in the massless case [77,78].

The strong coupling methods to be discussed date back to the early 1980s and were
first studied via mean-field theory in a 1/d expansion [79,80,81]. After an exact mapping
of strong coupling LQCD to a dimer system was found [82] (MDP for monomer-dimer-
polymer), it was also studied via Monte Carlo [82,83,84,85]. The mean-field theory was
further refined (in the strong coupling limit [86,87] and beyond strong coupling [88,89])
and also the Monte Carlo simulations have been improved drastically [90,91] due to the

applicability of the worm algorithm, see Sec. 1.4.1.

I will further review the basic steps that lead to the partition function of the dual
representation of lattice QCD in the strong coupling limit, which was already derived
in [82]. In contrast to the standard formulation, the order of integration is interchanged:

First, the gauge links are integrated out, thereafter the Grassmann valued fermion fields.
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p Fi Fy
U'x—)  U.lx)
o< o »-o
Plx—n) w(x)l_p(x) P (x+u)
+ 1M, + B

/d_et—PBj’ > M[y,v], Blw,p, y] tr[UP]

FI1GURE 1.4: The strong coupling limit S = 0 only contains the Dirac operator, not
the Wilson gauge action. Instead of the fermion determinant, the partition function is
expressed in terms of hadronic degrees of freedom.

1.3.2 Link integration

Here I discuss the - by now classical - dual representation of staggered strong coupling
lattice QCD first derived in [82] which also serves as a starting point for all further
developments presented in the subsequent chapters. The formulation presented here is
valid for gauge groups U(N.) or SU(N.) to see the general structure with respect to the

number of colors.

In the strong coupling limit g — oo, the lattice gauge coupling 5 = 29—]\2[‘: = 0, hence the
Wilson plaquette action is absent as illustrated in Fig. 1.4. As a result of this limit, link

integration factorizes:
7 = / I1 (dxxdxxe%mq%m 11 (dUl,(g:)eﬁv(w)(fczU»(r)xzw—)‘cszJ(m)Xz)>) (1.13)

and the gauge links U = U, (z) can be integrated out systematically to yield invariants

in the fermion fields M;; = ny(x)XiJrl;Xin

N,

. : N, —k)! _ _ k

jo(M,MT) = /GdUet [OMI+MUT] § {( N 'k') ((nu(x))2XwaXx+ﬂXx+ﬂ) }
o okl

K
+ N {(pu(x)Xsz+f/)Nc + (_pu($)2x+f/X$)Nc} s
0 UVe) etaut =0
with k= and p,(z) =n,(x) = . 1.14
{ 1 SU(N.) puz) = () { 1 else (1.14)

The invariant integration required for the first equation was derived in [92] by employ-
ing the cofactor (as U~! = U T). Gauge integrals required for the gauge corrections to

the strong coupling limit will be discussed in Sec. 3.1.
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1.3.3 Grassmann integration

It remains to integrate out the staggered fermions x; » X% within Eq. (1.14). Due to the

anti-commuting nature of the Grassmann variables, appropriate reordering is necessary:

Ne¢ .
Jo(M, M) =>" {W ((ny(:c))ZMxMHf/)k} (1.15)
par ok!
+ K {pl/(‘r)NCBme—O—f/ + (_pu(x)j(a:—i-ﬁXx)Nc} (1'16)

where the effective degrees of freedom are the meson fields M and baryon fields B:

M (z) = x(x)x(x), B(x) = ]\}C!eil...z‘NCXil(ﬂﬁ) - X (%) (1.17)

The Grassmann integration on each lattice site introduces the quark mass dependence

N¢ ~ N
/H[dXi,ﬂchw]e%quzxz(XxXac)k = mic.,(zamq)mz (1.18)

-

with m, the monomer number on that site. Since there are only N. quarks and N,

anti-quarks per site available, k +m, = N, with k£ the sum of all dimers attached to x.

1.3.4 Dual partition function

The previous steps allow for an exact rewriting of the staggered partition function in

terms of a discrete system:

— k)
F(mg, Z H N 'k:bb H 2amq Hw(&u)

{kn,0} b=(z,u) ¢ x ¢

meson hoppings My M, chiral condensate xx baryon hoppings By By

~1
w(l, ap) (HN ‘) o (0)eNeNewan

zel
ky€{0,...Nc},  ma€{0,...N}, £ €{0,+£1} (1.19)

with wy the winding number of the baryonic loop ¢ in temporal direction and N, = 3 for
QCD. The partition function is subject to the so-called Grassmann constraint resulting
from Eq. (1.18):

met Y (kﬂ(x) + ]\27°|eﬂ(x)\> _ (1.20)

a==0,...+d
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FIGURE 1.5: The resummation of baryonic world-lines with dimer chains that cancel
the negative signs completely. From [91].

which implies that the lattice is a disjoint union of baryons and mesons, baryons form
self-avoiding loops ¢, and mesons (both dimers and monomers) attached to a site add
up to N¢. The sign 0(C) € {—1,+1} of a configuration C factorizes and depends on the

geometry of the baryonic loops:
o(C)=]]e0), o) = (-1)ON-OT]y,(2). (1.21)
¢ i

The origin of the residual sign problem is four-fold: a minus is associated with each
fermionic loop (Fermi statistics), for each backward hopping UT in Eq. (1.2) with N_(¢)
the total number of backward hoppings per loop ¢, for each winding w(¢) (anti-periodic
boundary conditions), and from the product of staggered phases. Compared to lattice
QCD based on the fermion determinant, the dual representation has a much milder sign
problem: Ay ~ 1075 for most temperatures and densities, which allows sign reweighting
for sufficiently large volumes, see Chap. 2. This is because there are no fluctuations
from the gauge fields (as they are integrated out), and because baryons are rather heavy
even in the chiral limit. They are non-relativistic, spatial baryon hoppings are hence
suppressed. This makes most of the baryon loops geometries trivial, with o(¢) = 1, see
Sec. 4.1. Further resummations of meson and baryon world lines are possible to cancel

sign completely [84], see Fig. 1.5.

Lattice gauge theory with compact gauge group is always confining in the strong cou-
pling limit, even in the chiral limit: the effective degrees of freedom are hadronic. For
gauge group SU(3) with Ny = 1 flavor, the hadronic degrees of freedom are mesons and
baryons. Beyond the strong coupling limit, as discussed in Chap. 3, the dual partition
function is still in terms of color singlet link states, but those in general are not purely

fermionic and receive contributions from the gauge corrections. Hence the color singlets
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FIGURE 1.6: Typical 2-dimensional configurations. Left: the configuration is subject
to the Grassmann constraint. Right: the configuration relaxes the constraint at the
worm head H and tail T to sample to 2-point function.

will no longer correspond to hadronic states and deconfinement can be discussed in this

context.

In the strong coupling regime of lattice QCD, chiral symmetry is spontaneously broken
at low temperatures (see Chap. 2). In addition, chiral symmetry is broken explicitly by
the quark mass, which in terms of dual variables is due to the presence of monomers:
the number of monomers on even sites equals its number on odd sites. In the chiral
limit we expect O(2) critical exponents for the chiral phase transition. This is also the

case away from the strong coupling limit, as long as the lattice spacing is finite.

1.4 Monte Carlo methods for the dual representation

Many lattice models, in particular spin models, can be reformulated in a way that allow
for global updates to improve drastically on critical slowing down: local updates suffer
from a large autocorrelation time, i.e. 7 ~ L* with L the system size in lattice units
and z a rather large exponent. There are two types of global updates that have much
smaller z: the cluster algorithms [93,94] based on a low temperature expansion, and the
worm algorithms based on a high temperature expansion of the partition function. Since
the strong coupling expansion of lattice QCD in 3 corresponds to a high temperature
expansion, a worm algorithm is natural in this context. Even at § = 0, the hopping pa-
rameter expansion is well suited for a worm algorithm. The partition function Eq. (1.19)
together with the Grassmann constraint Eq. (1.20) calls for an update that modifies the

bond variables and baryon world lines of the dual representation.
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aT2

Local Metropolis, 432 at B M = 0.025
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Worm, same parameter set
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# iterations x10 au

FicURrRE 1.7: Left: Monte Carlo history of the baryon density, illustrating that the

worm algorithm explores the configuration space much faster. Right: Residual sign

problem of the worm algorithm for strong coupling QCD in the chiral limit, before any
resummation.

1.4.1 Worm algorithm

Strong coupling lattice QCD in the dual formulation has been revisited in the last decade
due to the applicability of the worm algorithm. The previously used MDP algorithm
was found to have severe convergence problems due to the insufficient ergodicity [95].
The worm algorithm could solve these issues, and samples the configuration space con-
siderably faster, see Fig. 1.7 (left). As a consequence, the first study of strong coupling
QCD with the worm algorithm [96] found sizeable corrections to the older results [84].

The basic idea of a worm algorithm is to enlarge the configuration space by relaxing
the constraint on the dual variables by inserting two sources (worm head and tail) and
sample the 2-point correlation functions. Worm algorithms are applicable whenever the
partition function could be written in terms of dual variables that can be interpreted
as world-line or flux representation. The worm algorithm has been invented in [97] and

consists of two types of updates:

Move update: the worm head xy and tail zp are moved to a new site and accepted

depending on a local weight, given by the monomer number m,,.

Shift update: the worm head x is shifted away from the worm tail 7 and increments
or decrements the dual degrees of freedom such as the bond occupation numbers

or fluxes, depending on the bond weights.

Shift updates are repeated until both head and tail are at the same position (xg = z7)
and the sources can recombine, which results in a global update. In the context of strong

coupling lattice QCD, the worm head and tail corresponds to additional monomers, and
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during the shift updates, the 2-point function Ga(xg,xr) is sampled. The larger the

volume and the lower the temperature, the longer it takes for these sources to recombine.

The first application of the worm algorithm to lattice gauge theory was for the strong
coupling limit with U(3) gauge group in [90], which was generalized to SU(3) in [96].
Whereas for U(N,) a mesonic worm that modifies the dimer networks is sufficient, for
SU(N¢) a baryonic worm algorithm is required that creates or annihilates baryonic loops.
The residual sign problem of that algorithm shown in Fig. 1.7 (right), with AF ~ 107°
is indeed mild enough to study the full g - T phase diagram, as discussed in Sec. 2.4. In
Sec. 4.1 also some resummations are applied that combine mesonic and baryonic worm

updates and are sign problem-free.

A generalization of the worm algorithm was also developed for the Abelian Gauge-
Higgs model [98], where a surface worm algorithm was constructed. No such strategy is

known for non-Abelian gauge theories.

For Monte Carlo simulations beyond the strong coupling limit, as discussed in Chap. 3,
it is not sufficient to have a worm algorithm to update all dual variables. We also need
an update scheme for the plaquette occupation number introduced in Sec. 3.2. This

requires an additional update which is based on the Metropolis-Hastings algorithm [99].

1.4.2 Remarks on the software development

All Monte Carlo simulations have been carried out with a code library I developed for
spin models and lattice field theories. These libraries are written in C++ and compiled as
shared libraries that can be imported to python. The underlying d-dimensional lattice
can be combined with a statistical model, and with any available Monte Carlo algorithm
for that model (Metropolis, heatbath, cluster, worm). For most models, visualizations
as those shown in between the appendices exit. The source code is available as a git
repository, accessible to all members of the CRC-TR 211. Students in my Emmy Noether

group used this code extensively and on computer clusters, mainly at PC? in Paderborn.






Chapter 2

The phase diagram in the strong

coupling limit

2.1 Many-flavored QCD and conformality

Chiral Symmetry breaking induces a mass scale, rendering the theory non-conformal.
The transition temperature for chiral symmetry restoration depends on the quark masses
and the number of flavors. It is well known that the transition temperature gets smaller
as the chiral limit is approached, and it also gets smaller with increasing number of
flavors. A larger number of Goldstone modes reduces the chiral transition temperature.

This is also the case at strong coupling [100].

The phase diagram of SU(N,) gauge theory with N fundamental fermions as a function
of Nt has been predicted by Miransky [101]. Based on mean-field in the 1/d expansion
it has been argued that for staggered fermions, chiral symmetry is always broken at zero
temperature even as the number of flavors grows and the chiral limit is taken [102,103].
That this is not the case but that there is a finite N¢, at which chiral symmetry becomes
restored has been discovered by us for the first time in the publication [Al] together
with Ph. de Forcrand and S. Kim. I wrote substantial parts of the paper (discussing the
interpretation intensely with Ph. de Forcrand), wrote the multi-flavor HMC code and

contributed most of the numerical data.

We found that in the strong coupling limit with staggered fermions, chiral symmetry is
restored at zero temperature if the number of flavors is above a critical value N =13
in the chiral limit (which corresponds to N¢¢ = 4NJ‘E = 52 in the continuum due to taste
partners), contrary to common wisdom. The chiral condensate for various quark masses

is shown in Fig. 2.1 and exhibits a strong first order transition with N¢ for small quark

19
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B=5.0,6"

Chiral Condensate Chiral Condensate

MCdata = | MCdata =

FIGURE 2.1: The chiral condensate on a 6* volume for various N¢ and quark masses:
left: at § = 0, right: at § = 5. Towards the chiral limit, the transition becomes
strongly first order.

masses. We have investigated whether this chirally restored phase is IR-conformal,
which requires the existence of an infrared fixed point. We found numerical evidence by
by measuring the (1) torelon mass, (2) the integrated eigenvalue density of the Dirac
spectrum, which exhibits a spectral gap in the chirally restored phase, and (3) the pion
and p masses. Indeed we find conformal behaviour above N;¢, with the system size L
the only infrared scale. Also we have not observed an additional transition as a function
of B, which leads us to the speculation that the conformal phase persists towards the
continuum limit, see Fig. 2.2. Whereas the details of N¢°(3) will depend on the fermion
discretization, the qualitative features remain: fermions generically have an ordering

effect on the gauge fields [104].

In the continuum, it is believed that there is a conformal window, which is expected to
start below Ny = 12 and ends at Ny = 16.5 flavors where asymptotic freedom is lost and
the theory is trivial. Various groups have attempted to study this conformal window
via lattice QCD [105,106,107] and the consensus is that QCD with Ny = 12 is likely to
be conformal. These studies are challenging as it is required to take the chiral limit and
to probe the infrared properties of the theory to answer whether there is an infrared
fixed point. The flavor-dependence of the chiral transition and Miransky scaling has

also been investigated via the functional renormalization group [108,109].

The search for a conformal window is motivated by physics beyond the standard model
of particle physics: it is a requirement for certain models to work, in particular techni-

color theories [110,111], which may imply that the Higgs boson is composite.

There have been attempts to explain the N¢-induced chiral restoration at 7' = 0 ana-
lytically in the strong coupling limit [112,113], with extensions to other gauge groups,

but no prediction for Ng,.
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F1GURE 2.2: Two scenarios on the connection of the IR-conformal phase at strong
coupling with the conformal window in the continuum. From [A1].

A dual representation valid for any number of flavors could help to understand chiral
restoration beyond N¢,. but is difficult to attain (see Sec. 4.2 for the two-flavor formula-

tion).

2.2 Combinatorial identities

The structure of strong coupling lattice gauge theory can be studied analytically in
low dimensions. In [A2] I derived some identities for the strong coupling limit in one
temporal dimensions, since in the high temperature limit, Z = (Z;)"* with Z; the
partition function of one spatial site and V; the spatial lattice volume. I devised a
group-theoretical approach to determine the SU(3) invariants (L™ L*™) with arbitrary
n,m > 0 via so-called 3-step Lucas polynomials that can be generalized to other gauge

groups as well:

Coom = /dLL"L*m _ Cs(la — b|/3,min(n,m)) for |n—m| mod 3 =0
0 else

Cs(ng,nar) = Y fAmefr (2.1)

AFnpg;3

with L = tr[U], L* = tr[UT] the traces of any U, UT € SU(3) along a closed contour such
as a Polyakov loop. The C, ;, invaraints are listed for small n, m in Tab. 2.1, which are
a generalization of the Catalan numbers obtained for the corresponding SU(2) invariants
The same result has been obtained in [114] via Ward identities rather than group theory.

The coefficients C™™ can be identified in the expansion of the fundamental character
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1 (mesonic) L3 L6 Lg L12

1 (aryonicy 1 1 5 42 462
(LL¥) 1 3 21 210 2574
(LL*)? 2 11 98 1122 15015
(LL*)3 6 47 498 6336 91091
(LL*)* 23 225 2709 37466 571428

TABLE 2.1: Invariants C,, ,, given in Eq. (2.1) for various n, m. Inred are the invariants
for n = m which is the sector for U(N,) gauge group. From [A2].

coefficient u () for SU(3), see Sec. 1.2.4, which can be expressed as a Schur polynomial

oo
lnzz_:oo ol ): 0,1,x+0,2,x2+1,2,x +3 Szt + x5+mx6+...
3 ioj D) (22) L+ qpa? + S5 a? +Wx4+z$5+2x%x6+...

n=—oo

2><6+

u(B) =

(2.2)

In [A2] the 1-dim. partition functions for both Staggered and Wilson fermions are
compared for any number of flavors and colors. The static limit Z = ZY ¢ (no spatial
pions and baryons) is the starting point of the hopping parameter expansion for both the
3-dim. effective theory [50] and the dual representation. An explicit result for staggered

fermions, which is an extension of [115,116], is:

N Nc—1

Z [] T 2.3
Nf“a Z:Nao Nf+a7 (Nf+a+/<:)!e ( )
£

The special case Ny = 2 is discussed in Sec. 4.2.

2.3 Anisotropic lattices

The standard definition of the temperature T' = ﬁ(m is not applicable to study the
phase diagram in the strong coupling limit, as for 8 = 0 the lattice spacing a cannot be
varied with 8 and the chiral transition turns out to be of the order a1 ~ 1.5, hence for
any V; the temperature is in the chirally broken phase. To study the phase boundary,
it is necessary to vary the temperature continuously by introducing a bare anisotropy

in the Dirac couplings:

Lr = 30 [ XAt mte) (e 5@ a)x(e +9) — e + U )x(a)

+ 27?1)2)((:1:)} , (2.4)
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FIGURE 2.3: Left: Anisotropy calibration, determining 7y, for given £ which makes the

lattice physically isotropic. Right: The resulting correction factor % and its deviation

from the mean-field result. From [A4].

which results in the y-dependent dual strong coupling partition function

— ky)! N
ZF(m Gt 7 Z H 'kb kaéuo H mic'(2m) ‘ H ’U}(K, atﬂ)7
T z- 14

{kn 0} b=(z,u

-1
w(l, agp) = yNeNol®) (H NC!) o (0)eNeNrwark, (2.5)

zel

with a;u the bare chemical potential, Ny(¢) the number temporal baryon segments in
loop ¢, and 7iv the bare mass which only for v = 1 corresponds to am,. The bare
anisotropy 7 is related to the physical anisotropy £ = a% Whereas the weak coupling
analysis of Eq. (2.4) yields () = 7, the mean-field analysis at strong coupling yields
£(7y) = 42 [100]. The precise relation in the strong coupling regime is not known a priori,
hence for an unambiguous definition of the temperature it is important to determine
the non-perturbative relationship between the bare anisotropy v and the renormalized
physical anisotropy &. The first study to measure £(7y) or equivalently v(§) I have
carried out in [A3] together with my colleagues Ph. de Forcrand and H. Vairinhos (and
a mean-field result provided by P. Romatschke), and in the publication [A4], which also
contains some further applications. I provided the program, performed all simulations

on anisotropic lattices and wrote substantial parts of the publication.

The idea to obtain the relation (&) is by identifying conserved currents that allow to
instantiate a physically isotropic lattice. It has been realized in [117] that the Grass-

mann constraint Eq. (1.20) implies locally conserved pion current:

iule) = ) (o) = Sl = ) = )~ dule — ) =0,

Qu = Z]u(x)7 (2'6)

zlp
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with €(z) the parity of site  and @, the conserved charges for direction p. Whereas
the charge vanishes on average (Q),,) = 0, its variance remains non-zero: <Qi> = 0 This
allows to define the following calibration procedure via a renormalization condition for

a physically isotropic box:

as Ny

=N e @@ ), =N @)

Nsas = Niay,
sls tut Ns a Ns

The determination of g is shown in Fig. 2.3 (left), with multi-histogram reweighting
applied to <Q8> and <Q§> to pinpoint the intersection point v9 and the slopes with high
precision. The result of this calibration for various £ and extrapolation to the thermo-
dynamic limit (see [A4]) is shown in Fig. 2.3 (right). The data has been parameterized
to yield the anisotropy correction factor, converting the mean-field assignment to the

non-perturbative result:

£(v) 1

2~ _ 2.
2 "5+1+)\74 (2.8)

The condition £ = 1 for v = 1 implies A = k/(1 — k). With this fit Ansatz we obtain
k ~ 0.7815. For large &, i.e. small a; (towards the continuous time limit), & = sy
Further analysis of x is discussed in Sec. 4.1, as it can be directly measured in the

continuous time limit.

At finite quark mass, the current is no longer conserved as it receives a contribution
—amq@/_z%w. But it turns out that this contribution cancels, as monomers on even sites
act as sources (€, = 1), and monomers on odd sites act as sinks (¢, = —1). Due to the
even/odd decomposition for staggered fermions, on each configuration, the number of
monomers on even sites equals those on odd sites. In [A5] I have shown that for any
bare quark mass m; = am(§ = 1), the anisotropy calibration still works. The additional
difficulty addressed there is that the bare quark mass enters the Lagrangian via the
term a3a;M11p and a line of constant physics is required to obtain the function &(v, ),
with m(y) fixed such that 7, = amy, for values as given in Fig. 2.4 (right). Possible
conditions are M L = const. or [m, <1/_11/J>] 1, = const. For simplicity we chose the second

conditions, as it can be expressed in terms of the number of monomers:

agmg (Y1) = ada&m (&) (Pib) = & (mg) = const. (2.9)

Fig. 2.4 (left) shows the function (£, m), where along the grey curves the physical
quark mass is kept constant. These curves were obtained by scanning for g for various
¢ and m, with a controlled interpolation, for details see [A5]. Fig. 2.4 (right) shows the
resulting parametrization of the correction factor [¢/v%](m) required to set aT and aup

unambiguously also for finite quark masses. From this figure it is also evident that the
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FIGURE 2.4: Left: Result of the anisotropy calibration, bare anisotropy -y for various

¢ and quark masses and m. The dark grey curves show the lines of constant physics

which correspond to fixed physical mass. The white curves are lines of constant .
Right: the anisotropy correction factor &/+? for various masses. From [A5].

continuous time limit £ — oo, a; — 0 is also defined for finite mg, and x(m) is well

described by the Ansatz

Ko

g = m(E = 1), (2.10)

Kk(my) =
( 1) 1+01m1—‘r—02m%7

with ko the value determined in the chiral limit, Eq. (2.8).

An extension (&, 3) to finite values of 3 is addressed in Sec. 3.2. The interpretation
of the locally conserved current as pion current becomes evident in the Hamiltonian
formulation in Sec. 4.2. Anisotropic lattices have been used to study thermodynamics,
and in particular the equation of state above the transition temperature. An analysis

in the standard formulation can be found in [118].

2.4 Thermodynamic observables and phase diagram

From the partition function Eq. (2.5) and with the defintions

Ny =2Npi + NeNpy, Npe=>_|ko(x)l, Npe= Y |bo(2)], Ny=» m(x) (2.11)
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FIGURE 2.5: Left: Energy density at zero temperature ey for various £. Right:
Temperature-dependence of the energy and comparison with the Stefan-Boltzmann
law. From [A3].

the dimensionless thermodynamic observables in terms of dual variables are:

. T Olog Z Q)
b density: Spp = al— =t = 2.12
aryon density AspB = U5y ous vz NG (w) (2.12)
. _ (Nar) 1
chiral condensate: a2 (Yx) = a? N3N,aiar = P (nar) (2.13)
a; Dlog Z d
energy density: adae = puppp — aVat 3;%1 Vs = idg (ng) — (nar) (2.14)
dlog Z & dy
3 3
pressure:  asap = — aja T ==—(ng) (2.15)
s s vV ., 3vd¢ 1
(2.16)
interaction measure: € —3p = — <ZM> = —mq (XX) (2.17)
agza
1 /4
entropy density: §= % <3€ — MBPB) (2.18)

The derivative dy/d§ in the energy-like observables can be related to the slopes <Qi>,
of the conserved charges as shown in Fig. 2.3 (left):

(@, - (@D,
W@,

1
§dy

(2.19)

which can be regarded as the strong coupling analogue of the Karsch coefficients [119].

The prefactor for the energy and pressure on isotropic lattices is

1d¢
§ dy

=2+4+4k(k—1) ~ 1315 (2.20)
v=1
In [A3] we investigated the temperature dependence of the energy density over many
orders of magnitude based on simulations for £ = 2, 3,4, 5,6 and found that over a wide

range up to T, the Stefan-Boltzmann law holds, indicating that the energy density is
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FI1GURE 2.6: The phase diagram in the strong coupling limit and chiral limit. Left: with

the mean-field definitions of the temperature and chemical potential, showing a strong

Ni-dependence of the phase boundary. Right: with the non-perturbative correction,
which results in an unambiguous phase-boundary. From [A4].

dominated by an ideal massless relativistic pion gas. The results are shown in Fig. 2.5,
with the left-hand side providing the energy density at zero temperature for various &,
and the right-hand side the temperature dependence of the subtracted energy density.

The deviations at the lowest temperatures may be due to finite size effects, see also [120].

The result of the unambigous definition of the temperature and chemical potential for
any Ny immproves on the phase diagram as shown in Fig. 2.6. Whereas the left-hand
figure uses the mean-field definitions a7’ = X,—i al’ = 7\%, ap = y2azpu, both receive

corrections according to

oT= = é[OLT'], ap = Eagp =

_ £
Nt 72 2

Sl (2.21)
which results in a largely N;-independent phase boundary. The back-bending of the
phase boundaries for small temperatures corresponding to v < 1 towards smaller values
of ap have vanished. For more applications such as the determination of the static baryon
mass, the pion decay constant, the chiral condensate obtained from chiral perturbation

theory in a finite box [121], see [A4].

Together with my colleague J. Kim I also studied the phase diagram at finite quark
mass and applied the anisotropy correction factors [A6], as shown in Fig. 2.7. To obtain
precise results we implemented multi-histogram reweighting in the dual variables. These
results were obtained for N; = 4, but due to the applied correction /42, the first
order lines do again not show any back-bending as it was the case for the mean-field

assignments of a7” and ay’ . The fact that the chiral and nuclear first order transitions
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FIGURE 2.7: Phase diagram at finite quark mass [A6]: the second order line turns

crossover, and the tricritical point becomes a critical point as soon as the quark mass

is non-zero. The determination of the non-perturbative anisotropy used here was in-
vestigated in [A3, A4].

coincide in the strong coupling limit at zero temperature is well understood due to Pauli
saturation on the lattice. That also the nuclear CEP obtained from finite size scaling
of the baryon susceptibility and the chiral CEP obtained from the chiral susceptibility
match for any quark mass is a numerical finding. Also the first order lines match for
any temperature below the CEP. The line up/T = 3 roughly indicates the range of
validity of the indirect methods discussed in Sec. 1.2.3. Already at rather small mass
amg = 0.05, corresponding to M; ~ 0.15Mp, the CEP moves outside of the region

available with the indirect methods.

It is however an open question what happens towards the continuum limit: it is possible

that the chiral and nuclear transition at zero temperature are not well separated. Our

chiral
c

nuclear
c

finding rules out the possibility that the difference p and p grows with the
quark mass. The corresponding results away from the strong coupling limit are reported

in Sec. 3.2.

2.5 Equation of state and nuclear potential at strong cou-

pling

One of the key questions in QCD is on the nature of interactions between either hadrons
(in the confined phase) or quarks and gluons (in the deconfined phase). There are several

observables which give insight into such interactions:
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FIGURE 2.8: The chiral condensate (left) and the energy density (right) at finite quark
mass (am, = 0.1). From [A5]

(1) The QCD equation of state, i.e. the energy density ¢ and pressure p, and the

interaction measure € — 3p,

(2) The nuclear equation of state and the nuclear potential.

The QCD equation of state simplifies drastically in the strong coupling limit as it does
not receive any contributions from the gauge action. In fact, the interaction measure
is simply given by the chiral condensate, see Eq. (2.17). In the chiral limit this implies
that the pressure is proportional to the energy density as discussed in Sec. 2.4. At
finite quark mass, the equation of state for all values of the temperatures and chemical
potential, characterized by the energy density and the chiral condensate, is shown in
Fig. 2.8. The equation of state has been analyzed together with my former student
D. Bollweg and is discussed in [A5]. We find that the pressure as calculated according
to Eq. (2.16) also shows a discontinuity across the first order line, as the derivative with
the volume with respect to the grand-canonical potential 2 requires fixed 7. This is in
contrast to the expectation in the continuum, where the homogeneity of (2 implies the
equivalence of the definitions for the pressure:

UT,aV,pu) =T, V,u) = —Tlog Z — p=— —— < (2.22)
Homogeneity and hence the equivalence do not hold on the lattice. We have resolved

this puzzle in the continuous time limit, see Sec. 4.1.

The nuclear potential, which has a long range Yukawa interaction mediated by the
pion, also receives additional contributions for small distances from multi-pions and
heavy mesons such as the p. It has been studied on the lattice [122] via the equal-time
Bethe-Salpeter wave function, with ongoing efforts to study nuclear physics from first

principles [123].
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FIGURE 2.9: Nuclar potential Viy y(r) at strong coupling with r = |7 a spatial distance
between two static baryons. Unpublished.

In the dual representation at strong coupling, there is a direct way to study the nuclear
potential by putting two static baryon world-lines into the ensemble at some distance
given by the lattice vector 7. I have studied Vi together with D. Bollweg to extend
on [96], but this work so far remained unpublished. We applied the Snake algorithm [124]
to build up a static baryon at distance 7 from the origin, and extracted Vyy from
AF = Iy — Fy, i.e. F5 has two static baryons. We found it proportional to the pion

cloud surrounding a static baryon, and to the p-meson correlator:

aVan(r) ~ date(r) ~ e_szr, (2.23)
atde(r) = <2k0(r) + Ne|bo(r)| — Nc> . (2.24)

4

The potential shows an attractive force, in agreement with a binding energy per nucleon,
which has already determined in [96] to be [E/A]sc ~ 0.26mp in the limit A — oo,
which is much larger than its continuum value [E/A]cont ~ 0.017mp. The nuclear
potential exponentially decays with the distance according to the p-meson mass. We
find that the profile is indeed proportional to the pion cloud de(r) and also to the p-
meson correlator, but the proportionality factor differs from a = 2 expected from a
simple overlap of the pion clouds of each individual baryon. We tried to address this
obstacle by measuring AF = AF + TS directly, given we now have full control over the
anisotropy according to Eq. (2.14), and that both definitions are equivalent for 7' = 0.
Fig. 2.9 (top) shows a preliminary result of that new strategy, where the proportionality
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turns out to be a = 3.121 rather than a = 2 as expected from the overlap argument

illustrated in Fig. 2.9 (bottom).

The nuclear transition is further discussed in Sec. 4.3.






Chapter 3

Phase Diagram in the strong

coupling regime, 5 > 0

While the strong coupling limit shares important features with full QCD and is a great
laboratory to study new methods, it is necessary to incorporate gauge corrections and
extend the validity of this effective theory into the strong coupling regime to learn more
about the QCD phase diagram. Lattice QCD in the strong coupling regime should be
considered as a 1-parameter deformation of QCD, and the larger the lattice coupling 5

can be made, the finer the corresponding lattices.

The long term questions we want to answer is whether the chiral critical point survives

on finer lattices, and what the nature of the nuclear liquid gas transition is.

3.1 Reweighting approach

The leading order gauge corrections O(3) to the strong coupling limit are obtained by
expanding the Wilson gauge action Eq. (1.2) before integrating out the gauge links. A
formal expression is obtained by changing the order of integration (first gauge links,

then Grassmann-valued fermions) within the QCD partition function:

Zqop = /dXdXDUe_SG[U]‘SF[U] = /ddeZp <e‘SG[U}>Z . Zp = /DUe—SF[U].
F

(3.1)

33
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FIGURE 3.1: Reweighting of a diagram at strong coupling to a diagram with an excited
plaquette. From [B1].

With this the O(f) partition function is

zW = / dxdxZp (—SalU)) 4, . (3.2)
| DU p (tr[Up + UL]) e=Srlv)
(~SalU)) 5, = 2]5% d ( ZPF d ) . (3.3)

The challenge in computing Z(!) is to address the SU(N,) integrals that receive contribu-
tions from the elementary plaquette Up. Link integration no longer factorizes, however

the tr[Up] can be decomposed before integration:
/ DU tr[Uple F WY = JoyJyedeadia, Jij(M, MP) = / DU M UMHMUT 7 (3 4)

Integrals of the type J;; with two open color indices - as compared to Jy defined in

Eq. (1.14) - have been derived from generating functions
7K, J] = / DU tr[UK]* tr[UTJ] (3.5)
G

for either J = 0 [92] or for G = U(N,) [125,126]. My former colleague J. Langelage
addressed the integral for G = SU(3) with staggered fermions by additionally computing
Liy = [ dUU;, Ui2j2U¢3j3Ui4j4U,il and together we reordered the staggered fields to
simplify the integral further, resulting in [B2]

3k - 1 o 1. -
Jij==Y W[Mw]‘%]k o5 + 5 Ciiai €ijajs $ia Via PisVss — 3 By Bodsthi. (3.6)
k=1 '

3
A more general expression that we obtained via group theory rather recently is discussed

in Sec. 3.3. In terms of the dual variables, neglecting rotation and reflection symmetries,

there are 19 distinct diagrams to be considered, see Fig. 3.1 for an example. The resulting
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F1GURE 3.2: The staggereed lattice QCD phase diagram in the strong coupling regime

from reweighting in the chiral limit: the chiral tricritical point is invariant under 5 and

the nuclear critical point remains within the first order surface of the chiral transition.
From [B2].

partition function, valid to O(f), is

Z(B) = Z Hw:cHwwaZHwP (3.7)
¢ P

{n,k,fyl]P} z b

qar
ﬁ)x = WgVyg, ’lf)b = wbkgb, ’lf}g = ngwBi (£)7 'lf)p = (2?\] ) s (38)
0 c

where the site weights w, +— w,, bond weights w, +— w, and baryon loop weights
wy +— Wy receive modifications compared to the strong coupling limit Eq. (1.19) for sites
and bonds adjacent to an excited plaquette gp = 1. The weights are given in [B2], and
are re-derived for any gauge group in Sec. 3.3. The configurations {n, k, ¢} must satisfy

at each site x the constraint inherited from Grassmann integration:

net Y (kﬁ($)+1\2fc

@(z)\) — Notq, (3.9)

which is the modified version of Eq. (1.20) with ¢, = 1 if located at the corner of an

excited plaquette, otherwise ¢, = 0.

Together with M. Fromm, J. Langelage, Ph. de Forcrand and O. Philipsen I have
developed the reweighting technique to address the leading order gauge corrections for

any observable O from simulations of the strong coupling ensemble:

(05, (OulUl)o
O = "853, = U)o
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FIGURE 3.3: Various scenarios on how the strong coupling phase diagram could be

extended towards the continuum, 8 — oo, valid for the chiral limit. It is expected

that the nuclear and chiral transition eventually split. It is an open question how the
location of the tricritical point found at 3 = 0 depends on 3. From [B3].

The first results of Monte Carlo simulations on the phase diagram were reported in [B1],
followed by the publication [B2], which can be considered the proof of concept for the
working program on which the research in my Emmy Noether group was based. This
paper illustrates the power of our method to obtain the phase boundary at non-zero
values of the inverse gauge coupling 8. The phase boundary for finite 8 (see Fig. 3.2)
was obtained via finite size scaling of the reweighted chiral susceptibilities. At ug = 0,

the transition temperature a7, decreases according to:

d aT.(B)| = —0.46(1). (3.10)

aTe|5_ = 1.4021(7), P
£=0

This is also the case for small chemical potential, aT.(aup) decreases with increasing
B as the lattice spacing becomes smaller. In contrast, the critical chemical potential
apy ~ 1.78(1) at zero temperature has no [-dependence. For the ratio, we found

T/up = 0.787 for 8 = 0 and T/up = 0.529 for = 1, which should be compared to

Te ~ 154MeV __
mp — 0.93GeV T

mp. A linear extrapolation beyond S = 1 renders a7, negative for 5 > 3, but we found

0.165 for full QCD [17], as up is almost equal to the baryon mass

numerical evidence that at an exponential extrapolation

) (3.11)
B=0

produces better agreement with Monte Carlo data, see Fig. 3.4, resulting in a7, — 0 as

aTe(B)
aT.(f=0)

d
/2 exp (6 %aTC

B — oo. Additional aspects are discussed in [B3], in particular the various scenarios on
how this phase diagram can be extended towards the continuum, see Fig. 3.3. However,
since reweighting cannot be fully trusted across a first order boundary, direct simulations

at non-zero 3 are necessary, which are discussed in the next section.
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FIGURE 3.4: Phase boundary in 5 — a7 plane at up = 0, comparing direct simulations
with (1) conventional HMC, (2) reweighting in § and (3) mean-field results, without [88]
and with Polyakov loop effects [127]. Left: linear extrapolation of reweighting. Right:
exponential extrapolation of reweighting. The direct simulations favor the exponential
extrapolation, which also reproduces the HMC data on isotropic lattices. From [B4].
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F1cURE 3.5: Left: Illustration of a 2-dim configuration in terms of the dual variables
at finite 3, mqy and pp, from [B4]. Right: Severity of the sign problem in the p - 3 at
low aT = 0.25, from [B5]. We can extract observables reliably for up to § ~ 1.
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3.2 Direct sampling based on plaquette occupation num-

bers

Whereas the reweighting result could not answer the question about the $-dependence
of the chiral and nuclear critical point, direct simulations at finite 5 could in principle
resolve this issue. This required to implement a plaquette update based on the plaquette

and anti-plaquette occupation numbers ny,, 7i,,, which is essentially a Metropolis-Hasting
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FIGURE 3.6: Left: Scheme for scanning the nuclear transition at fixed temperature

al = 0.25 for various quark masses and baryon chemical potential, resulting in a

location apf(amy) (blue line). Right: Monte Carlo result for the phase boundaries,

and an estimate of the nuclear critical endpoint %a/fB (amg) as a function of the quark
mass for various values of 8. From [B5].

algorithm, see Sec. 1.4.1. The mesonic and baryonic Worm algorithms need to be mixed
with plaquette updates sufficiently to have an ergodic algorithm valid for sufficiently
large 8. In practice, after the worm closes, a plaquette update is proposed on random
plaquette coordinates p. Typical configurations in terms of monomers, dimers, fermion
world-lines and plaquette excitations as shown in Fig. 3.5 (left) are based on Eq. (3.8),
but now at each plaquette coordinate there can be a non-zero plaquette excitation of
either positive orientation (tr[Up]) or negative orientation (tr[U};]). The crosscheck with
HMC and reweighting for up = 0 is shown in Fig. 3.4. In practice, such simulations are
limited by the sign problem which already becomes severe for 8 > 1, see Fig. 3.5 (right):
baryons that are point-like in the strong coupling limit become resolved as fermions split
around plaquettes with non-zero plaquette occupation number. The fermion world-lines

no longer have simple geometries.

Our results on the partition function and its numerical investigation was published
in [B4] together with my colleague J. Kim and my former PhD student G. Gagliardi.
The algorithm was implemented by me, J. Kim helped with carrying out the simulations,
and G. Gagliardi provided some analytic improvements. The phase boundaries were ob-
tained via finite size scaling with MC simulations carried out on large spatial volumes and
Ny = 4,6. We found that in the chiral limit the chiral transition at small chemical
potential moves to lower temperature, but the nuclear and chiral transition at low tem-

nuclear ~_ , chiral :
n ~ pcM®. There is no

peratures are still on top for moderate values of 3, i.e. p
evidence for a nuclear phase with the chiral symmetry still broken. Note that a similar
result of the invariance of the critical chemical potential with increasing 8 was also found

in a mean-field study [88].
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FIGURE 3.7: The phase diagram for the chiral transition from direct simulations.

Left: According to mean-field definitions of a1 an aup. Right: According to the non-

perturbative determination of a7 an aup via the anisotropy calibration procedure.
From [B6].

Together with J. Kim we also investigated the S-dependence of the nuclear transition
for a large range of quark masses, aiming for an overlap with the 3-dim effective theory
investigated in the group of O. Philipsen in Frankfurt, see Sec. 1.2.3 and Sec. 5.2. We
chose a fixed rather small temperature a7 = 1/N; with N; = 4, corresponding to an
isotropic lattice, v = 1, & = 1, to simplify the analysis. The strategy to scan for
the first order transition and the critical point au%(amy) is shown in Fig. 3.6 (left).
The numerical results obtained from the peak of the baryon susceptibility are shown in
Fig. 3.6 (right), which is an extension of Fig. 2.7 discussed in Sec. 2.4. We found that
the phase boundary only has a very weak [-dependence, and that it is first order up
to the quark mass amg ~ 0.3 — 0.4, slightly depending on . At larger quark masses
the nuclear CEP has dropped below a1 = 0.25, rendering the nuclear transition to a

crossover.

In Fig. 3.7 the results on the chiral phase transition for various values of 5 are shown
before (left) and after (right) applying the anisotropy correction factor &/4%. The un-
physical back-bending towards smaller chemical potential with decreasing temperature
has therefore vanished also at finite §. This illustrates the importance of the anisotropy
calibration, as discussed in Sec. 2.3. The same strategy has been successfully applied
by my colleague J. Kim and me also at finite values of 8 [B6], i.e. we have determined
& = &(v,B). Although there are actually two distinct bare anisotropies, v = v from
the fermion action, and vg = \/m from the gauge action, in the strong coupling
regime, as/a; ’y?;, which implies v¢ = yr. This is no longer the case at weak cou-

pling [128,119].
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3.3 Tensor network representation

The first steps towards a dual representation based on the strong coupling expansion,
valid for all orders in 8 have been discussed in [B7]: Together with G. Gagliardi I have
generalized the link integration from U(N,) to SU(N.), for any ¢ with a = g¢N, + p the
number of color indices ¢ = (i1,...44), J = (j1,-..Ja) and b = p the number of color
indices k = (k1,...kp), L= (l1,...lp):

ab i Ja pril tl
Iij,kl B /SU(N)DU U Uit U Uy

®q glx a.p —1)®d,j(a} § 18}
ocz Z it }51{B}WgN (moo™)es Py 5t (3.12)
( 76)71— O—GSP

Here, €®9 is a shortcut for the g—fold product of Levi-Civita epsilon tensors and 5il’“, ) kjg
are the generalized Kronecker deltas where the indices are reordered according to the
permutations 7,0 € S,, and Wg?\}f is our generalization of the Weingarten functions,
with VVgJE’VC = Wg?\}f the usual Weingarten functions [129], see the Appendix in [B8].
Essentially, these relate the irreducible representations of SU(N.) with those of the
symmetric group Sp, as both can be expressed by the integer partitions A. This result
goes beyond previously published expressions for ¢ = 0 [130,131] (which corresponds to
U(N.)) and ¢ = 1 [132], and was also derived later by Borisenko et al. [133]. Based on
Eq. (3.12), we have evaluated the partition function for pure Yang-Mills theory on the
lattice, see [B7] for details:

np+np
Zym = Y W%an'np HH / Up|™ tr[U]]™, (3.13)

{anﬁ’P} Su NC
W({np,7p})
W({np,np}) = Z W ({np, ip, Ac}) (3.14)
{\e Fdo}

len(/\g) < NC

with W({n,,n,}, {A\¢}) the weight of a plaquette configuration with the links ¢ = (z, )

in the irreducible representation Ay - dy, which is a partition of the dimer number

dg=min [ > e + Ra—ppvs D Mg + Mooy | » (3.15)
vEp v#N

see Fig. 3.8 (left), and the number of parts of the partition A is limited by N, as explained
in Sec. 2.2. These weights are all positive, in contrast to the Weingarten basis, where half

of the weights are negative. The partition function Eq. (3.14) incorporates A, as auxiliary
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FIGURE 3.8: Left: Plaquette occupation numbers n, n participating in link weights.
Right: Graphical picture of the local tensors that are defined via the dual variables
attached to a site, decoupling from nearst neighbors. From [B4,B§]

degrees of freedom, and can be simulated via Monte Carlo in the strong coupling regime,
which requires a non-local evaluation of W ({np, 7y}, {A\¢}). In the Abelian case U(1),
this simplifies to the random surface ensemble that can be simulated also in the weak

coupling regime [134].

Encouraged by the improvements concerning the sign problem we applied this group-
theoretic strategy to obtain an all-order strong coupling expansion including staggered
fermions, published in [B8]. This work is a breakthrough towards a dualization of full
QCD. The first step was to simplify Eq. (3.12) further by decoupling the weights to
make them local. We managed to do so by introducing new dual variables, which
we called decoupling operator indices p, that are multi-indices describing the group-

theoretic structure of Eq. (3.12):

Nc—1
r 7! ,
If;-vﬁp’p =11 G+l (PP){ (PP, (3.16)
r=1 o
1L fa
POV S W RY S orm

=P V/Dan+g

The orthongonal matrices M* are chosen such that x*(roo™1) = Tr (M*(m)M* (o7 1)),
with x*(m oo ~!) the characters of the symmetric group S, [135] which occurs in Wg?\}f.
The operators P? decouple the colour indices 2, I and k, 7 in the integral, and its

computation has been automatized. The decoupling operator index p can be cast into
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FI1GURE 3.9: Left: Scheme for the evaluation of the tensor network. Right: Example
of a tensor contraction for two adjacent plaquettes, with bond dimension 2. From [BS].

an integer. We have collected all P? connected to a site z into a local tensor:

117

tu

Ty " (D) = Trp, , Dy = {May d 0y My ey} » (3.18)

with D, the set of participating dual variables, illustrated in Fig. 3.8 (right). The
resulting dual representation, taking into account p as an additional dual variable, has

the form of tensor network:

/B"p"‘”p etadu,0fz.p

A 2 arPd
2(B, g, Thg) = Z Z Hnlnl H kz kHW,.H mq T p(Dw)

{npvﬁp} {pi,u

w+u}P
{kéyflamx}

L=p

(3.19)

This partition function is valid to any order in 5, and we could compute the tensorial
weights up to O(5°), which already has 360525 distinct tensors. Its evaluation requires
tensor network contractions on those sub-lattices where the plaquette occupation num-
bers are non-zero, as shown in Fig. 3.9. The partition function in the strong coupling
limit Eq. (1.19) and the partition function at O(5) Eq. (3.8) can be re-derived from
Eq. (3.19). We have analyzed the result of tensor network contractions for various
gauge groups on 2 x 2 and 4 x 4 lattices via exact enumeration. Results for SU(3), eval-
uating the chiral condensate, the chiral susceptibility and the average sign, are shown in
Fig. 3.10, comparing the various truncations of Eq. (3.19) at O(5™) with HMC simula-
tions. For 8 < 1 there are only small deviations, but for 5 > 1 higher orders are indeed
necessary. The sign problem only mildly depends on (3, but the situation will certainly

be different in 341 dimensions, where exact enumeration is not feasible.
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FI1GURE 3.10: Comparison between exact enumeration and HMC on a 2 x 2 lattice for

SU(3), (left) for the average plaquette and (center) for the chiral susceptibility. Sign

problem on a 2 x 2 lattice as a function of g8 for various quark masses. Right: average

sign (o), including the geometric sign of fermion lines and the sign from the tensorial
weights: it only depends weakly on 8 up to 8 = 1. From [BS].

We have discussed two methods to perform Monte Carlo simulations of this new dual

representation:

(1) the tensor contractions are re-computed on the fly for connected plaquette surfaces,

whenever these are modified,

(2) the tensors are mapped to vertex weights, which are updated with a worm algo-

rithm, generalizing the worm at strong coupling.

Whereas method (1) is feasible for small 3, the computational costs for large 5 to
evaluate plaquette surfaces grow dramatically as they eventually fill the whole lattice.
The method (2) extends on existing vertex models for which worm algorithms exist,
such as the Schwinger model [136, 137, 138], but the increasing number of vertices for

higher orders in § slows down the evolution of the worm.

Further ideas and new developments to evaluate Eq. (3.19) are outlined in Sec. 5.2.






Chapter 4

Hamiltonian formulation of

strong coupling lattice QCD

The Hamiltonian formulation of lattice QCD was already considered in [139] and has
been used for some analytical computations [140, 141]. In this chapter I present a
Hamiltonian formulation for strong coupling lattice QCD with staggered fermions, which

can also be studied numerically via Quantum Monte Carlo (QMC).

This formulation is based on the Euclidean continuous time limit, which will have
several advantages: (1) the ambiguities arising from the functional dependence of ob-
servables on the anisotropy £(7) as discussed in Sec. 2.4 will be circumvented, (2) there
is no need to perform the continuum extrapolation N; — oo (see Sec. 4.1), which will (3)
allow to measure the phase boundaries unambiguously (see Sec. 4.3), and (4) for all tem-
peratures of interest, the Quantum Monte Carlo algorithm is considerably faster than
its discrete version. Moreover, temporal correlation functions as discussed in Sec. 4.4

can be measured with high resolution.

4.1 The Euclidean continuous time limit

The first step towards a Hamiltonian formulation is to consider the continuous time
limit. This idea goes back to [142], where the continuous time limit was derived via the
Trotter-Suzuki decomposition [143] for the Heisenberg quantum anti-ferromagnet. Since

then, continuous time methods have been widely used in condensed matter [144,145].

That the continuous time limit is also well defined in strong coupling lattice QCD
was already discussed in Sec. 2.3. The continuous time limit is a joint limit Ny — oo,

and a; — 0 such that the physical temporal extent 8 = # is fixed. This implies that
45
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4.1.

The Euclidean continuous time limat
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FIGURE 4.1: Left: The sign problem vanishes in the continuous time limit N; — oo.
Right: all observables have a well-defined continuous time limit. From [C2].

both the bare anisotropy 7 and the renormalized anisotropy £ = as/a; diverge. How-
ever, as was pointed out in Eq. (2.8), the ratio £ /72 remains finite: the non-perturbative
functional dependence &(7y) has been determined by matching conserved current fluctua-
tions in spatial and temporal direction. Extrapolating to the continuous time limit gives
£/v° = k.

Prior to the determination of k, I have considered the continuous time limit for the
first time in [C1], assuming x = 1. Together with Ph. de Forcrand I developed the
formalism, I implemented a worm algorithm operating directly in continuous time and
performed the simulations in the up - T plane to identify the chiral phase boundary,
comparing results for both finite and infinite N;. The important finding was that baryons
become static in the continuous time limit: they are non-relativistic and the baryon mass
is rather large even in the chiral limit, which leads to a suppression of spatial baryon
hoppings with 1/ and eventually become absent in the limit v — co. As a consequence,
the sign problem completely vanishes in the continuous time limit, as shown in Fig. 4.1
(left). Also multiple spatial dimers on the same bond, corresponding to multiple meson
exchange, become expressed: they are resolved into single spatial dimers as a; — 0.
The results subject to various constraints are shown in Fig. 4.1 (right), and they all
approach the same continuous time limit for all observables (here shown for energy and
chiral susceptibility). This holds for all temperatures and chemical potential. Moreover,

we found non-monotonic behaviour in several observables and also in the extrapolation
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of T.. An extrapolation based on only N; < 16 would give sizeable deviations, at least

Ny = 64 is required to get T, correct in three decimal places.

The partition function in the continuous time limit is derived in detail in [C2], and the
final result for gauge group SU(3) expressed via an all-order high temperature expansion

in 1/7 (with 7 the bare temperature) is

Zor(Tug)= Y. 3 sl Y1 ey TED DAY

{AJ A} {"JHAB ne2N QGFQ‘]’M

T
Nt = Z / drnt (%, 1), (4.2)

TFeAM

where Iy, = {n(Z,7),n7(Z,7)} is the set of all valid configurations on the mesonic
sub-lattice Ay with n = Np, spatial dimers and N+ < 2n is the total number of non-
trivial vertices (so-called T-vertices with vy = %) The decomposition into a disjoint
spatial mesonic and baryonic sub-volume A = N2 x N; = Aj; UAp is a consequence of
the Grassmann constraint Eq. (1.20). The prefactor 1/n! is due to time-ordering. In
Sec. 4.2 this result will be reformulated as a Hamiltonian, where we obtain a meaningful

expression for I',.

The continuous time worm algorithm discussed in [C1] acts in Euclidean time as a

Poisson process with a space-dependent decay constant Az:

_ —AzA L _
P(A) =e M2 Ae[0,1], Az= T du(@) =24 Z>B (4.3)
7y

Here, dj;(%) is the number of non-baryonic neighbors to which a spatial dimer can be
emitted, due to the Grassmann constraint Eq. (1.20). The baryonic loops ¢ simplify
to be purely temporal, denoted by B(Z), with winding number w = 1 for baryons
and w = —1 for anti-baryons. The mesonic continuous time worm is based on the
directed path algorithm introduced for discrete lattices and gauge group U(3) in [90]. In
contrast to discrete time simulations considered in the previous chapters, the baryonic
worm simplifies: since only static baryons survive in the limit, it is sufficient to have a

heatbath for baryons on those sites that have no spatial dimers attached.

The unambiguous identification of the chiral and nuclear phase boundary in the contin-
uous time limit requires to define the temperature and chemical potential non-
perturbatively as discussed for discrete time, see Eq. (2.21). In particular the bare tem-
perature 7 used in the partition function Eq. (4.2) needs to be renormalized to yield

al’, whereas the chemical potential enters the continuous time partition function via the
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FIGURE 4.2: Result of the anisotropy correction factor £/42 and its extrapolation to
¢ — oo for different fit Ansétze, see [C2], which have an impact on k. The best fit
reflects the non-monotonicity as found in the data.

ratio up/T. T have improved the fit of the anisotropy calibration to yield x = 0.8017(2),
based on a 3-parameter Ansatz (including also £ < 1 into the fit) that reflects the sym-
metry of small anisotropy & — 0 and large anisotropy & — oo, as shown in Fig. 4.2. The
anisotropy calibration can also be implemented directly in the continuous time limit:
this yields x = 0.7971(3), which is much closer to the result of the improved fit Ansatz
compared to the Ansatz Eq. (2.8)

4.2 The Quantum Hamiltonian

In order to rewrite the partition function Eq. (4.2) in terms of a Hamiltonian
H = Ho + Hi, we make use of a diagrammatic expansion in H;. After summing over
all configurations T, of a given order n € 2NN in the expansion parameter 1/7, one
integrates over all possible times at which spatial dimers occur. To this aim we replace

the temporal dimers ko(z) by meson occupation number m(z):

ko(z) — m(z) = e(z) <k0(x) - ]\2IC> + % m(z) € {0,1,...N.} (4.4)

with e(x) = £1 the parity of a site introduced in Eq. (1.3). As a consequence, explained
in detail in [C2], the alternating dimer chains will be replaced by meson occupation
numbers m(z) which are constant on the interval between attached spatial dimers. The

spatial dimers change the meson state by one unit: m(z) — m/(z) = m(z) £ 1. In
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FI1GURE 4.3: Typical configurations at discrete time and continuous time, with spatial
dimers represented meson raising and lowering operators that can occur at any location
in time. From [C2].

fact there is a conservation law: if a quantum number m(x) is raised/lowered by a
spatial dimer, then at the site connected by the spatial dimer the quantum number is
lowered /raised, see Fig. 4.3. This is a direct consequence of its definition in Eq. (4.4):
the parity of the two sites connected by a spatial dimer is opposite. We therefore can

replace the vertices by meson raising and lowering operators J +, J

ZCT(T, /LB,V) = Trh®v [e(’z':l+/\7u5)/7'} 5 7:[ = ]1—1—7‘11', 7:lz = % Z (j;j; + jggj;) )

(Z,9)
0 0 0 0 O
T 1 0 00
2 N 0 o+ 0 O A
= |m,b) = , Jt = : J-=JhHT,
) = fmt) = | A (7*)
Bt 0
B-
0 0 0 O
0 0 0O
. 0 00O
N=N"a, &= 000 (4.5)
1 0
0 -1

This result is valid for N, = 3 (but has been formulated for arbitrary N.) and Ny = 1.

Here, N is the baryon number operator and |h) is the local Hilbert space at each spatial
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lattice site £ € V. The block-diagonal structure expresses the fact that the Hilbert
space of hadrons is a direct sum of mesonic states and baryonic states, |h) = |m) & |b),
which results in the vanishing commutator [H,N] = 0. The meson states |m) count
pseudoscalars, and we denote them as pions 7 (despite the fact they are flavorless for
N¢ =1 and they cannot be distinguished from the n or ' mesons). The pion current is
conserved, but only in the chiral limit, see Sec. 2.3. Since Pauli saturation holds on the
level of the quarks and pions have a fermionic substructure, we cannot have more than
N. pions per spatial site. If we omitted the additive constant N./2 from Eq. (4.4), a
particle-hole symmetry becomes evident. For arbitrary N. we can identify the following
algebra (see [C2]):

- VNe (sl s s VNe (e s
Jl—T(J +J), Jy =V (J*=J7), (4.6)
R PN N.. ~, = A N.(N, + 2

Jy = i1, o] = SELTH, T j2 = Nel £+ )1 (4.7)

The “spin”-representation is d = N, + l-dimensional, with S = N./2. For N, = 1,
Ji = %(0’1 + ioy) is expressed in terms of the Pauli matrices, and the continuous
time partition function becomes that of the quantum XY model. By shifting the pion
occupation numbers by its average value m +— s =m — % we can identify the quantum

state corresponding to this algebra:
N, N, ~ | N, N¢ (N.+2) | N, FUNIR

2
This remarkable result is due to the fact that pion occupation numbers on the lattice

A

J3

are not just bounded from below but also from above. The pion dynamics encoded in
the Hamiltonian is that of a relativistic pion gas as reviewed in Sec. 2.4. The fact that
baryon becomes static is due to its non-relativistic nature. Its restmass is large but
finite, and it has been determined in continuous time in [C2] to be am$T = 3.628(22)
which is consistent with the extrapolated value amj’;trap = 3.649(20) (£ — o0). We will

use this mass to set the temperature and baryon chemical potential in Sec. 4.3.

4.3 Grand-canonical and canonical phase diagram

In this section I will review the results on the phase diagram obtained from Quantum
Monte Carlo in the continuous time limit, described in detail in [C2]. This systematically
improves on the results discussed in Sec. 2.4. Here, we have studied both the chiral
and nuclear transition. To obtain the nuclear transition and both the grand-canonical
phase diagram in the pup - T plane and the canonical phase diagram in the ng - T

plane with a®np the baryon density (the continuous time counterpart of Eq. (2.12)), we
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FIGURE 4.4: Left: The probability density, obtained from reweighting the density
of states to aulk (N,) such that the two maxima are of the same height, for various

volumes and at a fixed temperature 7 = 0.5. The first maximum denotes the baryon

density agng) where the mixed phase in the canonical phase diagram begins, the second

maximum denotes the baryon density a ngg) where the mixed phase ends. Right: Com-

parison of the Wang Landau method with QMC data for the baryon density a® (ng)
and the baryon susceptibility aSA,((n%) — (ng)?), as a function of yz for various tem-
peratures 7 and on a 63 x CT lattice. The data are in perfect agreement. From [C2].

have introduced a resummation of baryon world-lines with mesonic world-lines, called
polymers (the continuous time analogue of the Karsch-Miitter resummation [84]). This is
advantageous as (1) it allows to both simulate at real and imaginary chemical potential,
(2) we are able to adapt the Wang-Landau method [55] to obtain also the canonical
phase diagram from the density of states at high precision. The Q-polymers are related

to the baryon density:

N¢
1Q)z=[BN)z+[B )z+ Y |Im)z, QC) = qz(C), (4.9)
m=0 T

where for a given configuration C, the single site weights and total distribution of baryon

number in terms of the polymer number |B| < @ < V are related via:
2= |bz| +mz e {0,1},  wolup/T) = Ne+ 1+ 2cosh (“?B) . (4.10)

Q BNB/TN _‘_1)Q7P
0,05 = 3 (s 18 )b .
@B = 2 (2sn 23 0 p) ™ uglun 10 -

For some observables we need higher moments of the baryon number. We have measured
the histograms for Q-polymers, H. 87— s (@), and get the histogram in the baryon number
H 577-7 . (B) from the above distributions and higher moments or cumulants given by

some function f(B):

H{7,,(B ZDH QB HS,, Q). (F(B)) = HEy,,(B)f(B). (412)
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FI1GURE 4.5: Left: The chiral susceptibility in the up - T plane in units of the baryon
mass mp. The chiral susceptibility in the pup - T plane in units of the baryon mass
mp. Right: The baryon density in the up - T plane in units of the baryon mass mpg.

As for large spatial volumes V', the distributions in Eq. (4.11) involve large numbers. In

practice we use its logarithmic version.

One method to determine the canonical partition sum Z¢ (7, B) is to obtain the Z¢¢
for imaginary chemical potential and reweighting for the resulting Fourier coefficient
[146]. In the dual representation it can be determined directly by the Wang-Landau
method, which measures numerically the histogram ¢(7,Q) up to the target precision

and

\4 Q
Zao(T,us) = Y Zo(T,B)ePs/T, Zo(T,B) = >
P=IB

B=-V

P —Q )
_ T,
(P—;B,PQB7Q_P 9(T,Q)

(4.13)

This histogram method improves drastically over the usual measurement of higher mo-
ments. We performed simulations at a set of fixed temperatures and reweight the ob-
tained density of states to the critical a,u};t, which is characterized by equal probability
of the low and high density phase, see Fig. (4.4) (left).

The QMC simulations allow to determine the chiral and nuclear transition, which also
coincide (as discussed for finite NV; in Sec. 2.4) in the continuous time limit. In Fig. 4.5
the chiral susceptibility and baryon density are shown in the pup - T plane, where we
have used the previously measured baryon mass to rescale into dimensionless ratios.
All results are obtained for the chiral limit (see Sec. 5.2 for the prospects on QMC for
finite quark mass), where the chiral condensate is strictly zero in a finite volume (the
e-regime). We also determined the chiral condensate via chiral perturbation theory in a
finite box [121], see [A4], [C2]. The second order phase boundary of the chiral transition

is determined via finite size scaling of the chiral susceptibility lim; o x(L,T.) o< LY/¥



Chapter 4. Hamiltonian formulation of strong coupling lattice QCD 53

(with x o {(¢0)?) in the chiral limit) with critical exponents of the 3-dim. O(2) uni-

versality class [147], up to the chiral tricritical point.

With mp =~ 938GeV and the pseudo-critical crossover temperature T, ~ 154MeV [17]
we find that the ratio at strong coupling and in the chiral limit is more than twice as

large:

T, T
¢ — 0.379(1), pe
MBlcT-sc ™MB |cont.

= 0.164(9). (4.14)

The comparison improves for § > 0, as the pseudo-critical transition temperature drops
while the baryon mass is quite insensitive [B2]. The determination of T.(up) at finite
chemical potential is straight forward up to the tricritical point (augcp, aTTCP), beyond
which both the chiral susceptibility x and the baryon density np develops a gap, see
Fig. 4.5 (left).

The nuclear liquid gas transition and its critical end-point agrees with the chiral first
order transition and its tricritical point in the strong coupling limit (but see Sec. 3.1 for
£ > 0). This phase boundary is measured from the baryon density and its susceptibility,
both by QMC simulations at finite chemical potential, Fig. 4.5 (right), and by the Wang-
Landau method, see Fig. 4.4 (right) for the comparison. Monte Carlo simulations at low

temperatures across the strong first order transition are challenging: for pug < ,u}BSt, the

phase is described as an ideal pion gas, for up > ,u}gst the phase is that of a baryon crystal

(liquid), associated with a large change in entropy. At zero temperature, the baryon

density jumps at au 5! from (np = 0) to (np = 1) (as it is a quark saturated phase). This

challenge is overcome by the Wang-Landau method: a zero temperature extrapolation

yields a,u}BSt = 1.86(2). The binding energy between baryons in the continuous time limit

is even stronger as for discrete simulations (y =1 [96]):

mp

1st
[mB —ug
mp

_ ., 1st
] ~ 0.489(6), [mB’“‘B
CT

] ~ 0.381(3). (4.15)
y=1

The phase boundaries of both the grand-canonical and canonical phase diagram are
shown in Fig. 4.6. In the grand-canonical phase diagram, one can clearly see that the
chiral first order phase boundary and the nuclear transition are on top. In the canonical

phase diagram, a mixed phase of nucleons and nuclei exists, with its low and high density

boundaries ng)(aT), ng) (aT). The low density boundary a3ng) tends to zero, whereas

the high density boundary a3ng) tends to one. A meaningful density of nuclear matter

cannot be assigned at strong coupling.

The nuclear end point is characterized by the vanishing of the mixed phase, resulting

in ng) = ng), at which the density of states becomes flat as the double peak structure
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FIGURE 4.6: Left: The grand-canonical phase diagram, with the chiral transition

obtained from Quantum Monte Carlo and the nuclear transition obtained from the

Wang-Landau method. Right: The canonical phase diagram, with the phase boundary
of the mixed phase obtained from the Wang-Landau method.
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FIGURE 4.7: Left: Measurement of the cumulant kg to k12 as a function of the temper-

ature in the vicinity of T, for volume 103 or greater. Right: The radius of convergence

as estimated from the Taylor coefficients for the baryon susceptibility, compared to the
actual phase boundary obtained from QMC. From [C2].

vanishes. The chiral tricritical point coincides with the nuclear critical endpoint (which

can be made plausible via a percolation analysis, see [C2]), and is located at
aTTP =0.78(2), apEt = 1.53(5), a3nECF = 0.43(2). (4.16)

This deviates substantially from the mean field value: 71\'/[1“19?’ = 0.866, ugﬁ%}) = 1.731
[86]. Our results also eliminate systematic uncertainties in previous findings for fixed
Ny [96]. In the chiral limit, the chiral critical point may in principle be within reach with
indirect methods, see Sec. 1.2.3, as /A%CP/TTCP = 1.96(7), but as discussed in Sec. 2.4,

with increasing m, this ratio increases rapidly.

The dual representation of SC-LQCD is a great laboratory to benchmark other methods
to circumvent the sign problem, such as the Taylor expansion method [32], which might

allow to estimate the location of a possible chiral critical endpoint based on estimate for
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FIGURE 4.8: Left: Extension of the grand-canonical phase diagram to imaginary chem-

ical potential, with the chiral transition temperature maximal at the Roberwe-Weiss

point ipp = 7T From [C1] Right: Isospin density at finite baryon and isospin chemical

potential at zero temperature, showing strong phase boundaries form pion condensa-
tion. From [C2]

the radius of convergence of the Taylor series of the pressure or the baryon susceptibility.
Whereas the current state of the art is limited to O((up/T)%) with improved action [148]
and O((up/T)?) for unimproved action [149], in the dual representation via QMC, using
the histogram methods Eq. (4.12), we were able to determine higher orders of Taylor
coefficients, both for the pressure and the baryon susceptibility up to O((ug/T)*?).
These are obtained from the cumulants kg, in terms of the total baryonic winding

numbers Qp = > - w(Z):

T

B B s LB\ 2" B ° LB\ 2n—2
(T, pu0) = 9Tt = 0) + 3o (557", xs —;nm—l)czn(T) ,
T 1 0logZ T kon(Q
Con = — 0"log 2 _ Fon§2) (4.17)

V (2n)! O(up/T)?»  (2n)! V

The cumulants are shown in Fig. 4.7 (left) which oscillate around T, developing

kon (2B)
1%

n inflection points from which a7, can be estimated, extrapolating into the thermody-

namic limit. From the Taylor coefficients we obtain an estimate for the phase boundary

from the radius of convergence [150], shown in Fig. 4.7 (right):

r® = lim ry
n—oo

=+v(n+2)(n+1), =+/(n—1)n. (4.18)

ﬁn+2

We find that the actual phase boundary measured via QMC is approximated well already

from rX? with n = 10.

The finite density phase diagram can be extended in two ways:

(1) Based on the Q-polymer resummation Eq. (4.9) we can simulate also at imaginary
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Right: Pion correlator at continuous time for various temperatures, for N = 100 bins.
This is sufficient to extract the pole masses M, (T') to high precision. From [C2].

chemical potential, which is interesting in its own right due to the Roberge-Weiss
periodicity [151] and the Roberge-Weiss transition [152]. The result for the strong

coupling, chiral and continuous time limit is shown in Fig. 4.8 (left).

(2) Based on the Ny = 2 Hamiltonian formulation we can extend the phase diagram into
finite isospin chemical potential. First steps of the formulation were considered
in [C3] for gauge theory U(2) and in [C2] for gauge group SU(3). Here, the cor-
responding Hamiltonian has a 92-dimensional Hilbert space per site, preliminary

results exist so far for 1-dim QCD, see Fig. 4.8 (right).

4.4 Meson pole masses

The 2-point correlation function is sampled during worm evolution, see Sec. 1.4.1. To-
gether with my former PhD student M. Klegrewe we have studied temporal correlation
functions, from which we can extract the ground state energy corresponding to the me-
son pole mass [C4,C2] We were able to determine its dependence on temperature and
baryon chemical potential. M. Klegrewe helped to implement the measurements of the
correlators into the Quantum Monte Carlo code and performed most of the simulations

and data analyis.

The definition of the temporal correlators at zero momentum p = 0 for staggered

fermions y, x, based on the local single-time-slice operators [153] is:

Cs(r) =>_ Cs(,7), Cs(%,7) = (Xg.0X5.0X&7 Xz ) I5.1- (4.19)
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FIGURE 4.10: Meson pole masses aM left: for various quantum numbers J7C as a

function of the temperature, right: for various chemical potentials uz, as a function of
the temperature. The vertical dashed lines indicate the transition temperatures, wich
has an imprint on the meson masses. From [C2].

where the spin S of the meson is given by the kernel operators I' in terms of phase
factors g%T € {£1}. We only consider operators diagonal in spin-taste space: rer’
with T7 = '™ and do not consider any flavor structure as Ny = 1 (but see the Appendix
in [C2] for Nt = 2). In every mesonic correlator specified by I'®, there is a non-oscillating
part and oscillating part with additional phase factor (—1)7, which is due to the even-
odd decomposition for staggered fermions. This parity partner has opposite spin, parity
and taste content. Thus the non-oscillating and oscillating part correspond to different
physical states. Of particular interest is the pion mpg which is the Goldstone boson
for the residual chiral symmetry, Eq. (1.3). Throughout the worm evolution, monomer
two-point correlation functions are accumulated whenever head and tail are at opposite

parities. This book-keeping also works in the continuous time limit (see [C4] for details):

Cs(Zy — &, 71 — 1) = Cs(,7) = NCH(CSZ(’T)) (4.20)
O(Cs(f, T)) - H(Cs(f, T)) + f(T)gng 5-77T7-731 655H7-7327 (4'21)

)

with Z the number of worm updates and H the histogram for the 2-point function
incremented during worm updates. Summing over the correlators yields immediately

the corresponding susceptibilities:

6. CT T YT =
X5 = 373 Z/o dr Cs(%, 7). (4.22)

sz
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The non-oscillating and oscillating parts of the correlators are related to the correspond-

ing meson masses:
Cno(1) = Ano cosh(aiMno(T — Ny /2)), Co(1) = Ap cosh(a;Mo(T — Ny /2). (4.23)
It is advantageous to consider the linear combinations
Coaa(T) = Cno + Co, Chyen(T) = Cno — Co, (4.24)

as it can be measured in the continuous time limit, where we can distinguish even and
odd 7 via emission and absorption events, see Fig. 4.3. In Fig. 4.9 the discrete time
correlators (left) and the continuous time correlators for various temperature (right) are

shown for the pion with g% = (—1)*t¥*=.

Even in the continuous time limit, it is necessary to discretize the temporal correlators
due to memory limitations and finite statistics. The histograms depend on the bin size
AT = ﬁ, with N the number of bins. In principle one could measure the continuous
time correlators without introducing a binning [154], but in practice this seems not

necessary as our measurements for N = 100, 200, 400 lead to almost identical results.

The groundstate masses are meson pole masses: Fo(p = 0) = M, extracted via the
dimensionless quantity M /T by multi-state fits (see [C2] for details) and converted via
aM = KT M/T with k as determined in Sec. 4.1. The errors for pole masses extracted
from CT-correlators are much smaller than those from corresponding DT-correlators,

and uncertainties about 3% in the extrapolation are circumvented.

As a function of the temperature, Fig. 4.10 (left), the pion becomes massless below T,
in the thermodynamic limit and heavy at the chiral transition. The pion and all other
mesons do not acquire a thermal mass, rather, they all tend to the same high temperature
value aM = 0.411(1). We suspect that this is an artifact of the strong coupling limit:
even at high temperatures, in the chirally restored phase, the quarks are still confined
into mesons. Hence, they do not experience the anti-periodic boundary conditions [155]
and will not receive contributions from the lowest Matsubara frequencies #wI" above
T.. The extension to finite chemical potential up is straight forward, the temperature

P is shown in

dependence of the pole masses for various chemical potentials below ™€
Fig. 4.10 (right): as T, drops with increasing chemical potential, the pole masses have

a correspondingly modified temperature dependence.



Chapter 5

Summary and Outlook

5.1 Summary

In the previous chapters and within the publications attached, I have illustrated that the
strong coupling regime of lattice QCD is a promising approach to study finite density
lattice QCD in a regime where the finite density sign problem is under control. This was
achieved by a dual formulation that was extended to finite inverse gauge coupling g via
the strong coupling expansion for staggered fermions in Chap. 3, and to the Euclidean
continuous time limit that could be studied via Quantum Monte Carlo in Chap. 4. Many
techniques to circumvent the sign problem could be combined with the dual formulation

which makes it a powerful tool that can benchmark results obtained from other methods.

In the publications, new methods were proposed and various results obtained: the
grand-canonical and canonical phase diagram, bulk thermodynamics, and the evaluation
of the baryon mass and nuclear interactions. These results cannot yet be compared to
full lattice QCD, but the diagrammatic nature gives additional insights that standard
HMC cannot give. For unambiguous results on anisotropic lattices that are needed
for thermodynamics in the strong coupling regime, a lot of effort was put into the

renormalization of the temperature and baryon chemical potential.

It was expected from the start that the sign problem is the greatest challenge within
dual formulations beyond the strong coupling limit. Every method that has been pro-
posed by using some sort of dual variables to solve sign problems only does so for very
specific models, such as bosonic matter fields, Abelian gauge groups [98], or low di-
mensions. There is no generic solution to the sign problem, and every method has its
caveats. For QCD at finite baryon density, there is no feasible method yet that works

for any quark mass and any value of .

99
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In our approach, it was expected that as soon as the plaquette surfaces (world-sheets)
would grow sufficiently to allow for non-trivial geometries, the sign problem is reintro-
duced. At what value of 3 this would occur could not be known a priori, but required
Monte Carlo simulations including the higher order gauge corrections. It turned out
that in the plaquette occupation number basis we were using, the sign problem already
became severe for § > 1. Hence the splitting of the nuclear and chiral first order lines,

if it occurs at all, has not yet been observed.

Despite these numerical limitations, we were able to write down the partition function
of the dual representation to arbitrary orders in 8 by computing the intricate group-
theoretical weights. Invariant integration over SU(N), i.e. over class functions obtained
from the expansion of the staggered Dirac operator and the Wilson gauge action resulted
in tensorial weights that compose a tensor network. We introduced operators (we called
them decoupling operators) that could map the permutations of color indices on each link
connected to a site into multi-indices that defines the tensors. The weights are still local,
but can no longer be decompose into site weight and link weight beyond O(3?). These
findings, published in [B8], are valid to any order in 5 and we have explicitly computed
all tensorial weights up to O(3%). On small volumes, where exact enumeration is feasible,
we have checked that up to this order we have agreement with hybrid Monte Carlo data
for all observables considered (chiral condensate and susceptibility, average plaquette
and Polyakov loop). In theory, even higher orders can be addressed, in practice the
list of tensors rapidly increases with the order in 8 and limits the applicability of the
worm algorithm. Our strategy has a lot of potential for the future developments. At
the moment we explore machine learning techniques to simplify the large list of vertices

to a smaller list of weights suitable for a worm algorithm.

Other groups have made some progress in the last years that however were not applica-
ble to full QCD yet: The group at Universitiat Graz led by C. Gattringer has developed
a formulation in terms of Abelian color cycles [156] and Abelian color fluxes [157], which
is however only sign problem-free for gauge group SU(2) and requires a larger set of dual
variables. O. Borisenko and colleagues have also considered invariant SU(V) integra-
tion [133] and recently obtained results for the Polyakov effective theory based on Wilson
fermions [158,159]. The group of O. Philipsen in Frankfurt that pioneered the so-called
3-dim. effective theory based on Wilson fermions [50] are now computing observables
analytically via a linked cluster expansion. We have an ongoing collaboration to extend
the range of validity for both effective theories to establish an overlap in quark mass
and temperature. A recent review of the strong coupling methods including results of

the 3-dim. effective theory is [160].
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5.2 Future research

All publications discussed here make use the staggered fermion discretization, which
has some limitations besides the sign problem: so far, all results are valid for unrooted
staggered fermions, which in the continuum corresponds to 4 flavors (Ny = 1 at strong
coupling) or 8 flavors (Nf = 2 at strong coupling). There is no direct way to imple-
ment rooting in the dual representation as this is applied to the fermion determinant
and would yield non-local interactions. Hence it is natural to also consider the dual
representation for Wilson fermions, which can be done at least in this respect: (1) The
dual representation in terms of a tensor network can equally be evaluated for Wilson
fermions. (2) The density of states used to obtain the canonical phase diagram could be

also applied to the results in the 3-dim. effective theory used by the group of O. Philipsen.

To extend our tensor network approach [B8] to much larger values of § < 6, we
attempted to incorporate the character expansion for staggered fermions. This is highly
non-trivial (in contrast to pure Yang Mills theory or Wilson fermions). We managed to
incorporate the fundamental and adjoint characters (which is not yet published but is

contained in the PhD thesis of my former student G. Gagliardi).

With my former student T. Kaya I have explored alternative monomer updates that
could lead to the Hamiltonian formulation at finite quark masses. That this limit is well
defined has been discussed in [C2]. The Hamiltonian formulation is then planned to be

extended to Ny = 2 and to study the T'— up — u; phase diagram in 341 dimensions.
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Appendix A

Reprint of articles reviewed in Chapter 2

A.1 Conformality in many-flavour lattice QCD at strong-
coupling [A1]
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1 Introduction

The possibility that the Higgs boson could be a composite bound-state in a high-energy
Technicolor theory [1-3] has generated considerable interest, especially in the lattice com-
munity. In particular, the requirement that the Technicolor theory be “walking” [4-6], in
order to accommodate stringent bounds on flavor-changing neutral currents, has been the
driving motivation behind several large-scale computer simulation efforts to determine the
possible combinations of gauge groups and fermion contents leading to a conformal window.

To determine via lattice Monte Carlo simulations whether a given theory is inside the
conformal window is particularly challenging, because it involves a triple difficulty: in order
to identify (or not) an infrared fixed point (IRFP) which is the signature of a theory inside
the conformal window, one must probe the extreme infrared properties of the theory, while
at the same time taking the continuum limit of the lattice discretization, and controlling
the limit when the quarks become massless. This compounded difficulty may explain why,
in spite of considerable efforts, there is no consensus yet on the minimum number N;*
of quark flavors needed for QCD to be inside the conformal window [7]. A numerical
demonstration of walking has been provided only recently, in a toy model, the 2-d O(3)
model at vacuum angle 6 ~ 7 [8].

Here, we relax the demand that results should be obtained in the continuum limit. On
a coarse lattice, long-distance properties can be studied more economically. While such
properties may differ from those of the corresponding continuum theory, it may still be
instructive to consider the possible existence of an IRFP for a discretized lattice theory.
The phase diagram of SU(N.) gauge theory with N; fundamental fermions, as a function
of Ny and the bare gauge coupling, has been predicted in the celebrated ref. [9], which
serves as a guide to understand the results of Monte Carlo simulations performed at finite



bare coupling. It is important to confront these predictions with uncontroversial numerical
evidence. Therefore, we start our investigation by considering the strong coupling limit,
where the lattice is maximally coarse.

Note that we consider standard staggered fermions, and (away from the strong-coupling
limit) the standard plaquette action. Other discretizations could lead to different results,
since only the continuum limit is universal.

The conventional wisdom for strong coupling QCD with staggered fermions is that
chiral symmetry remains always broken at zero temperature, regardless of the number of
colors and flavors. This belief is based on mean-field analyses performed in some of the
earliest papers on lattice QCD. In particular, it was shown in [10] that at leading order in
a 1/d expansion, the chiral condensate has a value independent of the number of colors N,
and of the number of staggered fields N ¢ = Ny/4, where Ny would be the corresponding
number of degenerate fermion flavors in the weak-coupling limit, but depends only on the
number d of spatial dimensions:

()T = 0) = ﬁ (1 - jd) (L.1)

Chiral symmetry may be restored by increasing the temperature 7. Following the
approach of [11], where explicit results are provided for a few small values of N, and N I3
we calculated the chiral restoration temperature a7, and found that it is indeed non-zero
for all N ¢, and independent of N, to leading order in 1/ N I3

d d N, 1
aTc:*‘i‘iT‘i‘O ) (12)
1" 32N, N,

Hence chiral symmetry will never be restored at zero temperature, according to the mean-
field analysis. Since mean-field theory is expected to work well when the number of d.o.f.
per site is large (e.g. providing exact results in the Gross-Neveu model for Ny — 00),
there was no reason to doubt the validity of this finding. Besides, it is in accord with the
intuition that the gauge field is maximally disordered in the strong-coupling limit, and that
this disorder will drive chiral symmetry breaking.

On the other hand, one naively should expect the above disorder to be modified by
dynamical fermions, which have an ordering effect. Indeed, the loop expansion of the
determinant shows that the fermionic effective action induced by dynamical fermions, Seg =
—log det (P + mg), starts with a positive plaquette coupling AJ, proportional to 1/ mg for
heavy quarks, which has been studied numerically in [12]. Clearly, for Ny flavors the
effective action is proportional to Ny, and Af grows proportionally. This plaquette term
suppresses fluctuations in the gauge field, which suggests that chiral symmetry restoration
might take place for sufficiently large Ny.

2 Monte Carlo results

The only way to resolve this puzzle is to perform Monte Carlo simulations in the strong
coupling limit of staggered fermions, to detect a possible chiral symmetry restoration for
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Figure 1. The chiral condensate at strong coupling, 3 = 0, in the (N #,amg) plane, for 4* (left)
and 6% (right) lattices.
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Figure 2. The chiral condensate at weaker coupling, 3 = 5, in the (N #,amg) plane, for 4* (left)
and 6 (right) lattices.

sufficiently large N . These simulations are straightforward, using the standard Hybrid
Monte Carlo algorithm. As expected, the effect of increasing N ¢ on the chiral condensate
is to reduce its magnitude. But it came as a surprise to find that the chiral condensate
vanishes via a strong first-order transition at N fc ~ 13 staggered fields in the chiral limit
(i.e. Ny ~ 52 continuum fermion flavors). In the broken phase, the chiral condensate
remains almost constant. It vanishes in the chiral limit due to finite-size effects only. In
contrast, in the chirally restored phase the condensate is caused by explicit symmetry
breaking and is proportional to the quark mass. This is illustrated figure 1, where the
condensate is shown as a function of N ¢ and bare quark mass (amy). Moreover, this Ng-
driven transition turns out to be a bulk, zero-temperature transition, which can be seen
by the fact that finite-size effects on the phase boundary are small when comparing two
different system sizes 4* and 6, as shown figure 1 (left and right).

One also observes in these figures that the critical number of flavors increases with
the quark mass. This is easy to understand: heavier quarks have a weaker ordering effect,
so that the induced plaquette coupling A decreases if one keeps N ¢ fixed. It takes more
flavors to keep the system chirally symmetric. Hence, N fc increases, and for heavy quarks
should obey Nfc o (amqg)™.

One can now go back to the mean-field treatment and trace the origin of its failure.
Two kinds of terms at least are neglected: (i) multiple meson hopping along a given
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Figure 3. The chiral condensate at am, = 0.025 in the (Nf, B) plane, for 4* (left) and 6 (right)
lattices. The phase transition remains strongly first order at weaker coupling. The contour plot
indicates the qualitative behaviour of the phase boundary, extending to weaker coupling.

link, and (i) baryon loops. These terms amount to corrections O(Ny/N,) and O(N £/d?),
respectively, where N ¢+ = Ny/4 is the number of staggered fields, and is normally set to
1 in the mean-field treatment. Here, we consider N 7 2 13, and the previously neglected
corrections become dominant. The conventional wisdom that chiral symmetry is always
broken at 7" = 0 in the strong-coupling limit comes from mistakenly applying the lowest-
order mean-field approximation in a regime where it is invalid.

Having established an N s-driven phase transition in the strong-coupling limit, we may
consider its impact on the lattice theory at non-zero lattice gauge coupling 8 as well. Since
the transition is strongly first order, it has to persist for some range in [ at least. Hence
we have compared the strong coupling phase diagram with the phase diagram at weaker
coupling 8 = 5, illustrated figure 2. We find a similar qualitative behavior, but with N fc
drastically reduced to O(2). Finite-size effects are more pronounced, but the transition
still seems to be a first-order bulk transition.

In fact, we find a smooth variation of the N y-driven transition with 3 at a given small
quark mass amy = 0.025, as shown figure 3. The transition extends to weak coupling, at
least to 8 = 5, and remains strongly first-order. Thus, it is plausible that this transition,
which separates a chirally broken (small Ny) and a chirally symmetric (large Ny) phase,
persists all the way to the § — oo continuum limit, where it is to be identified with
the transition at Ny = N;* between the chirally broken and the IR-conformal, chirally
symmetric phase. In other words, our chirally restored phase may be analytically connected
to the conformal window in the continuum limit, because we do not observe any additional
non-analyticity as 3 is increased.

This possibility motivates our study of the properties of the strong-coupling chirally
symmetric phase, looking for tests of IR-conformality.

3 Looking for conformality in the chirally symmetric phase

It is natural to ask whether the chirally restored phase is connected to the conformal
window, i.e. whether the chirally restored phase at strong coupling is also IR-conformal.
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Figure 4. Torelon correlator.

And if this is indeed the case, the next obvious question is whether this IR-conformal phase
is trivial, ie. whether the IR fixed point coupling is zero or not. In this section we present
measurements of gluonic and fermionic observables chosen to address these questions: the
torelon mass from which we define a running coupling, the Dirac eigenvalue spectrum, and
the hadron spectrum. Our results support the following conclusion: the strong-coupling
chirally symmetric phase is indeed IR-conformal, and it is non-trivial.

The simulations performed here are all in the chirally symmetric phase at zero plaquette
coupling, with N ¢ = 14 and 24 staggered fields, which would correspond, in the weak-
coupling limit, to Ny = 56 and 96 continuum flavors, and with lattices of size 43 x 16,
63 x 16, 83 x 16, 103 x 20 and 123 x 24. The quark mass is set exactly to zero unless
specified otherwise. We will see below that the Dirac operator has a spectral gap in the
symmetric phase, which makes a study of the massless theory within reach of modest
computer resources. Moreover, having one infrared scale, the system size L, rather than
two scales (L and 1/my) is of great advantage when analyzing the results.

Let us mention the average plaquette values which we measure: ~ 0.35 and ~ 0.52 for
N ¢ = 14 and 24, respectively (normalized to 1 for the free field). So we are very far from a
plaquette value of 0, corresponding to maximally disordered gauge fields and achieved for
Ny = 0: the ordering effect of the dynamical fermions plays a dominant role in our case,
and the vanishing of the plaquette coupling is not associated with special properties.

3.1 Characterizing the chirally restored phase: (I) The Torelon mass

The “torelon” is a gluonic excitation which is topologically non-trivial: it is excited by any
Wilson loop which wraps around the spatial boundary in one direction, for instance, as
illustrated figure 4,

L-1
Ty(t) = Tr [[ Us(@ + ki, t), (3.1)
k=0

where ¢ = 1,2, 3 is one of the spatial directions and 7 the unit vector in that direction.! We
extract the mass of this excitation from the exponential decay of the correlator (7;(0)*T;(¢)).

"We initially adopted periodic boundary conditions in space and anti-periodic in time for the fermion
fields. However, the dynamical fermions drive T; to negative values in this case, with a Z degeneracy
between the two complex Z3 sectors. We occasionally observed tunneling of T; between these two sectors,
and long metastabilities. For this reason, we changed the spatial boundary conditions to anti-periodic,
which makes (T;) real positive.
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Figure 5. The torelon mass my(L) multiplied by L versus L, left: Nf = 14, right: Nf = 24 (for
anti-periodic boundary conditions).
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Figure 6. The running coupling g(L) defined via the temperature-dependence of the Debye mass,
which is identified with the torelon mass, for Ny = 14 and 24. For each Ny, the curve is a fit to a
constant plus (a/L)? corrections of the 4 largest volumes. The larger N t has a smaller coupling.

To suppress excited states, we smear the links within each time-slice before constructing 7;.
This observable has been used for a long time to extract the string tension ¢ in Yang-Mills
theories [13]: it can be viewed as a loop of gluonic string, whose energy mp(L) grows with
its length as o L. So our initial, naive expectation was to measure a mass my(L) growing
with L, until perhaps the string would break due to fermion-pair creation.

This is not at all what we observed. The dimensionless quantity which we measure,
amyp(L), decreases on larger lattices corresponding to a larger ratio L/a. Clearly, our theory
is not confining. Moreover, as shown figure 5, the combination Lmy (L) is approximately
constant as L is increased. So the torelon mass varies as 1/L (actually, for small L it
initially decreases even faster with L as seen in the figure). Thus, there is no intrinsic mass
scale which appears in this channel: the torelon mass is set by the system size L. This
remarkable result is our first evidence that our theory is IR-conformal.

We actually combined the T;(t),i € {1,2,3} into two representations of the cubic
discrete rotation group: the Aj (corresponding to a 0% representation of O(3)) and the
E* (corresponding to a 2% representation of O(3)). The mass of the ET seems to be
slightly smaller, as observed in small-volume analytic Yang-Mills calculations [14].



Now, by relabelling the spatial direction ¢ as the imaginary time direction, one realizes
that we are measuring the correlation of two time-like Polyakov loops, whose decay rate is
governed by the Debye mass, given perturbatively at lowest order by

N. N
mp(T) = 29Ty =% + =L (3.2)
3 6
This expression allows us to define a running coupling g(L) via
mrp (L)L
() = L) (3.3

B Ne | Ny
2/ 8+

and we see that, in this scheme, our running coupling seems to go to a non-zero
constant as L increases (although one cannot exclude, of course, that it slowly goes to
zero). Therefore, we have numerical evidence supporting the view that our strong-coupling,
chirally symmetric theory is IR-conformal and non-trivial.

Interestingly, the extracted value of g(L) approaches ~ 0.95 and ~ 0.80 for N =14
and 24 respectively. So the IR fixed-point coupling value decreases as N ¢ increases. This
is what one would expect: as N + keeps increasing, the ordering effect of the fermions
increases, and all Wilson loops are driven towards 1, their free field value. At the same
time, any definition of a running coupling will approach zero. The theory becomes trivial
for N  — 00, even in the strong-coupling limit. We will come back to this point in section 4.

3.2 Characterizing the chirally restored phase: (II) Dirac spectrum

We now turn to fermionic properties, starting with the spectrum of the Dirac operator.
We have analyzed the Dirac eigenvalue spectrum of the configurations in our Monte Carlo
ensembles, using a Lanczos algorithm to obtain an approximation of the whole spectral
density and an Arnoldi method to extract the smallest eigenvalues to high accuracy. The
observable shown in figure 7 is the integrated eigenvalue density, defined as:

A ran
/0 p(A)dA = rank(Dir;{c()r\I)latriX) € 10,1]: (34)

This function of A counts the fraction of eigenvalues smaller than A. Its derivative is simply

the eigenvalue density p(\). We first compare this observable on quenched configurations
(Nf = 0) and in the chirally symmetric phase (N ¢ =14). In figure 7 (left), 10 curves for
10 configurations are superimposed: variations in the spectrum are very small. We observe
that Ny = 0 and N ¢ = 14 spectra are similar in the ultraviolet, but differ in the infrared,
as illustrated in the inset. The Ny = 0 curve starts linearly from the origin, reflecting an
eigenvalue density approximately constant near A = 0. On the contrary, the integrated
eigenvalue density for N ¢ = 14 shows a spectral gap for small eigenvalues, which is of
course consistent with chiral symmetry restoration according to the Banks-Casher relation,
since p(0) = 0.

The crucial question is on which scale does this spectral gap depend. To answer this
question, in figure 7 (right) we compare the integrated eigenvalue density at N ¢ = 14 for
various lattice volumes, L = 4,6,8,10 and 12. As evidenced in the inset, we find that the
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Figure 7. The integrated eigenvalue density. Left: comparison of Ny = 0 (quenched) with
N ¢ = 14 in the chirally restored phase, where only the latter shows a spectral gap. Right: the
rescaled spectral gap, indicating 1/L scaling.
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Figure 8. The anomalous dimension from fits to the spectral gap for N ¢ = 14,24 with periodic
and anti-periodic boundary conditions. Fitted exponents to the three largest volumes are v* ~ 0.26
for Nf = 14 and v* ~ 0.38 for Nf = 24.

spectral gap scales o< 1/L to a good approximation, which is a strong indication that our
theory is IR-conformal:? there does not seem to be any length scale in the chirally restored
phase other than the box size L.

Actually, small deviations from 1/L scaling allow us, in principle, to extract the anoma-
lous mass dimension ~v*. We make such an attempt in figure 8, where the gap has been
multiplied by L already: deviations from a constant are indicative of anomalous dimension,
provided other corrections O((a/L)?) are negligible. The effect of a finite system size L
on the Dirac spectrum has not been analyzed yet. We have simply considered that the
infrared conformal symmetry is explicitly broken by the infrared scale 1/L, which is the
analogue of an explicit breaking by a quark mass m,. Consequently, we expect the mass
gap to behave as (1 /L)l/ (1+7") A crude, 2-parameter fit based on our 3 largest volumes
gives v* ~ 0.26 and 0.38 for N ¢ = 14 and 24, respectively. Simulations on larger volumes
should be performed to bring under control the systematic error in these estimates. The
true, infinite volume value of v* seems to be approached from below.

2If one would take the limits L — oo first, then m, — 0, the expected spectral density for a conformal
theory would be p(\) ~ A=)/ (™), Here, we take the opposite order of limits.
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Figure 9. Left: meson masses m, and m, for various system sizes L, showing a fast decrease of
the masses as L increases, while the mass ratio remains more or less constant. Right: pion mass
as a function of 1/L, with the three largest volumes fitted by the ansatz (1/L)Y/(*77) yielding
~v* ~ 1.0 and 0.4 for Nf = 14 and 24, respectively.

3.3 Characterizing the chirally restored phase: (III) Hadron masses

Finally, we turn to hadron masses measured on our N =14 and N ¢ = 24 Monte Carlo
ensembles. Even though the quark mass is zero in these ensembles, we observe non-zero
hadron masses. As expected, parity partners are degenerate since chiral symmetry is
restored. Now, if our theory is IR-conformal, the masses which we measure are exclusively
due to finite-size effects: all masses should go to zero as the lattice size L is increased. This
is what we observe, as shown in figure 9 (left): the “pion” and “rho” masses both decrease
by a factor ~ 2 as the lattice size is increased from L = 4 to 12. Notice however that the
smallest mass is still > 0.6, which is not very light.

Furthermore, one generally expects that the approach to zero should be the same for
all hadrons, so that mass ratios should remain constant as L. — oco. Note that there may
be exceptions to this “rule”: in the 2d O(3) sigma model near # = 7, the mass of the
O(3) singlet state approaches zero faster than that of the O(3) triplet as 6 approaches
7 [15]. Here, our figure 9 (left) would show all data points aligned on “rays” going through
the origin if mass ratios were constant. One can see deviations from this behavior, which
perhaps are caused by the not-too-light masses which we measure. Another possible cause
is technical: as L is increased, the groundstate masses in each channel decrease, but so do
also the mass differences between groundstate and excited states. It becomes more difficult
to extract the groundstate mass, and our lattices are likely too short to properly control
this source of systematic error.

Nevertheless, we show in figure 9 (right) the mass of the “pion”, in which we have the
most confidence, as a function of 1/L. Since 1/L breaks the conformal symmetry much like
a quark mass m, would, we expect that the pion mass should scale the same way, namely
as (1/L)Y+7) if L is large enough. A 2-parameter fit to our three largest system sizes
gives v* ~ 1.0 and 0.4 for N ¢ = 14 and 24, respectively. As with the estimates of v* from
the Dirac spectrum, simulations on larger volumes are needed to bring the systematic error
under control.
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Figure 10. Left: conjectured phase diagram in the (3, Ny) plane. A single phase transition line
separates the chirally broken phase from the chirally symmetric, IR-conformal phase. The thick
dotted line indicates trivial theories. Right: alternative scenario, where the trivial theories extend
to the area above Ny = 11N,/2. It is not favored by our measurements.

4 The conjectured phase diagram

Using both gluonic and fermionic observables, we have presented evidence that the chirally
restored phase at strong coupling is IR-conformal and non-trivial, and speculated about a
connection to the conformal window in the continuum. We now want to propose a phase
diagram sketched in figure 10 (left), as a function of the plaquette coupling 3 = 6/¢3 and
of the number of would-be fundamental flavors N; in the weak-coupling limit 3 = oo.
That is, we simply convert the number N 1 of staggered fields to Ny = AN t. Moreover, we
promote Ny to a real, continuous parameter: while Ny must be integer for a well-defined
continuum theory, one may let it take any value in the statistical model defined by the
lattice partition function. Our conjectured phase diagram can be compared with, e.g.,
those of ref. [9, 16]: one can see substantial differences. The essential feature of our phase
diagram is that the 8 = 0 IR-conformal phase is analytically connected with the weak-
coupling, continuum IR-conformal phase. This is the simplest scenario, supported by our
exploratory scan in 5 shown figure 3. A single phase transition line N;°(3) separates the
region of broken chiral symmetry at small N from the chirally symmetric region at large
Ny. The transition is first-order, at least for some range of 3 starting from zero. Moreover,
the number N fc of staggered fields which bring enough order to restore chiral symmetry at
g =0, Nfc(ﬁ =0) = 1/4N4¢(B = 0) = 13(1), is remarkably close to the expected number
N¢* of continuum quark fields which achieve the same effect.> This may be more than a
numerical accident. At strong coupling, taste symmetry breaking is maximal, and N =13
staggered fields can be viewed as N + massless fields, plus 3N + fields with mass O(a™1).
Only the former have a significant effect toward chiral symmetry restoration.

In the chirally symmetric phase, we see no evidence for a dynamically generated mass
scale of any sort. Then, based on our results for the running coupling figure 6, we conjecture

3Different groups place Ny =12 above or below N;*.

~10 -
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Figure 11. The ordering of scales at weak coupling (left) and strong coupling (right), showing
that the range of conformal invariance is larger in the latter case.

that for any finite 5 and Ny > N;°(3), large-Ny lattice QCD is IR-conformal, with a non-
trivial fixed-point coupling g* > 0. This value changes continuously with (3, N¢), reaching
the value zero for 3 = oo, Ny > 33/2 and for Ny = oo Vf3, as indicated figure 10 (left) by
a thick dotted line. g* grows as one moves away from this dotted boundary towards the
phase transition line.

An alternative scenario would be that the running coupling in figure 6 slowly ap-
proaches zero, and ¢g* = 0 for Ny > 33/2 for any (3 in the chirally symmetric phase. This
is sketched in figure 10 (right). If the basin of attraction of the weak coupling trivial fixed
point would extend all the way to the strong coupling limit, one should observe for the
running coupling g?(L) ~ 1/log(L/Ly), with Ly ~ O(a). Whether or not this happens
depends on the marginal operators induced by our lattice action. Our numerical results
figure 6 for the running coupling are indeed consistent with this possibility. But we should
also observe in this case an anomalous mass dimension v* = 0, which is not favored by our
other measurements. More careful, large-scale simulations are necessary to settle this issue.

Finally, one may consider the line g* = go, with gg = (2N,/B)'/?, where the IR fixed-
point coupling has the same value as the bare coupling, so that the coupling does not run
as a function of the renormalization scale. This line starts at the point (8 = oo, Ny = 33/2)
where g* = gg = 0. Its precise location depends on the chosen renormalization scheme. It is
not associated with any kind of singularity of the free energy. There is no phase transition
along this line: simply, on the left (resp. on the right) of that line, the coupling increases
(resp. decreases) from g* as one reduces the distance scale. Since there is a lower distance
cutoff @ no divergence is observed as one crosses this [scheme-dependent] line.

We have determined the phase diagram in the strong-coupling region only. Studying
the continuum limit is of course much more difficult, due to the large lattices that have to
be used in order to control the finite size effects and the difficult control of lattice artifacts.
We would like to suggest that the strong-coupling limit may represent an advantageous
“poor man’s laboratory” for the study of 4d IR-conformal gauge theories. In particular,
as illustrated figure 11, the range of scales over which conformal invariance applies for a
given computing effort is greatly reduced at weak coupling: there, for a given lattice size
N*, the scales are ordered as follows:

a<1/A < L= Na. (4.1)

where A is the scale generated by the asymptotically free gauge dynamics and Yang-Mills
perturbation theory applies at distances < 1/A. In contrast, at strong coupling, where the
lattice becomes maximally coarse, there is no small distance where Yang-Mills perturbation
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theory applies, and the hierarchy is:
a~1/A< L= Na. (4.2)

Hence the dynamical range of conformal invariance, characterized by the product LA, is
maximized at § = 0 for a given lattice size N = L/a.

5 Conclusion

We have shown that for § = 0, contrary to common wisdom, there exists a strongly first-
order, Ny-driven bulk transition to a chirally symmetric phase. In the chiral limit, the
transition occurs for Nfc = 13(1) staggered fields, i.e. Nf¢ = 52(4) continuum flavors.
This finding is in contrast to the mean-field prediction, whose failure can be traced back to
approximations relying on Ny being small. Clearly, the conventional, automatic association
of the strong-coupling limit with confinement and chiral symmetry breaking is too naive.
Furthermore, the chirally restored phase extends to weak coupling.

We have also shown numerical evidence that the 8 = 0 chirally restored phase of
“large-Ny QCD” is IR-conformal, with a non-trivial, Ny-dependent value of the IR fixed-
point coupling. We conclude that the strong-coupling limit is the laboratory of choice to
study a 4d IR-conformal gauge theory. Simulations at large Ny and zero quark mass can
be performed without too much computational effort since a gap appears in the Dirac
spectrum. As Ny increases, the spectral gap increases, the average plaquette approaches
1, and the fixed-point coupling approaches 0. Setting the quark mass to zero eliminates
one IR scale, leaving the system size L as the only remaining one. This greatly simplifies
the analysis of simulation results.

Since we have not observed any evidence for an additional 7' = 0 phase transition as 3
is increased, we speculate that the strong coupling chirally symmetric, IR-conformal phase
is analytically connected with the continuum IR-conformal phase.

One may ask how robust these statements are with respect to the particular discretiza-
tion of the Dirac operator and the gauge action. While the quantitative details of the phase
transition N;°(3) will surely change, we think that the qualitative features will remain.
Chiral symmetry breaking at strong coupling, for small Ny, is a general consequence of the
disorder in the gauge field. The ordering effect of fermions also is generic. So we do ex-
pect a bulk transition, generically of first-order, as a function of Ny in the strong-coupling
limit. Actually, such a transition was observed for Wilson fermions in ref. [17, 18]. At
intermediate coupling, additional transitions may appear depending on the lattice action.
Interestingly, a first-order transition to a chirally broken phase as g is reduced has been
observed many times, for various lattice actions [19-23]. These transitions were observed
for some fixed value of Ny. Here, we simply put all these earlier observations together. It is
interesting that this phase transition is consistently of first-order. If the first-order nature
persists all the way to the continuum limit, then walking dynamics will not be observed,
and the transition to the conformal window will be characterized by “jumping dynamics”,
as proposed by Sannino [24].
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One may also wonder what happens to the (3, Ny) phase diagram as the gauge group
or the fermion content is changed. For 4d compact U(1), the change would not be dra-
matic, because the strong-coupling behavior is much the same as for SU(3): our first-order
transition line would end at (8 ~ 1.01, Ny = 0) on the horizontal axis rather than on the
vertical axis, and the region of triviality would cover the whole chirally symmetric phase,
except for Ny = 0. For SU(2) or SU(3) with adjoint fermions, the change would be more
significant: in the strong-coupling limit, increasing Ny would order the plaquette in the ad-
joint representation, not in the fundamental. Center monopoles would likely condense [25],
and might delay or prevent the restoration of chiral symmetry.

Finally, there are many directions in which to extend this exploratory study. To
buttress the claim that the chirally symmetric phase is IR conformal, more observables, like
the static potential and the Fredenhagen-Marcu order parameter, should be studied. Also,
and to make contact with other numerical studies, a mass deformation could be introduced.
As a first step in this direction, we show in figure 12 the quark mass dependence of the
chiral condensate. This figure shows all the technical difficulties associated with extracting
the anomalous dimension v*: Heavier fermions have less ordering effect, which triggers a
phase transition back into the chirally broken phase for some critical fermion mass. Finite-
size effects associated with that transition should not be included in the determination of
7*. Moreover, the non-anomalous contributions (1)1 = c1mg + Csz easily overwhelm the

anomalous mf(ls_ﬁ’*)/ (147, Actually, fits based on the ansatz

3—~*

() = crmg + camg™ (5.1)

or including an mg’ term [26], favor negative values for v*, which crucially depend on the
fitting range and the included analytic contributions. We believe that extracting v* from
the Dirac spectrum provides better control of the systematics, as emphasized in [27]. In
any case, larger system sizes are required before reliable estimates of v* can be obtained.
This is beyond the scope of this work. Here, we have argued that such reliable estimates
can be obtained in principle from the L-dependence of the Dirac spectrum and of the
meson spectrum, both measured at zero quark mass.
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Figure 12. Left: the chiral condensate as a function of the quark mass, showing clearly a linear
relation as appropriate for the chirally symmetric phase. Deviations from linearity can be used to
determine the mass anomalous dimension according to eq. 5.1. Right: the same data, now divided
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1. Motivation

The QCD phase diagram is conjectured to have a rich phase structure, but only little is known
from lattice QCD due to the sign problem. The available Monte Carlo methods are all limited to
u/T < 1. Lattice QCD in the strong coupling limit, f = 2Ne 40, and in a dual representation

g
is a model where the sign problem is mild enough to study the full -7 phase diagram. This

virtue crucially depends on the order of integration. The following three orders are common: (1)
Integrating out fermions first. This results in the fermion determinant detM[U]. The Monte Carlo
simulation is over gauge fields, B can be varied continuously. However, there is the severe sign
problem at finite i, and it is expensive to approach the chiral limit. (2) Integrating out spatial
gauge links first then the fermions. The remaining temporal gauge links are mapped on Polyakov
loops to obtain a 3-dim. heavy quark effective theory [1, 2]. This is applicable to Wilson fermions,
where backtracking of fermion world lines is prohibited. The fermion determinant is factorized
into a kinetic and a static part. Corrections to the static limit are treated analytically (expansion in
hopping parameter and gauge action up to some order &'(x"u(f8)")). (3) Integrating out all gauge
links first, then the fermions. For staggered fermions, this leads to the Monomer-Dimer-System
[3], which has a mild sign problem, and the chiral limit is cheap. There is no fermion determinant
and it can be studied e.g. via Worm algorithms [4]. For Wilson fermions, results only consist for
the Schwinger model so far [5, 6]. Moreover, incorporating the gauge action requires additional
gauge integrals and introduces plaquette occupation numbers [7].

I will focus here on strategy (3) and explain its combinatorial interpretation. Lattice QCD at
strong coupling (SC-LQCD) shares important features with continuum QCD: it is “confining” in
the sense that only color singlet d.o.f. survive gauge integration, the mesons and baryons. These are
point-like objects in the strong coupling limit, but become extended objects away from the strong
coupling limit and mix with gluons. SC-LQCD also has a (nuclear) liquid gas transition from the
vacuum to a baryonic crystal, where all lattice sites are occupied by baryons. Since the lattice
spacing at strong coupling is maximally coarse, the degrees of freedom are on a hypercubic crystal
and saturation is due to the Pauli principle. For staggered fermions, there is also spontaneous
chiral symmetry breaking and its restoration at some critical temperature a7,. In contrast to Wilson
fermions, there is a remnant chiral symmetry Uss(1) C SUL(Ny) x SUr(Ny) that is not broken by
the finite lattice spacing. The ultimate goal is to study the QCD phase diagram and the nuclear
transition away from the strong coupling limit. A first step into that direction, the O(f3) corrections
to the strong coupling phase diagram, has already been undertaken [7].

A dimer/flux representation is possible for both lattice actions, but they differ qualitatively.
For staggered fermions: a partition function in the monomer-dimer representation is valid for any
quark mass; there is an exact chiral symmetry, hence it is adequate to study chiral properties (also,
simulations in the chiral limit are cheap); however, staggered fermions are spinless in the strong
coupling limit. Contrast this with Wilson fermions: the flux representation involves spin, but since
backtracking of fermions is not allowed, (1 — 7, )(1 +7,) = 0, it poses a complicated combinatorial
problem and expansion in spatial hadronic hoppings is required. Both discretizations have very
different lattice artifacts. The main motivation for this analysis is the question whether they share
a “physical” content at strong coupling or at &' (f3) which could be isolated from lattice artifacts.
The combinatorial perspective may help to shed light on this question.
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2. Gauge Integrals, Invariants and Combinatorics

Combinatorics can give additional insight into lattice QCD, when formulated in a dual, color
singlet representation based on integer variables. The combinatorial paradigm I want to utilize is
the question of how many ways there are to put n balls into k£ boxes. Many combinatorial problems
reduce to this question, and the answer will depend on the permutation symmetries in the problem,
i.e. whether balls or boxes are distinguishable or not, and which restrictions on the placements are
made (e.g. the 12 canonical answers known as “twelvefold way’’). Combinatorial formulae amount
to integer sequences, which are listed in the On-Line Encyclopedia of Integer Sequences [8]. In the
following I quote the A numbers from OEIS for further explanations and proofs.

First consider the SU(N,) one-link integral [9, 10] which can be evaluated both for staggered
and Wilson fermions:

x ,u« /dU tI'[ U# )M++Uu(X)TM]7 (21)

ey = p/ g+ n), 0 =P WO - )P ), 22)

with i, j € {1,...N.}, f € {l,...Ny} and a, B Dirac indices. In both cases, the link integrals are
gauge invariants, which can be expressed by linear combinations of traces and determinants.

k k 17k
A= Y Oy det (M det [MT] 7 e [MMT] e (TN 23)
kg 41 ¢
The prefactors oy, .. iy,
fermions (with y = x+ {1 and B(x) = ﬁgil...im,%il (X) -+ Ky, (X))

can be determined via Grassmann identities, e.g. for Ny = 1 staggered

N.!
XXy — A X x X XX U Xy — Z)U Xr — . x_* ’ k 2.4
e /dx dy /dUe 2 OCk(N —0)! (X XXy Xy) 2.4

& (N —k)! 5 N. &
5 ) = ¥ S 00+ B0BO) + (-1)/4B0)B) 2.5)
=0

The prefactors can also be determined via combinatorics (la-
beled balls into labeled boxes, see Fig. 1). This strategy
can be generalized to also apply to Ny > 1 and for Wilson
fermions, where meson hoppings (M,M, ) and baryon hop-

pings B(x)B(x+ [1) carry flavor and spin. The corresponding
(@ ) Figure 1: &k =2 balls (}x)

integrals have been determined for N, < 3 in [10] and are in
into V. = 3 boxes (mesons).

agreement with the combinatorial determination.

Another type of gauge integrals are those over the trace of closed loops of gauge links: let

. . . N1
P= I Uu(x)=diag(e?,...eM-1 %) with ¢y, = — ¥ ¢ be any closed loop of gauge

(xp)€€ k=1
links along contour % (e.g. Polyakov loop, Wilson loop), then, for SU(N,) there are N, — 1 gauge
invariants, such as L = tr.[P] and L*. Only the mesonic .# = LL*, baryonic # = L™, and mixed
operators & = .#" ™ for n,m € N) have non-vanishing expectation values:

(O(LLF...)) = /d¢1 o dOy 2 V(LLx,..)O(LL,...), 2.6)

b
(2m)Ne—1
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1 (mesoniv L3 L® L L2 E e
1 (varyonic) 1 1 5 42 462 ’Z—Jﬁ
(LL¥) 1 321 210 2574 .
(LL*)? 2 11 98 1122 15015 — L]
(LL*)? 6 74 498 6336 91091 - i ,
(LLY* 23 225 2709 37466 571428 i e By EEEE

Table 1: List of SU(3) gauge integrals ((LL*)"(L*)™), which enumerate the number of restricted
permutations patterns, which is the number representations of bounded height, see Eq. (2.8).

where V(L,L* .. .) is obtained from the invariant Haar measure: dp(¢) = [] |e'% — /% |?[1d¢;. The
i>j i
result for SU(2), where L* = L, gives rise to the so-called Catalan numbers (A000108), which play

a prominent role in combinatorics, e.g. as the number of 123-avoiding permutation patterns:
1 2 1 /2 1 /2n
Ly =— [ d¢2sin®¢(2 2":f/ dLVA—-2L" =Cy= —— 2.7
For SU(3), where tr[P?] = L? — 2L*?, the various results listed in Tab. 1 can be mapped on repre-
sentations of the permutation group. The invariants of higher moments in L, L*, which are needed

to express the static limit of Wilson fermions (see below), can be characterized as restricted per-
mutation patterns, which correspond to dimensions of standard young tableaux of bounded height.

my,(n)="Y di,  by(n)=dupn,  misy(nmnp)= Y, dyuno, di, - (2.8)
() <N, B(Ayy ) <N
To compute these invariants in the general case of SU(N.) or U(N.) and Ny > 1, one needs to

evaluate tr[P"], where n = 1,...,N.Ny. These can be obtained via generalized Lucas polynomials.

n
The Lucas n-step numbers are Fk(n) =Y Fk(f)l (which is Fibonacci-like for n = 2). Related to SU(3)
i=1

are the 3-step Lucas numbers Fk(3) = Fk(i)l —|—Fk(i)2 —i—Fk(3)3 with seeds F0(3) =3, F1(3) =1, F2(3) =3,

from which the following 3-step polynomials F in the variables x, y, z are obtained :

xyz\ x oy z\
Fn<3)(x,y, 2)=tr || 100 , £9 (x,y,z)=tr || =1 0 0 ) (2.9)
010 0 —-10

It turns out that the signed verison F;, is directly related to tr[P"] = F,(P) by identifiying x = L =
tr[P], y = L* = tr[P'], z = D = det[P] (=1 for SU(N,)). The first orders are

tr[PY] = 3, tr[P'] =L,
tr[P?] = L> - 2L", tr[P¥) = L3 — 3LL* + 3D,
tr[P*] = L* —4L*L* +2L** +4LD, tr[P°] = L> — SL’L* + 5LL** +5L*D — 5L*D.

The corresponding versions for arbitrary N, is obtained by considering the signed N, X N, matrix
F(x,...,xy,). I have used the generalized Lucas polynomials to determine the flavor dependence
of the static limit.
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3. Strong Coupling Partition Functions

The final partition functions at strong coupling are obtained after Grassmann integration,
which introduces site weights w,. For staggered fermions:

_ 7 _ N,!
Wy = /H[ch,dec,x]ezaqut’ﬂa'x (XC,xXC,x)kX = nic‘(zamq)nxa (3.1)
c X
with monomers n, = N — ky, determined by the Grassmann constraint ky = ) kip (x), hence
=0

ny € {0,...N,}, and no monomers at baryonic sites. The well-known staggered partition function

(Ny = 1) valid to all orders in the hopping parameter kK = L_ s

2amy
—k)! WA
stagg. . (Nc kb) Y 2k S ¢! !
Zgc™ (mg, 1, y) = Z H W}’z b “OHF(Zamq)”“ Hw(f,u) , (3.2)
{kp,nx,l} b=(x,1) cRb- x Thx ¢
meson hol;;:ings MM, chiral condensate Mx baryon hoppings B, B,

with k, € {0,...N.}, n, € {0,...N.}, £, € {0,£1}. The weight w(¢, i) and sign o(¢) = %1 for an
oriented loop ¢ depend on loop geometry. The anisotropy ¥ = a/a, is needed to vary the temperature
continuously at B =0 [11].

For Wilson fermions, Grassmann integration amounts to spin and flavor conservation. The site
weights (almost) cancel link weights. Only when spatial hoppings of color neutral states occur,
the site weights are non-trivial. The partition function can generally be mapped on a vertex model.
This has been done for the Schwinger model, which maps on a 7-vertex model for Ny = 1 [5] and
on a modified 3-state 20-vertex model for Ny = 2 [6]. Grassmann integration for N. > 1 is too
complicated to do by hand but can be automatized using computer algebra. The Wilson fermion
partition function has the general structure

Z;Xéﬂson(l(',,u) _ Z N({kbagj})vian (211‘)”}« Hw(ﬂj,u). 3.3)

{kb,ﬂx,fj} R El

C; counts how often vertices of type i occur and N({kp,¢;}) counts multiplicities of loops. There
are various baryonic loops /; (depending on spin and flavor). The Grassmann constraint allows
mesonic and baryonic world lines to intersect even for Ny = 1. The vertex weights v; still need to
be determined in general via Grassmann integration.

In the static limit, i.e. in the absence of spatial fermion hoppings, the strong coupling partition
function is Z33i¢ = [1Z:(¥), where Z; is the sum over all possible hadronic quantum states |y).

This describes SC—L)&QCD in the high temperature and/or high density regime, see Fig. 2. For
staggered fermions, the chiral restoration takes place when the number of spatial dimers reaches
a critical value. The nuclear and chiral transition coincide, because (¥ ) vanishes as a baryonic
crystal forms. The number of hadronic states |y) = |P,, Py, ... Pn;, O+, Qg+, - ..) is

NNy Ny—1

n

2N NilNe/2 Ne+Np—1
Z(u,T)= < f) + tn(2amq)2”+2< f )cosh(,uB/T), (3.4)
N, =1

where the terms &'(2am,) are suppressed at high T (for N. = 3 in the chiral limit, the prefactors z,
are related to Tribonacci numbers (A000073), a generalization of Fibonacci). The degeneracies of
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Figure 2: At B = 0, both staggered and Wilson fermions become static at large 7 and/or . Left:
The staggered SC phase diagram, it has been measured in [4,7]. Right: Static Wilson fermions
described by monomers/dimers/fluxes, multiplicities are due to spin and K;.

the mesonic states are given by central polynomial coefficients (see A077042) which number the
possibilities to put # unlabeled balls into k labeled boxes, allowing at most N, balls in each box.

For Wilson fermions, with K; = (2k)"* and hopping parameter k = for Ny = 1:

1
2d+2amy’

K™ cosh(pp/T) + K22 cosh(2us/T). 3.5)

Z T (k)K* + Z P(k
The combinatorics of the mesonic sector is given by the so-called tetrahedal numbers (A133826)

k
T(k)= Y dpu=
q=0

product numbers P(k) = (1 + k)(1 + N. — k).
T(k) = ((ZNf)z_Hmm(k’ZN”_k)), and Eq. (3.5) contains 2Ny + 1 sums ~ K" To conclude, the

(2Nf)*—1
quantum number degeneracies of all static states can be listed via combinatorial formulae.

(3 +min(l§’2N e=k) ), with D% the mesonic irreducible representations of SU(N,), and

This can be generalized for Ny > 1, e.g.

There are two kinds of corrections to the static limit, which can be both addressed systemat-
ically via an expansion: (1) The (spatial) hopping parameter expansion in K allows to approach
the chiral limit, with the number of spatial mesonic and baryonic hoppings being controlled by the
quark mass. In a finite volume, this expansion always terminates due to the Grassmann constraint!
(2) The expansion in 3 (the inverse gauge coupling) allows to approach the continuum limit. The
staggered strong coupling partition function is in fact valid for all quark masses (with the chiral
limit being cheapest when addressed with a worm algorithm), whereas the Wilson partition func-
tion is restricted to rather large quark masses. In both lattice discretizations, the gauge action can
be incorporated order by order, which gives rise to higher order link integrals.

The strategy to study both lattice discretizations on a par is to expand around the static limit
by making use of the Hamiltonian formulation that can be derived in the continuous time limit,
N; — oo [11]. In this limit, the partition function simplifies further as only single meson hoppings
need to be considered. The static lines are the in and out states of the transfer matrix:

H = ZZ (Jg)"

where the generalized quantum numbers Q; (spin, parity, flavor) are globally conserved, and spatial

Z =Ti[eP], o) Ig, = (3.6)

i

dimers represented by Jg_ (X)J 0; ) raise quantum number Q; at site x and lower them at a neighbor-
ing site y (see [11] for the case of Ny = 1,2 for staggered fermions). For both staggered and Wilson
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Figure 3: Left: Systematic expansion in the spatial hoppings in the Hamiltonian formulation, where
hadrons are emitted/absorbed at events in continuous time, depending on vertex weights v;. Right:
Example of a gauge correction to the SC-limit, hadrons become extended objects.

fermions, the matrices Jgi contain vertex weights. They are the crucial input to sample the corre-
sponding partition function with a quantum Monte Carlo algorithm to all orders in k;, e.g. via a
continuous time Worm algorithm. However, whether also for Wilson fermions in four dimensions
all vertex weights are positive to evade the sign problem is still an open question, although due to
the continuous time limit, only a small set of vertices need to be considered. For the simulation of
the Schwinger model with Wilson fermions at strong coupling with the Worm algorithm see [12].

Also the gauge corrections could be included in this Hamiltonian formulation. So far, the
gauge corrections have been studied for finite N; = 4 and for Ny = 1 staggered fermions. In a
collaboration with J. Langelage, P. de Forcrand and O. Philipsen, we have determined the phase
diagram of SC-LQCD at ¢(B) [7], where the gauge action is linearized and a new set of one-
link integrals (those along an excited plaquette) have to be evaluated and new invariants with a
combinatorial interpretation arise. We find that the second order phase boundary in the u-7" plane
is shifted to lower temperatures with increasing 3, but that the tricritical point and the first order
transition is invariant at &(f8). In contrast, the critical endpoint of the first order nuclear transition,
which coincides with the chiral transition at § = 0, moves down along the chiral first order line.
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ous discussions. This works was supported by the Helmholtz International Center for FAIR within
the LOEWE program launched by the State of Hesse.

References

[1] De Pietri et al., Phys. Rev. D 76 (2007) 114501.
[2] Fromm et al., Phys. Rev. Lett. 110 (2013) 122001.
[3] P. Rossi and U. Wolff, Nucl. Phys. B 258 (1984) 105.
[4] P.de Forcrand, M. Fromm, Phys. Rev. Lett. 104 (2010) 112005.
[5] M. Salmhofer, Nucl. Phys. B 362 (1991) 641.
[6] K. Scharnhorst, Nucl. Phys. B 479 (1996) 727.
[7] P.de Forcrand, J. Langelage, O. Philipsen and W. Unger, Phys. Rev. Lett. 113 (2014) 152002.
[8] N.J. A. Sloane, On-Line Encyclopedia of Integer Sequences http://www.oeis.org.
[9] M. Creutz, J. Math. Phys. 19 (1978) 2043.
[10] K. E. Eriksson, N. Svartholm and B. S. Skagerstam, J. Math. Phys. 22 (1981) 2276.
[11] W. Unger and P. de Forcrand, PoS LATTICE 2012 (2012) 194 [arXiv:1211.7322 [hep-lat]].
[12] U. Wenger, Phys. Rev. D 80 (2009) 071503 [arXiv:0812.3565 [hep-lat]].



102 A.3. Thermodynamics of strongly-coupled lattice QCD in the chiral limit [A3]

A.3 Thermodynamics of strongly-coupled lattice QCD in
the chiral limit [A3]

I | [

158 & f— —| i | i T—}
By = i | i T I
13§ —— < s A s— ,l_ i T
12§ “ ||__ 'y D T-_ ' =~
11 {— ] I i - o 1 |
10 4 ——— —= 4 2 i — —_— i |I
° | 'y i _— \ | n

s 877 — _l e — = | ' =|- :
(IuBEEE e
6 a= h a= | A 5 — 4 £ |—e
5 1] T Ll
Tuwpng BN I |
’ ] ¢ - — & T_}
2 Lt urnr]r
1 o =|= s= Y | | £ T y
0 ft—— 2|—_‘ — s—e ; ! e



arXiv:1701.08324v1 [hep-lat] 28 Jan 2017

CERN-PH-TH-2017-012

PROCEEDINGS

oF SCIENCE

Thermodynamics of strongly-coupled lattice QCD
in the chiral limit

Philippe de Forcrand

Institut fiir Theoretische Physik, ETH Ziirich, CH-8093 Ziirich, Switzerland
CERN, TH Division, CH-1211 Geneva 23, Switzerland

E-mail: forcrand@phys.ethz.ch

Paul Romatschke
Department of Physics, 390 UCB, University of Colorado at Boulder, Boulder, CO, USA
E-mail: paul .romatschke@colorado.edu

Wolfgang Unger
Fakultdt fiir Physik, Universitdt Bielefeld, Universitdtstasse 25, D33619 Bielefeld, Germany
E-mail: wunger@physik.uni-bielefeld.de

Hélvio Vairinhos*
Institut fiir Theoretische Physik, ETH Ziirich, CH-8093 Ziirich, Switzerland
E-mail: helviov@phys.ethz.ch

In the strong coupling limit, n-point functions in lattice QCD with staggered fermions can be
rewritten exactly as sums over constrained configurations of monomers, dimers, and baryon loops
covering the spacetime lattice. Worm algorithms provide efficient global sampling methods over
such ensembles, and are particularly efficient in the chiral limit. We study the thermodynamics
of strongly-coupled U(3) and SU(3) lattice QCD with one massless staggered fermion using
such methods, and compare the results with the relativistic pion gas down to low temperatures
O(15MeV).

34th annual International Symposium on Lattice Field Theory
24-30 July 2016
University of Southampton, UK

*Speaker.

(© Copyright owned by the author(s) under the terms of the Creative Commons
Attribution-NonCommercial-NoDerivatives 4.0 International License (CC BY-NC-ND 4.0). http://pos.sissa.it/



Thermodynamics of strongly-coupled lattice QCD in the chiral limit Hélvio Vairinhos

1. Introduction

Consider U(N) or SU(N) lattice QCD with a single staggered fermion flavour, at finite tem-
perature. At low temperatures, the chiral U(1) symmetry of the massless staggered fermion is spon-
taneously broken, to which a single massless Goldstone boson is associated: the pion.

The pion is interacting, but at sufficiently low temperatures the strength of the effective inter-
actions vanishes, i.e. FL,, — 0, and the pion is effectively free. In such a regime, the physics is that
of an ideal pion gas, whose energy density, &, satisfies the Stefan-Boltzmann law (SB) for a single
bosonic degree of freedom:

.,
e(T) —8(0)—}—%7" (1.1)

Here we summarize our numerical study of the thermal properties of U(3) and SU (3) lattice
QCD with a single staggered fermion, in the chiral limit, where we test the hypothesis of a (near)
ideal pion gas below the critical temperature of the chirally-restoring phase transition.

We choose to perform simulations in the strong coupling limit, B = 0, for there we have access
to Monte Carlo algorithms of the worm type, which are very efficient, even in the chiral limit and
at low temperatures. This allows us to determine the equation of state of lattice QCD with high
precision, at unprecedentedly low temperatures.

2. Thermodynamics of a free massless boson on the lattice

First, it is instructive to understand the behavior of an ideal gas of massless bosons on a lattice.
Lattice corrections to the ideal gas regime of a free massless boson, on a N? x N, lattice with
anisotropy & = a/a,, have been studied in [1]. The energy density € of such a gas is given by:

4 o & sin” (7jo/N;) 2 v y
a‘e(T) = N?Nz%bz—&—ézsinz(njo/N,)’ b —l;sm (mji/Ny) (2.1a)
3 -
a*e(0) = _1‘33 y (b2+§2 +b\/b2+§2> 1 (2.1b)
* 3#0

where the lattice temperature is given by aT = & /N,. Similar expressions can be obtained for the
pressure p. In particular, they imply that the trace anomaly vanishes on any finite lattice [1]:

Ae —3Ap=0 2.2)

where Ae(T) = &(T) —€(0), and Ap(T) = p(T) — p(0).

In this system, discretization effects are quite significant (see Fig. 1): from [1], we learn that
lattice corrections are small for Ny > 2N, and § > 2. Actually, the ideal gas behavior is only exact
in the continuous time limit, § — oo,

We keep this in mind when simulating lattice QCD in the regime where the U(1) chiral sym-
metry is spontaneously broken, and the pion is massless. Even though pions are not free (F; # 0),
their interactions should be negligible in the regime 7" < F (or in the large N limit), and the picture
of an ideal pion gas should become a good approximation.
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Figure 1: Energy density of a free massless boson on the lattice: the finite-size effects induce very large
deviations from the Stefan-Boltzmann limit (dotted line), but are significantly suppressed (less than 10%)
when Ny 2> 3N, for & =1, or Ny > 2N, for & > 2.
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3. Dimer representation of lattice QCD in the strong coupling limit

The partition function of SU (3) lattice QCD with Ny = 1 staggered fermions, at § = 0, is:
7 — / -@U-@W-@V_/ eZtltmq Y. V_IXW)A’Z;(# yﬁp.()nx“ (ea,uq 'I_/xe# Wx+ﬁ*einluq V_/x+ﬂU;[yL V/x) (3 1)

where U, is the quark chemical potential, ¥ is the bare anisotropy, m, is the bare quark mass, a, (a)
is the temporal (spatial) lattice spacing, and 1),, = =1 are the staggered phases.

Analytic integration of the link variables, followed by the integration of the Grassmann vari-
ables, yields the partition sum of a system of monomers, dimers, and baryon loops [2]:

ol 3! (3 —kyy)! / .
Z= L 3»(m) (H ><IE 3Tkxﬁ >(2“fmq>NMfNDf”N“e3N’ Hae (3.2)

nt
{n.k,l} x Mt

where n,,ky, € {0,1,2,3} are occupation numbers of monomers and dimers, ¢y, € {0,%1} are
occupation numbers of oriented baryonic dimers, and Ny, Np, Ni; denote, respectively, the total
number of monomers, timelike dimers, and timelike baryonic links:

Nu=Y no  Noo=Y ko,  Nu=Y |tol (3.3)

wy counts the number of times baryon loops wrap around the thermal direction, and ¢ (¢) = £1 is
a sign which depends on the shape of the baryon loops (and introduces a sign problem).

Due to the Grassmann integration, the configurations which contribute to the partition function
are constrained, on each site, to have either exactly 3 monomers and/or dimers, or be traversed by
a non-self-intersecting oriented baryon loop:

et Y, L3 Y.l L0,  Wx (3.4)

Such constrained configurations can be efficiently sampled using variants of the worm algo-
rithm: a “mesonic worm”, which updates the monomer-dimer sector [3], and a “baryonic worm”,
which updates the baryonic loops and the 3-dimer sector [4, 5].

The partition function for U(3) QCD is obtained from (3.2) by removing the baryons, i.e.
Lyy = 0,Vx, u. In this case, only the mesonic worm is needed to simulate it.
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4. Thermodynamics of lattice QCD in the strong coupling and chiral limits

The energy density and pressure in SU(3) lattice QCD, in the strong coupling limit (8 = 0)
and chiral limit (m, = 0), are related to the density of hadrons hopping in the time direction (i.e.
timelike dimers and timelike baryon links):

3
3 B a’a; dlogZ _&dy
a a; A€ = UBPB — 7 8T71 Vi == ?E <2I’I,DI —I—3ng,> (4.13)
dlogZ E dy
3 3
Ap = T ==——(2 3 4.1b
aarAp =a a; oV - 3}/d§ < np + nét) ( )

where (i is the baryon chemical potential, pp = (w,) /N3 is the baryon density, and &(y) = o s
the renormalized anisotropy, which parameterizes the physical anisotropy of the lattice. In order to
obtain the corresponding expressions in U (3) QCD, it suffices to take pg = 0 and ny = 0.

Egs. (4.1a) and (4.1b) imply that the trace anomaly vanishes for any lattice spacing, cf. (2.2).

5. Anisotropy calibration

An accurate determination of the energy density (4.1a), or pressure (4.1b), requires a precise
knowledge of the renormalized anisotropy & as a function of the bare anisotropy 7, and also of its
running, d& /dYy. For this purpose, we use the fluctuations of certain conserved charges, labelled by
spacetime directions, as probes for the calibration of the lattice anisotropy.

In the chiral limit, Grassmann constraints (3.4) imply the existence of conserved currents [6]:

. 3 3 .
Jop = T (kxu—2|£xﬂ|—8> = Y jw=0,vx (5.1)
&

where 7, = (—1)X#* = +1 is the parity (bipartite color) of the site x. We can also define conserved
charges by integrating the currents along codim-1 hyperslices .7}, perpendicular to the direction fi:

OQu=Y, ju (5.2)
xXeSy
Due to parity symmetry, <Qﬂ> =0, Yu. We consider lattices with the same size Ny in all spatial
directions, and thus compare variations of the timelike charge, Q,2 = Q(z), and of the average of the
spacelike charges, Q2 = %Z?:l Q2.
Our non-perturbative renormalization criterion requires the fluctuations of the conserved charges
to be isotropic when the physical volume is hypercubic (in the thermodynamic limit):

aNs
aN

where 7, is the nonperturbative, finely tuned value of the bare anisotropy for which fluctuations of

(0F) (1p) = (23) (p) = = é(ynpflzj =1 (5.3)

the conserved charges coincide. Using scaling arguments, it is also easy to relate the running of the
renormalized anisotropy to expectation values associated with these conserved charges:

dy _ (@),

" (40— &on)|

5.4

Yop
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Figure 2: Fluctuations of the conserved charges in the timelike (purple) and spacelike (green) directions, as
a function of the bare anisotropy ¥, in U(3) QCD. The intersection point corresponds to the critical value of
y for which the physical box is hypercubic, while the lattice has an anisotropy & (¥np) = 1]:]72 =2.
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Figure 3: Nonperturbative relation between the bare and renormalized anisotropy in U(3) QCD (left), and
its deviation from the mean field prediction (right).

where <Q2> Yo is the variance at ¥ = %, and the denominator depends only on the difference of
their slopes at ¥ = ¥,,. We determine all these quantities by finding the intersection point of the
curves of Q? and Q2, which are constructed using multi-histogram reweighting (Fig. 2).

We determine %, for several aspect ratios, %ﬁ =& €{2,3,4,5,6}, and for different spatial
sizes, in U(3) and SU(3) QCD. In the thermodynamic limit, the functional dependence &(y) ap-
pears to be quadratic for large y (Fig. 3, left). Mean field arguments also predict a quadratic de-
pendence in the large y limit: &(y) = ¥ [7], but the non-perturbative prefactor differs from the

mean-field one by ~ 25% (Fig. 3, right).

6. Energy density vs. temperature

Given the relation between the bare and renormalized anisotropies, and the corresponding
running (Fig. 3), the remaining ingredient for an accurate determination of the energy density (4.1a)
in U(3) QCD is a precise measurement of the density of timelike dimers, np;.

In order to determine the dependence of the energy density € on the temperature 7', we first
need to accurately subtract from it the 7 = 0 contribution, &. We compute & by taking the ther-
modynamic limit of the density of timelike dimers evaluated on a hypercubic lattice:
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Figure 4: Scaling of the energy density with the physical anisotropy, at 7 = 0 (left), and the subtracted
energy density ((T) — &) as a function of the temperature (right), both for U (3) QCD. There are significant
deviations to the equation of state of an ideal pion gas, for low temperatures and for temperatures near 7.
Note that the lowest temperature reached is O(15 MeV).

a*eo(&) = Jim &2V np) 6.1)

We observe that g scales approximately linearly with &, for large & (Fig. 4, left), similarly to an
ideal gas of massless scalar bosons on the lattice [1], but with a different non-universal prefactor.

At finite temperature, we compute the energy density a*Ae(Ny, N;, &), with the & contribution
subtracted, on NS3 x N; lattices, for fixed aT = él, and for several spatial sizes. We then take the
thermodynamic limit of a*Ag, assuming O(N; 3) corrections.! We express both energy density and
temperature in units of the critical temperature of the chiral phase transition, which for U(3) is
aT, = 1.466 and for SU(3) is aT, = 1.089.2

The dependence of the energy density on the temperature, in U(3) QCD, is given in Fig. 4
(right). The data points seem to fall on an universal curve, which deviates from SB (dotted line) at
temperatures near 7., and also at low temperatures. It is qualitatively consistent with the (analytical)
mean field prediction in the large N limit (solid line).?

The surprising deviation from SB at low temperatures may be due to finite size effects: the
data points at the lowest temperatures require large »,, but are computed for possibly not large
enough values of N;. Simulations with larger spatial volumes are required for a better control of the
thermodynamical limit. On the other hand, the deviation from SB at high temperatures may be due
to an UV cutoff effect, and simulations with larger values of £ are required in order to increase N;,
at fixed temperature. At intermediate values of the temperature, the energy density is the closest to
SB, with a small discrepancy which may be due to a finite-& effect: SB scaling is only expected to
be exact in the & — o (continuous time) limit.

! Inspired by the lessons of the ideal gas of massless scalar bosons on the lattice (Section 2), we take the thermody-
namic limit, Ny — oo, by only using lattices for which Ny > 2V, in order to minimize the finite-size corrections.

2 In the literature, the values of the critical temperature, namely a7, = 1.8843(1) for U(3) [5] and aT, = 1.402(2)
for SU(3) [8], are determined assuming the mean field relation between the bare and renormalized anisotropy couplings,
i.e. aT. = Y*a,T.. Using our non-perturbative method for setting the anisotropy scale, the corresponding values for the
U (3) and SU(3) critical temperatures, aT, = &(y)a; T, deviate from those in the literature by ~ 25%.

3 In this mean field approach, the critical temperature is not easy to fix. For comparison with the U (3) and SU(3)
data, we set the critical temperature to the U (3) mean field value: aT. =5/2 [7].
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Figure 5: Comparison of the energy densities in U(3) QCD (blue) and SU(3) QCD (red), as a function of
the temperature, in units of the critical temperatures of the respective chiral phase transitions. The large error
bars in SU(3) QCD, at low temperatures, are due to large fluctuations in the baryonic sign. The mean field
curves are computed analytically in the large N limit, and we set aT;. ;y(3) = 5 /2 and aT, su@3) =9 /3 [7].

Using the same approach, we have also computed the energy density as a function of the
temperature in SU(3) lattice QCD. A comparison between the U(3) and SU (3) theories is shown
in Fig. 5. The difference between the two cases is the additional contribution of baryon loops to the
SU(3) theory, which also introduces a sign problem, thus increasing the statistical error, especially
for the large volumes required at low temperatures.

At high temperatures, up to T, the SU (3) energy density is consistent with SB, and consistently
higher than that for U(3), which we understand as being due to the thermal excitation of the extra
baryonic modes, which contribute to the total pressure (and energy density).

In conclusion, the ideal pion gas is a reasonably good approximation for the low 7' regime of
U(3) and SU(3) lattice QCD. Deviations from it, associated with pion interactions and with the
thermal excitation of massive hadrons, can be quantified and deserve further study. The study of
the equation of state can also be extended to the cases of non-zero quark mass and of non-zero
chemical potential.
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Anisotropic lattice spacings are mandatory to reach the high temperatures where chiral symmetry is
restored in the strong-coupling limit of lattice QCD. Here, we propose a simple criterion for the
nonperturbative renormalization of the anisotropy coupling in strongly coupled SU(N,.) or U(N,) lattice
QCD with massless staggered fermions. We then compute the renormalized anisotropy, and the strong-
coupling analogue of Karsch’s coefficients (the running anisotropy), for N. = 3. We achieve high
precision by combining diagrammatic Monte Carlo and multihistogram reweighting techniques. We
observe that the mean field prediction in the continuous time limit captures the nonperturbative scaling,
but receives a large, previously neglected correction on the unit prefactor. Using our nonperturbative
prescription in place of the mean field result, we observe large corrections of the same magnitude to the
continuous time limit of the static baryon mass and of the location of the phase boundary associated with
chiral symmetry restoration. In particular, the phase boundary, evaluated on different finite lattices, has a
dramatically smaller dependence on the lattice time extent. We also estimate, as a byproduct, the pion
decay constant and the chiral condensate of massless SU(3) QCD in the strong-coupling limit at zero

temperature.

DOI: 10.1103/PhysRevD.97.034512

I. INTRODUCTION

For all practical purposes, the sign problem in lattice
QCD with staggered fermions at finite density has been
solved at strong coupling. By integrating out the gauge
degrees of freedom exactly—which allows replacing
Grassmann integration by a sum over fermionic color
singlets—the sign problem becomes mild enough to
allow for controlled numerical results at moderate vol-
umes, by combining importance sampling and reweight-
ing methods. As a result, the phase diagram of lattice
QCD in the strong-coupling limit [1] and at first order in
the strong-coupling expansion [2] can be completely
mapped.

In practice, however, it is not sufficient to simulate the
strongly coupled theory directly on rectangular lattices
because the critical temperature of chiral symmetry resto-
ration is higher than what can be reached using the smallest
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lattice time extent.' In order to study the thermodynamical
properties of staggered lattice QCD, in particular across the
chiral phase transition, it is therefore necessary to simulate
the theory on anisotropic lattices.

On anisotropic lattices, one assigns independent lattice
spacings to the spatial and temporal directions, respectively,
a and a,. The corresponding physical extents of the lattice
can then be varied continuously and independently. A more
useful parametrization of the lattice geometry uses the
spatial lattice spacing, a, and the anisotropy parameter &,

§=—. (1)

a
ay
which becomes unity when the lattice is isotropic and
diverges in the continuous time limit a, — 0. In this para-
metrization, the lattice temperature is given by

IR (2)

where N, is the lattice time extent. Hence, the lattice
temperature can be varied continuously, through ¢.

'With staggered fermions, the spacetime lattice is necessarily
bipartite. In particular, on a rectangular lattice it has an even
number of lattice points in each direction. In this case, the lattice
time extent is N, > 2, hence the lattice temperature is
aT = Nl’ <0.5 <aT,.

Published by the American Physical Society
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In lattice gauge theory, the physical parameters a and &
can only be varied implicitly, through independent bare
parameters: the bare gauge coupling f and the bare
anisotropy coupling y. These bare parameters couple
differently to the spatial and temporal plaquettes in the
Wilson action of SU(N.) or U(N,) pure lattice gauge
theory in d 4+ 1 dimensions [3]:

p 1
Sy :;Z Z 1 —VRCTI'(UXU)
x I<i<j<d ¢

+ ,B)/Z Z ( - —ReTr Ux.,-o)> , (3)

where U, ,, is the ordered product of link variables around
a plaquette parallel to the i and © directions.

For a single flavor of staggered fermions in the strong-
coupling limit (f = 0), the anisotropic lattice action is
given by

Sf = 2atqul/_lxl//x

d
YN Ponle
x  pu=0

_ e—arﬂq(su()[/_/x+ﬂUIqu)’ (4)

Ayt 10,047,
Ha MW Uxﬂl//x+ﬁ

where a,m, and a,u, are the bare quark mass and quark
chemical potential, respectively, and 7,, = £1 are the
staggered phases. In the case of U(N,), gauge invariance
dictates that color singlets are independent of a,u,, hence
we may set a,u, to zero without loss of generality.

How a and £ depend on the bare parameters of the theory
is unknown a priori. This knowledge is, however, essential
for precision measurements on anisotropic lattices, e.g.
bulk thermodynamic quantities, and any uncontrolled
approximation can easily be the main source of systematic
erTors.

In the weak gauge coupling regime (f# — o0) of the
SU(N,) pure gauge theory Eq. (3), perturbation theory and
the nonrenormalization of the speed of light can be used to
calibrate the anisotropy coupling [4]. In that regime, it is
found that &ye(y) = 7 (as expected classically).

Using mean field techniques, the behavior of the
renormalized anisotropy at strong coupling (f < 1) and
at large values of y is predicted to be quadratic, with unit
prefactor [5]:

Emt(r) = 7" (5)

In the nonperturbative regime, however, the relation
between bare and renormalized anisotropy couplings can
only be determined numerically. This has been done, for
example, in pure gauge theory [3,6], in lattice QCD with

staggered fermions [7] or Wilson fermions [8]. The non-
perturbative renormalization of the bare parameters
requires fine-tuning, guided by some physical criterion
which controls the recovery of Euclidean symmetry.

In this Letter we present a simple, precise, and non-
perturbative method to calibrate the anisotropy coupling in
lattice QCD with massless staggered fermions, in the limit
of strong gauge coupling.

II. DIAGRAMMATIC REPRESENTATION
OF LATTICE QCD

The partition function of SU(N,) or U(N,) QCD on a
bipartite N, x N¢ lattice, with a single flavor of staggered
fermions, in the strong-coupling limit (f — 0) factorizes
into a product of solvable fermionic one-link integrals:

= /Dy/Dy‘/exp(Za,mqZJ/xwx>
X
<[] / dU , exp(y%on, (e 0y, Uy,

— e_at/‘q’su”l/_/x-i-ﬁ ULIWX)) (6)

In the SU(N,) case, the group integration of the link
variables, followed by the Grassmann integration of the
fermionic degrees of freedom, yields the partition function
of a monomer-dimer-loop system [9]:

N,! w)! o(f)
Z‘ZH Hva Nv\f\(a’ o™

{nke} x x X x;t

% 7/2ND,-',-NCN/,eNCN,a,qu(f)‘ (7)

This partition function is a constrained sum over
integer occupation numbers of monomers and dimers,
ny, ky, €{0,1,...,N.}, and of oriented baryon links,
?y, € {0, £1}, which combine to form oriented baryon
loops. The global quantities,

Ny = ana (Sa)
Np, = ka& (8b)
Nfz‘ = Zlfx()" (8C)

enumerate the monomers, temporal dimers, and temporal
baryon links on the lattice, respectively. 6(£) = +1 is a
geometric sign associated with the configuration of baryon
loops ¢; |£| is their length, and w(#) is their winding
number around the Euclidean time direction.

The monomers represent fermion condensates, My
dimers represent meson hoppings, (M, Mxﬂ,) ", and
baryon links represent baryon hoppings, B Byip or
BHﬁBx, where M, is a meson and B, is a baryon:

nX

034512-2
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MX = l/_/.xll/)(’ (9a)

1

x = N—C!Sil iNCl//;C . llfchc- (9b)

In order for a configuration of occupation numbers to
contribute nontrivially to the partition function Eq. (7), the
Grassmann integrals over the corresponding fermionic
degrees of freedom must be nontrivial on each lattice site.

Due to their Grassmann nature, such configurations must
necessarily represent arrangements of exactly N, fermions
and N, antifermions on each lattice site.” This imposes the
following local constraints on the integer occupation
numbers:

(10a)

et 3 (ko 1l ) £
!
D L =0
tp

Equation (10b) is a local discrete conservation law for
baryon links, which formalizes our statement above that
baryon links in admissible configurations form closed
oriented loops.

In the U(N.) case, since 7,, =0, the partition
function Eq. (7) reduces to a sum over monomer-dimer
configurations:

z=3]I;

{mi} ¥

(10b)

(Nc_kxy)!
oy Qagmg )Ny (11)
1;[ N lk,,! ra

with the same Grassmann constraint for monomers and
dimers on each site:

e+ ky =N (12)
+pu

Likewise, the U(N,) observables are defined in the same

way as the observables (in the mesonic sector) of the
SU(N,) theory.

III. CONSERVED CURRENTS
AND CONSERVED CHARGES

Let 6, = £1 be the parity of the site x on a bipartite
lattice. From Eq. (10b), it is easy to construct baryonic
currents:

jfﬂ = foxﬂ» (13)

’If the gauge group is SU(N..), the ordering of the Grassmann
variables in such arrangements contributes with the geometric
sign ¢(#) = £1, which introduces a (baryonic) sign problem in
the system. See Eq. (7).

which are conserved at every site:

d

> B =) =0. (14)

u=0

The corresponding conserved charges are integrals of the
baryonic currents Eq. (13) over a codimension-1 lattice
slice S, perpendicular to ji:

oF =>"jk. (15)
X€S,
Similarly, by rewriting Eq. (10a) as
N,
(ke + 1l 55) = 01)
1

it is easy to construct the corresponding (pion) currents:

. N.
R (e e N

from which a local discrete Gauss’ law for dimers results:

d

Z ]xy .]x—/l[l

=0

= —0,1,. (18)

Thus, monomers are sources of the pion currents. Using
Grassmann variables, the source term on the right-hand
side of Eq. (18) corresponds to —a,m iy, ysy,. Only in the
chiral limit, i.e. in the absence of monomers, are the pion
currents conserved. In the chiral limit, the corresponding
conserved charges are integrals of the pion currents over a

lattice slice S,:
Qﬂ = ij;r (19)

X€S,

In the U(N,
simplify to

.) theory, since #,, = 0, the pion currents

: N¢
Jxuy = Ox (kxﬂ - ﬁ) . (20)

IV. NONPERTURBATIVE
ANISOTROPY CALIBRATION

In this section, we show how the conserved pion charges
can be used to calibrate the anisotropy coupling in lattice
QCD with staggered fermions, at zero temperature, in the
strong-coupling limit.

In the strong-coupling limit, the partition functions of
SU(N,.) and U(N,) lattice QCD with staggered fermions
have monomer-dimer-loop representations, Eqs. (7) and
(11), with no dependence on the spatial lattice spacing, a
In order for the pion charges O, to be conserved, we take
the lattice fermions to be massless, aim, = 0. In the
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FIG. 1. Measurements of the fluctuations of the conserved pion
charges in a numerical simulation of U(3) lattice QCD on a
32 x 16% lattice. The measurements are interpolated using
Ferrenberg-Swendsen multihistogram reweighting. The intersec-
tion of the two curves provides a precise nonperturbative estimate
of the bare parameter y,, associated with the renormalized
anisotropy: & = 2. It also provides an estimate of the value of
such fluctuations in the hypercubic lattice, {Q?), which, together
with the estimates of the slopes of the tangents to the curves at

the intersection point, allows an estimation of the running
anisotropy, %Z—f.

SU(N,) case, we only consider the case of zero chemical
potential, a,u, = 0.> The corresponding partition functions
thus depend only on a single parameter: the bare anisotropy
coupling y.

Let us consider the theories to be defined on anisotropic
N, x N¢ lattices. In order to calibrate the anisotropy, we
compare the fluctuations of the conserved pion charges in
different directions.

Due to spatial isotropy, the expectation values of
fluctuations of the spatial pion charges Q;, i =1,...,d
must coincide. Therefore, it is convenient to quantify
spatial fluctuations using the expectation value of

|
0: :az 07, (21)
pm

while the temporal fluctuations are quantified using the
expectation value of Q7 = Q3.

Now, when the lattice is hypercubic, i.e. N, = £N, the
fluctuations of the spatial and temporal conserved charges
must be equal. This provides a simple, nonperturbative
criterion for the renormalization of the anisotropy coupling:

*The chemical potential only modifies the temporal boundary
conditions, which is irrelevant at 7 = 0. A nonzero quark mass,
on the other hand, modifies the dynamics, and so the renorm-
alization prescription must take this into account (we discuss the
massive case in the Conclusion).

the value of the bare parameter, y,,, corresponding to the
renormalized value, &(y,,) = N,/Nj, is that for which the
fluctuations of the spatial and temporal conserved charges
are equal:

(02), L (0%, (22)

In Fig. 1, we give a practical example. In a numerical
simulation of U(3) lattice QCD on a 32 x 163 lattice, we
evaluate (Q?) and (Q?) for a few values of the bare
parameter y, about the correct nonperturbative value y,,
associated with the renormalized anisotropy parameter,
£=2. Using Ferrenberg-Swendsen multihistogram
reweighting, we interpolate the measurements of the
fluctuations and estimate with high precision the value
of the bare parameter for which the two curves intersect,
i.e. when the lattice is hypercubic. In this particular case,
Ynp = 1.55725(29). This value is to be compared with
the commonly accepted mean field prediction, y.,; =

E=2~141421.

V. RUNNING ANISOTROPY

It is also possible to estimate the running of the

anisotropy parameter, %Z—f, using extra information from
the intersection point in Fig. 1. This quantity—the strong-
coupling analogue of Karsch’s coefficients [4]—is impor-
tant for computing e.g. bulk thermodynamic quantities, like
the energy density and pressure [10].

The fluctuations of the conserved charges scale with the
volume of the lattice slices on which the corresponding
conserved currents are integrated over

(0?) & (N;a)?,

<Q%> & (Nsa)that'

(23a)
(23b)

The ratio of temporal and spatial fluctuations then becomes
directly related to the renormalized anisotropy:

@) o

We have already explained the fact that this ratio is 1 when
the lattice is hypercubic.

Now, taking the derivative of Eq. (24) with respect to the
bare parameter y, at the intersection of the curves in Fig. 1,
yields the value of the running anisotropy at that point:

awn (e, - @,

dy (091, (0%),.,
N, dE|  1de
L] P 25
N, T Earl, (25)
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Therefore, in order to estimate the value of the running
anisotropy at y,,, we also need the value of the fluctuation
of the conserved pion charges on a hypercubic lattice:

(0%, = (07, =(0%),.. (26)

Ynp
and the values of the slopes of the tangents to the curves at

the intersection point: (Q,2>;,np and <Q?>/ynp.

VI. NUMERICAL RENORMALIZATION

The Monte Carlo sampling of the U(N,) partition
function Eq. (11) is highly efficient when using directed
path algorithms [11]. In the SU(N,,) case, observables must
be reweighted because of the occurrence of negative-weight
baryonic configurations, even at zero chemical potential.
However, this sign problem is mild and controllable for
moderate lattice volumes [1,2,10].

We simulate massless U(3) and SU(3) lattice QCD in the
strong-coupling limit, using the directed path algorithm
[11], for several values of the renormalized anisotropy ¢&.
For each &, we estimate the corresponding value of the bare
parameter y,, on a (§N,) x N 3 Jattice, for several values of
N, using the method described in Sec. IV. We also measure
the running of the anisotropy coupling Eq. (25). The results
for U(3) and SU(3) are summarized in Tables I and II,
respectively.

In these tables, rather than storing the estimators of
Eq. (25), we instead store the estimators of its reciprocal,
the reason being that the latter enters linearly in the
definition of important bulk thermodynamic quantities,
e.g. the energy density:

a48:a_4810g22§ﬂ25(ND,)
Vv or~'  ydé N,

The nonperturbative relation between the renormalised
and bare anisotropy parameters, in the thermodynamic
limit, is presented in Fig. 2(a). At large anisotropies, the
renormalized parameter depends quadratically on the bare
parameter. Such a behavior is expected from mean field
arguments. However, the corresponding prefactor differs
significantly (=25%) from that of the mean field relation
Eq. (5). This introduces a significant systematic error in any
numerical study of strongly coupled lattice QCD.

We find that the whole range of measurements is well
described by a simple, one-parameter rational Ansatz (see
Fig. 2(b)):

(27)

P 14+ 9%

&0 . 1 (28)

1
where « is a constant, and A =«/(1 — k), from the require-

ment that f(l)él. The approach to the continuous time
limit is better captured by Taylor expanding Eq. (28) to
quadratic order in 1/&% (see Fig. 2(c)):

TABLE L. Values of the bare anisotropy coupling y,, associated
with the renormalized anisotropy &, from numerical simulations of
massless U(3) lattice QCD on (EN;) x N 3 Jattices. Corresponding
values of the running anisotropy (derivative), the helicity modulus
@Y, and the chiral susceptibility density a%y/N7. The quantity y,,
exhibits small finite-volume corrections and is consistent (within
errors) with its thermodynamic limit, even on the smallest lattices.
This rapid convergence justifies using small lattice measurements
as thermodynamic estimators for y,,. This is particularly useful in
simulations at large &, for which significant statistics can only be
obtained on small volumes.

Edy

& N Top 1, a*Y a®yIN}
12 8 0.5741(2) 0.435(9) 0.27470(7) 0.283789(5)
12 0.5745(2) 0.453(8) 0.27491(2) 0.282628(8)
16 0.5743(2)  0.43(1)  0.274795(8)  0.282207(4)
20  0.5743(4) 0.44(2) 0.27479(2) 0.282092(3)
24 0.5744(5)  0.44(3)  0.27469(2)  0.282157(7)
4 1.00000(5) 0.357(2) 0.433247(7) 0.489464(1)
1 6 1.0001(5) 0.39(2) 0.43388(2) 0.485824(9)
8 0.9998(5) 0.34(2) 0.43408(2) 0.484272(6)
10 1.0000(5)  0.36(3)  0.43418(2)  0.483406(5)
4 1.55745(7) 0.284(2) 0.548979(9)  0.683806(2)

6 1.5570(4) 0.28(2) 0.54933(2) 0.67935(1)

2 8  1.557(1) 0.37(5)  0.54945(3)  0.67775(2)
10 1.5565(9) 0.27(3) 0.54889(3) 0.67696(2)

12 1.5566(8)  0.26(3)  0.54914(4)  0.67636(2)
4 1.9446(1)  0.261(4) 0.582224(1) 0.761084(2)

3 6 1.9431(8) 0.31(2) 0.58265(3) 0.75674(2)
8 1.9445(7) 0.23(3) 0.58247(3) 0.75382(2)

10 1.9442(9)  0.25(2)  0.58206(4)  0.75309(2)
4 22573(1)  0.254(2)  0.594889(1)  0.798407(2)
4 6  2.2566(3) 0.257(6)  0.595057(7)  0.793426(6)
8 2.2568(4)  0.274(6) 0.59514(2)  0.791196(4)

10 2.2566(6) 0.268(8) 0.59497(2) 0.79023(1)
4 25273(2)  0.248(3) 0.600789(6)  0.819251(2)
5 6  2.5267(3) 0.264(6)  0.600829(7) 0.814061(4)
8 2.5266(5)  0.26(2)  0.60085(2)  0.81195(1)

10 2.531(3) 0.5(3) 0.6011(2) 0.80865(7)
4 276922)  0.247(2) 0.603881(5)  0.832205(3)
6 6 276823)  027(2)  0.604074(7)  0.827064(5)
8 2.7683(6) 0.23(2) 0.60390(2) 0.824761(9)

10 2.7683(8)  031(2)  0.60388(2)  0.82384(1)
4 3.1954(2) 0.255(4) 0.606741(4) 0.847192(2)
3 6 3.1943(5)  0.238(4) 0.60697(2)  0.841938(4)
8 3.1946(7) 0.25(2) 0.60665(2) 0.83959(2)

10 3.194(2) 021(3)  0.60687(4)  0.83889(1)

C C

@m<1+5—§+§—j>. (29)

The fitted values of x using the Ansatz Eq. (29), consistent
with those obtained using the Ansatz Eq. (28), are

U@3)
SU@),

(30)

0.7795(4),
{0.7810(8),

where errors are statistical only. This prefactor is signifi-
cantly different from the mean field value 1.

Values for U(3) and SU(3) are statistically consistent
with each other. This is to be expected: in the continuous
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TABLE 1II.  Values of the bare anisotropy coupling y,, asso-
ciated with the renormalized anisotropy & from numerical
simulations of massless SU(3) lattice QCD on (EN,) x N3
lattices. Corresponding values of the running anisotropy (deriva-
tive), the helicity modulus a>Y, the chiral susceptibility density
a®y/N?, and the average baryonic sign. The quantity Ynp €xhibits
small finite-volume corrections and is consistent (within errors)
with its thermodynamic limit, even on the smallest lattices. This
rapid convergence justifies using small lattice measurements as
thermodynamic estimators for y,,. This is particularly useful in
simulations at large &, for which significant statistics can only be
obtained on small volumes. In the continuous time limit, the
baryons become increasingly static, which explains the lack of
fluctuations that contribute to the sign problem at large &.

¢ Ny Vnp v de Yop a*Y CIG)(/N?

12 8 0.5743(2) 0.43(1) 0.27445(2) 0.283424(6) 0.99657(7)
12 0.5745(2) 0.450(6) 0.274509(6) 0.282271(4) 0.9833(2)
16 0.5744(2) 0.436(6) 0.274417(6) 0.281835(2) 0.9475(8)
20 0.5744(4) 0.43(2) 0.274471(6) 0.281640(4) 0.818(4)
24 0.5746(7) 0.44(3) 0.27459(2) 0.28152(2) 0.63(2)

6 0.7324(2) 0.405(6) 0.34033(2) 0.362517(3) 0.99863(2)
12 0.7327(4) 0.38(1) 0.34040(2) 0.359782(8) 0.9777(4)

4 0.99993(5) 0.356(2) 0.432995(9) 0.489211(1) 0.991260(3)
6 1.00003) 0.36(2) 0.43384(2) 0.485553(5) 0.99830(2)
8 1.0002(3) 0.36(2) 0.43400(1) 0.483803(6) 0.99543(7)
10 0.9999(3) 0.369(5) 0.433984(8) 0.483086(6) 0.9876(2)

1.3117(2)  0.309(5) 0.510010(1) 0.610195(3) 0.996258(6)
1.3115(5) 0.30(2) 0.51024(2) 0.603968(9) 0.9933(2)

1.5573(2)  0.291(5) 0.548483(8) 0.683098(2) 0.998044(7)
1.5571(4) 0.28(2) 0.54882(2) 0.678474(8) 0.99815(3)
1.5568(6) 0.29(2) 0.54884(2) 0.676714(8) 0.99162(2)
1.5569(5) 0.28(2) 0.54873(3) 0.67565(2) 0.97084(8)
1.5572(6) 0.24(2) 0.54870(2) 0.67518(2) 0.942(3)

1.9449(2)  0.263(4) 0.581568(5) 0.760045(5) 0.999186(4)
1.944(1)  0.31(6) 0.58200(3) 0.75514(2) 0.99787(8)
1.944(2)  0.32(4) 0.58200(3) 0.75323(2) 0.9921(4)
1.945(1)  0.26(2) 0.58170(4) 0.75143(3) 0.979(2)

4 2.2581(6) 0.262(8) 0.59431(2) 0.79686(2) 0.999682(4)
6 2.2578(9) 0.27(2) 0.59455(3) 0.79164(2) 0.99885(5)
8 2.258(1) 0.24(3) 0.59433(5) 0.78914(4) 0.9964(2)
10 2.2569(6) 0.27(1) 0.59455(3) 0.78899(1) 0.9898(5)

4 2.5288(6) 0.25(3) 0.6002(2) 0.81777(2) 0.999770(9)
6 2.527(1) 0.21(2) 0.60071(4) 0.81291(2) 0.99885(7)
8 2.528(2) 0.23(3) 0.60024(6) 0.81009(4) 0.9983(2)
10 2.5272(9) 0.25(4) 0.60022(4) 0.80927(3) 0.9870(7)

4 2.7702(2) 0.248(5) 0.60354(2) 0.830977(4) 0.999816(1)
6 2.7693(4) 0.241(7) 0.603662(8) 0.825741(7) 0.99958(2)
8 2.7685(8) 0.30(3) 0.60375(2) 0.82393(1) 0.99857(6)

10 2.769(2) 0.3(1)  0.60362(4) 0.82234(5) 0.985(1)

4 3.1968(3) 0.257(5) 0.60656(2) 0.845910(3) 0.999891(1)
6 3.1958(5) 0.275(8) 0.60671(2) 0.840645(7) 0.999808(6)
8 3.196(1) 0.25(3) 0.60669(3) 0.83855(2) 0.99902(5)
10 3.195(2)  0.22(3) 0.60539(7) 0.8370(1)  0.9935(7)

average sign

2/3

3/2

——
SO DO R~ O

—_

time limit, baryons become increasingly static, and their
effect on pion currents vanishes at 7 = 0.

The Ansatz Eq. (28) is also consistent, after differ-
entiation, with the Monte Carlo data for the running
anisotropy. In particular, for the isotropic case, instead of
the mean field value,

1d
A | 2. (31)
Sme dy r=1
we find nonperturbative corrections consistent with
1dé
- 2+ 4k(k—=1). 32
Edy),, (k=1) (32)

VII. APPLICATIONS

In this section, we use the nonperturbative relation
between £ and y, determined above, in order to control
the convergence of several physical quantities to their
continuous time limits.

First, we examine the N, dependence of the phase
boundary of the (u,.T) phase diagram of massless
SU@3) lattice QCD and its sensitivity to the anisotropy
prescription. Then, we estimate the continuous time values
of the static baryon mass amp, the pion decay constant
aF,, and the infinite-volume chiral condensate a*%, in
massless U(3) or SU(3) lattice QCD. We use a quadratic
Ansatz in 1/£2, consistent with O(a?) discretization errors
of staggered fermions, to model the anisotropy corrections
to the continuous time limit:

¢ ¢

OzOCT<1+§—;+6—2>, (33)

where O is one of the physical quantities listed above, and
OCT is the corresponding continuous time value.

For the computation of the pion decay constant and of
the chiral condensate, we use the fact that U(3) and SU(3)
lattice QCD with massless staggered fermions have an
exact O(2) chiral symmetry. At 7 = 0 this symmetry is
spontaneously broken, and the dynamics of the resulting
Goldstone degrees of freedom (pions) are well described by
an O(2) sigma model in d = 4 dimensions. From a finite-
size scaling analysis of the discrete O(2) model, it is then
possible to extract low-energy quantities like F, and Z.

For example, the pion decay constant at 7 = 0 can be
shown to be related to the helicity modulus Y [12]:

a’F2 = lim a*7, (34)
which corresponds, in the diagrammatic representation, to
the variance of the conserved pion charges Q, on a
hypercubic lattice [13]:

1
@T = (0, (35)

In turn, the chiral condensate X at 7 =0 can be
estimated from the finite-size scaling of the chiral suscep-
tibility y, evaluated on hypercubic lattices. This has been
done in d =3 + 1 at finite temperature [13]. In our case
where 7 = 0, chiral perturbation theory of the O(2)
model predicts the leading finite-size corrections to be of
the form [12]:
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FIG. 2. Nonperturbative relation between the bare and renormalized anisotropy parameters, for U(3) (green) and SU(3) (purple)
massless lattice QCD, in the thermodynamic limit, presented in 3 different ways. Figure 2(a) shows that, as predicted by mean field, the
renormalized anisotropy at large y is &(y) o y2, but with a smaller prefactor than predicted. Figure 2(b) shows the ratio &/y? for a wide
range of y, larger and smaller than 1. A simple one-parameter Ansatz Eq. (28) describes the data well. Figure 2(c) shows the approach to
the continuous time limit, i.e. & — oco. In that regime, &/y? approaches a constant «, with quadratic corrections in 1/2. The behaviors of

U(3) and SU(3) are almost undistinguishable because baryons are heavy and describe small loops only.

B a
, (36
2FN: g ) 30

where f; = 0.140461 and «a is given by

1
aly ~ Ea(’ZzN‘S1 (1 +

1 aliN,
azﬁ%—l—ﬂz—i-g—ﬂzlog AZ :
M

with #, = —0.020305, and As, A, are renormalization group
invariant scales. The average value of the chiral susceptibility
is estimated using intermediate configurations—generated
with the directed path algorithm—which sample the mesonic
two-point function, as described in [11].

(37)

A. Phase diagram

An example of a study that is sensitive to the choice of an
anisotropy prescription is the mapping of the phase dia-
gram of massless SU(3) lattice QCD, in the strong-coupling
limit [1].

The phase boundary separating the chirally broken phase
at low (u,,T) and the chirally symmetric phase at high
(uy.T) is determined by monitoring the chiral condensate

a*% during Monte Carlo simulations, using directed path
algorithms and sign reweighting for importance sampling
on moderate volumes (see Fig. 3).

For fixed N,, the temperature is varied implicitly through
the bare coupling y [2]. Assuming the mean field relation
Eq. (5), the observed phase boundary has a strong depend-
ence on N, (see Fig. 3, top), which makes its interpretation
questionable. This systematic error is dramatically reduced
by using the nonperturbative prescription Eq. (28) for the
renormalized anisotropy (see Fig. 3, bottom). Note that,
under the nonperturbative prescription, the tricritical cou-
plings on the temperature and chemical potential axes both
decrease by ~25%.

Moreover, analytic studies of the phase diagram gen-
erally consider Euclidean time as continuous [15] and
should be compared with the N, = oo data only.

B. Static baryon mass

The static baryon mass amp is another observable for
which the inexact calibration of anisotropy can have a
strong effect. This observable can be determined using the
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FIG. 3. Phase diagram of SU(3) lattice QCD with massless
staggered fermions, in the strong-coupling limit, in which the
anisotropy is set using mean field (top) [2], or using the present
nonperturbative prescription (bottom). Under the nonperturbative
prescription Eq. (28), the N, dependence of the phase boundary
and of the tricritical point decreases substantially. Also, the
tricritical couplings on the horizontal and vertical axes both
decrease by ~25%. The N, = oo data are produced from
simulations directly in the continuous time limit [14].

“snake algorithm” [16], which samples partition functions
Z, describing the system with an open baryonic segment of
length k:

N,—2

V4
log =x42 (38)

amp = ﬁ Zk

L k=0

We simulate massless SU(3) lattice QCD for different
anisotropies using the snake algorithm and estimate amp as
a function of & (see Fig. 4). Under the two anisotropy
prescriptions, Egs. (5) and (28), baryon masses differ by
~25% at large £. In this regime, the fitting Ansatz Eq. (33)
describes the data well. The vertical intercepts give the
values of the static baryon mass in the continuous time (CT)
limit:

5.0

4.0 1
mean field

nonperturbative

3.0 isotropic

0.0 0.2 0.4 0.6 0.8 1.0 1.2
1/€?

FIG. 4. Effect of the physical anisotropy on the static baryon
mass, in massless SU(3) lattice QCD. The anisotropy corrections
to the continuous time limit (§ — oo) are well described by a
quadratic Ansatz in 1/£2. The baryon mass is heavier on
anisotropic lattices than on isotropic lattices, where its value is
ampg ~ 2.88 [1]. With the anisotropy set using mean field, the
baryon mass receives an ~50% correction in the continuous time
limit with respect to the isotropic case, while under the present
nonperturbative prescription it only receives an ~20% correction.

4.550(8), mean field

T= 39
(am) {3.556(6), nonperturbative. (39)

On an isotropic lattice, static baryons have mass ampg =
2.88 [1] and become heavier with anisotropy. In the
continuous time limit, the baryon mass is only = 20%
heavier than the isotropic case, when using the nonpertur-
bative prescription for the anisotropy, as compared with the
~50% difference when using mean field.

C. Pion decay constant

Using our nonperturbative prescription for & we can
obtain reliable estimates of several physical quantities in
the continuous time limit, e.g. the pion decay constant,
aF,. In order to estimate this quantity, we measure the
helicity modulus Eq. (35) for several finite hypercubic
lattices and values of £. The results are summarized in
Tables I and II and displayed in Fig. 5 (top). The pion decay
constant (squared) corresponds to the thermodynamic limit
of the helicity modulus, in accordance with Eq. (34).

Again, the numerical data can be suitably fitted using the
Ansatz Eq. (33). At large ¢, the anisotropy corrections are
rather small. The vertical intercepts give the values of the
pion decay constant in the continuous time limit at 7 = 0*:

u(3)

(aF) = SU(3).

{ 0.7820(2), @)

0.78171(4),

*New, direct measurements of aF » in the continuous time limit
[17] are consistent with our extrapolation.

034512-8
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FIG. 5. Effect of the physical anisotropy on the pion decay

constant (top) and on the chiral condensate (bottom), in massless
U(3) and SU(3) lattice QCD. The anisotropy corrections to the
continuous time limit (§ — oo) are rather small and well
described by a quadratic Ansatz in 1/£2. The baryonic corrections
to the U(3) helicity modulus are negligible. In both graphs, the
isotropic points £ = 1 are not included in the quadratic fits: the
intersection of the fitting curves with the isotropic point in the top
graph is accidental.

Again, U3) and SU(3) are equivalent in the thermody-
namic and continuous time limits, within errors.

D. Chiral condensate

We also estimate accurate values for the infinite-volume
chiral condensate a’X, by analyzing the finite-size scaling
of the chiral susceptibility a®y, using chiral perturbation
theory, and by using our nonperturbative prescription for
the lattice anisotropy.

To this end, we estimate the chiral susceptibility density
a®y/N*% (as in [11]) for several finite hypercubic lattices and
values of & (see Tables I and IT). We estimate a®>? at finite &
by extrapolating a®y/N% to the thermodynamic limit,
modeling the finite-size corrections in accordance with
chiral perturbation theory; see Eq. (36).

The dependence of a*% on & is again well described by
the Ansatz Eq. (33) (see Fig. 5, bottom). The vertical

intercepts give the values of the chiral condensate in the
continuous time limit at 7 = 0:

1.3063(9), U(3)

(fmm:{Lmam SU(3). (“41)

As before, U(3) and SU(3) are equivalent in the thermo-
dynamic and continuous time limits, within errors. We also
observe that, when keeping f; as a free parameter in
Eq. (36), the finite-size fits are consistent with its theo-
retical value.

VIII. CONCLUSION

It is very important to have a precise scale for the lattice
anisotropy. Even though mean field captures the correct
power scaling of the renormalized anisotropy for asymp-
totically large values of the bare anisotropy, namely & ~ y2,
it fails to predict the nonperturbative prefactor. The
discrepancy between the mean field and nonperturbative
prefactors introduces systematic errors of the same magni-
tude in many physical quantities of interest, particularly in
the continuous time limit. This should be kept in mind
when comparing strong-coupling Monte Carlo results and
analytic mean field results, since the latter are usually
formulated in continuous time.

In the dimer representation of the strong-coupling limit of
lattice QCD with massless staggered fermions, we have
proposed a simple method to determine the nonpertu-
rbative dependence &(y) between the bare and renorma-
lized anisotropy couplings. The method is amenable to
Monte Carlo simulations using very efficient directed path
algorithms which, together with the multihistogram reweight-
ing method, allows us to determine &(y) with high precision.
In the end, the nonperturbative prefactor is observed to be off
by &25% with respect to the mean field prefactor.

As an application, we revisit the phase diagram of SU(3)
lattice QCD [1] and update it using our nonperturbative
relation £(y). A strong dependence of the phase boundary
on N,, introduced by the mean field anisotropy, essentially
vanishes. The new locations of the phase boundary and of
the tricritical point reveal corrections of ~25%, in the
chemical potential and temperature, compared with the old
mean field values. We also compute the mass of the static
baryon in the continuous time limit, which again receives
corrections of &25% compared with the mean field value.
These corrections are the direct consequence of the = 25%
correction to the mean field prefactor to &(y) men-
tioned above.

We also estimate the values of the pion decay constant,
aF,, and of the infinite-volume chiral condensate, a3, in
massless lattice QCD in the strong-coupling limit at 7 = 0.
The anisotropy corrections to these quantities are small and
provide a reliable extrapolation to their continuous time
limits.

034512-9
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Even though the strong-coupling limit of lattice QCD is
unphysical, it may still be of interest to compare its
predictions with those of continuum QCD, in the regime
where chiral symmetry is spontaneously broken. For
example, the strong-coupling SU(3) lattice value of the
pion decay constant Eq. (40), in units of the critical
temperature a7, =~ 1.089 [10], is F,/T.~ 0.72, which is
about 15% above the continuum QCD value.

Our approach can be generalized to the case of massive
quarks. As before, in a hypercubic box the variances of the
spatial and the temporal pion charges Eq. (19) can be required
to be equal. Since they still scale as in Egs. (23a) and (23b),
the renormalization criterion Eq. (22) is justified. What
changes is that the pion charges are no longer conserved
as per Eq. (18), i.e. have different values on parallel
codimension-1 lattice slices. A sensible observable is the
average over such parallel slices of the variance of the pion
charge on each slice. Thus, the setting of the anisotropy
should be performed in a fixed volume L*, characterized by
the value of m,L. This implies a fine-tuning of the quark
mass, in order to keep fixed m, L while the bare anisotropy y
is varied. Alternatively, the anisotropy may also be set by
keeping & and m L = N,a,m, fixed while varying y [17].

It may also be possible to extend the present study to
finite 3, in the framework of the O(f) partition function
defined in [2]. The new occupation numbers (associated
with plaquettes) introduce new Grassmann constraints on

the extended configuration space. Such constraints may be
used to construct analogues of the pion current, which
would include plaquette corrections. In the chiral limit, we
expect such currents to be conserved. The associated
conserved charges could then be used to define non-
perturbative renormalization criteria for the (independent)
spatial and temporal gauge couplings. An extension of this
program to finite quark mass would be similar to the above
proposal for g = 0.
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1. Introduction: Sign Problem

Lattice QCD at finite baryon density suffers from the numerical sign problem: no direct sim-
ulations based on the fermion determinant (such as RHMC) are feasible, due to the fact that the
fermion determinant becomes complex for tp > 0. Hence, with the well established methods, a
possible critical endpoint is still out of reach. Methods based on a complexified parameter space
(Complex Langevin, Lefschetz Thimbles) are promising, but not (yet) applicable to full QCD.
Since the sign problem is representation-dependent, the partition sum can also be rewritten in new
degrees of freedom which are closer to the physical states. Then the sign problem can be milder or
even be absent. Here, we will make use of so-called dual representations,. These have been proven
useful in many models which have severe sign problems in the original formulation (e. g. [1]).

For lattice QCD, a dual representation is well known in the strong coupling limit in terms of a
2N(7
&
of integration and integrate out all gauge fields U, (x) before the Grassman variables since link

monomer-dimer system [2, 3, 4]. In this limit f = — 0, it is possible to reverse the order
integration factorizes due to the absence of the plaquette contributions of the gauge action. The
resulting color singlet degrees of freedom are mesons and baryons. This system has been studied
since decades both via Monte Carlo and mean field and has proven to be a great laboratory for finite
density QCD. The advantage of the dual formulation of strong coupling LQCD is twofold: (1) the
very mild sign problem (which is even absent in the continuous time limit) and (2) the applicability
of Worm algorithms that enable fast simulations. This allows to study the full phase diagram in the
ug - T plane.

2. The Dual Representation of Strong Coupling Lattice QCD

The strong coupling partition function is obtained from the fermionic action of staggered
fermions by an exact rewriting of the path integral by integrating out the gluons first. Followed
by Grassmann integration, it can be mapped on a discrete system of monomers n, € {0,...N,},
dimers kp, € {0,...N,}, and world lines ¢, € {0,£1} [2, 3]:

(Ne —kp)!

N k! H

X

ZF(mqvu) = Z Nic'

{k,n,l} b=(x,u)

1
(2amy)" ] (Mc(ﬁ)ew’”“f“) (2.1)

ny! /

The Grassmann integration imposes the following constraint on the sum over configurations in the
above partition sum:

ny + Z <kﬂ(x)+ % fﬂ(X)) =N,, (2.2)
p==40,..d

which is a remnant of the gauge group and entails that mesonic degrees of freedom (monomers and

dimers) do not touch baryon world lines, The latter form oriented self-avoiding loops ¢ of length

€], and its sign o (¢) € {—1,+1} depends on loop geometry.

The caveat of this formulation is that the lattice is very coarse, and it requires 8 > 0 to make
the lattice finer. In principle it is possible to include the effects of the gauge action by expanding it
in terms of plaquette occupation numbers before integrating out the gauge links. This gives rise to a
strong coupling expansion. Here, we do not include such corrections, but they have been addressed



Thermodynamics at Strong Coupling on Anisotropic Lattices Wolfgang Unger

to next to leading order [5, 6] and have also been presented at this conference in the contribution [7]
“Towards a Dual Representation of Lattice QCD” by G. Gagliardi. Alternative strategies with dual
variables have been proposed in [8, 9]. The leading order gauge correction &'(f3) to the SC-LQCD
phase diagram in the chiral limit has been first addressed via reweighting in  from the ensemble
at B = 0 [5]. Here it was found that although the nuclear liquid gas critical end point splits from
the chiral tri-critical point, the first order line from the nuclear transition and the chiral transition
did not split. An immediate question one can ask is: do the nuclear and chiral transition split at
sufficiently large B? New simulations obtained by sampling plaquette contributions directly via
world sheets did not indicate any splitting [6]. We may have to consider the possibility that in the
chiral limit, both transitions are on top even in the continuum limit. Hence it might be necessary
to address simulations at finite quark mass for the splitting to be sizeable. This motivates the study
presented here.

3. Thermodynamics of Strong Coupling Lattice QCD

In order to vary the temperature in the strong coupling limit, where the lattice spacing a(f3)
cannot be modified at fixed § = 0, we need to introduce the bare anisotropy 7 in the Dirac couplings.
This is in particular necessary since aT = 1/N, is discrete (with N; even): it turns out that the
chiral transition temperature is about a7, ~ 1.5, hence we cannot address the phase transition on
isotropic lattices. The bare anisotropy will change the temporal lattice spacing @, continuously at
fixeda, =a. :

L, a,y) = Z{Zysvorz ( RO Uy (x) Wy g — € MO0 U (x )wx)+2mwxwx}

ZF(maatuaY): Z H
{k,n,l} b=(x,v)

a4 —

(N kb) »0v0 NC' ANHy
e | POl DU a1

The anisotropy () is a non-perturbative function of the bare anisotropy y which allows to

5()

coupling, where the degrees of freedom are not quarks but hadrons, this is not the case. Mean

define the temperature al = . At weak coupling one expects £(y) = ¥, however, at strong

field theory at strong coupling implies &(y) = 72, since the square of the critical bare coupling

(dfl)(N(¢+1)(N¢.+2)
6(N:+3)

mean field, hence we need to determine the precise correspondence between & = a,/a, and 7.

is proportional to N;: 72 = N, [10]. However, modifications are expected beyond

Consider the SU(3) partition function Eq. (3.1), in terms of the extensive quantities: Ny, = an
the total monomer number, N, = 2Np, 4 3Np; (with Np, = ka o and Np; = Z |by0| the total number

of temporal dimer and temporal baryon segments), and Q the total w1nd1ng number of all baryon
world lines. The dimensionless thermodynamic observables in terms of these dual variables are:

. T dlogZ (Q)
b density: Spp = a’ =r= 3.2
aryon density @pn=aly G|~ Ng (@ (32)
dlogZ d
energy density: afa,s = UppPp — % 8;%1 ) f/dg <nq> 3.3)
dlogZ & dy
3 3
pressure: a,aip = —a,a; T (3.4)
WV 3yd§< nq)
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N,
chiral condensate: at (ypy) = a? N;sz‘a, ;i (np) (3.5)
interaction measure: e—3p=-— <ZM> = —my (YY) (3.6)
a;as

Clearly, most of these observables explicitly depend on £(y) and its derivative. They have
been measured in the full ug - T plane after having determined & (7y) non-perturbatively.

4. Anisotropy Calibration and Results

The determination of &(7y) in the chiral limit has already been addressed in [11, 12]. The
non-perturbative result deviates from the mean field assignment &p¢(y) = 7 considerably:

2
E(y) ~ kY + 1+YM4 with  k=0.781(1) (4.1)
As an application, the dependence of observables on the anisotropy was studied: the pion decay
constant, the chiral condensate and the baryon mass. With this result, it is also possible to define
unambiguously the continuous time limit a; — 0 via N; — o0 and ¥ — oo at fixed aT’, which is further
elaborated in [13] and in a contribution to this conference “Temporal Correlators in the Continuous
Time Limit of Lattice QCD” my M. Klegrewe [14]. The anisotropy calibration can also directly be
performed in the continuous time limit.
In this proceedings, we want to extend these results to finite quark, i. e. we address the
anisotropy calibration and its difficulties for m, > 0. In order to determine &(7) the idea is to
consider the following current that is implied by the Grassmann constraint [15]:

) =0) (k)= Floul = 55) > Elulo) ~dule— ) = ~olnl) @2
+0

In the chiral limit, where n(x) = 0, the current j, (x) is locally conserved. The conserved charge
Ou= XEJ Jju(x) has (Qy) = 0, but non-zero variance: <Q121> # 0. The calibration of &(y) is then

obtained via a renormalization condition on demanding a physically isotropic box:

aNi=aN, < (0)(0)=(0*Mm), == N E(10)- 4.3)

az Ns
To extend this method to finite quark mass, there is yet a difficulty: j,(x) is no longer a
conserved current, i.e. on a given configuration, Q;(t1) # Q:(t2) (and Q;(z1) # Qy(z2)). This is
expected because the monomers are sources of a pion current —m,yysy. However, due to the
even/odd decomposition for staggered fermions, there are as many monomers on even as on odd
sites. Hence, when averaging over parallel hypersurfaces,

Q:i,@@* @:i;@@» 4.4)

the monomers of opposite parity o (x) cancel each other, such that the total charge and its fluctu-
ations can still be used for anisotropy calibration. Again, we demand the fluctuations to be equal,
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<QSZ>, <Qt2> <Qt2>/<Qsz> monomer density <n,>
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Figure 1: Anisotropy calibration at bare mass 7z = 0.1, & = 5 on a lattice 10° x 50. Left: Spatial and
temporal charge fluctuations. Center: Ratio, from which Y is obtained. Right: Monomer density around }p.

(07) (W) = (0?) (1). However, at finite dimensionless bare quark mass s, we need to keep the
physics constant e. g. MzL = const or [m, (yy)]|, = const. Hence we need to determine /(&) as
well (see also [16]). We implement the second condition:

a‘mg (Py) = @a;&m(8) (Fy) = & (n,) = const, (4.5)

which is related to the monomer density. Note that it is not possible to identify 7 with either
amy nor a;my as m depends on & (7 is the bare mass in Eq. (3.1)). In Fig. 1 an example of the
anisotropy calibration is shown. Fig. 2 shows the final result obtained by scanning through various
bare quark masses 771 € [0, 1] and lattices 10® x N, with aspect ratio % =£¢€{1,2,3,4,5,6,8,10}.
With the calibration results, the continuous time limit NV, — oo is well defined also for finite m, with

&<n,>(§ ) for various my=h(&=1) Y(E,m)

Figure 2: Anisotropy calibration at finite quark mass: Left: Lines of constant physics: fixed m, ¥y, which
defines /(&) with iy = m(& = 1) = amy. Right: bare anisotropy ¥ as a function of & and 7.

mygy/T fixed. The extrapolation towards continuous time is shown in Fig. 3. The non-perturbative
correction factor turns out to have a simple quark mass dependence, such that the temperature and
chemical potential are uniquely specified and have a well defined continuous time limit also at
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finite quark mass 7y = amy:

X Ko N X
K(my) = R — aT = k(i) [aT |me aup = k(M) [apup|me (4.6)
L+ i1y + comy
e atfixed y=r(E=1) K(rhy)=limg_, ., &7
1 : — 0.8 : ‘
rp1:0406 — extrapolated data +———
m=001 —— 078 fi hyscohd)
0.95 - M=0.02 R TR, it to/(1+cqMy+comy”)
= \
my=0. - |
09 |- m;ggg — 076 N
my=0.50 —— N\
0ss | mi=1.00 — | 0.74 | AN ]
072 | AN ,
08| ol N |
} .
075 -
068 |- \ R
L AN
07 066 | S 1
065 064 S
06 L L L L 062 L L L L
0 2 4 6 8 10 0 02 0.4 06 0.8 1
13 my=rh(g=1)

Figure 3: Example on how to obtain the continuous time limit at finite quark mass. Left: Correction factor
E(y)/v* at fixed 7y Right: Dependence of the correction factor k in the continuous time limit on .

By fixing the temperature a7 on a lattice specified by »;, and the isotropic bare quark mass
1My = amy, one can determine via § = aT N, the corresponding (&) and (&, m(&)) for the Monte
Carlo simulations. With this it is possible to measure various thermodynamic observables at fixed
mass in the up-T plane. Results on the phase boundary at m, > 0 have already been addressed in
[17], but here the mass-independent mean field definitions a7” and aup were used. The new results
for the thermodynamic observables Egs. (3.2)-(3.5), are shown in Fig. (4) for am, = 0.1.

5. Conclusions

We have shown how to extend the anisotropy calibration to finite quark mass to obtain the
bare anisotropy (&, m(E)) given & = & corresponds to a physically isotropic lattice: agN; = a;N;.
Here, the difficulty was addressed that % now also depends on 72, which requires an additional
condition that keeps the physics constant and yields 72 = /i(&). This allows us to define the tem-
perature/chemical potenital and measure thermodynamic observables such as energy and pressure
unambiguously. Simulations in the continuous time limit & — o confirm the extrapolated results
(see also the contribution to this conference [14]). In the future, we want to address the anisotropy
calibration also for # > 0: Here, the non-perturbative determination of a;/a, = £ (7,7, ) now also
involves 3, and it might be necessary to introduce an additional bare anisotropy fs/f; as well.
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Figure 4: Various thermodynamic observables in the up - T plane at quark mass am, = 0.1. The imprint of
the chiral critical endpoint at around (aT,aptg) ~ (0.6,2.0) can clearly be seen in all observables.
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A.6 Quark Mass Dependence of the QCD Critical End

Point in the Strong Coupling Limit [A6]
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1. Introduction

It is possible to investigate the full-T phase diagram using strong coupling lattice QCD in
the dual representation due to its mild sign problem. The pigblem depends on the representa-
tion of the partition function. It is well known that in therahg coupling limit8 = % —0,i.e.in
the absence of the gauge action, one can make use of a duedestation due to the factorization
of one-link gauge integrals [1]. This dual representatowell suited for Monte Carlo simulations
via the worm algorithm [2, 3]. Such simulations on thel' phase diagram have been carried out
in the chiral limit [4, 5]. Simulation at finite quark massesvh been studied in [3]. Here we ex-
tend on these studies and focus on the phase boundary ferdumirk masses. Also we obtain the

critical end points (CEP) for finite quark masses.
The Lagrangian for staggered fermignsncluding an anisotropy, favoring temporal gauge
links in order to continuously vary the temperature, is:

VO

VZ My () (27X (U (X)X (x+ D) =€ H¥X (x+ D)UT (X)X (9) . (1.1)

=3

v

From the Eqg. (1.1), one can derive the partition functiorhia dual representation by integrating
out the gauge links and Grassmann variables:

(Ne—kp)! s e Ne! '
z='y |‘| Wyzkb % n—c!(2anh)” [Tw(.p) - 1.2
{knfyb=(xp) ¢ x X ¢
meson hoppings chiral condensate baryon hoppings

This partition function describes a system of mesons angbbar The mesons live on the bonds
b= (x, 1), where they hop to a nearest neighges x+ [1, and the hopping multiplicity are given
by so-called dimerg;, € {0,...,N¢}. The baryon must form self-avoiding loops.

W(l, ) = —=—0a(O)y*expENrap), o(f)= (-1 ), (@3

[Mxee b=(x,u)el

where/ denotes a baryon loopl; is the number of baryons in temporal directidi.is the number
of lattice sites in temporal direction amd is the baryon winding number in temporal direction.
o(¢) is the sign. The sign is related to staggered phase fagtog) and the geometry of the baryon
loop ¢: the winding number, and the number of baryons in negative directior(¢). N_(¢) comes
from the negative sign in front of the second term in Eq. (1By the Grassmann constraint, the
summation over configuratiorg,, », in Eq. (1.1) is restricted by the following condition.

Nc
X K —1¢ =N 1.4
n +uig--,ﬂ:d( u()+ 5| u(x)|) (1.4)

In the chiral condensate panty is the quark mass ang is the number of monomers at site
In the chiral limit, monomers are absent to avoid that théigogam function becomes zero. On the
contrary, for finite quark masses, monomers are present.
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2. Chiral and Nuclear Transition

2.1 Symmetries and phase diagram

The chiral symmetry at strong coupling jé(x) = €€¥ x(x), whereg(x) = (—1)2x%. It
is spontaneously brokeriXx) # 0) at low temperatures and densities. At high temperaturds a
densities, the chiral symmetry is restoreg ) = 0). Between these two phases, there is a 2nd
order phase transition line witb(2) critical exponents at small chemical potentigl<€ piic) and
a 1st order lingus(T) > Hyic. The tricritical point (TCP) is located between the 2nd astdtder
lines point. On the other hand, nuclear transition betwesum phase and nuclear matter phase
does not have the 2nd order line. They have the 2nd order C&Rstlsimilar to the CEP of a
liquid gas transition, and the 1st order line is located Wwetloe CEP. The 1st order lingys(T)
separates the hadronic phase where the baryon demgity= 0 from the nuclear matter phase.
At T = 0 and aboveu > L1, Where(ng) = 1, Pauli saturation occurrs: Due to the finite lattice
spacing, the baryons form a crystal in this nuclear mattasehi. e. every lattice site is filled by
a baryon. Because of the Pauli principle, the mesons andaty@is can not intersect with each
other. Hence, in the nuclear matter phase, the chiral caadef) x) vanishes. On the contrary, in
the hadronic phase, the baryons are rare and the mesonsvareoco

2.2 Observables

Our observables for the chiral transition are the chirademsate X x) and the chiral suscep-

tibility .
0 = =S M) e oD ogz— L ((NBY— (N (M), @)
2mgv V d(2mg)? (2mg)2v "M ’

whereNy = S, ny. In the chiral limit, (X x) = 0 becausé\yy = 0. For the nuclear transition, we
measure the baryon densifys) and the baryon susceptibilitys, which are given by the winding
numbers, € Z.
1 7] 1 Ny 2 2
ng) = ———logZ=—($ ry), =— ro)s)—(>yr 2.2
(ng) VN 9 (3ad) g Vs<; 0, Xs VJ((; 0)°) (; 0%) (2.2)

The general reweighting method with the average sign isegppi our study.

_ {O9) — oxp L3
(0) = @ (0) = exp(—L°NAT), (2.3)

whereAf is the difference between full and sign-quenched free graegsity.

2.3 Anisotropy and finite temperature

We introduce the anisotropy in the Dirac couplings in order to vary the temperature in the
strong coupling limi{3 = 0, wherea does not vary, but; does vary in Eq. (1.1). The ratio of the lat-
tice spacing in spatial and temporal direction can be writte a general functioQ = &(y). Mean
field theory of Eq. (1.2) suggests [6] thét(y) = y?, it is anN-independent choiceZ (y) is ob-
tained from non-perturbative calculation [7]. Hence, we tie following notations to distinguish

&(y) and&’(y).

ap' =aué'(y), aT'= ¢y

N

ap=apé(y), aT= (2.4)
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3. Results

3.1 Average sign

AF[x1074 am;=0.01

Figure 1: The average sign in the range 060< aT’ < 1, and 06 < ay’ < 0.8 for am, = 0.01,0.1. Here,
Af =—Llog(sign)

In order to show the mildness of the sign problem in the duarépresentation, we pldtf in
Fig. 1 which is defined in Eq. (2.3). In the area 06 & aT’ < 1, and 06 < au’ < 0.8, where our
simulation is done, the average sign is quite small for veriguark massesm, = 0.01,0.1.

3.2 Finite size scaling at finite density

We use finite size scaling to the chiral and nuclear susdéfitib to find the temperature of
CEP. The finite size scaling is carried out using the follanénitical exponents. In the chiral limit
(mg = 0), theO(2) exponents with P(=Y/V)| y = 1.3177 andv = 0.67155 are used for the 2nd
order line in chiral transition and CEP in nuclear transiti6or the crossover region in the nuclear
transition,p = 1 is applied. We use the exponents wjth- 1 andv = 0.5 at the TCP for the chiral
transition. For the finite quark masses, we applyZf@ exponents witly = 1.237 andv = 0.613
at the CEP for both chiral and nuclear transitiops= 3 is applied for the first order lines.

We scan the parameter space along theirection for various temperatures in the range of
0.5 < aT < 1.0 with the step size.05 to find the CEP and phase boundary. We analyse a peak of
the chiral and baryon susceptibilities. In the chiral lintlite chiral susceptibility does not have a
peak. Hence, we use the baryon susceptibility to find the EGi#péerature because the location of
the TCP in the chiral transition is same as that of the CEPHemuclear transition in the strong
coupling limit (8 = 0). For finite quark masses, the chiral susceptibility hasakpSo, we obtain
the CEPs and phase boundaries separately from the chirahwaiear transitions. We use the
standard finite scaling method to find the temperature of t&8E.@Ve compare the peak heights of
the different lattice volumes, they are rescaled by the CE®mrents. By the standard method, the
peak heights of the different lattice volumes become equillestemperaturea(l.) of the CEP.

To obtain the critical chemical potentialy, we analyse the peak position of the chiral and
baryon susceptibilities. For the chiral transition in ttéral limit, we obtain the critical chemical
potentiala u from the crossing points between the different lattice ras because the chiral sus-
ceptibility does not have a peak. For other cases, we oltaipéak position using the following
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Figure 2: The left panel shows the Breit-Wigner fit to find the peak posit The right panel shows the
extrapolation to the thermodynamic limit for various querésses in fixed temperatua@’ = 0.7.

way. First, we fit a peak of the susceptibility using the BWigner function with polynomial to
find the peak position. The red lines in Fig. 2(a) are the pemditipn with fitting errors. After
we get thea; i, we do the extrapolation to the thermodynamic limit to efiate the volume de-
pendency. The results of extrapolations have very linehawier with respect to A/ as shown in
Fig. 2(b).
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aT'=0.95
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Figure 3: The chiral and baryon susceptibilities in the chiral limit.the case of chiral susceptibility, we
apply the finite size scaling with = 1.962 for the 2nd order in the third panel, apd= 3 for the 1st order
transition in the first panel. For the baryon susceptibility applyp = 1 for crossover transition in the forth
panel, ang = 3 for the 1st order transition in the second panel.

First, we address the results in the chiral limit comparimg 1st order lines from the nuclear
and chiral transition. We plot the chiral and nuclear susbgities in Fig. 3. For the chiral tran-
sition ataT’ = 0.95, we use th®(2) exponents for 2nd line. But the case of nuclear transition at
aT’ = 0.95, crossover scaling = 1 is applied. We apply finite size scaling wijph= 3 ataT’ = 0.7
for both chiral and nuclear transitions because they arengel in the temperature of 1st order
transition.

If we turn on the quark mass, the chiral susceptibility hasakp We plot the chiral condensate
and susceptibility for finite quark mass in Fig. 4(a). Theyoardensity and susceptibility for finite
quark mass are plotted in Fig. 4(b). For the lower panels g &{a) and Fig. 4(b), th&(2)
exponents are applied. Then, the order of peak heigla$’at 0.725 and those &T’ = 0.75 are
opposite. Hence, we find that the temperature of the CEP @&dddetween.@25< aT’ < 0.75.
The phase boundaries for finite quark masses are obtainedtiepeak analysis explained above.
In the Table 1, our results of CEPs are agree with the previdoiste Carlo results for various
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Figure 4: The figure (a) shows the chiral condensate and the chirakptibdity for finite quark mass
my = 0.05 near the critical end point temperature. The data is moisyrthan those of nuclear transition
due to the monomer fluctuations. The figure (b) shows the Inadipaisity and the baryon susceptibility for
finite quark massng = 0.05 near the critical end point temperature.

quark masses. We also compare the results to the Mean Féelidsren Table 1.

am, Previous MCAT, aut) MeanField&TL, aut) Ours@Ty, aug) Ours@Tg, aug)

0.00 0.94(7),B4°5%7 0.866,0.577 0.83(3),0.6671(2)  0.69(3), 0.5563(2)
0.01 0.77(3),0.70(2) 0.764,0.583 0.78(3),0.7005(5)  (RH®.5906(4)
0.02 N/A N/A 0.75(3), 0.7234(14) 0.64(3),0.6137(12)
0.05 N/A 0.690,0.617 0.73(3),0.7808(5)  0.62(3), 0.6653(4
0.10 0.69(1),0.86(1) 0.646,0.653 0.70(3), 0.8606(10) 0@} 0.7386(9)

Table 1: We compare our results of CEPs for various quark masses fwrévweous Monte Carlo results [3]
and Mean Field results [8]. The forth column shows the resulten we apply the correct anisotropgy).

3.3 Phase diagram for finite quark masses

Finally, we obtain the phase diagram for finite quark mas&#s. plot the phase diagrams
applied&’(y) = y? and&(y) in the first and second panels in Fig. 5. When we applyétig),
they have back-bending in the low temperature region. Thizecause foy < 1 spatial dimers
are favored, which results in an unphysical phase bounttayever, the back-bending disappears
when the correct non-perturbative reséilty) is applied. The third panel shows the trajectory of
CEPs and those of mean-field theory [8]. The x—(mi$h)2/5 in this panel is suggested by tricritical
scaling. Due to the correct non-perturbative anisotréfy), the mismatch with mean-field theory
has been enlarged. Justak differs between Monte Carlo and mean-field theory, also kbges
in (amy)%® differs.

4. Conclusion

We obtain the phase boundary and critical end points foouarguark masses using Monte
Carlo simulation in the dual representation. We extend 8tedder phase boundary to the lower
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Figure 5: The first and second panels are the phase boundary of chitatwiear transition for finite
quark masses. In the first panel, we apply &gy) = y? for anisotropy. They have back-bending at the
low temperature region. In the second panel, we agply) obtained from non-perturbative calculation.
After we apply the correct anisotropy, the back-bendingdisappeared. The third panel is the trajectory of
critical end points (fron (y) andé’(y)) and those of mean-field theory.

temperature than the previous Monte Carlo results. As é¢@getoth the nuclear and chiral 1st
order transitions are on top also fog > 0. By applying the non-perturbative results E;)E &(y),
we confirm the disappearance of back-bending for all quarsse®s
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Appendix B

Reprint of articles reviewed in Chapter 3

B.1 The Phase Diagram of Lattice QCD in the Strong
Coupling Limit and Away from It [B1]
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The strong coupling limit of staggered lattice QCD has been studied
for decades, both via Monte Carlo and mean field. In this model, the finite
density sign problem is mild and the full phase diagram can be studied,
even in the chiral limit. However, in the strong coupling limit the lattice
is maximally coarse. Here, we propose a method to go beyond the strong
coupling limit with first results and discuss the consequences on the QCD
phase diagram in the u—T' plane, in particular the existence of chiral crit-
ical end point which is sought in heavy ion collisions. We explain how to
construct an effective theory for non-zero lattice coupling, valid to O(f5),
and present Monte Carlo results incorporating these corrections.
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1. Introduction

It is one of the main goals of lattice QCD at finite temperature and
density to map the phase boundary and the order of the transition as a
function of the quark chemical potential iz and the temperature 1. However,
due to the sign problem of fermion determinant based Hybrid Monte Carlo,
little progress has been made in this field. All the methods at hand are
limited to small p/7T [1]. Here, we propose to study the phase diagram from
a strong coupling perspective, where simulations are feasible also at finite
chemical potential. The basic idea of strong coupling lattice QCD is to
perform the link integrals analytically before integrating out the Grassmann
variables, hence no fermion determinant arises. The sign problem does not

* Lecture presented at the XXXI Max Born Symposium and HIC for FAIR Work-
shop “Three Days of Critical Behaviour in Hot and Dense QCD”, Wroctaw, Poland,
June 14-16, 2013.

(127)



128 W. UNGER

pose a problem in practice, because at high temperatures or densities the sign
problem vanishes and is still mild across the phase boundary. We adopt the
staggered fermion discretization, where a reformulation in “dual variables”
can be obtained (|2, 3], see also [4] for the dual variable approach in another
model with chemical potential). The full QCD partition function is given by

Zooo = [ dvdiavesstS, sg = o

Sp = amqZ@x%%Z%(xhé 0

% {@eratm”o Uy (2)yt5 — Pyppe” HO0 Uj(flf)@bx} (2)

verui]. 0

with m, the quark mass and pu = %,LLB the quark chemical potential. The
anisotropy in the Dirac couplings = is introduced to vary the temperature
continuously. At strong coupling, the ratio of spatial and temporal lattice
spacing is ;- ~ v2(1 + O (1/N;)) [5]. The action in the strong coupling
limit is simply given by the fermionic action, as the lattice gauge coupling
B = 2N./g? vanishes in the strong coupling limit g — oo. Since the link
integration factorizes in the absence of the gauge action, the gauge links
U,(z) can be integrated out analytically [6]. After performing the Grass-
mann integration, the final partition function, introduced in [2], is obtained
by an analytic rewriting in terms of hadronic degrees of freedom (mesons
and baryons)

Zo= S 1] Njk’:” ng@amq)"wl;[w(ﬁ,u). (3)

{knt} b

The mesons are represented by monomers n, € {0,...N.} on sites x, and
dimers kp € {0,...N.} (with b = (x, ) the bonds), whereas the baryons
are represented by oriented self-avoiding loops ¢. The weight w(l, ) =
(ITper NC!)_la(f)eNcNTW“T“ for a baryonic loop ¢ and its sign o(¢) € {+1,—1}
depends on the loop geometry. The essential constraint on the admissible
configuration {k,n, ¢} is the Grassmann constraint

et Y (el + Flaw)) = N ()

f==40,--+d

Due to this constraint, mesonic degrees of freedom (monomers and dimers)
cannot occupy baryonic sites. This system has been studied both via mean
field [7—10] and Monte Carlo methods [5, 11, 13]. In recent years, Monte
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Carlo simulations of this system have undergone a revival due to the appli-
cability of the Worm algorithm [5, 12, 13]. The idea is to violate the Grass-
mann constraint in order to sample the monomer two-point function G(x, y)
from which the chiral susceptibility is computed. These techniques have
been applied to obtain all lattice data presented in this paper. In Fig. 1, we
show the (u,T) phase diagram in the strong coupling limit and for my = 0,
where <z§¢> is an exact order parameter for spontaneous chiral symmetry
breaking. It is qualitatively similar to the expected phase diagram of QCD
in the chiral limit: the transition is of second order at ap = 0, up to the
tricritical point at (apitep, @Ticp), and turns to first order. At finite quark
mass, the second order line turns into a crossover, the tricritical point into
a second order critical end point. At low temperatures, in contrast to QCD,
the chiral transition coincides with the nuclear transition. This is because
above the critical chemical potential a baryonic crystal forms, which restores
chiral symmetry. This saturation effect is a lattice artifact.

1.8 T T T T

1.6 al .

1.4 ¢ - ° continuous .
¥ S , e time

1.2 .. ® ]

e ®. tricritial

1k % point

0.8 |

0.6

04

@90
|

0.2

0 1 1 1 1
0 0.2 0.4 0.6 0.8 1

ap

2

Fig.1. SC phase diagram from Worm algorithm with identifications: aT" = 3,

ap = y?a-p. Note that the re-entrance at low temperatures vanishes in continuous
time (N, — 00).

Since strong coupling lattice QCD can be thought of as a one-parameter
deformation of continuum QCD, an important question is how both phase
diagrams are connected. Due to the sign problem, only the plane at u =0
and the plane at 8 = 0 is known. The QCD phase diagram in the (u, T') plane
in the continuum limit is largely unknown. If the tricritical point persists
in the continuum limit, this is strong evidence for the existence of a chiral
critical end point in full QCD at physical quark mass. In order to go beyond
the strong coupling limit, we derive a partition function valid at O (), from
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which we compute the slope of the chiral transition temperature. There are
two questions we want to address: What is the slope of the tricritical line
with respect to 3, and do the chiral and nuclear transition split as expected?
Two of various possible scenarios are sketched in Fig. 2.

T/m, T/m,

A

p/mg

B B

Fig.2. Two scenarios of the extension of the chiral transition to finite 5. It is
expected that the chiral transition and the nuclear transition will split. The first
and second order regions are separated by tricritial lines. Of special interest is
whether the tricritical point at strong coupling will move to smaller (left) or larger
(right) values of p. as a function of S.

2. Corrections to the strong coupling limit

To go beyond the strong coupling limit, a systematic expansion of the
QCD partition function in 8 is needed. Here, we derive the effective action
valid to the leading order O (f). The SC partition function including the
gauge part can be written in terms of a fermionic path integral

Zoco = [ dxdndUess s = [ indxze (), (5)

where Zr = f dUe F is the fermionic partiton function, which is related
to the strong coupling partition function via Zgc = [ dxdxZr. The gauge
action can then be expressed as an expectation value which we linearize to
obtain the O (/) contribution

(€5), ~1+(Sa)y =1+ QJBVC ] (tr|Up+ UL >ZF . (6)



The Phase Diagram of Lattice QCD in the Strong Coupling Limit and Away . .. 131

Evaluating the expectation value of the elementary plaquette tr[Up] in the
strong coupling ensemble, we need to compute the link integrals with an
additional gauge link coming from the plaquette. Before Grassmann inte-
gration, the plaquette is given by P = J;;JjJiJ;; with the link integrals at
the edge of an elementary plaquette [14—16]

N,
(N, — k)! L
Jij = Zm(MxMw)k X
k=1

1 1 - -

+Nc!(Nc — 1)!6ii1i2€jj1j2@i195i2Xj1Xj2 - §BXB¢>¢in (7)
with M and B representing the mesons and baryons. From these link in-
tegrals, we can compute the weight for inserting a plaquette or a Polyakov
loop into the strong coupling configuration. At the corners of the plaquette,
the Grassmann variables ¢, x are bound into baryons and mesons to fulfill
a modified Grassmann constraint: here, the degrees of freedom add up to
N. + 1. For N. = 3, there are 19 diagrams contributing to the plaquette P
[16], one of them given in Fig. 3. We can summarize the generalized link
weights w and site weights v as follows

(N. — k)!

™M = (Nc—l), ’UB:NC!, ka:Wk7
1 B 1 _(Ne = D)!
S A A Te A TR I A

where at vp the external leg is baryonic, whereas at vy; the external leg is
mesonic, B is an oriented link where one quark flux is replaced by a gauge
flux and B> the link state of a baryon dressed with oppositely oriented gauge
and quark flux. We can insert a new set of variables, the plaquette occu-
pation numbers g, € {0,1} (and derived from it a bond-plaquette number
q € {0,1}), to include a Metropolis update allowing to sample the partition

function
z = Y TlwTlwI v wr
{k’naqag} € b £ P
B N,! . B (Ne — kyp)!
Wy = nm!(2amq) vi(x), wy = W—(]b)!’
B\
wy = HwBi(f)a(K)e3NTT‘aT“, wp = <2N> (9)
E C

at finite 8. Qualitatively new aspects of the O () contributions are (1) that
mesons and baryons are now allowed to interact and (2) that baryons become
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extended objects, in contrast to their pointlike nature in the strong coupling
limit. There is no strict decomposition of the lattice into mesonic and bary-
onic sites due to the plaquettes. The O () corrections allow to measure
the zero-th order of gauge observables (average plaquette, Polyakov loop),
and the first order of fermionic observables (slope of the chiral suceptibility,
baryon density).

~ »  Gauge Flux

o (B) H H — >  Quark Flux
» 7/ H : confined in Baryon

ﬁﬁ‘ """" i & ™ Quark Flux

confined in Meson

Fig. 3. Illustration of reweighting from the strong coupling ensemble: insertion of
two parallel dimers produces one of the 19 plaquette diagrams. The dimer and
flux variables adjacent to the plaquette are composed of quark flux and gauge
flux: black/blue lines represent mesonic content, gray/red lines represent baryonic
content. The baryon becomes an extended object.

3. Gauge observables

We obtain gauge observables via reweighting from the strong coupling
ensemble, instead of sampling at finite S. This is because the average pla-
quette, given by

(P) = =755 98 D) = 5 r) . e = s Sar (10

is very noisy for small # due to the division of two small numbers. In Fig. 4
we show a detailed comparison of the strong coupling algorithm (making
use of both the worm algorithm and reweighting in the plaquette number,
abbreviated SC-algorithm) with conventional hybrid Monte Carlo (HMC).
Both the Polyakov loop and the average plaquette are consistent in the
whole parameter space in quark mass and temperature. In Fig. 5 the vol-
ume dependence of the Polyakov loop and average plaquette is shown, both
are sensitive to the chiral transition. This cusp-like behaviour should not
be interpreted as deconfinement, but is an imprint of the chiral transition.
We have reported this finding for U(3) gauge theory in [17], and similar be-
haviour is also found in the opposite limit of non-confining models, discussed
in [18].
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Average Plaquette on 23x4
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Fig.4. Comparison of gauge observables measured both with SC-algorithm and
Hybrid Monte Carlo. Perfect agreement is found for the Polyakov loop (left). The
average plaquette (right) is very noisy in HMC, but in good agreement with the

results from the SC-algorithm.
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Fig. 5. Volume dependence of gauge observables: both the Polyakov loop (left) and
the average plaquette (right) show an L-dependence at the transition region, close

to aT, = 1.402(1).

4. Phase diagram as a function of 3

For fermionic observables, such as the chiral susceptibility or the baryon
density, we can extract the leading order corrections (the slope with respect
to ). This allows us to compute the gauge corrections to the strong coupling
phase diagram. We now address the chiral susceptibility, which in terms of

the monomer number Ny is given by
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1
2amy)

- N = (V) = (Nag)) 11
X = Gz, (V) — (V) = (M) (11)
In the following, we consider the chiral limit, where (Ny) = 0 due to the
finite system size. The worm algorithm samples the 2-point correlation func-
tion in the 2-monomer sector, its integral is

Xer 3 Glan) = {(80)7) (12)

1,22

The leading order Taylor coefficient of x is given by the derivative of the
chiral susceptibility w.r.t. 3.

X(B) = xo+ef+0(5%)
o = 5 {(00)") = NN ({(@0)" P) = (50) (P))) . (13)

At finite temperature, we need in fact to measure both spatial and tem-
poral plaquette expectation values as well as their joint expectation value
with (20)2. This results in two Taylor coefficients, ¢, c¢;. However, cs is
largely suppressed with temperature, just as the spatial plaquette itself (see
Fig. 5), so that we did not need to consider any anistropy in the gauge
coupling /B, at the phase boundary. We determine the chiral transition
temperature via critical scaling with 3d O(2) critical exponents =, v

/v _ 1/v _ T - TC(B — O)
WG/ = A Bl =P

that is the chiral susceptibility collapses on a universal scaling function when
rescaled in this way, which is almost linear in the scaling window with non-
universal coefficients A ~ 1.001(1) and B ~ —0.982(1) for SU(3) at zero
density. Our strategy is to determine the shift in a7, induced by a finite
value of . For this to be the case, the Taylor coefficient also has to obey
critical scaling. We indeed find that ¢, can well be fitted by a linear function
in t

(14)

X~ 4oL cst (15)
X
with co = —0.397(2) for SU(3) at g = 0. The coefficient c¢3 drops out since
the term is of higer order in 5. The slope of the critical temperature is

s = %aTc(ﬁ) o = —(ZTC%CQ. (16)
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For SU(3), where aT. = 1.402(1) at u = 0, we obtain s = —0.446(7), as
shown in Fig. 6, so we indeed find that the transition temperature drops.
The slope can be compared to the mean field result of Miura et al. [19],
who get s ~ 0.4, which is quite compatible

3.4 3.4
4°x4 H—+— 494 +—+—i
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14F W = 3 - 14 F - 1 3 E
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Fig. 6. The transition temperature from critical scaling of the chiral susceptibility.
Left: for g = 0, aT. = 1.402(1). Right: for § = 0.03, the transition temperature
shifts to a7, = 1.389(1).

The drop in aT, is expected since the lattice spacing a(3) shrinks as (

Te(p=0) __ 1.403 __
3pe(T=0) ~ T.71 —

0.82 is much too large compared to the continuum result (in the chiral limit)

3%2 ~ 559%1\(%‘;\\; = 0.165. Hence it is expected that the phase boundary at
small p decreases more drastically with 8 than at large pu. Due to the
mild sign problem of the dimer representation, our method to determine the
slope of a1, can be readily extended to finite density. Numerical results for
the phase boundary as a function of § will be presented in a forthcoming

publication.

is increased. Also, in the strong coupling limit, the ratio

5. Conclusion

We have presented a method to compute gauge corrections to the QCD
phase diagram at strong coupling. The correct average plaquette and
Polyakov loop are reproduced at § = 0 and can be measured at high pre-
cision. This allows us to obtain the leading order gauge corrections to the
chiral susceptibilty via reweighting. Via a second order scaling analysis we
were able to get the slope of the chiral transition temperature %aT ¢, which
is in good agreement with the expected value.
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We study lattice QCD with four flavors of staggered quarks. In the limit of infinite gauge coupling,
“dual” variables can be introduced, which render the finite-density sign problem mild and allow a full
determination of the 4 — T phase diagram by Monte Carlo simulations, also in the chiral limit. However, the
continuum limit coincides with the weak coupling limit. We propose a strong-coupling expansion approach
towards the continuum limit. We show first results, including the phase diagram and its chiral critical point,
from this expansion truncated at next-to-leading order.

DOI: 10.1103/PhysRevLett.113.152002

The properties of QCD as a function of temperature 7
and matter density are summarized by its phase diagram,
whose determination is a major goal of heavy-ion experi-
ments. Although the quark-gluon plasma has been
observed at high temperature, further features of the phase
diagram, especially a possible QCD critical point, have not
been identified yet. Heroic efforts have been devoted to
numerical lattice simulations, which are the appropriate
tool for nonperturbative phenomena like phase transitions.
However, the fermion determinant becomes complex upon
turning on a chemical potential y coupled to the quark
number. This so-called “sign problem” requires prohibi-
tively large computer resources growing exponentially with
the lattice 4-volume. Approaches to circumvent this prob-
lem are applicable when u/T < 1 only [1], and results on
the QCD critical point are inconclusive. We want to make
progress on this problem by means of a strong coupling
expansion as applied to zero density in the early days of
lattice gauge theory or, recently, to finite temperature and
density with heavy quarks [2,3]. Here we want to address
the opposite, chiral limit with a different strategy [4,5].
Note that both for heavy and chiral quarks, the strong
coupling approach gives access also to the cold and dense
regime of nuclear matter [3,6,7].

The sign problem occurs when elements
(w;|exp(—=dzH)|y ;) of the transfer matrix between states
;) and |y ;) sampled by Monte Carlo simulations become
negative. This problem is representation dependent: in an
eigenbasis of the Hamiltonian, all matrix elements would
be non-negative. Thus, the sign problem will become
milder if we can express the partition function in terms
of approximate eigenstates. We know that QCD eigenstates
are color singlets. Therefore, instead of performing
Monte Carlo calculations on colored gauge links, as in
the usual approach, we integrate the gauge links first,
and work with the resulting color singlets. This strategy
becomes particularly practical in the strong coupling limit.

0031-9007/14/113(15)/152002(5)

152002-1

PACS numbers: 12.38.Gc, 12.38.Aw, 21.65.-f

Here, we reexpress the partition function as a sum over
configurations of hadron worldlines, similar to the “dual
variables” used in [8]. The resulting sign problem is
extremely mild, allowing us to simulate large lattices at
arbitrarily large chemical potentials, and reliably obtain the
full phase diagram. Of course, in the strong coupling limit
g— 00, =2N./¢g*> - 0 (for N, colors), the lattice is
maximally coarse, whereas the continuum limit coincides
with the weak coupling limit g — 0, f/ — oo. In this Letter,
we first summarize the f = 0 phase diagram and then
explain how to include the first O(f) corrections, which
allows us to measure Wilson loops at f# = 0 and fermionic
observables at O(f). We then present the QCD phase
diagram for small # > 0. For y = 0, where we can cross-
check with the full Monte Carlo approach, perfect agree-
ment is found for small f.

We adopt the staggered fermion discretization and the
Wilson plaquette action with the partition function

ZQCD = /dl[/dli/dUeSGJrSF,

So = ziNc;trwp UL, (1)

_ 1
SF = aqul//xl//x + EZny(x)y@O
X [lpxearﬂém Uu (x)l//erf/ - lZ/erBe_arﬂébU UZ (x)l//x}’ (2)

with a and a, the spatial and temporal lattice spacings,
y the anisotropy by which one may tune a/a,, m, the quark
mass, and u the quark chemical potential. The #’s are the
usual +1 staggered phases. In the continuum limit g — 0,
our action describes QCD with 4 mass-degenerate quark
species. In the opposite limit g — oo, the plaquette, four-
link coupling # vanishes and so does the gauge action S;.
Then, the integration over the links U, (x) factorizes into a

© 2014 American Physical Society
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product of one-link integrals which can be carried out
analytically [9]. Finally, one performs the Grassmann
integration over the fermion fields y (x), @ (x), and obtains
the partition function in terms of color-singlet degrees of
freedom (mesons and baryons) [4], as a sum over discrete
graphs on the lattice (with N. = 3 for QCD):

Zsc = Z HWXHWbHWf (3)

{nkic} x

! (N, —kp)!
c n. — c %)
1 (Zamg)™ss o wy =i

=

(4)

Wy =

The mesons are represented by monomers n, € {0, ..., N_}
on sites x and dimers k;, € {0, ..., N.} onbonds b = (x,D),
whereas the baryons are represented by oriented self-
avoiding loops 7. The weight w, of a baryonic loop ¢
and its sign depend on the loop geometry [10].
Configurations {n, k,#} must satisfy at each site x the
constraint inherited from Grassmann integration:

1, +L > A(kﬁ(x) +%

G0 =N (9

which implies that mesonic degrees of freedom cannot
occupy baryonic sites.

This system has been studied for decades, both via mean
field [11-16] and by Monte Carlo methods [5,7,10]. In
recent years, the latter have undergone a revival using the
worm algorithm [7,17,18], which violates the Grassmann
constraint in order to sample the monomer two-point
function G(x,y), from which the chiral susceptibility can
be obtained. These techniques have been applied to obtain
all lattice data presented here. We study the chiral limit
m, = 0, which does not incur a penalty in computer cost,
contrary to the usual determinantal approach. The stag-
gered action Sy Eq. (2) then satisfies a U(1) “remnant”
chiral symmetry, which is spontaneously broken at low
temperature and density, with order parameter (py). In
Fig. 1 left, we show the (1, T') phase diagram in the strong-
coupling limit. It is qualitatively similar to the expected
phase diagram of QCD in the chiral limit: the transition is
of second order from ay = 0 up to a tricritical point (aur,
aT7), then turns first order. At finite quark mass, the second
order line turns into a crossover and the tricritical point into
a second order critical endpoint. Note the different phase
boundaries obtained from lattices with different numbers
N, of time slices: they converge to the continuous-time
phase boundary as N, — oo. The 1/N, corrections can be
absorbed in a parametrization of a/a, = f(y), with y the
anisotropy needed to reach temperatures aT > 1/2 [18],
resulting in Fig. 1, right [19].

A crucial question is whether this phase diagram devel-
ops new features as f is increased from 0 to co. At low
temperature especially, things may change: when = 0,
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FIG. 1 (color online). Left: Lattice QCD phase diagram in the
strong coupling limit, setting a/a, = y?> following mean field.
Different results are obtained for different numbers N, of time
slices N, =2, N, =4 [7], N, =6, and N, = oo (i.e., continuous
Euclidean time) [18]. Right: Same, with corrected anisotropy [19].

the transition at p.(T = 0) separates a chirally broken,
baryon-free vacuum and a chirally symmetric, baryon-
saturated state with one static baryon per lattice site. That
is a very crude cartoon of a nuclear matter phase: in the
continuum limit, depending on u, it may evolve into a
nuclear liquid, a crystalline phase, a color superconductor,
etc. A first insight may be gained by considering O(f5)
corrections to the # = 0 phase diagram. At the same time,
we can also address an interesting quantitative issue: the
ratio T.(u=0)/u.(T =0) is about (160 MeV) /(300 MeV)
~0.53 in nature, but about 1.402/0.75 ~ 1.87 when § = 0.
How does it vary with 3?

Corrections to the strong coupling limit.—To go beyond
the strong coupling limit, a systematic expansion in f of
the partition function is needed, which we perform to
first order. Writing the f = O partition function as Zg- =
[ dydpZp, with Z(y, ) = [dUe5" the fermionic par-
tition function, the f # 0 partition function Eq. (1) becomes

Zqcp = /dll/dl/_/dUeSFJrSG = /dl//dlZ/ZF<€SG>ZF1 (6)

p
_HZNCEP: (wUp+ U, (7)

(€%0) 7, =1+(Sg)z

where Eq. (7) is an O(f) truncation. We thus need the
expectation value of the elementary plaquette tr[Up] in the
strong coupling ensemble Z. The plaquette is composed
of 4 links representing gluons, which provide new pos-
sibilities to make color singlets together with w4
propagating fermions. The modifications to the partition
function are computed from the product Up = J;;J jJ iy s
of the one-link integrals J;; = [dUU,; exp(wUd¢ — z/ﬁUT )
around an elementary plaquette [20-22]

152002-2



week ending

PRL 113, 152002 (2014) PHYSICAL REVIEW LETTERS 10 OCTOBER 2014
3 0.3 T T T
- (3 — k)' 1= 025 4 ‘ufl'o‘n163:i
T == 2 agm M Mel T S
k=1"" . o015 - 031 -5 1.56
1 1 o8
_ _ = - 01 - 0.68
+ ESii2i3€jj2j31l/i2¢j2'//i3¢j3 - gBy/B(pd)jl//ia (8) 005 |
0 'ﬁ:‘jff T
0.09 | 025 04 0.6
where M and B represent mesons and baryons. The first SO poral plaquetts
term describes the propagation of a (gg) antiquark plus oo r
gluon together with O to 2 mesons, the second term oo4
describes a (gqg), the third term is a (gg) together with oce e
a baryon. From these, we compute the weight associated JPCS ey e e e Y
with a plaquette source term in the strong coupling 000 | et @
configuration. ool I
At the corners of the plaquette, the Grassmann variables 0063 - spatial plaguette
v, ¢ are bound into baryons and mesons. Introducing a 0001 g
. . L L I i 22
variable ¢gp € {0,1} to mark the “excited” plaquettes P ° 025 04 06 08 10 12 14 16 18 po=

associated with the second term of Eq. (7), and correspond-
ing variables g, and g, = gp for the links and the corners
of such plaquettes, we can write the O(f3) partition function
in the same form as Eq. (3) with modified weights W:

zB)= > TIwIIws] v ]T7> @
4 P

{nkt.qp} x b

A . A . q
W, = Wy, Wy, = wpk", (10)

R . /)’ qp
) U A LY
We Wfl;[WB ( wp 2N, )

where v, = (N.—1)! if x is the corner of an excited
plaquette attached to an external meson line, N_.! if it is
attached to an external baryon line, 1 otherwise. Likewise,
the weight of each baryon loop segment / is modified by
a factor wg = 1/(N,—1)!, wp, = (N. —1)!, where B,
and B, correspond to the second and third expression in
Eq. (8). We can sample this partition function by the same
worm algorithm as for = 0, adding a Metropolis step to
update the plaquette variables gp. In practice, we found it
simpler to reweight from the # = 0 ensemble.

Qualitatively new features from O(f) contributions
are as follows: (i) The constituent quarks of baryons and
mesons can now separate; hadrons are no longer pointlike,
but acquire a size ~a. (ii) The baryon-baryon interaction
can now proceed by quark exchange: it is no longer limited
to the on-site Pauli exclusion principle. (iii) Chiral sym-
metry breaking becomes possible even in the dense phase
similar to nuclear matter.

Wilson loops at f = 0.—Figure 2 illustrates the depend-
ence of the Polyakov loop and of the plaquette (timelike
and spacelike) on the chemical potential i and the temper-
ature T, at f = 0. The x axis represents the “distance”

a\/u* + T? from the vacuum, and different symbols are
used for different values of u/T. Several features are
noticeable. (i) The plaquette has a nonzero value caused
by the ordering effect of the fermions. Indeed, increasing

p=a(Teni®)"

FIG. 2 (color online).  Polyakov loop £ (trL) and average spatial
and temporal plaquette £ (trP,), % (trP,) as a function of (x4, T) on
a 16% x 4 lattice at # = 0. The colors label successive values of
u/T, and the x axis is p = a/p*> + T?. At the tricritical point,
pr = 1.10(2). Wilson loops are sensitive to the chiral transition
and develop a discontinuity as the transition turns first order.
(trP,) varies oppositely to (trP,), and remains very small.

the number of quark fields from 1 to 13 triggers restoration
of the chiral symmetry [23]. (ii) The first-order phase
transition is visible at large p/T through a discontinuity
in all Wilson loops, although it is associated with chiral
symmetry. This can be assigned to the nonzero latent heat.
(iii) Even in the regime of small u/T, where the chiral
transition is second order, the Polyakov loop is clearly
sensitive to the transition as already found in U(3) gauge
theory [24], reflecting the “entanglement” of confinement
and chiral symmetry seen in effective models [25].

Phase diagram as a function of p.—We now show
how to obtain the derivative d(aT.)/dp|s_, of the chiral
transition temperature a7 . with respect to f. Since the
worm algorithm samples the two-point correlation function
G(xy, x,), we can measure its integral, which is equal to the
chiral susceptibility y (there is no disconnected piece (Jy)?
at m, = 0 and in a finite volume, since (yy) = 0 also in
the chirally broken phase),

2= ) =3 Glx).  (12)

L3N,
X1,X2

At =0 and for some u < ur, the critical temperature
aT.(u) can be obtained from finite-size scaling: the curves
x(aT, L)L obtained on several lattice sizes L all
intersect at T = T, (u), with a slope o L'/* at the inter-
section, as illustrated Fig. 3, left. The transition is in the
3dO(2) universality class with known critical exponents,
which facilitates the analysis. In the region of a first-order
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FIG. 3 (color online). The y = 0 transition temperature aT
from finite-size scaling of the chiral susceptibility on N, =4
lattices. Left: p = 0. Right: # = 0.02. The arrow marks the shift
in aT ..

transition, u > py, this ansatz is modified following
Ref. [26]. When we turn on f, the chiral susceptibility
changes and we can measure its derivative

K= SUN(GP) — (GE). (13)

While both the temporal and the spatial plaquettes formally
enter in this expression, the latter is a factor =10 smaller
than the former; cf. Fig. 2. The effect of f3, to linear order, is
illustrated in Fig. 3, right. At temperature a7 ., the rescaled
chiral susceptibility yL~7/* changes by p(dy/dp)L~""
[19], which produces a horizontal shift of the intersection
point. At w=0 (on N,=4 lattices), aT|[s_o=
1.4021(7), (d/dp)aT.(B)|s—o = —0.46(1).

We find that aT. decreases as f increases: this is
expected since a decreases. Our result agrees rather well
with mean-field predictions [27,28]; see Fig. 4. More
importantly, we can compare with the finite-f Hybrid
Monte Carlo simulations at 4 = 0 (which are sign-problem
free) performed on N, =2 and N, =4 [29-31] lattices
with isotropic actions (i.e., a7 =1/2 and 1/4) and
extrapolated to zero quark mass. These data points are

1.8 T T

T T T 1.8 T T T T
aT aT,(B) at p=0 aT

aT,(p) at u=0
1.6 1 Mean Field (Miura et al.) 1 18 N Mean Field (Miura et al.) 1
MF w/PL (Nakano et al. MF w/PL (Nakano et al.
144 HMC, my=0 (N=2,4,8) v~ o 144 HMC, m=0 (N=2,4,8) +v--- o
A\ N HMC anﬁsotropic N=2 F \NERN HMC alﬁsolrop\c N=2
12 N=2 A | 12 BN =2 A
: SCNi=4 A N\ SCNi=4 A
SCN=6 A \ A
1F g 1E g
08 F E 08 - E
06 . 06 .
v
v
04 E 04 -y E
, | linear \\ v , | exponential e
02T extrap. in B v B' 02 extrap. in B - B
0 ! . 1 1 0 . 1 1 1 .
0 1 2 3 4 5 0 1 2 3 4 5

FIG. 4 (color online). Phase boundary in # — aT plane at 4 = 0.
Left: linear extrapolation. Right: exponential extrapolation.
The boundary coincides very well with conventional Hybrid
Monte Carlo data at large . Also, the phase boundary is rather
similar to the one obtained via a mean field theory approach
without [27] and with Polyakov loop effects [28].

marked in black in Fig. 4. We have also computed
aT.(u = 0) ourselves, using HMC on anisotropic lattices.
As Fig. 4 left shows, our O(f3) determination of a7 .(u=0)
agrees perfectly with the linear approximation to the HMC
determination. But the latter shows significant curvature.
To better approximate the exact result, we perform an
empirical, exponential extrapolation aT.(u =0,p)/aT.
(u=0,p=0)~exp(f(d/dp)aT |s—y). As seen in
Fig. 4 right, it turns out that this approximation, which
includes a resummation of higher-order f contributions,
follows the exact HMC result up to f ~ 5 (or a ~ 0.3 fm),
where the lattice theory is much closer to continuum
physics. We have applied the same procedure to determine
aT.(f) at nonzero chemical potential. d(aT.)/dp is clearly
not as large as when y = 0. In fact, d(aT.)/dp becomes
consistent with zero as u approaches py. The tricritical
point and the first order line seem to only weakly depend
on f. Thus, T.(u=0)/u.(T =0) decreases at O(f)
towards its continuum value.

The resulting phase diagram is illustrated Fig. 5 for
=05, 1.0, and 1.5. We show the phase boundary
obtained by linear reweighting, based on Eq. (7), and that
obtained by exponential extrapolation, which works so well
at 4 = 0. In both cases, the phase boundary becomes more
“rectangular” at weaker coupling: the second-order tran-
sition line becomes “flatter” (less x dependent), and the
first-order transition line remains almost “vertical,” leaving
the tricritical point at the “corner of the rectangle.” From
the chiral susceptibility, no clear shift of (aur,aTy) =
(0.65(2),0.91(5)) could be detected; however, from the
baryon density np [19], we have evidence that the critical

aT T T T T T T T
144 . E
* 3
) . aT.(ap), 167x4
12 | A a B
x
y ¥ >
# 4 -
1+ M v . . i . §
o T
>
08 [ i
0.6 B
chiral 2" order chiral/nuclear 1%' order,
nuclear CEP
oar p=0 =« 1% order p=0 —— h
B=0.5 (linear) tric. point B=0 - @ -
B=0.5 (exponential)  ~ CEPp=0.5 o
02} B=1.0 (linear) = CEP B=1.0: @ - 4
B=1.0 (exponential) - v CEPB=15: ®
B=1.5 (linear)
o B:1.5|(exponen$ial) v 15: order extrap. )
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

au

FIG. 5 (color online). Phase boundary in the y — T plane in the
strong coupling limit and extrapolated to finite f, comparing
linear and exponential extrapolation. We do not observe a shift of
the chiral tricritical point. The nuclear critical end point (CEP),
determined from the reweighted baryon density, moves down
along the first order line (extrapolated to 7" = 0 to guide the eye)
as f is increased.
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end point of the nuclear transition, which coincides with the
chiral transition at # = 0, moves along the first order line,
to smaller values of 7. This is expected: as f increases,
the lattice spacing a shrinks, and (aMp) also, where M is
the baryon mass. If (au,) stays approximately constant as
we observe, then the nuclear attraction responsible for the
difference [Mp —3u.(T = 0)], of about 300 MeV when
f =0 [7], becomes weaker. The weakening of the asso-
ciated first-order transition brings the nuclear critical end
point down in temperature.
We plan to study O(f?) corrections next.
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National Science Foundation under Grant No. 200020-
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ANISOTROPY

The anisotropy = in the Dirac coupling of the fermionic
action needs to be introduced in order to reach temper-
atures aT > 1/2. At p = 0, aT, ~ 1.402, hence the
chiral transition at strong coupling can only be stud-
ied if the temporal lattice spacing a; is much smaller
than the spatial lattice spacing a. However, the pre-
cise correspondence between a/a; and v is not known.
At weak coupling, a/a; = -, but there is no reason
why this should hold at strong coupling. Indeed, mean
field theory predicts that a/a; = 2. This implies that
al = ;(]—Qr With this assignment, we found (Fig. 1 left
of the main text) that the N;-dependence of the phase
boundary is still strong, in particular for large chemi-
cal potential. Indeed, for every N, the phase bound-
ary bends back toward the origin (aT,ap) = (0,0) when
v < 1, ie. aT' < 1/N;. This re-entrance at low tem-
perature is supported by mean-field calculations [1]. It
only disappears in the continuous-time limit Ny — oo,
7% — oo with 42/N; fixed. There are two contributions
to the observed O(1/Ny) corrections: (i) chiral observ-
ables are subject to non-monotonic corrections, as stud-
ied (at p = 0) in [2]; (¥) a coarse (y < 1) temporal
lattice spacing has little effect on the dense phase, which
consists of static baryon lines; but it causes a system-
atic underestimate of the entropy of the vacuum phase,
which consists of dimers branching in all directions (tem-
poral and spatial) at each site. That is why the phase
boundary shows re-entrance and ap. decreases in pro-
portion with aT. Assuming the form a/a; =~% exp(c/+?)
(with ¢ ~ 0.29) and allowing for small O(1/N;) correc-
tions (Fig. 1 right of the main text) produces much more
consistent results.

At finite 3, additionally to the anisotropy in the Dirac
couplings, also the anisotropy vg = 1/f:/8s in the gauge
action has to be taken into account. In the strong cou-
pling regime, a/a; = 72, which implies 7o = 7. We have
adopted this assignment to determine a7, on anisotropic
lattices in HMC simulations at p = 0.

B-DEPENDENCE OF CRITICAL
TEMPERATURE

We determine the chiral transition temperature via
critical scaling with 3d O(2) critical exponents =, v:

T-T.

XL (T, 8)/ L7 = A+ BtLYY, t=—

(1)

i.e. the chiral susceptibility data, when rescaled in this
way, collapse on a universal scaling function, which is
almost linear in the scaling window with non-universal
coefficients A ~ 0.997(3) and B ~ —0.867(8) at u = 0.
The shift in aT, induced by a finite value of 3 is related to

the L-dependence of the Taylor coefficient of x, %

p=0

We indeed find that that this Taylor coefficient satisfies
1 dx 1

—_—— 201+02L/V—|—03t, 2

with ¢co = —0.283(2) at u = 0. The coefficient ¢z con-
tributes at O(3?) only. The variation of the critical tem-
perature with § is then

d(aT.) dx,_ _ A
= L7 dy/d(aT)] "t = —aT. 5 3
G = LMD = —aT e, ()
which characterizes the new intersection point. The L-
independence of the shift A(aT,) = d(;ié“c) is a consis-
tency check of our analysis.

BARYON DENSITY

We have measured the 8 = 0 baryon density np and
reweighted towards finite 8 from the strong coupling en-
semble via

dnB E

7ﬁ;==3L3AG(OMJ%>—<RB>U%D7 (4)
where, as in Eq. (13) of the main text, we can safely ne-
glect the contribution of spatial plaquettes. This observ-
able allows us to study the nuclear transition separately
from the chiral transition. There is no reason to expect
the two transitions to coincide for non-zero 5. Although



we do not find that the first order lines of both transitions
separate at O(f8), we observe that the critical end point
of the nuclear transition moves down along the first order
line as 3 is increased. This is evident from the reweighted
baryon density shown in Fig. 1. In contrast, we see no
evidence that the chiral tricritical point varies with 5 at
leading order.
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FIG. 1: Reweighted baryon density ng for u/T > pur/Tr ~
0.71, i.e. in the first-order regime. The nuclear transition
weakens as 3 is increased. At some . it turns from first
order to second order, when the jump in the baryon density
vanishes. The larger p/T, the stronger the first order tran-
sition, and the larger B.. Left: p/T is close to the tricritical
point, Bc &~ 0.3. Right: u/T is larger and f. =~ 0.7.
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B.3 QCD phase diagram from the lattice at strong cou-
pling [B3]
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QCD phase diagram from the lattice at strong coupling Wolfgang Unger

1. Motivation

The QCD phase diagram is conjectured to have a rich phase structure. At low temperatures,
QCD has a vacuum and nuclear matter phase; at high temperatures and/or densities, QCD matter
develops a qualitatively different phase where quarks are liberated from confinement - the so-
called quark gluon plasma (QGP). While there is strong evidence for a crossover transition from
the hadronic phase to the QGP for zero baryon chemical potential up, there is no evidence for a true
phase transition at higher densities. Lattice studies of QCD have aimed to extend the simulations
to finite quark chemical potential u = % Up, but the available methods are limited to ut /7T < 1 due
to the sign problem: Monte Carlo simulations sample a probability distribution and hence rely on
the condition that the statistical weights are positive. In the conventional approach to lattice QCD
based on the fermion determinant, the weight for the fermion determinant becomes complex as
soon as the chemical potential is non-zero. The sign problem (more precisely in this context: the
complex phase problem) is severe, prohibiting direct simulations for ¢t > 0 - which is also due to
the fact that Monte Carlo is performed on the colored gauge fields.

However, there is a representation of lattice QCD which does not suffer severely from the
sign problem: in this representation, the lattice degrees of freedom are color singlets. The com-
plex phase problem is reduced to a mild sign problem induced by geometry-dependent signs of
fermionic world lines. Such a “dual” representation of lattice QCD has been derived for staggered
fermions in the strong coupling limit, that is in the limit of infinite gauge coupling g — oo [7]. In this
limit, only the fermionic action contributes to the path integral, whereas the action describing gluon
propagation is neglected. QCD at strong coupling has been studied extensively since 30 years, both
with mean field methods [1, 2, 3, 4, 5, 6] and by Monte Carlo simulations [7, 8, 9, 10, 11, 12]. Those
studies have been limited to the strong coupling limit, which corresponds to rather coarse lattices.
However, recently [13] we were able to include the leading order gauge corrections to the partition
function. The effects of these gauge corrections on the phase diagram will be discussed below.

2. The chiral and nuclear transition in the strong coupling limit

The path integral of staggered fermions in the strong coupling limit can be rewritten exactly as
a partition function of a monomer+dimer+flux system. The reformulation proceeds in two steps:
first the gauge links (gluons) are integrated out, which confines the quark fields y/(x) into color sin-
glets, the hadrons:  those are the mesons M(x) = Y(x)y(x) and the baryons
B(x) = £€,ii; Vi, (X) Wi, Wi (x). In the second step, also the quarks are integrated out, which al-
lows to express the partition function via integer variables:

3—kp)! !
(mkj)nm(z"mﬂz)"‘ [Iw(t.w) @.1)

14

Zsc(mg, 1) = Z
{kp,nx,0} b=(x,1)

meson hoppings My M, chiral condensate My baryon hoppings B, B,

withk, €{0,...3}, n, € {0,...3}, £, € {0,£1}. Since the quark fields are treated as anti-commuting
Grassmann variables in the path integral, the integration realizes a Pauli exclusion principle called
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Figure 1: The Phase diagram in the strong coupling limit (left), as measured in a Monte Carlo

simulation, compared to the standard expectation of the continuum QCD phase diagram (right).
Both diagrams are for massless quarks.

the Grassmann constraint:

net+ Y (ko(x)-i-]\zlc Eo(x)|) =3. (2.2)
V=40,....+d

,+d

This constraint restricts the number of admissible configurations {kj,n,,¢} in Eq. (2.1) such that
mesonic degrees of freedom always add up to 3 and baryons form self-avoiding loops not in contact
with the mesons. The weight w(¢, i) and sign 6(¢) = +1 for an oriented baryonic loop ¢ depend
on the loop geometry. The partition function Eq. (2.1) describes effectively only one quark flavor,
which however corresponds to four flavors in the continuum (see Sec. 4). It is valid for any quark
mass. We will however restrict here to the theoretically most interesting case of massless quarks,
mgy = 0. In fact, in this representation the chiral limit is very cheap to study via Monte Carlo,
in contrast to conventional determinant-based lattice QCD where the chiral limit is prohibitively
expensive.

For staggered fermions in the strong coupling limit, there is a remnant of the chiral symmetry
Uss(1) C SUL(Ny) x SUR(Ny). This symmetry is spontaneously broken at 7 = 0 and is restored
at some critical temperature 7, with the chiral condensate (yy) being the order parameter of this
transition. As shown in Fig. 1 (/eft), we find that this transition is of second order. This is analogous
to the standard expectation in continuum QCD with Ny = 2 massless quarks, where the transition is
also believed to be of second order. Moreover, both for our numeric finding at strong coupling and
for the expectation in the continuum, the transition turns into first order as the chemical potential is
increased. Thus the first order line ends in a tricritical point, which is the massless analogue of the
chiral critical endpoint sought for in heavy ion collisions.

In fact, at strong coupling, the zero temperature nuclear transition at lp . ~ mp is intimately
connected to the chiral transition, and they coincide as long as the transition is first order. The
reason for this is the saturation on the lattice due to the Pauli principle: in the nuclear matter
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Figure 2: Example of an &(f) diagram. On an excited plaquette, color singlets can also be com-
posed of quark-quark-gluon or antiquark-gluon combinations. Whereas in the strong coupling limit
baryons are pointlike, they become extended objects due to the gauge corrections.

phase at T = 0, the lattice is completely filled with baryons, leaving no space for a non-zero chiral
condensate to form (in terms of the dual variables, there is no space for monomers on the lattice).
This is certainly a lattice artifact which disappears in the continuum limit, where the nuclear phase
behaves like a liquid rather than a crystal.

The ultimate question is whether the tricritical point at strong coupling is related to the hypo-
thetical tricritical point in continuum massless QCD. If we can establish such a connection numer-
ically, this would be strong evidence for the existence of a chiral critical endpoint in the u-7 phase
diagram of QCD. To answer this question, it is necessary to go away from the strong coupling limit
and incorporate the gauge corrections, which will lower the lattice spacing and eventually allow to
make contact to the continuum.

3. Gauge Corrections to the strong coupling phase diagram

Lattice QCD in the strong coupling limit is defined by the the lattice coupling f = g% —0as
g — o. Going away from the strong coupling limit is realized by making use of strong coupling
expansions in 3. We have recently shown how to incorporate the leading order gauge corrections
O(B) [13]. In a nutshell, the strategy is to compute link integrals at the boundary of “excited”
plaquettes, which correspond to gluonic excitations. Introducing a variable gp € {0,1} to mark
the “excited” plaquettes P, the &(f) partition function can be expressed in a similar fashion as
Eq. (2.1) with modified weights w (for details see [13]):

qp
zB)= Y, [DwIDwlDolwe.  wr= (’é) : (3.1)
{nklgp} X b 14 P

We can sample this partition function by the same algorithm (variant of the worm algorithm) as for
B =0, adding a Metropolis accept/reject step to update the plaquette variables gp. These simulations
have been carried out for N; = 4 and various lattice volumes Ns = 4,6,8,12,16 to perform finite
size scaling and to measure the phase boundary as a function of the chemical potential. In contrast
to the strong coupling limit, where the color singlets are entirely composed of quarks and anti-
quarks, including the gauge corrections allows color singlets to be composed of quark-quark-gluon
or antiquark-gluon color singlet states, as shown in Fig. 2. There are two qualitatively new features
that arise when incorporating the &(f3) corrections:
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Figure 3: Phase boundary in the u-7 plane extended to finite 3. The backplane corresponds to the
strong coupling limit f = 0. The second order phase boundary is lowered by increasing . We
do not observe a shift of the chiral tricritical point. However, the nuclear critical endpoint (CEP),
determined from the baryon density, moves down along the first order line (extrapolated to 7 = 0
to guide the eye) as 3 is increased.

1. Baryons are point-like in the strong coupling limit, the lattice spacing is too coarse to re-
solve the internal structure of the baryon. Including the gauge correction, baryons become
extended objects, spread over one lattice spacing.

2. The nuclear potential in the strong coupling limit is of entropic nature, where two static
baryons interact merely by the modification of the pion bath. With the leading order gauge
correction, pion exchange is possible as the Grassmann constraint is relaxed: on excited
plaquettes, the degrees of freedom in Eq. (2.2) add up to 4 instead of 3.

These features will have an impact on the phase boundary. In Fig. 3, the effect of the gauge
corrections is shown. We find that the second order phase boundary is lowered, as expected because
the critical temperature in lattice units drops as the lattice spacing is decreased with increasing 3.
However, we find the chiral tricritical point and the first order transition to be invariant under the
O(B) corrections. We want to stress that there are actually two end points, which split due to
the gauge corrections: the second order end point of the nuclear liquid-gas transition is traced by
looking at the nuclear density as an order parameter. We expect the nuclear and the chiral first
order transition to split, such that at 7 = O there are three different phases instead of two phases (as



QCD phase diagram from the lattice at strong coupling Wolfgang Unger

shown in Fig. 1 right). The nuclear phase is in the continuum distinct from the chirally restored
phase. As a first evidence for this splitting, we find that the nuclear critical end point separates
from the chiral tricritical point.

4. Relation between the strong coupling phase diagram and continuum QCD

In Fig. 4 we speculate how the separation of the first order transitions could be realized at
larger values of 3. Moreover, we can distinguish at least three scenarios (A,B,C) on how the chiral
tricritical point depends on 3. These scenarios start from the same phase diagram in the strong
coupling limit, but have different continuum limits at § — oo (¢ — 0). In all three scenarios, a
tricritical point exists at 4 = 0, B > 0: it must exist because the finite-temperature pt = 0 transition,
which is of second order for B = 0, is of first order for B = oo, following the argument of [14]
which applies to the continuum, Ny = 4 theory.

1. In scenario (A) the chiral transition remains first order for all values of tp. Hence the tricrit-
(u=0)

ical line turns towards p = 0 at some finite [,

2. In scenario (B) the chiral transition weakens and hence turns second order, but strengthens
again to turns first order at larger ug.

3. In scenario (C) the chiral transition weakens and remains second order. In that case the
(T=0)

tricritical line bends towards larger u and eventually vanishes at some finite 5, ;.

In order to discuss the relation between the phase diagram in the -7 plane for Ny = 4 massless
quarks with the more physical scenario Ny = 2+ 1 with 2 massless up and down quarks and one
physical strange quark, we show phase diagrams in the Ny-u plane. Interpolating between integer
numbers of massless flavors Ny and Ny + 1 can be realized by decreasing the mass of an additional
flavor from infinity to zero. In all scenarios it is assumed that for Ny = 2, the chiral transition is
second order, and that there is a tricritical strange quark mass m!"* separating it from the N =3
first order transition, as shown in the so-called Columbia plot, Fig. 5. Note that whether Ny = 2 is
indeed second order and thus whether m!"™ exists and also whether it is larger or smaller than the
physical strange quark mass is still under debate [15]. The standard scenario of QCD in the chiral
limit, as shown in Fig. 1 (right), corresponds to scenario (B) in Fig 4. However, the non-standard
scenario (C) is supported by Monte Carlo simulations for imaginary chemical potential and analytic
continuation [15, 16]: these studies suggest (at least for small chemical potential) that the chiral
transition weakens with chemical potential, making the Ny = 3 first order region in Fig. 5 to shrink
with increasing tig. This should also be the case for Ny = 4.

A last comment on staggered fermions is in order: one of the lattice artifacts is due to the
way this discretization solves the so-called fermion doubling problem: At strong coupling, there
is effectively only one quark flavor, whereas in the continuum limit the same action describes
4 flavors due to the fermion doubling. Instead of 15 Goldstone bosons that are present in the
Ny = 4 continuum theory, there is only one Goldstone boson at strong coupling, since the others 14
receive masses from lattice artifacts (called taste-splitting). In the determinant-based approach, the
problem is solved by “rooting”: taking the root of the fermion determinant to reduce the number of

flavors from 4 to 2 (and the number of Goldstone bosons from 15 to 3). This strategy is not available
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Figure 4: Top row: Various scenarios for extending the phase diagram in the strong coupling limit
(B = 0) toward the the continuum limit (8 — o). All three scenarios assume that the nuclear and
chiral transition split, and that at u = 0O the chiral transition is of first order (since in the continuum
Ny =4). In the strong coupling limit, the chiral transition at it = 0 is second order (corresponding
to Ny = 1 and the doublers decoupled), hence there must be a tricritical point at some ﬁt(r’fczo). It
is an open question whether the tricritical point at strong coupling is connected to this tricritical
point at Bt(r‘;:o) (left), or connected to the speculated tricritical point in the continuum (center) or
terminates at some finite § at T = 0 (right).

Bottom row: the corresponding scenarios for the finite temperature chiral transition in the y — Ny
phase diagram, showing the possible relation of the tricritical point at Ny = 4 with those at Ny =
2+ 1, assuming the chiral limit for the light quarks and a physical strange quark mass. The u-Ny
is limited by the line (7 = 0), beyond which chiral symmetry is restored. Left: For Ny = 4, the
transition is of first order for all values of . Center: The tricritical point at Ny = 4 is is connected
to the tricritical point at Ny = 2+ 1. This would be evidence for the existence of the critical end
point in the QCD phase diagram for physical quark masses. Right: The Ny = 4 first order region
does not extend to Ny = 2 + 1, where it remains second order. This second order transition turns
into a crossover immediately as m,,,my > 0, so in this scenario there is no chiral critical end point
at physical quark masses.
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in our dual-variable approach. Although the strong coupling limit has effectively only one flavor,
the residual chiral symmetry is that of a Ny = 4 continuum theory, with one true Goldstone boson
which even persists when the chiral anomaly Uy4(1) is present for B > 0. This is in contrast to a
genuine Ny = 1 theory in the continuum which has no Goldstone bosons at all. The chiral anomaly
breaks the chiral symmetry explicitly, driving the chiral transition into a crossover (corresponding
to the lower right corner of the Columbia plot Fig. 5). Hence the deconfinement transition at
Ny = 0 is most likely completely separate from the chiral transition for Ny > 2, as shown in all
three scenarios Fig. 4 (bottom).

5. Outlook for future investigations

There are various ways to discretize fermions on the lattice, with staggered fermions and
Wilson fermions the most widely used for thermodynamics studies. They describe the same physics
in the continuum limit only. At finite lattice spacing, and in particular at strong coupling, both
discretizations are quite different. In particular, the spin and the kinetic term of the fermion action
are treated very differently. A dimer+flux representation is also possible for Wilson fermions.
Such a representation was so far only determined for lattice QED [17, 18], since the Grassmann
integration is much more involved for N, > 1.

As a matter of principle, for both lattice discretizations, the gauge action can be incorporated
order by order in . There are however technical difficulties that remain to be solved. A new
strategy to study both lattice discretizations on a par is to expand both in systematically in § and
the inverse quark mass by making use of a Hamiltonian formulation [19]. The partition function is
then expressed by a Hamiltonian composed by operators:

1
= Tr[eP? - S - _ (gt
Z = TrleP ], H =3 ) ZJQi(x)JQi(y), Jo, = U35) (5.1
(xy) Qi
where the generalized quantum numbers Q; (spin, parity,flavor) are globally conserved, and near-
est neighbor interactions are characterized by the operators Jéf (X)J o )
number Q; at site x and lowers it at a neighboring site y (see [19] for the case of Ny = 1,2 for stag-

, which raise the quantum

gered fermions). For both staggered fermions and Wilson fermions, the matrices J é contain vertex
weights which are the crucial input to sample the corresponding partition function. The plan for
the future is to do so with a quantum Monte Carlo algorithm. Comparing both fermion discretiza-
tions order by order in the strong coupling expansion will help to discriminate lattice discretization
errors from the genuine physics, in particular with respect to QCD at finite density.
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Abstract. We present the computation of invariants that arise in the strong coupling ex-
pansion of lattice QCD. These invariants are needed for Monte Carlo simulations of Lat-
tice QCD with staggered fermions in a dual, color singlet representation. This formula-
tion is in particular useful to tame the finite density sign problem. The gauge integrals
in this limiting case 8 — 0 are well known, but the gauge integrals needed to study the
gauge corrections are more involved. We discuss a method to evaluate such integrals.

The phase boundary of lattice QCD for staggered fermions in the pp — T plane has been
established in the strong coupling limit. We present numerical simulations away from the
strong coupling limit, taking into account the higher order gauge corrections via plaquette
occupation numbers. This allows to study the nuclear and chiral transition as a function

of B.

1 Introduction

The finite baryon density sign problem in lattice QCD hinders a direct evaluation of the phase structure
of QCD in the up—T plane. In particular, the existence of a critical end-point (CEP) that is sought for in
heavy ion collision experiments at RHIC and LHC could not be established yet via lattice simulations.
Although the well established methods for small ug/T, such as Taylor expansion, reweighting and
analytic continuation from imaginary chemical potential can in principle make statements about the
existence of the CEDP, it is likely that the CEP, if it exists, has a quite large ,u%”" , such that it is not
within reach with the aforementioned methods.

In recent years, many alternative methods have been proposed and tested to circumvent the finite
density sign problem. Most notably, the complex Lagenvin method together with gauge cooling
could address full QCD in the deconfined phase [1, 2]. Another method based on complexified QCD,
the Lefschetz thimbles, are currently applied to QCD-inspired models with few degrees of freedom,

but the method is far from being applicable to full lattice QCD [3-5].

A promising alternative strategy is to change the degrees of freedom of the original partition func-
tion. Since the sign problem is representation dependent, it may be possible to find a different set of
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variables that are closer to the true eigenstates of the Hamiltonian. Finding such a basis would reduce
the sign problem significantly, or even solve it. Changing the degrees of freedom can be for example
obtained by a Hubbard-Stratonovich transformation [6], or by introducing auxiliary fields. Another
way is to integrate out some of the degrees of freedom to obtain a “dual” representation in terms of
world lines. This strategy has been successfully applied to address sign problems in models with an
abelian gauge group (such as the massless Schwinger model [7], and the gauge-Higgs models [8]) It is
however quite non-trivial to find a dual representation for non-abelian gauge groups. A recent attempt
is to decompose the non-abelian components into abelian “color cycles” [9].

Our attempt to perform Monte Carlo simulations on the QCD phase diagram is based on the strong
coupling expansion. The starting point is the well-established partition function of staggered fermions
in the strong coupling limit. Here, the phase diagram is well established. We then propose a dual
representation in terms of world lines and world sheets that incorporates some contributions of the
gauge action. For small 3, we are able to determine the phase boundary between the chirally broken
and chirally restored phase. The leading order correction has been addressed via reweighting from the
strong coupling ensemble to S > 0 in [10]. We go beyond this scope by directly sampling the partition
function including next to leading order gauge corrections.

2 Link Integration
2.1 Lattice Action and Partition Function

We consider the standard lattice action for staggered fermions (no rooting, no improvement) together
with the Wilson gauge action:

SF= Z Z 75"0 nv(x) (earﬂ%o/?x U,u(x)Xx+,& - e—a,,ué,,o/\—/ﬂﬁ U; (X)Xx) + Zamq/\_/xxx s (1)
x \p
S = ;i, w[Up + U}, Up = U (x)U(x + 1) U,u(x + ) U, ()T, )
¢ P=(x,u<v)

with qu = ia,,ug the quark chemical potential. The only modification is that we introduced a
bare anisotropy 7y, favoring temporal fermion hoppings over spatial fermion hoppings, giving rise
to an anisotropy of the lattice spacings a% = &(y). This will allow us later to vary the temperature
continuously in the strong coupling regime.

The standard approach for lattice simulations is to integrate out the Grassmann-valued staggered
fermions y and y to obtain the fermion determinant. However, the fermion determinant becomes
complex for finite quark chemical potential, resulting in the finite density sign problem. Our strategy
is to expand the action S = S 7 + S ¢ both in the fermion hoppings and in 8 = 2% . Then we exchange
the order of integration, i.e. integrate out the link variables analytically first, and afterwards the
Grassmann variables. The remaining degrees of freedom will be color singlets on the links, and the
plaquette occupation numbers np (from the moments of the fundamental plaquettes tr[Up]*") and 7ip
(from the moments of the anti-fundamental plaquettes tr[UZ,]’_’P).

The fermions can be gathered into matrices

M = 0y OX X e M = O s = 0O 3)

All elementary plaquettes P from the expansion of S that share a given link U, (x) need to be taken
into account when integrating out the link U = U, (x):

Py ={P|U € Up} =P, UPy. 4)
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with P, the subsets of plaquettes in forward and P_ in backward direction, as illustrated in Fig. 1.
Hence the one-link integral over gauge group G = SU(NV.), U(N.) that we will consider has the
fermion matrices M, M and the set of staples S p with Up = U,(x)S p as external sources:

+tr[UTS )

B
i - >, (tr[US p]
TM M {Sp,SLH = deetr[M VMU, 2 5 2
G

~ [ MTUTa MUT]F e [US pl e[ UTS 1
B deUZ K!K! n Z nplip!

PoU np,ip
ﬁ )np+l’lp
=>11 Z UM UT el MU FalUS p]" el UTS |1
P - glk! l’lp'l’lp G
K,k PoU np,iip
Ne
mm m,im T _ J i
- ZC(B (S SP D K,K,vg,k,w,M ), ulUSp] = ZIU,. Sk, (5)
K,K Lj=

where we expand in the forward hoppings «, backward hoppings k, and plaquette and anti-plaquette
occupation numbers np, iip. In the last line, we have decomposed the traces to separate the staples
from the gauge link and summation over the set of indices i, j, k ,I is implied. It is the tensor
CB,{Sp,S ;})j ik which leads to non-local color contractions and can be related to the set of plaquette

occupation numbers {np,iip} when contracting the m open color indices from U and m open color
indices from U with the one-link integrals from the neighbor links:

m:ZnP+ZﬁP’ ﬁ’l:Zﬁp-l-Zl’lp. (6)
PePy, PePy, PePy, PePy,

The remaining integral can be related to integrals over the link matrices only [12]:
a b
i | =01,...1 k=ky,...k
I(lb _ dU U.Ja UT lﬁ, l. ll‘, la‘ 1s b 7
lel L g la g( )kﬁ J=J1s---Ja l:l1,...lh ()
K ’”,(M M) = f AU M UT e MUT® ]_[ U’ ]—[ Ut
G -1 el

Z [l_l I_IM laMT kﬁ]jjjﬂ;:lwm. 8)

{l(,](yk/jlﬁ a= ]ﬁ 1

Here, a = k + m and b = k + m is the number of U-matrix and U'-matrix elements. In this one-link
integral, only the color indices from the quark matrices will be contracted. The contraction of the
remaining indices can in general not be carried out easily, however in certain cases link integration on
the complete lattice will be possible to give rise to a color singlet partition function:

ze- Y wol] (2]% ) ©)
P C

G={np,iip,k,k}

where the admissible graphs G are such that they fulfill the constraint

B _ { 0 for U(N,)

KZKFM=M=30 modN. for SUWN,) (10)
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Figure 1. Staples and corresponding plaquette occupation numbers (np, 7ip) for directions perpendicular to the
link U,(x) to be integrated out: the moment of U,(x) from the moments of the Wilson gauge action is m =

> ny, +in,andm= ) n_, +n,, see Eq. (6).
viu viu

2.2 Link Integration in the Strong Coupling Limit

For g = 0, link integration factorizes:

Zo(amq,atlu")/) = 1_[ fd/\/xd/\—/xe2amq)_(x)(x

n de/J (x) (eyﬁ,lonv(x)eamﬁ#o (/\_/XU;J(X)XXﬂQ_)_(H,& U;(X)Xx)) . (1 1)
M
The corresponding one-link integrals K, will not depend on any external gauge links:
N 7K ARTS _ 9T io AT K8 | 7KK
KoM M) = deUtr[M Ut MU' {__Z]; | }(]‘!BM_M M, ]Iij’k,. (12)
LasJasKpslp a= =

Hence, link integration can be carried out analytically. Only a finite number of integrals have to be
evaluated due to the Grassmann nature of the fermions: since they come in N, colors, 0 < kk < N..
Moreover, integral Eq. (7) will only be non-zero if « — k = gN, with g = 0, £1 (see next section). The
corresponding result for Eq. (5) was first addressed in [13] when deriving the strong coupling partition
function for Ny = 1:

JoM, M) = f dU UM MU

G

=

N (Ne — b)! g B -
- S () 1L 0 B+ o Bt
. 0 for G =U(N, T
with 4=11 for G= S[(J(]C\/)C) and  p,(x) = Uv(x){ 1 else (13)
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Here, M, = . are the mesonic and B, Nl 1€ i X xir - - - Xxiy, are the baryonic degrees of freedom.

After the final Grassmann integration, where also the expansion of e?*™¥X enters, the partition function
is exactly rewritten in terms of integer variables:

N.—k N,! )
Zo(amq,a,,uB,y) = Z 1_[ u,}ﬂkb 1O n F(zamq) ) 1—[ U)(f, at/JB) (14)

!
tomt) b=(xg0) Nelky! ¢

where k, € {0,...,N.} are the so-called dimers, i.e. multiplicities of bonds b that represent meson

hoppings, n, € {0, ..., N} are the so-called monomers and represent y,y, not being part of dimers,

and the baryon world lines ¢ form oriented self-avoiding loops, with loop weight

1
w(t. app) = Tro(Oy M, (0 = ()" ] 0. (15)
(xu)et

Here, Ny is the number of temporal baryon segments on ¢. The sign o({) of a baryon loop ¢ is due
to geometry: number of backward directions N_ ¢, winding number r, and staggered phases along the
loop. The sign of a configuration is the product of the signs of all baryonic loops. The sign problem of
sampling this partition function is however very mild for any value of the chemical potential, because
the baryons are heavy and hence tend to have simple geometries which contribute with positive signs.

2.3 Weingarten Functions

In order to obtain the partition function away from the strong coupling limit, we will make use of
Weingarten functions [14, 15]. This is particularly useful since when some of the link matrices emerge
from the Wilson gauge action, we also need contributions to Eq. (7) for @ > 0 and b > 0. For
n = a = b, the result is expressed via permutations 0,7 € S, on the color indices that go into 2n
Kronecker deltas, and are multiplied by the Weingarten functions, which sums over all irreducible
representations (irreps) A of SU(IV,) that are tensors of n fundamental irreps:

n,n . Jr(r) n,N. -1
L™ U; rll 8. 8 ) We(for o 7', (16)
1 (fY?
WeN(p) = , (17)
=y %« DNy

with D;(N) the dimension of the irrep A of U(N) and f* the dimension of the irrep A of S ,,. The irreps
of both the unitary and the symmetric groups are labeled by integer partitions

1)
Arn, A=, A, n=> iz A, (13)

i=1

and due to the finite number of available color indices, the corresponding partitions have a finite
number of parts, /(1) < N. The Weingarten functions contain the character x; of the symmetric group
S, which only depends on the conjugacy class p = [x] of a permutation 7 € §,, given by the cycle
structure of 7. The conjugacy class p + n is also labeled by an integer partition. Some examples of
Weingarten functions are:

-1 N*-2
w1 =

3,N _
Ve Ch =T sy TNV D(VE—4)

(19)
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The Weingarten functions for a — b = gN,. with ¢ = 1 has been addressed in [16]. For g # 0, also
epsilon tensors enter Eq. (17), which leads to lengthy expressions. The generalization for g > 1 will
be addressed in a forthcoming publication. Here we simply want to illustrate that we recover the
strong coupling limit and the leading order gauge correction within this formalism.

2.4 Link Integration via Weingarten Functions

The Weingarten functions are a powerful tool to address gauge corrections and integrals for many
flavors, given that the matrices M, M' are generalized to N; > 1. Depending on how many fermion
hoppings contribute to the link integral, we restrict the sum over irreps within the Weingarten function
to those consistent with the fermion content:

1 A\2
(f)/\/j,

Wgn’N/l(p) = ( ‘)2

W™\ (p) = > W i(p) (20)

Arn

AEA

This restriction is possible due to the orthogonality of characters: for any A4 # [n] (i.e. with the
exception of the completely symmetric irrep which has X‘[On] = 1 for all p) it holds that

D oy =0, D hy=n! 1)

prn prn

with A, the number of elements in the conjugacy class p. However, due to the additional minus signs
from the ordering of the Grassmann variables, there are other irreps 4 € A which are non-zero. At
strong coupling, where all sources are fermionic, only the completely anti-symmetric irrep is non-
zero, A = {[1"]}, with n < N.. Here, Xfl”] = sgn(p), resulting in

7 A = ZG; ]—1[ 5 o) nl!)z(NN;’n)sgn(p), p=lot™1 (2
S (N = h)!

JoM M) = kzz(; pZ;hptrp[MMT] NG ) (23)

w1 =] el )P, D ipi=n, (24)

i

This agrees for Ny = 1 with the result in Eq. (13) since sgn(p) is canceled by the anti-commutativity
of the Grassmann variables.

For the leading order gauge corrections, the additional gauge link from the plaquette allows partial
symmetrization, A = {[1"], 2172}

I (N !
ORIy ﬂ s o) ,)ZH(<NC+1>sgn<p>+<Nc+1—nx‘[;1nz]), (25)

o,1es, r=1

TiM M) = Z @ D hotr, IMMIM,]
prk

— 1)lk!
(Ne — k)'k!

(Ne+ D! (Ve + Dsgn(o) + (Ne + 1= iy, ) (26)
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For N¢ = 1 this reproduces the known result [10, 11]:

(Ne = k)!

: T
J,.,(M,M)_ =T

(M M) M, (27)

With this result, one address gauge corrections as shown in Fig. 3. Similarly, other gauge corrections
can be addressed, which we plan to do in a forthcoming publication.

4
17

Ak
'}

MM P geh —» Baryonic Quark Flux
q8 qg —» Mesonic Quark Flux
vy 998 ——» Gauge Flux

+1 +1 Wg%srl)m_, _>an j%,g

Figure 2. Gauge corrections to the strong coupling limit. Top: the effect of gauge corrections to world lines:
a baryon along an excited plaquette, smearing the previously point-like baryons over a lattice spacing. Bottom:
Two excited adjacent plaquettes, displayed as dimer covering, and with internal structure of dimers. Contributions
from plaquettes, dimers via Weingarten functions, green: plaquette contributions, red: fermion hoppings, black:
permutations that enter the Weingarten functions and are summed over. The vertex weights v; = v, = 1 are trivial
in that example.

3 Dual Formulation
3.1 Grassmann Integration

Given that all link integrals K jglare computed, the remaining task is to organize the fermions such
that they can be integrated out. If the integrals K. Jxl have more than two open indices, the Grassmann
integration gives rise to a tensor network that is difficult to evaluate. For U(N.) gauge theory, the
contractions are however possible as there are exact cancellations, as shown in Fig. 3. Only integrals

with two open indices 7(1 Oor K 0,1 give non-zero contributions. Since Grassmann integration results
l
in one incoming and one outgomg loop per site if the site is on the boundary of a plaquette surface,

these have to be contracted along loops. The resulting simplifying constraint, exact for U(N.) and
valid for the g = 0 sector of SU(N,), is that plaquette surfaces are bound by quarks which form
self-avoiding loops. However, for ¢ # 0, quark loops can intersect such that the constraint is no
longer valid. We will nevertheless apply this constraint, resulting in systematic errors for fermionic
observables at O(6"¢).
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1 ® o
2
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5 —_ O Ol QO Ol
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Figure 3. Simplification due to Grassmann integration within the U(N,) sector due to exact cancellations. Top:
plaquette configurations that result in f, > 1. Bottom: plaquette configurations that result in f, > 1. Hence, in
U(N,), the quark fluxes around the plaquette surfaces form self-avoiding loops. We will also restrict to that in
SU(N.), where this simplification is no longer applicable and introduces systematic errors at O(8"¢).

3.2 The Partition Function

With the above simplification, the resulting partition sum is a sum over monomers, dimers, world lines
and world sheets defined as surfaces of constant plaquette occupation numbers. To do so, we have to
introduce two auxiliary variables which are completely determined by the plaquette configuration:

1
fo= D e =ip)+ ) (p—np) 10,21, fi=3 > Ifsl€(0.1), (28)
PeP; PeP; b
tr=1{b=(x,n)| f» = 1 are connected} = d{np,iip}, (29)

where f, counts the number of fermion fluxes through a bond b, f; counts the number of fermion
fluxes through a site x, and £, are the self-avoiding loops that are defined on the boundary of the
plaquette surfaces of constant plaquette occupation numbers. With this, the partition function reads

(N - kb) Qkp—13)8 NC!
Z , , — b—Jb)Ou0 2 Ny
(amyg, a;u,y) ; ; bl?l Nolt = |fb|),)’ n nx!( amy)
sl UNe MpsTip} b=(x,1) x
(%)np+ﬁp
W, L) | | ——=—— (30)
fgf Nes 01> 1 1—[ np!np!
ky, € {0,...N.}, ne €{0,...N.}, ty, €10, £1}, np,ip € N, 3D

Due to restriction discussed Sec. 3.1, we however only sample plaquette surfaces where either 7ip = 0
or np = 0, resulting in a net plaquette occupation number np —np = 0 € Z.
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The color constraint, a modification of the Grassmann constraint, is

et Y (ko Sl a0) = Ne+ fo (32)

a=+0,..xd

The N.-flux loops €y, have the same role as baryon loops at strong coupling, but they are now not
necessarily made up of N, quarks. Likewise, also dimers are not necessarily mesons, but can be
composed of a quark-gluon combination. The bond weights are modified in case a bond is both part
of aloop £y, and a loop £y :

1 (N, — 1!

w(By) = ——— (33)

B)=——,
R AT AT N,!

with By a N.-flux bond without and B, with an additional dimer. Also the site weights are modified in

case fermion flux is reoriented, i.e. when f, = 1, with v; = (N, — 1)! the weight when it merges into a
dimer, and v, = N.! when it merges with a N.-flux.

pt pt
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Figure 4. Typical 2-dimensional configuration at finte 8, a,u and am,,. Left: degrees of freedom that are sampled:
monomers (blue), dimers (black), 3-fluxes (red) and plaquette occupation numbers (green). Right: the same
configuration but with the substructure of color singlets and triplets along excited plaquettes: quarks (red) and
gauge fluxes (green). Baryons becomes extended objects.

We sample the partition function Eq. (31) by extending the mesonic and baryonic worm algorithm
used at strong coupling. In particular, we update the plaquette occupation numbers on closed loop
configurations, and the O-flux and N.-flux worms take modified weights on edges with f, # 0. A
detailed discussion of the algorithm will be left for a forthcoming publication.

3.3 Sign Problem

Although the finite density sign problem has been made very mild in the strong coupling limit, this is
not necessarily the case away from the strong coupling limit, as fermion hoppings on the boundary of
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plaquette surfaces take place. Single fermion hoppings are however not suppressed by a large mass. In
fact, the sign problem in the dual representation due to finite 8 even arises for the U(N,) gauge theory,
which is sign problem-free in the conventional fermion determinant representation, as the depenence
on the chemical potential drops out.

> \ y
+1 | +1 +1 || +1
: ——
+1 | +1 || +1
\ y <
®
| | | | |
winding no.=0 winding no.=0
negative quark hopings=4 negative quark hopings=4
no. of quark loops=—1 no. of quark loops=—1
I n.(x)=-1 [1 n.(x)=1
(x,u)ell (x, u)el,

Figure 5. The plaquette-induced sign problem: example of two configurations with opposite signs.

The sign of a configuration factorizes in the N -flux sign and the fermion flux sign:

a(©) = | |otp | [ oen), (6 = (1) ONOT (). (34)
1

tr (A

For N. = 3, the combination of fermion loops and 3-flux loops lead to the following identification,
as shown in Fig. 4: dimers on bonds with fermion f;, # O are fermionic, whereas 3-fluxes on bonds
with fermion f, # 0 are bosonic.

The example of a negative configuration, Fig. 5 (right), illustrates that in two dimensions, negative
contributions are related to frustration of monomers: a loop trapping an odd number of monomers has
negative sign. This is known from the dual representation of the Schwinger model at finite quark mass.
But for dimensions d > 2, even without monomers, a sign problem is induced as dimers and N, -fluxes
can be perpendicular on a plaquette surface, giving rise to topologically inequivalent configurations
with opposite signs.

3.4 Crosschecks

We have made extensive crosschecks on small 2-dimensional volumes where exact enumeration is
possible. In Fig. 6 some gauge observables, the average plaquette and the Polyakov loop, are shown
as obtained from the dual representation, as a function of am,, for u = 0, and for various gauge groups.
They agree well both with the exact result and with hybrid Monte Carlo (HMC).

Another important crosscheck where HMC and Meanfield results [19] are available is the phase
boundary in the 5-T plane for SU(3) at u = 0. Fig. 7 shows that the results from direct sampling agree
well with extrapolations of HMC.

10
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Average Plaquette Polyakov Loop Chiral Condensate

T g ——
I

P o

7

Figure 6. Crosschecks for various gauge groups at up = 0 on small lattices where both analytic results from
exact enumeration and hybrid Monte Carlo data were obtained. The average plaquette, Polyakov loop and chiral
susceptibility are shown as a function of the quark mass.

4 Results on the Phase Diagram
4.1 Strong Coupling Regime at Finite Temperature

We have derived the dual representation in the strong coupling limit by taking into account the bare
anisotropy 7y in order to continuously vary the temperature independent of 8. In a recent publication
[17], one of us has determined with collaborators the non-perturbative anisotropy a/a; as a function
of the bare anisotropy in order to unambiguously define the temperature:

3 = =é() =+

|
T = , —_—,
“CEN, a 1+ 1A

A=«k/(1-x), k = 0.7810(8) (35)

We adopt this non-perturbative definition of the temperature, which differs significantly from the

2
previously used mean field result a7 = X-. Likewise we convert the chemical potential: aup =

N,
E(y)asup.

4.2 Phase Diagram in the Strong Coupling Regime

Lattice QCD with staggered fermions has a residual chiral symmetry even in the strong coupling
regime, since there is an exact Goldstone mode in the spin®taste basis ys ® ys. The lattice action at
zero quark mass, and likewise partition function Eq. (31) has the symmetry

Uy x U(D)ss : x(x) o @y (), e(x) = (—1)TTRTE, (36)

i.e. even and odd sites transform independently. The chiral symmetry is spontaneously broken at
low temperatures, but restored at some phase boundary a7.(aup). The transition in the chiral limit is
second order for small and intermediate aup and turns into a first order transition at low temperatures,
separated by a tri-critical point. This point at (augic, aT™) = (1.56(4),0.73(4)) turns into a critical

11



EPJ Web of Conferences 175, 07047 (2018) https://doi.org/10.1051/epjcont/201817507047
Lattice 2017
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Figure 7. The phase boundary for SU(3) at ug = 0. The comparison of direct sampling (red dots) with reweight-
ing and mean field theory. This results makes use of the mean field value of a/a, = y* for better comparison. The
direct simulations favor the scenario of extrapolating the phase boundary via an exponential ansatz (right) rather
than a linear ansatz (left), as has been discussed in [10].

end point as soon as the quark mass becomes finite. The ratio u$FP /TP > 2 becomes even larger

as a function of the quark mass. The phase boundary for the chiral transition in the strong coupling
regime can be measured by finite size scaling of the chiral susceptibility, as shown in Fig. 9 (top). The
nuclear transition can be obtained from the position of the gap in the baryon density. In the strong
coupling limit, the first order chiral and nuclear transition coincide. The reason is that the nuclear
liquid phase is actually a Pauli saturated phase of a baryon crystal, such that no quarks are left for the
formation of a chiral condensate. This finding seems to be independent of the quark mass [18]. We
restrict in the following to the chiral limit, where simulation via the Worm algorithm are even faster
than with finite quark mass, in contrast to HMC.

Viareweighting from the 8 = 0 ensemble, Fig. 8 (left), it was found that the chiral transition a7 .(aup)
for small chemical potential indeed decreases, as expected since the lattice spacing a(8) becomes
smaller. However, the chiral and nuclear first order transition still coincide with the strong coupling
result for small 5. This may be very likely a reweighting artifact, as it is impossible to reweight from
one phase to another phase across a first order transition. We only found that the nuclear critical
end point separates from the chiral tri-critical point, but does not split from the first order line. The
expectation is however that the chiral and nuclear transition split, a possible scenario is shown in
Fig. 8 (right). It is however a priori not clear how much p™¢¥ and "™ are separated in nature, and
how large 3 needs to be to observe that splitting.

In order to understand the relation between nuclear and chiral transition, we need to sample the
partition function Eq. (31) directly at finite 8. With the direct simulations at finite 5, based on local
plaquette updates together with the worm to update the dimers and 3-flux world lines, we find that
the chiral first order transition indeed depends on 3, as shown in Fig. 9 (bottom). Our lattices were
Ntimes4 with Ny = 4,6,8, and for various temperatures and baryon chemical potentials, which

12
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suffices to determine the chiral phase boundary quite accurately. These preliminary results still needs
to be reconciled with the first order nuclear transition, which requires larger volumes.

AT/my
‘ \
I — srdel\
0.4 " dstorder 0 J >u/m,
02 S . huctear. | ® 1 4
0 e - CEP-. N ¢
0 s . B
- >
B Chiral Transition Nuclear Transition

Figure 8. Left: The phase boundary for SU(3) in the chiral limit as a function of small 3, obtained from reweight-
ing [10] but with the non-perturbative anisotropy a/a, to convert to aT and aup. Contrary to the expectation, the
nuclear and chiral transition did not split, which is likely an artifact from reweighting. Right: one of several
possible scenarios on the S-dependence of the chiral and nuclear transition for unrooted staggered fermions in
the chiral limit.

5 Conclusion

We have presented a partition function that includes higher order gauge corrections with the constraint
that the plaquette world sheets are bound by fermion loops. Plaquette occupation numbers are in
principle unbounded, such that we sample contributions of the gauge action at arbitrarily large order
in S. However, due to the complicated non-local structure of the tensors C(8,{S p, S I’})ji,lk’ it is not
yet possible to write down a partition function that is correct for all orders in 5. Hence we restrict to
the limit where plaquettes form surfaces bounded by quark flux. This restriction is no longer valid
for SU(N.), and our approximation will result in systematic errors in fermionic observables at O(8"¢).
However, in the strong coupling regime with f < 2N, these systematic errors are expected to be
small.

Due to the sign problem induced by the boundaries of the plaquette surfaces, simulations are re-
stricted to § < 1. We presented first direct measurements at non-zero 8 and u, which are consistent
with the previous results from reweighting. It will be essential to improve on the sign problem further
to apply these methods for 5 > 1.

A systematic error on the phase boundary as shown in Fig. 9 is due to the anisotropy & = al, We
only considered the bare anisotropy yr = 7y in the Dirac coupling, but one should also introduce an
anisotropy in the Wilson action, ys = B;/8s. Then the lattice anisotropy is a non-perturbative function
of both bare anisotropies, £(yr, ¥ ), that can in principle be determined in a similar way as in [17].

In this work we have only studied the gauge corrections of the phase diagram in the chiral limit. We
plan to study the gauge corrections also at finite quark mass.

13
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Figure 9. Top: baryon density and rescaled chiral susceptibility at a7 = 0.7 (in the vicinity of the tri-critical
point) from direct simulations for various 5. Bottom: The phase boundary for SU(3) at ug = 0. For ug = 0 up to
the tri-critcial point, the direct simulations agree well with the results from reweighting, but a different behaviour
is observed along the first order line.
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1. Introduction

The finite density sign problem hinders the direct Monte Carlo simulation of QCD at finite
baryon chemical potential. As an alternative method, we adopt the dual representation which is
changing degrees of freedom of the original theory to integer variables. The dual representation in
the strong coupling regime allows us to investigate the full ug — T phase diagram. We have studied
the dependence of the nuclear critical end point (CEP) as a function of the quark mass am, in the
strong coupling limit (8 = 0) [1]. If quark mass increases, the critical baryon chemical potential
increases and the critical temperature decreases. Hence, as shown in Fig. 1, the critical end point
moves to the bottom right direction. We also have presented the 8 dependence in the chiral limit in
our previous study [2]. In these proceedings, we present the B dependence of the critical end line at
finite quark masses in the strong coupling regime. We sketch the expected behavior of the critical
line in Fig. 1. If B increases, the critical end point of a certain quark mass is expected to move
to lower temperature but the critical baryon chemical potential does not change much. Hence, the
first order line shortens with increasing f3.

by

aT
Crossover
am;< am,< am < am < amg
Hadron Gas
)
aT(y=1) :‘ amy
i ! /’ amg
First\Ordler
Nuclear Matter

.

i

Figure 1: Sketch of  and quark mass dependence of the CEP on anisotropic lattices. The red plane denotes
fixed temperature in lattice units aT = 1/N;, and the dotted blue line is the expected critical end line in the
aT = 1/N, plane. The dotted green lines are the expected behavior of CEP at fixed quark mass in aT > 1/N;,
as a function of f3.

2. Setup

We use staggered fermions in the dual formulation [3, 4, 5] with gauge corrections O(f3)
[6, 2, 7].

Z(mqauv ’Y) =
B np-+ip
(Ne —kp)! 1,5 (W)
-~ - 7 b9, ~
H Nk — | fo])! 7'2 “H Zamq HW 3, Hw(éf,u) H noliin!
{kn,ln,} b=(x,1) b b tr P p:np:
singlet hoppings chiral condensate  riplet hoppings weight modification €luon propagation
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o (03) V" M exp (NNryait),  o(63) = (1) -G+ TT ma(x),

W(£3 3 nu) =
[Lece, b=(x.f)els

(2.2)

where k;, and fj, are the number of dimers and gauge fluxes at bond b, n, is the number of monomers
at site x, and /3 denotes a 3-fermion fluxes loop and /¢ is a single fermion loop. np and 7p are
plaquette (counterclockwise and clockwise) occupation number. N is the number of 3-fermion
fluxes in temporal direction, 7, is the winding number in temporal direction. N_ is the number of
3-fermion fluxes in negative direction and 7, is the staggered phase factor. In this simulation, we
fix the temporal lattice extent to N; = 4 and an anisotropy ¥ = 1. The lattices temperature is fixed
to aT = Ai,t If we change f3, the lattice spacing a is changed but aT is invariant. We simulate for
B =0.0,0.1,---,0.9,1.0 and am, from 0.0 to 0.5 with step size 0.01. We scan the baryon chemical
potential app for each (8,am,) and find the critical baryon chemical potential afi.. On the u —T
plane in Fig.1, if the quark mass becomes heavy, the critical end point moves to the large au and
low aT region. Because we fix the temperature and vary the quark mass, the first order phase
transition occurs at lighter quark masses in our simulation. By contrast, a crossover transition is
expected for heavy quark mass. At a certain critical quark mass (am4 in Fig.1), the transition turns
into a second order transition.

3. Analysis and results

3.1 Sign problem

Af
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Figure 2: Sign problems from two difference sources.

First, let us consider the sign problem at finite 8 and am,. The sign problem comes from the
odd number of fermion flux. In O(f), only single and 3 fermion fluxes cause the sign problem and
they are distinguishable. Single fermion flux and 3 fermion fluxes make fermion loops like baryon
world lines in the strong coupling limit, and the sign problems is related to their geometries [2].
We distinguish these two types of sign problems and show in the Fig. 2(a) and Fig. 2(b). Here Af
is a difference between full and sign quenched free energy density and sign is ¢ = exp (—N?N,Af).
In the Fig. 2(a), the sign problem from 3 fermion fluxes mainly occurs near the phase transition
region. We will see in the next section that the first order transition weakens when increasing f3.
So, the phase transition area gets wide in at. The single fermion flux sign problem increases with
B as expected, but only occurs in the hadronic gas phase as shown in Fig. 2(b). We present the
combined sign problem in Fig. 2(c).



B and quark mass dependence of nuclear transition

Jangho Kim

1.0

mg=0.30,8=0.1

et

mg=0.95,8=0.1

1.0

¥ axa 3 4xa Teier]
63 x4 63 x4 ITIIi A!“I
0g] ¥ x4 08l B &4 T;“I
2z 2 |{*L
5061 G061 Hb I
© © I
c c T
g 0.4 g 0.4 T J[}HH
S S mh
0.2 H 0.2 { 1 FA
pan|
1 P r;
0.0 Eﬂ;—g 0.0 Hemazpisisselet L ﬂ!‘i s Tﬁ
12 14 16 18 20 22 24 26 28 3.0 18 20 22 24 26 28 30 32 34 36
aug aup
(a) ﬁ:0.l,amq=0.3 (b) B =0.1, amy =0.95
Figure 3: Baryon density at § = 0.1
o my=0.30,8=1.0 o mq=o.95,B=19Y
TlF #xa e CT3 wxa TTIT [mim;,}&]
63 x4 i 63 x4 [ - 1 1
0g] t ¥x 0g] t ¥x [ -
oy Fry M
2 2
G 061 G 061 ] Il
o o
c c
g 0.4 g 0.4 T l
© [ ©
Qo Qo e
0.2 0.2 [
i ai % I;
ool - tfite ] 0.0 4 I;_JJ d
12 14 16 26 28 3.0 18 2.0 24 26 28 30 32 34 36
auB aup

(a) Bp=1.0,amy=0.3 (b) B =1.0,amy =0.95

Figure 4: Baryon density at § = 1.0

3.2 Analysis of baryon density

1 d 1
————logZ = — hich i
VN, I Ve fD) og VS<ZZ3 re;) which is

our observable to determine the critical end points, where V; is a spatial volume. We present our

Now let us consider the baryon density (ng) =

results of baryon density in Fig. 3 and Fig. 4. In a first step, the critical apl, is determined by
data points crossing the blue band, which was chosen by eye to be sufficiently distinct from both
zero and saturation. In Fig. 3 we compare the onset of the nuclear transition for = 0.1 for two
different quark masses and various volumes. At small quark mass, the transition is consistent with
first order, and large quark mass weakens the phase transition. This also holds for Fig. 4. If we fix
the quark mass and change f3, comparing Fig. 3(a) and Fig. 4(a) or Fig. 3(b) and Fig. 4(b), we can
see increasing B diminishes the phase transition. From the above analysis, we choose the ap,. and
plot them with respect to am, in Fig. 5. The small quark mass region results in a first order phase
transition and the large quark region results in a crossover. As f3 increases, the first order region

shrinks and the crossover is extended. Between these first order and crossover transitions, there is
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Figure 5: Critical chemical potential (at.) as a function of quark mass (am).

a critical end point. Hence, the critical end point is moving to the smaller quark masses when 3 is

increased.

3.3 Critical end point analysis using histograms
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Figure 6: Baryon density histogram at small quark mass am, = 0.0
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Figure 7: Baryon density histogram at large quark mass an, = 0.5

Because of the huge statistical errors near the critical chemical potential ., the analysis of the
baryon susceptibility is difficult. So, we analyse the data using histograms to bound the critical end
points. We use the data of a 8° x 4 volume for the histograms and the errors are computed by the
bootstrap resampling method. In the Fig. 6 and Fig. 7, we plot histograms around apl.. At small
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Figure 8: Baryon density histogram of lower and upper limit of am, at ap. for critical end point at § = 0.5.

quark masses, the histograms have a two-peak distribution. Clearly at this quark mass, the phase
transition is of first order. For large quark mass, there is no two-peak distribution and the peak
moves smoothly from one state to the other state with increasing apt. There is no perfect two-peak
distributions in the first order transition histogram because of finite volume effects, so we choose
the lower bound for the CEP when two-peak distribution is clear that is shown in Fig. 8(a). The
upper bound for the CEP is selected when two-peak vanishes and a peak starts to move smoothly.
This is presented in Fig. 8(b). From the histogram analysis we can determine the upper limit of
quark mass for the first order phase transition and the lower limit of that for crossover. Between
those upper and lower limits, the second order end point is located. The critical line as a function of
B is presented in Fig. 9(a). In this plot, the left lower corner corresponds to the first order region and
the right upper corner is crossover. As 3 increases, the quark mass of the CEP decreases slightly.
This is similar for the baryon chemical potential as shown in Fig. 9(b). To determine the error bars
in Fig. 9(b), we take the smallest and largest quark masses in Fig. 9(a) for each . Then there are
corresponding aft, for quark masses. We use the range of these api, values to the errors of critical
line in Fig. 9(b). We determine the error bars from the histograms very conservatively. The huge
errors in Fig. 9 are caused by the uncertainty and small statistics. The 8 dependence of both am,
and au are linear in 3 in the small B < 1 region.

4. Conclusion

We simulate the dual representation with finite quark mass and lattice gauge coupling f3. Be-
cause this simulation takes into account only O(f3), we restrict to the range of  smaller than one.
In this parameter space, the sign problem is still mild enough to use a sign reweighting method.
We obtain the  dependence of the critical line using a histogram analysis. In the small 8 region,
the critical line looks like linear, but still has large errors. Hence, the higher corrections of 8 are
essential to extend this study to 8 larger than one and an important step in this direction has been
addressed in Ref. [7].
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Figure 9: Critical line of end points as a function of 3.
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1. Introduction

Despite many attempts and partial successes to address the finite density sign problem in lattice
QCD, a solution applicable to the full parameter space (temperature 7', baryon chemical potential
Up, quark mass m, and lattice gauge coupling ) has not yet been established. Here we report
on the incremental progress to unravel the phase diagram in the strong coupling regime of lattice
QCD with staggered fermions, based on a leading order strong coupling expansion valid to ()
[1, 2, 3]. The recent progress to address higher order corrections [4] are not yet considered in full
Monte Carlo simulations.

The phase diagram of lattice QCD in the strong coupling limit has been investigated since
more than 30 years [5, 6, 7, 8] and is by now well known, with the Worm algorithm as a main
Monte Carlo tool to investigate its features [9, 10, 11]. Beyond the strong coupling limit, the
leading order gauge corrections have been included as well, but ambiguities on the phase boundary
arising when using different N; have not yet been addressed. These ambiguities have so far only
been successfully resolved in the strong coupling limit (both in the chiral limit [12] and at finite
quark mass [13]).

The long-term goal is to extend the validity of the strong coupling expansion to answer an
important question on the existence of the critical end point (CEP): At strong coupling, the CEP
has been located at (aug,aT¢) = (1.56(3),0.80(2)) in the chiral limit (where the CEP turns into a
tri-critical point TCP), and its quark mass dependence has been investigated, with tri-critical scaling
o< mé/ > for small quark masses [14]. The dependence of the location of the CEP as a function of 3
has not yet been determined. Whether the CEP also exists in the continuum limit remains an open
question. First hints can be obtained by monitoring the 3-dependence of the CEP for small 3: if
it moves to smaller up (and if this behaviour is monotonous), it may exist; if it moves to larger
Ug, it may even vanish in the continuum limit and the chiral transition is for all values of g just a
CTOSSOVeT.

The main difficulty when mapping out the phase diagram is that we need to introduce a bare
anisotropy 7 in the strong coupling regime in order to vary the temperature continuously at fixed
values of . The temperature and chemical potential are however determined by the physical
anisotropy & = Z—‘:, which depends non-perturbatively on 7y and the lattice gauge coupling . Here
we will report on how the 3-dependence of & is determined, and present preliminary results when
applied to the phase diagram in the strong coupling regime.

2. Dual formulation of lattice QCD

The strong coupling regime of lattice QCD can be formulated in a dual representation and it
was generalized recently to include in principle any order in 8 [4]. In this proceedings however,
we only incorporate the leading order gauge correction ¢'(f3) as outlined in [2] and re-derived
in the appendix of [4]. It is based on a series expansion in terms of the (anti-) quark hopping
d_u (x) from the staggered Dirac operator, and plaquette occupation numbers 7,7, on plaquette
coordinates p = (x, i, v) from the Wilson gauge action. In contrast to previous formulations of the
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dual partition sum, we now adopt the notation:

ky (x) = min {dy (x), du(x) } , fu(x) = dy(x) = dy(x), 2.1)
where ky (x) € {0,...N.} is the dimer number and f, (x) € {—N,,...N.} is the net quark flux. The
ky (x) are always quark-antiquark combinations, and color singlets formed by a quark and gluon are
no longer regarded as dimers (in contrast to our previous formulation - the new convention is advan-
tageous when higher order corrections are considered). The dual degrees of freedom {k, f,m,7i,n}
fulfill the gauge constraint at each link:

x)+ Y [6n#,v(x) —Snyy(x— v)} -y [u RS v] = Nequ(x), (2.2)

v>LU v<u

where for the @'(3) partition function, g, (x) € {—1,0,1} and 8ny v (x) = 6np, =n,—i, € {—1,0,1}.
The Grassmann constraint at each lattice site is:

me+ Y (ku(x)ﬂﬁlz(x)') =N, Y fux)=o0. (2.3)
+u +u

In terms of the above dual variables, and including a bare anisotropy 7, the partition function
can be rewritten as:

oty oMBu0fu (%) ysu.o(\fp (x) |2k (x)) (21t )™
ZB.1ugrg) = ), o] I T(Cy)
C:{npﬁﬁpvkbfivmx} p np'np' éz(xvu) k(‘(ké + |fé‘)‘ X mx!
2.4)
with ﬁ 2N , the quark chemical potential p, = ﬁ,ug. The three non-trivial vertex weights
N! N,!
T, = T, = (N.—1)!, T3 = — (2.5)

depend on the local degrees of freedom Cy = {my, ky (x), fu(x),nuy(x),Auy(x)} and are employed
whenever some nyy (x) > 0 (7iyy(x) > 0) and some fy, (x) > 1. For N. = 3, the sign

C)= 1;6(61)1;0(63), o(l) = (—1)"¢ Hn“ (2.6)

factorizes into single fermion (| f,; (x)| = 1) and triple fermion loops (| f (x)| = 3). This factorization
no longer holds beyond &(f3), see [4]. The dual degrees of freedom are color singlets which are no
longer just baryons and mesons as in the strong coupling limit: the gauge corrections will resolve
the quark structure of the point-like baryons and mesons, making them effectively spread out over
one or more lattice spacings. The reason why the sign problem is mild in the strong coupling limit
is that baryons are heavy, where Ay ~ 107°. This is still approximately true for § < 1, where the
sign problem remains manageable. For details see [3].

In the following we will consider the chiral limit of the partition function Eq. (2.4), which
implies m, = 0 and which has the symmetry group :

U(l)y xU(1)ss : X (x) s €O 5 () g(x) = (—1)fatata (2.7)

with U(1)y the baryon number conservation and U(1)ss the remnant chiral symmetry which is
broken spontaneously at low temperatures and densities. In Sec. 4 we will address the chiral critical
line that terminates in a tri-critical point before turning first order.
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3. Anisotropy Calibration at finite 3

It is crucial to understand the relationship between the bare anisotropy y and the non-perturbative
anisotropy & = Z—j (with a = a4 the spatial and a; the temporal lattice spacing) in order set the tem-
perature and chemical potential consistently for various N;. Anisotropic lattices are necessary in
the strong coupling regime since at fixed f this is the only way to vary the temperature continu-
ously [15, 16]. The precise correspondence between & and 7y has been established in the strong
coupling limit and in the chiral limit [12], resulting in

2
4
K Kk =0.781(1 3.1
SN~y + (1), 3.1
and at finite quark mass in [13], where it was shown that k(m,) = glim % has a simple mass
—>00

dependence in the strong coupling limit. The basic idea of the anisotropy calibration is to identify
a conserved current and scan in y such that the lattice is physically isotropic for a fixed aspect ratio:

N
Ngag = Nyag - E= NJ (3.2)
o

The conserved current is related to the pion [17]

) = (o) (ku ) = 31101 63)

with €(x) = +1 the parity of site x. Eq. (3.3) is the generalization of the strong coupling limit
(where f;;(x) € {—N,,0,N,} is the baryon flux through that link) to incorporate gauge corrections.
This allows us to extend the anisotropy calibration to finite  to obtain &(y,). Away from the
strong coupling limit it is in principle necessary to include a second bare anisotropy ¥ in the
gauge part

Be

Banrﬁp N nga +ipe B:pf+ﬁm7 Y6 =1/ 58 (3.4)
Bs
and then scan in both the fermionic and gauge anisotropy to obtain &(¥,¥s,B). On finer lattices
this is indeed necessary [7], but in the strong coupling regime, where we cannot set a scale, it is an
unnecessary complication: as f3 is increased, the lattices needed to study the chiral phase transition
will eventually become isotropic, and beyond this point, the temperature is varied via a(f3). In this
proceedings, we will always set ¥ = 1 and leave the more general setup for the future.

In Fig. 1 (left) we show the anisotropy calibration for various fixed B: On lattices N> x Ny
with aspect ratios & =2,3,4,5,6,8 we obtain the value of ¥(&) where the ratio of the temporal and
spatial fluctuations of the conserved charge Q,, Q; are equal. This is repeated for various 3. Since
the partition function Eq. (2.4) depends on y and N, the bare (mean field) temperature [aT |y =

N
needs to be corrected by the non-perturbative factor [& /2] g» shown in Fig. 1 (right), to yield the
correct temperature al = %’T/} Our result allows to define the Euclidean continuous time limit

ar — 0 unambiguously at fixed f3: the temperature and chemical potential are then defined as

aT = x(B)[aT |, aplp = K(B)[aus]ms with K(B) = giit &/7]p- (3.5)
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Figure 1: Left: Determination of y for various 3 by requiring the ratio of charge fluctuations to be equal,
shown for & = 2. Right: Extrapolation of the correction factor & /y? towards continuous time to yield k().

4. Gauge Corrections to the Phase Diagram and Density of States

We will now focus on a particularly important application of the previous result: the modifi-
cation of the chiral transition within the grand-canonical phase diagram, when taking into account
the non-perturbative definition of temperature and chemical potential Eq. (3.5). In Fig. 2 we show
the effect of applying the B-dependent correction factor [& /2] p to the phase boundary, for the
various f3 in a regime where the sign problem is manageable. All data have been measured via
the Worm algorithm in combination with plaquette updates, on lattices Ng°> x 4 We observe that
the back-bending at lower temperatures vanishes. This behaviour meets our expectations, but we
require larger lattices and should check that we have the same finding also on lattices with N; > 4.

We also investigate the density of states on anisotropic lattices, which can be measured via
the Wang-Landau method. Since the quark fluxes f; (x) form world lines, and the total number of
quark fluxes wrapping around in temporal direction is a multiple of N, due to the gauge constraint
Eq. (2.2), it is possible to define baryon number sectors Nz € {—Ns>,...,N5>} and allow updates
that modify the baryon number by one unit. We will explain the details of the canonical simulations
and the resulting canonical phase diagram is in the np — T plane in a forthcoming publication. The
analysis of the density of states in Np as shown in Fig. 3 can yield additional insights concerning
the first order phase boundary below the TCP: the density of states is weighted with ¢45/T for
various f3 to the critical chemical potential ,ull;l, where the peak heights are equal. We observe that
the first order transition weakens with 3, and that the the critical chemical potential [,Llyl increases
only slightly with . This is in agreement with the findings of the 3-dependence of the nuclear
transition at low temperatures on isotropic lattices [3].
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Figure 2: Comparison of the phase boundary with the mean field definition of the temperature (left) and
its non-perturbative counterpart (right), resulting in a collapse of the first order line for all values of
considered.
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Figure 3: The density of states weighted to the critical chemical potential uy, showing a double peak
structure for aT < aTrcp. The value of [,Ll};l only very mildly grows with 3.

5. Conclusions

We determined the non-perturbative relation between the bare anisotropy Y and the lattice
anisotropy & = a% at finite f in the range of validity B < 1, based on the leading order partition
function. The results have been used to define the temperature and baryon chemical potential
unambiguously. The extrapolation a; — 0 is under control. This may even allow to extend the
existing Monte Carlo simulations in Euclidean continuous time to finite f in the future.

The main (still preliminary) finding on the phase boundary of lattice QCD in in the chiral limit
is that the first order line is not -dependent after the non-perturbative correction of the temperature
and chemical potential. This is consistent with mean-field theory [18] and results on isotropic
lattices. Whether the first order line is B-dependent for f > 1 and whether the tri-critical point
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moves to larger or smaller chemical potential when f is increased requires further investigation.
Most likely higher order corrections need to be included, as outlined in [4].

We have also presented first results on the 3-dependence of the density of states in the baryon
number, from which the canonical phase diagram can be determined. Even though this dependence
is very weak, this method has the potential to discriminate between the chiral and nuclear transition
and address the question whether they split, as is expected: in the continuum, chiral symmetry
should still be broken in the nuclear phase, resulting in two separate first order transitions at low
temperatures.
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1. Introduction

Lattice QCD at finite baryon-chemical potential is affected by the sign problem. At non-
zero pp the LQCD action becomes complex giving rise to an exponentially hard prob-
lem. Although various techniques have been developed in the past decades in order to
circumvent the sign problem, an ultimate solution is still lacking. A promising approach
that we want to discuss here is the dual variables approach. The key point in this ap-
proach is realising that the sign problem is representation dependent. This means that
by a suitable change of the degrees of freedom, it is possibile to write down the parti-
tion function in terms of states that are closer to the true eigenstate of the Hamiltonian,
resulting in a much milder sign problem. Dual formulations have been used in the past
years to alleviate, or even solve, the sign problem in various model (see for instance [1]-
[3]). Here we want to discuss the dual approach in Yang-Mills theory and in full QCD
from the perspective of strong coupling expansion. At g =0, corresponding to the strong
coupling limit, the partition function can be written in terms of dual (integer) degrees of
freedom representing mesons and baryons [4]. This dual formulation has the advantage
that the sign problem induced by a baryon-chemical potential is mild enough so that the
phase boundaries can be mapped out using standard reweighting in the sign. Incorpo-
rating leading order (3-correction is also possible, by computing the modified weights in-
duced by a single plaquette excitation [5], whereas in [7] gauge contributions produced
by plaquette-surfaces have been taken into account. Going beyond these approximations
is very challenging. First of all, the link integrals that appear are not completely known
for SU(NV). In addition, a plaquette induced sign problem can appear at 8 > 0, limiting
the applicability of this method to small S values. We will discuss these issues. In par-
ticular, we will solve the problem of link integration finding explicit formulae for polyno-
mial integrals over SU(N). After analysing the sign problem in SC-LQCD with plaquette
surface excitations, we will focus on Yang-Mills theory finding a dual, positive, represen-
tation by integrating out the gauge links.

2. Formulation and Link Integration

In the following we will always consider the standard LQCD partition function with
gauge action discretised a la Wilson and 1 flavour of unimproved staggered quarks:

2 = [T [ dvdaetmosoc I [ S50 i
xr

J
(M) = @) 20Xy Mh = —mu(w)e” P Pm0xE e, (2.1)

where (¢, z,p) label lattice links, sites and plaquettes. After performing a strong coupling
expansion in 3, Eq. (2.1) can be written as:

H/ddeX e2aquzxz Z H B/2

In
Ty
{np,p} Lp b p

np+n
N / AU TY[U, )" T (U v e ™ (VoMU M)
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and we introduced the new collective variables {n,,n,} called plaquette (anti-plaquette)
occupation numbers. As usual for dual formulations, we wish to integrate out some of
the original degrees of freedom. In this case we want to get rid of the Uy links, by explic-
itly performing the group integration first. Even though this is quite straightforward in
the case § = 0 [6], plaquette contributions give rise to serious complications. To show
this explicitly, let us consider the O(fS) corrections to SC-LQCD by Taylor expanding the
gauge action to first order:

Tt i
I1 /G dU, exw T tUL] T UM UM o TT /G dU(1+ %Tr[Up +UR)) - T UM UIM]
l l | e —

O(B)correction

The relevant O(8) contribution, after performing a hopping parameter expansion of the
fermionic action, is given by:

H ‘/GdeéfVTr [Up] eTr[UeMZ-I-UgMZ} = Tr[ H Jg:|, C(p) = {(x”u,) e ap}

teC(p) ¢eC(p)
n R ia i kg —ko+1,k
(JeM MO = 37 e lee)jaﬁnlwbl; T (22)
Kg,Ky a= =

where 771" is the polynomial gauge integral that must be computed at this order. The
open color indices {i,7,k,!} must be saturated with fermionic sources M, MT while m,n
are contracted along the countour dp of the plaquette p so that color singlets are recov-
ered afterwards. Away from strong coupling, where O(3%),0(3%),.., contributions are
important, all the integrals Z%? will in general appear. Having explicit formulae for these
integrals is the first step towards a dual representation of non-abelian gauge theories in a
strong coupling expansion framework. Their explicit expression is given by:

a b
a,b o l
Iij’kl:/GdU [T U ||(UT),§3 (2.3)

a=1 ps=1

where dU is the usual invariant Haar measure and depending on the gauge group G the
following constraints apply:!

a=b U(N)

(2.4)
a=bmod N SU(N)

T £ {

These integrals were studied extensively in the past, mainly in the case G = U(N), which
was completely solved in [8]. Creutz [9] found an explicit formula for the generating func-
tional:

2K, J] = / dUTH[UK]*Te[UT 7]
SU(N)

Ia,b_1<a o 0 )

P = Zeb(K T 2.5
i],kl alb! 8Kj1i1 8Kjaia 8J11k1 8‘]1171% [ ' D)KJO ( )

1 This gives a constraint on the {nyp,nyp, k¢, k;} that are allowed. For more details see [7].
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for the case b = 0, whereas recently Zuber computed the generating functional in the
case a = b+ N [10]. We extended their results in order to cover the most general case
(a—b=g¢q-N), that we present here without proof:

Z9YK,J] = / dUTH[U K] Tr[U )P
SU(N)
n=min{a,b} ‘chl 7! q % n.q
=" (¢gN+n)! ]}) ito) (det K) %ng (p, N)t,(JK)
Baryonic contrib. Mesonic contrib.
< vty -
Wi4(p,N) = — AL t,(A) =] | Tr(A4"%) (2.6)
7 % (n!)? D N+q g 1,;[
len(\)<N

where A - n means that A is an integer partition? of size n, len()) is its length and Dy y,
[ are respectively the dimension of the irreps of SU(N) and S,, corresponding to parti-
tion \. Finally, x*(p) are the standard S,, irreducible characters. The generating func-
tional is splitted in two parts: the first, baryonic contribution, arises from a non-zero

q and, being a power of a determinant, gives rise to epsilon tensors after differentiating
with respect to source K. The second part, the mesonic contribution, is written as a sum
over integer partitions that select a particular SU(N) invariant (Tr,(JK)) weighted by
the corresponding factor W;’q(p, N). We called these functions W;’q, "modified Wein-
garten functions” as they correspond to a simple generalization of the standard Wein-
garten functions obtained in [8]. They are all class functions of S, as the partition p

can be identified as a conjugacy class of permutations [7] using the cycle decomposition.
This result for the generating functional can be directly used to systematically obtain
gauge corrections to any order by using:?

Ka Kb
a,b o fer kg At bt
jij,kz[M,MT] = > (H M, ) (H b )Iij,kl \
{iavja7kﬁ,l5} a=1 ,8:1
kolkp! 8(a+b)Za+/€a,b+nb[J’ K]

- ) iq k k
(a+ka)!(b+ k) 0K LOK 0. 0T

K=mT
J=M

3. Sign problem

Although the sign problem is very mild at strong coupling, it could happen that the in-
clusion of gauge degrees of freedom, in the dual formulation, reintroduce it. This kind
of sign problem is absent in the conventional formulation, where a sign problem is only
induced by a non-zero up. Our result (2.7) for \72 ‘Ebk ; can be used to understand how

the Monte Carlo weights get modified by plaquette excitations (see [7]). By making use
of the previous result, we performed simulation at finite 3, using an algorithm which is

k
Ze. A n=[A1,...,A\,] with YA =nand Ay > Ay > ... > A, > 0. len(\) = k.
i=1
37%b is a generalisation, to arbitrary high order, of the integral appearing in Eq. (2.2).
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affected by systematic errors only at order 3¢, Results about the phase diagram and
details of the simulation can be found in [7]. Here we want to discuss what happens to
the sign problem: In Fig. 1 (Left), the average sign (o) is plotted as a function of up for
various 3. The sign problem seems to be immediately reintroduced. Reweighting can be
applied only for 8 < 1, spoiling the possibility of making contact with the low coupling
branch. A sign problem is also present at up = 0, making it clear that the gauge de-
grees of freedom alone, as they appear in the dual formulation, produce negative weights.
From a diagrammatic point of view, an example of a configuration with negative sign is
shown in Fig. 1 (Right). These findings suggest that to go beyond 5 = 1, we must study
first pure Yang-Mills theory. In particular, we worked on the problem of finding a posi-
tive (dual) representation valid for all 5, which will be the topic of the next section.

average sign on 43x4 a'af
0.03 ; ‘ —
o
0025 F o B | +1 +1
i} P !
0.02 | 50 ; I o
=2 |
i35 EE ? +1 || +1
0.015 |- | .
%4 \
0.01 #‘ Lo
Jults o(l)=-1
0.005 - % @\, winding no.=0
negative quark hopings=4
0 *Hﬁu% ! % no. of quark loops=—1
0 05 1 ; 5 2 25 3 [T n(x)=1
Hg (x ulel,
Figure 1: Left: The average sign (o) = ZL — ¢~ 79"'Af obtained by simulations on a 43 x 4
prq

lattice is shown as a function of the chemical potential ay for various 8. Right: An ex-
ample of a configuration with negative sign. An odd number of monomers are trapped in
a plaquette surface surrounded by a quark-flux.

4. Dualization of pure Yang Mills theory

Let us consider the partition function for pure Yang-Mills theory and expand it in Taylor
series around 5 = 0:

(8/2) %" o
Ty L[ a0 (B0 (00)" - w
p

W ({np,np})

Zym= Y,

{np,fip}

To successfully dualize the partition function, we must find a way to integrate out the
gauge fields Uy, expressing the quantity W ({n,,n,}) in terms of auxiliary degrees of free-
dom. One way to do this is by decomposing the underlying Z%® integrals by making use
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of the Weingarten functions as follows:*

= Y Wp([oor ], Mo,

o, TESy

= W) = S [ (oo ], MVl (49

{0577-@6511@} ¢ 20 z

This procedure trades the coloured gauge links Uy, with pair of permutations (oy,7y).
The size of each permutation is determined by the dimer number dy, defined by:
min

(4.3)

d ZV>HTLCE7/J‘7V+?L$7U7,LL7V
0=(

) T _
Zl/>,u nit,[,bﬂ/ + nx_'/7ﬂ7l/

The open color indices of the delta functions appearing in Eq. (4.2) are saturated along
the plaquettes to reproduce the traces in Eq. (4.1). This gives rise to powers of N. In
Eq. (4.2), the permutation &, depends only on {n,,n,} and tells us how the colour flux
is re-oriented at each lattice site, while 7, permutes the colour flux on the links attached

to x and is defined by:
d—1

o = Q) (0 m) O T(—p ) (44)
n=0
then len([6,07,]) is the number of colour cycles at site z. This formulation, as it stands,
is not suitable for Monte Carlo simulations as almost half of the Weingarten functions
appearing in Eq. (4.2) are negative (see [7]). Neverthless, it turned out that is possible
to rearrange the terms in Eq. (4.2) in such a way that W{n,,n,} is written as a positive
sum:

ap,b be,a —1
_ 1 f3 My (0g) M, (7,
W({npynp}) = Z Z HW — -

{Aelde} {oe,me€Sq,} £
len(Ap) <N

) HNlen([é'zoﬁ'm]) (45)

Dy, n -

where M;’b(w) is a matrix representation of the irrep A of S, and a,b=1,..., f\. We will
choose M to be orthogonal matrices®. After working out the sum over permutations,
Eq. (4.5) can be cast in the following form:

W({np,np}{Ac}) >0

W) = 3 | u) (46)

{)\["d@} ag,bg 0 AbN x

1

len(Ap) <N
d—1 d—1
Pa,b _Q Ma’b( 5 _ Paezbf 8a — d d
AT ) X" (), w(z) = { ® Aebde? 60 ) N = Z( ot do—pp)
' TESK [,LZO MZO
b=(z,10)

4For simplicity we illustrate the procedure in the U(N) case.
5As S, is a finite group we can always choose unitary irreps. For the specific case of Sy, it turns out
that the matrix elements are also real.
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where {Pf,’_l;} are a complete set of orthogonal operators in ((CN )®™ and the inner prod-
uct (.)p is defined as:

(A,B),, :=Tr(A'B) A, B € End((CN)®™), (4.7)

Therefore, by adding partitions Ay as an auxiliary degree of freedom, we end up with a
partition function that contains only positive terms. However, the possibility of perform-
ing Monte Carlo simulations using Eqs. (4.1), (4.6), depends on how fast we can compute
the weights in Eq. (4.6). Each term involves a sum over [], f/%é local quantities making a
brute force computation infeasible in d > 2. To overcome this issue one possible strategy
is to tabularize the weights (as they are S-independent) or to make use of Tensor Net-
work methods to speed up the computation, which we plan to do in the future.

5. Conclusion

We have studied dualization in QCD and in pure Yang-Mills theory from the point of
view of the strong coupling expansion. We have solved the problem of computing poly-
nomial integrals over SU(NN) which appear in the procedure of integrating out the gauge
links. We showed that plaquette excitations in a naive strong coupling expansion of the
gauge action, produce a strong sign problem which limits the use of reweighting to 8 < 1.
As this kind of sign problem is induced by a non-zero /3, we focused on pure Yang-Mills
theory, finding a basis where the gluon dynamics does not give rise to a sign problem.
This dual basis, where the states are labelled by {n,,n,} and by integer partitions A,
can reduce the sign problem in full QCD at finite j.
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We propose a new strategy to evaluate the partition function of lattice QCD with Wilson gauge action
coupled to staggered fermions, based on a strong coupling expansion in the inverse bare gauge coupling
B =2N/g%. Our method makes use of the recently developed formalism to evaluate the SU(N) 1-link
integrals and consists in an exact rewriting of the partition function in terms of a set of additional dual degrees
of freedom which we call “decoupling operator indices” (DOI). The method is not limited to any particular
number of dimensions or gauge group U(N), SU(N). In terms of the DO, the system takes the form of a tensor
network which can be simulated using wormlike algorithms. Higher order f-corrections to strong coupling
lattice QCD can be, in principle, systematically evaluated, helping to answer the question whether the finite
density sign problem remains mild when plaquette contributions are included. Issues related to the complexity
of the description and strategies for the stochastic evaluation of the partition function are discussed.

DOI: 10.1103/PhysRevD.101.034509

I. INTRODUCTION

Lattice QCD at finite baryon density suffers from the
notorious sign problem [1]. In a nutshell, the numerical sign
problem arises because the weights of the partition function
are not positive definite, prohibiting importance sampling
in Monte Carlo simulations. One of the several promising
approaches to tackle the various sign problems in lattice
field theories or spin systems are dual formulations. The
basic idea is to rewrite the partition function by replacing
the original (possibly continuous) degrees of freedom
(d.o.f.) by new discrete d.o.f., such that the numerical sign
problem of the new representation is milder or absent [2].

The idea of dual representations is old, and in the last
decade, many different sign problems have been solved in
this way. Some of the hallmarks in the context of spin
models are the O(N) and CP(N-1) models [3-5], and in the
context of lattice field theories are the charged scalar ¢*
theory [6], the Abelian gauge-Higgs model [7,8], the SU(2)
principle chiral model [9], and scalar QCD [10]. The term
“dual representation” may seem as a misnomer (they are
not duality transformations), but it has been established as
an umbrella term for representations of specific type: the
representations are obtained by integrating out the original
d.o.f. and by introducing discrete variables that encode
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nearest neighbor interaction, e.g., the so-called bond
variables. These are based on a high temperature or strong
coupling expansion [11,12] or similar Taylor expansions
and can be expressed in terms of oriented fluxes and/or
unoriented occupation numbers (usually called monomers
and dimers). A dual representation is then oftentimes
called a worldline representation, or a dimerization, or is
a combination of both. An important feature is that the
original symmetries of the system are translated into
constraints such as flux conservation or restrictions on
the allowed occupation numbers. Typically, these con-
straints are central in Monte Carlo simulations such as
in the worm algorithm [13] or generalizations thereof [14].
Dual representations are in general not unique: a model can
have several dual representations which may have different
residual sign problems. In some cases, a dual representation
can introduce a sign problem that did not exist in the
original formulation. An important example is the lattice
Schwinger model at finite quark mass.

The focus of this paper is whether dual representations
can be successfully applied to lattice QCD at finite baryon
density, which has a severe sign problem in the usual
representation, where fermions are integrated out, resulting
in the fermion determinant. The standard approach is then
hybrid Monte Carlo. At finite baryon chemical potential y3,
the fermion determinant becomes complex, resulting in the
sign (complex phase) problem. Many strategies are avail-
able to circumvent the sign problem for small values of the
chemical potential, like the Taylor expansion method [15],
the use of an imaginary chemical potential [16,17], and
reweighting [18]. The latter led to a first estimate of the
position of the critical end point on a coarse lattice [19]. In
general, however, reweighting may suffer from the lack of

Published by the American Physical Society



G. GAGLIARDI and W. UNGER

PHYS. REV. D 101, 034509 (2020)

overlap between the sampled pp = 0 ensemble and the
target ensemble at yp > 0. More recently, other approaches
that are not limited to small iz have been proposed, such as
the complex Langevin approach [20,21], the Lefschetz
thimble approach [22-24], or the density of states method
[25]. To name also some approaches that are in the spirit
of a dual representation: the three-dimensional effective
theory [26,27] (a joint strong coupling and hopping
parameter expansion that can be mapped to SU(3) spin
model), decoupling the gauge links using Hubbard-
Stratonovich transformations [28], “induced QCD” based
on an alternative discretization of Yang Mills Theory
[29,30]. All these approaches have their shortcomings,
and a method that allows to simulate lattice QCD at finite
density has not yet been established.

A dual representation of lattice QCD has only been
derived in the strong coupling regime: the classical formu-
lation in terms of a monomer-dimer-polymer system
has been both addressed via mean field [31-34] and
Monte Carlo [35-38] and is valid only in the strong coupling
limit. More recently also the leading order gauge corrections
have been included [39,40]. At strong coupling, also the
fermion bag approach has been used [41,42] and continuous
time methods have been applied [43,44]. Beyond the leading
order, a dual formulation for lattice QCD is notoriously
difficult. First attempts were made using a character expan-
sion [45,46] and the so-called Abelian color cycles [47]. Our
ultimate goal is to find a dual representation for lattice QCD:
we propose a new approach based on a combined expansion
of the Wilson plaquette action (strong coupling expansion)
and of the staggered action (hopping and quark mass
expansion) to all orders. The integration order is, as in
the case of the strong coupling formulation, swapped, with
the gauge integral being performed first while Grassmann
integration is carried out after a reparametrization of the link
integrals. The strong coupling methods we use go back to the
early days of lattice QCD, where computers for large scale
simulations were not yet available [48,49]. But only due to
recent progress in the computation of one-link integrals
(invariant polynomial integration [50,51]), we have complete
control on the evaluation of the resulting Boltzmann weight
ending up with a fully dualized partition function. The
challenge when going beyond the leading order correction is
that this dual representation needs to capture nonlocal
effects: it is no longer possible to write the partition function
as product of site weights and bond weights only. The basic
objects of our dual representation have a tensorial structure.
In this paper, we show a strategy to compute these tensors.
Our method is not restricted to staggered fermions and can
readily be applied to Wilson fermions as well.

The paper is organized as follows: in Sec. II, we review
the computation of link integrals and introduce the SU(N)
decoupling operators which constitute the building blocks
of the whole dualization process. In Sec. III, we sketch the
steps needed to recover the color singlet Boltzmann weight

from the computation of polynomial gauge integrals.
In Sec. 1V, the dualized partition function will be presented
along with the expression of various observables in terms
of the dual d.o.f. and a discussion about the sign problem.
In Sec. V, numerical crosschecks from exact enumeration
in low-dimensional systems will be shown. Finally, in
Sec. VI, we draw our conclusions.

II. STRONG COUPLING EXPANSION
AND LINK INTEGRATION

We consider the finite density partition function of lattice
gauge theory with SU(N) gauge group, using the Wilson
gauge action and one flavor of unrooted staggered fermions

{7.x} with lattice quark mass /i, = am,,

Z = / [’D)Z)de—zﬁqux)(x |:H/ DUf:| e—S!/[U]—DfW,)(,U],
¢ JSUW)
(1)

where £ = (x, i) and x stand, respectively, for lattice links
and sites and DU is the Haar measure. The gauge links U,
are SU(N) elements, while S, and D are, respectively, the
plaquette action and the massless staggered Dirac operator,

S,[U] = — % > TrU, Uiy UL, UL + Hee.

X U<V

p +
-0y Xp:TrUp + TrUj,

U= nu(x)(e

XU

Df W’ X +ﬂq§“'0)2x Ux,/l)(erﬂ

- e_””é”’ofx-ku Uj‘fsﬂ)(x)
= TrUM; + TrULM,. (2)
4

where p, = L up is the lattice quark chemical potential and
1, (x) are the usual staggered phases. All traces are intended
to be over color indices and in the following we will always
use the letter p to label lattice plaquettes.

The first step in the dualization process is to perform a
combined Taylor expansmn of Eq. (1) in the reduced gauge
coupling f = 2N 7 and quark mass 771,

+n,

SR | P

("p "p} P
{dg.dp.my}

X gn[,,ﬁp.df,af.mx’ (3)

E/DUfTr[U K

X Tr[U ) Tr[U, M4 Tr[UT M )% (4)

Z(p.,in

gnh’ﬁl)'dﬂafamx :/D&Z](Zx)(x)mx
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The sum is over the positive integers that single out a
particular term in the expansion: (77,,) n,, is called the (anti-)
plaquette occupation number, m, the monomer number,
and d,, d, stem from the expansion of the massless
staggered Dirac operator in forward (d,) and backward
(d,) directions. The quantity G contains the nonlocal part of
the computation and is given by a Gauge + Grassmann
integral over the whole lattice.

Our dualization corresponds to exactly integrate out the
gauge links U, , and the Grassmann field y,y, trading
the original d.o.f. with the integer variables appearing in
Eq. (3). This can be achieved by splitting the computation
of G in two steps:

(1) The traces appearing in Eq. (4) are written explicitly:
we do not perform the matrix multiplication, leaving
the color indices uncontracted. As a consequence,
the gauge integral [], fsu vy DU, becomes a dis-
joint product of monomial 1ntegrals with open color
indices and we integrate out every gauge link
independently.

(2) After gauge integration, some of the open color
indices need to be contracted between links that
share a common site such that the plaquette terms are
recovered. The remaining indices are contracted
with the Grassmann-integrated quark fields. We
postpone the description of this step to Sec. III.

If the matrix multiplications are not performed, the link
integrals to be computed assume the following general
form:

Iji,:/ DUV ---UkUl Uil (5)
SU(N)

where the values a, b depend on the dual d.o.f. {np,ﬁ o

ds,d,} and we make use of the multiindex notation,

i: (il,iz, "'aia)’

k: (kl,kz,...,kb),

j: (jlij’ ""ja)v
l:(ll,lz,...,lb). (6)

Due to the properties of the SU(N) invariant Haar measure,
the integrals in Eq. (5) are nonzero only when the difference
a — b is an integer multiple of N. As it will be explained in
the next section, this corresponds to a (gauge-) constraint
for the dual d.o.f. We define

~|a-b|
==

q €N, (7)

and for U(N) gauge theory ¢ = 0. Invariant integration
over compact groups has been studied extensively in the
last decades [48,49,52-63]. Although many results con-
cerning the U(N) group are known since many years, only
recently the SU(N) generalization has been found [50,51].
Integrals of the type Eq. (5) are now known in closed form

in term of generalized Weingarten functions. The interested
reader will find our derivation in the Appendix A. Here we
only quote the main result assuming, without loss of
generality, a > b (a = gN + p, b = p),

qN+pp } : 2: ®q
zf k! €iy )5’(/3

a/} JrO'GS

q P(ﬂ,oa—] )€®q,j((,) 52(% .
c

(8)

In the previous equation, ¢®7 is a shortcut for the g-fold
product of Levi-Civita epsilon tensors and 55", &, are the
generalized Kronecker deltas where the indices are reor-

dered according to the permutations x and ¢. The leftmost
sum with

o,/ =N, fl=p (9

a={ay,....a,},

(gN+p)!
g!N1 p!

color indices i, j (which are gN + p) into the g epsilon
tensors of size N and into the delta function of size p.
All the partitions obtained from each other by only
permuting the a, in Eq. (9) are equivalent. Also, note that
in Eq. (8), the i and j indices are partitioned in the same
way. As in the U(N) case, a further summation over all
possible permutation of indices in the delta functions
(sum over 7z, o) is present. Every term in the double
sum is weighted by the function Wg , which is a class
function of the symmetric group S, and represents the

is carried over the possible ways of partitioning the

natural generalization of the Weingarten functions Wgh, =
Wg?v‘p appearing in the U(N) result [58,59]. Their expres-
sion in terms of the characters y* of the symmetric group is

Z L fir'(=)
i p (p!)2 Dl-N+q ’

len(2) <N

Wi’ () =

jJ_p = {/11 > ... leen(/l) >0

()
> k= p}. (10)
i=0

The sum is over the irreducible representations (irreps)1 of
the symmetric group S, while f; is the dimension of the
irrep A of S, and D, v, is the dimension of the U(N + ¢)
irrep with highest weight {4, s Aten(z)» 0, st

By inspecting Eq. (8), it seems tempting to consider
the permutations z, ¢ as an additional d.o.f. to be evaluated
stochastically and to proceed with the index contraction
considering single terms in the sum of Eq. (8). Unfor-
tunately, the sign of the generalized Weingarten functions
strongly oscillates, preventing the application of standard

'"The S, irreps are in 1-1 correspondence with the integer
partitions of n. In Eq. (10), only the irreps that correspond to
integer partitions with at most N parts contribute.
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Monte Carlo methods. Instead, we found it useful to exploit
the knowledge of the character expansion in Eq. (10) to
reparametrize the Z-integral. As a starting point, we write
the S, characters as a matrix product of the corresponding
matrix representation,

W 71'06

A=p m,n=1
£(2)<N

e ST S (Y

) M-p m,n=1 AN+

where the matrices M* have been chosen to be 01“[h0g0na1.2
The quantities in the brackets of Eq. (13) generalize the
U(N) orthogonal operators [64,65] [where the summation
over (a, #) and the epsilon tensors are absent] and represent
the building blocks of our dualization. The orthogonality
property does not generalize to the SU(N) case; hence, we
will refer to them as the SU(N) decoupling operators. They
are identified by a given partition («, ) and by choosing a
given matrix element (m, n) of an irrep 4 of §,,. We denote
the latter as (m, n) ;- Moreover, to make the expression in
Eq. (13) more compact, we collect (a, f) and (m, n), into a
multi-index p = [(a, ), (m,n),] so that we can write the
SU(N) decoupling operators P” and the Z-integrals as

e

M}, (m)e2isr . (14)
z P D/I,N+q

’{ ay Hpy?

N—
f’fff”" PP)(P), (15)
1 P
£(A)<N
(CIN+P)! 2
N, = - 1 (16)
P gI\NVp! ; 4

where n, is the total number of operator indices. The
operators P” decouple the color indices i, [ and k, j in the
Z-integral and its computation has been automatized by
using the standard hook rule to determine f* and D, y. The
irreducible matrix elements M?, () in the orthogonal
representation are computed numerically decomposing
the permutation z as a product of adjacent transpositions
7/7+1 and then using the axial distance formula to compute
the matrix representation associated to them (see [64], p. 8).

*Every finite group admits a unitary irrep. In the case of the
symmetric group, the matrix elements can be also chosen to be
real. This basis is known as the Young’s orthogonal form.

ZZmem@@f*

M%nn( )

1(moe™h) = Tr(M* () M* (671)). (11)
Writing the matrix product explicitly, we are able to cast the
Weingarten functions and (after summing over the permu-
tations) the Z-integrals in the following form:

M%nnw)), (12)

D/I,N+q

1 o
®4 5ln A ®.j(ay 5§/
’{a}éi{/f}) (Zp M3, (0)e¥4 )@ 5] >, (13)

D/l N+q

[

The quantity p, which identifies a given operator in
Eq. (15), will play an important role in the following.
We will refer to it as decoupling operator index (DOI),
which can be cast into an integer in the range {1,...,n,}.

III. INDEX CONTRACTION AND
TENSOR NETWORK

Given the result in Eq. (15), the next step is to perform
the contraction of the color indices {i,j,k,I} in the
7Z-integrals making use of decomposition in terms of the
operators P? obtained in the previous section. This con-
traction must be performed for every lattice link #. The
(anti-)plaquette occupation numbers (77,,) n,, together with
d,, d, determine how the contraction has to be performed
in order to recover Eq. (4). We distinguish two types of
color indices: those stemming from the expansion of the
hopping term and those arising from the expansion of the
Wilson gauge action. We will refer to them as the fermionic
and gluonic color indices. The contraction rules for the
fermionic color indices are uniquely determined by d, and
d,. These indices are contracted with the Grassmann fields
appearing in the corresponding fermionic matrices M, and
/\/l;. Due to the nilpotency of the Grassmann measure,
exactly N (for SU(N)) (anti-) fermion fields (7,) y, have to
be present at each site x in order to obtain a nonzero
contribution. This property will correspond to a constraint
on the allowed d.o.f. d,, d,, m,. Similarly, gluonic color
indices are contracted according to the plaquette they
correspond to. In this case, the contraction takes place
between the color indices of the Z-integrals corresponding
to links sharing a common site. The contraction rules are
determined by the (anti-)plaquette occupation numbers and
allow us to recover the plaquette terms in Eq. (4).

The key insight is that fixing the values of the DOI p,
for each link # makes the contraction step local. This means
that the contraction of the color indices can be carried
out independently at different lattice sites. In Fig. 1, we
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FIG. 1.

lustration of the contraction step in two dimensions: on each of the four links attached to the central lattice site the DOIs

{p1, P2, 3, p4} have been fixed. Decoupling operators on the same link undergo a disjoined contraction at two different lattice sites. The
bra-ket notation only serves to display this feature. At any lattice site (e.g., the central box), the color indices of the four operators are

completely saturated. Depending on the plaquette and antiplaquette occupation numbers {n

11, } on the four plaquettes attached to the

site, some of the color indices are contracted between the operators (green arrows). Instead, the color indices stemming from the hopping
expansion of the staggered action are contracted with the reordered Grassmann variables at site x. The result is a scalar quantity which

only depends on the value of the DOIs and on the dual d.o.f. {n,

illustrate the procedure in d = 2. The extension to any
number of dimensions is straightforward. To see why the
contraction at different lattice sites decouples, let us first
consider the case of the gluonic color indices and rewrite
explicitly the definition of the plaquette and antiplaquette:
for any gauge link U, with ¢ = (x, ), the contribution
from the product of traces TrU,, TrU ; for all plaquettes p
containing the link # can be gathered into products of

matrix elements of U, and U;,

. ! II l/ i/ k! k/ l
TeU, = (U] (U2); 2 (U3)y (US),6,26,°8, ',
T} = (U, (U3 (U3),F (Ua) 56,78 ,08) . (17)
3 4 4
n ) j e I
1T Ui (Ui (U - (U)!
{p=(xpr)ltep}
n
< [ (@) (TU), (18)

{p=(xpv)|tep}

where Uy, ...,U, are the four links contained in the
plaquette and summation over repeating color indices is

s ﬁp, df, df, mx}.

implied. The lhs of Eq. (18) thus contributes to the gluonic
color indices {i, I}, {k, j} within Z;; ;. Therefore, given the
structure of the operators in Eq. (15), (P?);! and (P?)}
contract, respectively, with the operators attached to site x
and x + u. Fermionic color indices arise instead from terms
of the form

Te[U M, Tr{ULM, )% (19)
They can be written explicitly as (£ = (x, u)),’
. de
Tr[U, M| o H (U“,) ZX)(JH-HJa
a=1
dy
, 5 Iy ok

Tr[U, M /] H (UI# kb)(xiu)(x ly» (20)

b=1

and again by inspecting at the index structure of Eq. (15),
the indices {i, [} of the first operator (P?),! are contracted

3The dependency of M, M’ on 1, and y, can be factored out
as it will be shown in the dual partition function Eq. (27).
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with the Grassmann variables at site x while the indices
{k, j} of the second operator with the Grassmann variables
at site x + u. This concludes the proof of the locality of the
contractions which is schematically shown in Fig. 1. At
each site, the corresponding Grassmann integral is replaced
with the usual product of two epsilon tensors,

/ [d)?xd){x])zc] T ')Z;N)(x,l] o ')(x,lN = ei]miNglpJN' (21)

On a d-dimensional hypercubic lattice, the operators P on
the 2d links £ attached to a site x, together with the epsilon
tensors in Eq. (21) are jointly contracted according to the
values of the dual d.o.f. This gives a scalar quantity which
only depends on the underlying dual d.o.f. and on the
values of the DOIs on the links attached to x. The
dependency on the dual d.o.f. {n,,7,.d,, d,,m.} is local,
in the sense that the contraction at site x is completely
determined by the monomer number m,, by the values of
d, and d, on the 2d links attached to x, and on the (anti-)
plaquette occupation numbers of the 2d(d — 1) plaquettes
attached to x. Different sites communicate only via the
common DOI p on the shared leg. We can collect the scalar
quantities obtained from the contraction of different decou-
pling operators in a tensor

=Trp, {Hm} ,
D, = {mx’ dx,iw Ny s ﬁx,/w}’ (22)

where Trp is a “reordered” trace in color space that
depends on the local dual d.o.f. D, and tells us how to
contract the color indices of the operators P?# according
to the rules discussed above. In Eq. (22), the DOIs depend
on D, implicitly due to the fact that the dual d.o.f.
determine the value of (g, p) in the Z-integral Eqgs. (5)
and (8). The tensor elements 7% can be computed numeri-
cally by building up the operators P?+ and saturating their
color indices according to the contraction rules from D,.
Given T%, the value of G is given, up to a global fermionic
sign (see Sec. IV), by

T oy /’d

> o, @)

(P loi=pSty ¥

gnpvﬁpxdfvdfvrn,\’ -

and the constraint p¥ = pZ,* just stems from the fact that
DOIs on the same link have to be equal as depicted in
Fig. 2. In this form, the system is represented by a tensor
network where the value of G is obtained by contracting the
network to a scalar.

In some cases, the contraction of different operators pro-
duces the same tensor elements. For instance, two operators
with DOIs [(a, ), (m,n);] and [(«,f'), (m,n),], where
(a,p) and (o, ') only differ by a permutation of fermionic
color indices, will produce the same element up to a sign

P = P A = A% A = A%
sz TJ}7 T:ts
Pfsi P JoieY
Il Il Il
(2% P (o]

2 T2
P % T Pio
T2

FIG. 2. The tensor network resulting from the dual description:
depending on the dual d.o.f. at any lattice site, the tensor 7', is
evaluated. Given two neighboring sites x and x + p, the tensor
index on the common link is contracted (p); = P51, The value of
G is the scalar quantity obtained by contracting all pairs of indices
between lattice neighbors. In the figure, the tensor indices have
been displaced for visualization purposes.

factor. This is clear since the fermionic color indices are
always contracted with the Grassmann variables, and a
permutation of fermionic color indices only amounts to a
reordering of the corresponding indices in the epsilon
tensors in Eq. (21). The possible relative minus sign is
however unimportant. In fact, it will always cancel when
considering the contraction of the operator with same DOI
and which lives on the same link. We therefore identify
these DOIs taking into account the combinatorial factor
from their multiplicity. This reduces the size of the tensor
T, hence the numerical cost of contracting the network.

As we already mentioned, not all sets of dual d.o.f. are
allowed. On each lattice link, they have to combine in a way
that the corresponding Z-integral is nonzero, while at any
site exactly N (anti-)fermions carrying different colors must
be present. We refer to these two constraints as Gauge and
Grassmann constraints. Introducing

ff:df_&f’ (24)

where k, is the dimer number and f, the quark flux, for

kf = min {dbﬂ, c?f},

each link Z = (x, u) the gauge constraint reads
fxﬂ—i—ZénM —on,,(x —v)]
v>p
—Z[ﬂ(—)lj] :NQX.;A’ Dxp €Z, (25)
v<p
where 6n,,(x) =6én, =n,—n,. For each site x, the

Grassmann constraint requires in addition

d
+Z(kxy+'fx”') > (freu=Freu)=0. (26)

pu=0

Equations (25) and (26) generalize the constraint in the
strong coupling limit (where n, =7, =0 and f,, =
+N,0). Notice that in contrast to strong coupling QCD,
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dimers (k,, # 0) and fluxes (f,, # 0) are not mutually
exclusive on a given link. The set {n,.71,,fs. ks, m,}
subject to Egs. (25) and (26) along with the corresponding
DOIs define our final dual partition function.

IV. PARTITION FUNCTION IN THE DUAL
REPRESENTATION

A. General properties

Using the quantities defined in the previous sections, the
partition function Eq. (1) can be rewritten as

PIRADY

{npip} _
{kp.fpmx} {pi“ loi=r

ﬂnp+n,,

Ve
oy plp:

e/"q X Ofru

sz’ (ke + |fe])!

Z(ﬂvﬂq’ﬁl ) =

r+

ST (D), (27)

where the staggered phases 7, are included in the fermionic
sign 6 whose form will be discussed in the next subsection.
In Eq. (27), the dependence of the DOIs Py on {np,n,,

kg, fo,m,} is implicit, and the constraints in Egs. (25) and

(26) are supposed to be fulfilled. In Fig. 3, we show the

f[

= VI T

o

FIG. 3. An allowed configuration in d = 2 for SU(3): for each
plaquette, a (counter-) clockwise loop corresponds to one unit of
(n,) 7i,. On each site, the monomer number m, is given by the
number of circles, while on each bond the unoriented lines
represent dimers (n lines for k., = n). Every arrow represents
instead one unit of flux f,,. The Grassmann constraint, in
agreement with Eq. (26), is satisfied at each site with the net
quark flux being always zero. For every link, the difference
between the total flux (gluons + quarks) in positive and negative
directions is a multiple of N = 3. P.B.C. are employed.

typical structure of an allowed configuration in d = 2 for
N = 3. DOIs are not shown. Notice that quark fluxes f,,
always form closed loops due to the flux conservation law in
Eq. (26). As opposed to the strong coupling limit, the loops
can overlap with dimers and can be intersecting. The system
is thus an ensemble of unoriented dimers k,, monomers m,,
closed quark fluxes f,, and plaquettes. The DOIs instead can
be either thought as a mere mathematical tool to automatize
the computation of the statistical weights away from strong
coupling or as an additional d.o.f. to be also sampled via
Monte Carlo. Before discussing these two possibilities,
we want to highlight some features of the partition function
Eq. (27).

A great simplification occurring is that the strong
coupling contributions always decouple from those corre-
sponding to nonzero {n,,7,}. As we showed in [40], at
strong coupling the tensors 77 have only one nonzero
element. Although for baryon fluxes (f,, = £N), this is a
trivial statement as there is only one possible DOI per link;
in the case of dimer contributions, it is a consequence of the
structure of the decoupling operators. To show this feature,
let us consider the case where only dimers are attached to a
given site (Fig. 4, left). Contracting the indices of each delta
function appearing in the definitions of the corresponding
operators Eq. (15) (for dimer contributions epsilon tensors
are absent) with the Grassmann fields, we obtain

/ azar [ 1125 117287, = N[ [sen(z,)
u<0 u>0 +u
(28)

where sgn(z,) is the parity of the permutation 7 relative to
the operator P in direction p. Hence, the contraction of
single deltas decouples, and due to the great orthogonality
theorem, the only surviving DOl is the one associated to the
totally antisymmetric irrep of the symmetric group,

TP 1 15N
T4 Pd = NI < 2 MM (7,)sgn(m >
1;[ Zk‘r 'm m,n( lb) g ( H)

_Ngm T

(29)

NN —1)-- (N -k +1)

b E} kN k! 7 (30)

where in this case p; = (m.n), as there are no epsilon
u

tensors. Given this result, one can obtain the usual con-
tributions from monomers and dimers (f, = 0) to the
strong coupling partition function

034509-7



G. GAGLIARDI and W. UNGER

PHYS. REV. D 101, 034509 (2020)

ZM km,u =N km,—@ + km,—i =N-1
A A
1
d
-~ A
kw,+i ®
k:c,—ﬁ k:c,+0 kz’_f) \ 4 >
0 0
kz,—i al o kz,—i
PPt 0’p+o’p+1 H PZ3 P50 Pl L ~ Pio Pl
T 5 5 5
D D 0

FIG. 4. Left: a typical strong coupling configuration where dimers are attached to a given site. The tensor 77 is trivial as only one
combination of indices (totally antisymmetric irrep on each leg) contributes. Right: an O(f) correction. The tensor 77 can be written as
external product of a tensor carrying only the DOIs from excited links and delta functions corresponding to the strong coupling legs.

Ze= Y I

{keyme} £=(a, u)

:Z HkWD

{ke,ma } £=(z,p1)

- I

{keymg } 0=(z,p)

|2H Hm /\uﬁ}kw

HN!
E}MN - mg!
(N — ky)! N!
kg'N'

'7
my!

(31)

where we dropped the dependency on 77, and p, in the
partition function Eq. (27) at # = 0. The weight for strong
coupling baryon loops can be also easily recovered since
the corresponding tensors are of size one by construction.
The decoupling Eq. (29) also extends to the case where
strong coupling dimers combine on a given site with links
carrying a nonzero gauge flux. In this case, the tensor 77
can be decomposed as

p,,m
md dO(H(S

HES.c.

FPCxe.
e T 6
where the proportionality coefficient depends on the exter-
nal strong coupling dimer legs. An example is provided in

Fig. 4 (right), while in Appendix B, we rederive the O(f)
partition function. The indices of the tensor in the rhs of

Eq. (32) (pi) correspond to the DOIs of the links attached
to excited plaquettes. A similar decomposition holds in the
presence of an external baryon. As a consequence, the value
of G can be written as

=0 [] 9. (33)

bubbles i

where a bubble B; is any plaquette-connected region and
two bubbles are disconnected if they do not share an excited
link (i.e., a link attached to an excited plaquette).
Therefore, to evaluate the total weight of a configuration,
it is sufficient to use the more involved structure based
on the tensor network contraction on the sublattice where
the plaquette occupation numbers are nonzero, exploiting
the factorization of the tensor network for disconnected
plaquette contributions. The strong coupling part can be
evaluated using the standard combinatorial formulae [e.g.,
Eq. (31)]. This is particularly useful since at small values of
p the bubbles B; extend over few lattice spacings and the
nonlocal effects from the tensor network are manageable.

B. Complexity and sampling strategies

We now want to comment on the complexity of the dual
partition function Eq. (27). Given the background {n,,, 71
ke, fz,m,}, the weight of the configuration is obtained by
contracting the tensor network T%. Two different strategies
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Ty s L6

_— _—
i
Ty T2 3
0
T l“:’(l = 1"";’! 3'
1 = (0707070707ﬁ)
D=l =10
T, =(0,0,0,0,0,2)

vy
vy

Ty 5 6

A A
A A

Peo =LA

Twl = (37\/5)
T, = (i)

FIG. 5. Two SU(3) bubble contributions at O(4*) with (n,,.i,) = (0, 1) on the two excited plaquettes. At this order, computing the
weight corresponding to the bubbles is easy as the tensor network within the bubble is only made up of small vectors. Some external legs
are trivial as there is only one possible DOI (pj; = 1). Oftentimes the tensors T, are very sparse as a consequence of the great
orthogonality theorem (see also Appendix B). In the figures, we only show the tensors associated to x; and x,. The remaining tensors are

givenby T, =T, =T, =T, and T,, =T,,.

can be used to sample the partition function: one can either
exploit the “bubble decomposition” in Eq. (33) to simplify
the numerical cost of contracting the network or consider
the DOIs as an additional d.o.f. to be evaluated stochas-
tically. In the first case, a relevant question is whether
the decomposition Eq. (15) is optimal, meaning that
the number of decoupling operators n, in Eq. (16) is the
smallest possible. The machine time required to contract
the network depends almost completely on the size of the
external legs of the tensors. In the U(N) case, we already
know that the answer is positive as it can be shown that the
operators P” are mutually orthogonal, hence independent.
It is therefore not possible to perform a reparametrization of
the Z-integral that results in a decomposition of the type
Eq. (15) with a smaller number of terms within the sum.
For SU(N), the situation is not completely clear as we
could not prove that the decoupling operators correspond-
ing to the SU(N) contributions (nonzero g) are indepen-
dent. The question whether the complexity can be reduced
using a different parametrization is thus still open. In any
case, the lower bound on the number of DOIs provided
by the U(N) result already tells that to a certain degree,
the complexity is unavoidable. This number grows as a
factorial as the (anti-)plaquette occupation numbers
increase and contracting the resulting tensors along the
excited plaquettes becomes in general too expensive in
d > 2. Even though this description can be used as a
starting point for future theoretical development, as it
stands, the bubble decomposition and the corresponding
tensor network cannot be used for exact calculations in full
QCD. Nevertheless, the dual form of the partition function
together with the decomposition Eq. (33) can be used to
study lattice QCD perturbatively in f, by truncating the
expansion of the plaquette action. We remind that this has

been done so far, using worldline formulations, only for the
leading O(f) corrections [39]. Truncating at O(f") means
that the allowed configurations are only those correspond-
ing to bubble contributions of at most O(f"). Making use
of this definition, the truncation corresponds to a free
energy which is exact up to the same order. For instance, at
order O(f?), the largest allowed bubble contributions are
2 x 1 rectangles with an elementary (anti-) plaquette
excitation (72,) n, =1 as sketched in Fig. 5. In the
SU(3) case, four of the six tensors 7% making up the
bubble are matrices of sizes at most 6 x 1, while the other
two are rank three tensors of sizes at most 6 x I x 1.
Contracting the reduced tensor network within the bubbles
is straightforward and can be done on the fly during
Monte Carlo evolution without any overhead. Higher order
contributions (n = 3,4,5, ...) can be also easily evaluated
in 4d. One possible strategy is to compute and store
beforehand all the tensors 77 that are compatible with
the constraint and the truncation order. This step needs to be
performed one time only, as the tensor network does not
depend on the simulation parameters. For instance, the
computation of all the tensors needed to address the 4d
N3LO correction to strong coupling QCD took ~10%s on a
single CPU, with the largest tensor having only O(10)
nonzero elements. The tensors are then loaded and used to
compute the value of Gz when the bubble B; needs to be
updated. We are currently designing an ergodic algorithm
capable to sample the bubble contributions which will be
illustrated in a forthcoming publication where the higher
order f corrections to the strong coupling phase diagram
will be addressed.

The second possibility is to consider the DOIs as an
additional d.o.f. along with {n,, 7, k;, m,}. The complex-
ity of the tensor network can be thus overcome by
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importance sampling. In this case, a given configuration is
determined by selecting one tensor element for each lattice
site. When doing so, the weight of such configurations is
local and an additional metropolis acceptance test can be
easily introduced to make sure that the system explores the
DOIs configuration space during Monte Carlo. For in-
stance, when a bond, an elementary plaquette or a cube
containing six plaquettes is updated, we can propose a
quasilocal update by randomly choosing new DOIs on the
bonds involved. The feasibility of this approach depends on
the minus signs induced by splitting the former configu-
rations in terms of {n,.7,, k,, m,} into subconfigurations
where one selects a single tensor element out of the full
tensor T%. In fact, the tensor elements are not positive
defined and it could happen that without contracting the
network an additional source of minus signs is plugged into
the system. As mentioned in Sec. I, the main obstacle to the
use of the permutation basis was in fact the severe sign
problem induced by the Weingarten functions Wg. Using
instead the DOIs, the induced sign problem can be much
milder. In Sec. V, we will provide preliminary evidences to
this statement based on an exact enumeration of the
partition function.

C. Sign problem

Having discussed the partition function, we now turn to
the computation of o in the dual representation. In general,
the fermionic sign of a configuration is determined by the
staggered phases, the antiperiodic boundary condition for
fermion fields, and by the so-called geometric sign. The
latter stems from the fact that, starting from Egs. (3) and (4),
one has to reorder the Grassmann variables contained in the
matrices M, /\/l} before performing the Grassmann inte-
gration at each site. At strong coupling, only baryon loops
(f, = £N) can induce a negative sign and the geometric
sign is known in closed form. It combines with the
staggered phases and the winding number to produce

(0 = [Tt | (ciyrcmcrmer 3a)

reC

for SU(2N + 1), whereas oy = +1 for SU(2N). In
Eq. (42), C is the set of links traversed by baryons,
N,(C) the number of baryon loops, N_(C) the number
of baryon loop segments in negative directions, and w(C)
the total winding number in temporal direction. At strong
coupling, the baryon-loop induced sign problem is very
mild and the finite density phase diagram can be mapped
out using sign reweighting [38,43].

At finite f, the structure of the geometric sign gets more
complicated as the allowed quark fluxes can also be
intersecting and the equality in Eq. (42) does no longer
hold true. Specializing to SU(3), a fermionic minus sign is
only induced by single and triple quark fluxes while for

dimers and diquarks o, = +1.* To compute the geometric
sign for intersecting loops, as closed formulae are appa-
rently lacking, we explicitly count how many times the
Grassmann variables corresponding to odd fluxes need to
be commuted to bring them in canonical ordering at each
lattice site. Formally, 6y can be written as

Gf(cl’c3):|: H Wy(x)} (=1)7CSo6(Cr,Ca),  (35)

£eCUCs

where C; and C; are, respectively, the set of links traversed
by single and triple quark fluxes and the winding number
o(Cy,C3) is given by

o(Cy.C3) = Zf@,zv,),o’ (36)

where N, is the temporal extent of the lattice. In Eq. (35),
o¢ is the global geometric sign and in general cannot be
factorized as a product of two terms depending separately
on C; and C;. It is computed after contracting the tensor T%
at fixed background {n,.7,,d;. f,,m,}, and cannot be
cast into a product of local minus signs that can be absorbed
with a redefinition of the tensors T,.

As we already mentioned, another potential source of
negative signs, which does not depend on the fermion
fields, is caused by the lack of positivity of the tensor
elements T%. This issue is relevant when considering the
DOIs as an additional d.o.f. Strong oscillations of the sign
within the tensor network can in fact hinder the application
of importance sampling. Although this question can be
only answered on the basis of Monte Carlo simulations via
sign reweighting, in Sec. V, we will show preliminary
results on the interplay between the fermionic and the
tensor network induced sign problem, obtained from exact
enumeration of the partition function on small volumes.

D. Observables

As both the fermion field and the gauge links have been
integrated out, the observables in the dual representation
take a different form. The ones defined as derivatives of
log Z with respect to external parameters can be obtained
taking derivatives in Eq. (27). For instance, the chiral
condensate (y7y), baryon number ng, and average plaquette
(P) are given by

_10logZ  (m,)

<l//llj> - V 8ﬁ1q - Aq7

gy — L0102 2 _ (F10)
By o, V'
~_10logZ n,+n,

*For SU(2), only single quark fluxes can produce a negative .
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and higher order derivatives (i.e., susceptibilities) can be
obtained in a similar fashion, evaluating the various
cumulants of m,, f 5, and n, +i,. The definition of
nonderivative observables, such as the Polyakov loop, is
less trivial in the dual representation as the gauge fields
have been already integrated out. Formally, the Polyakov
loop can be written as a ratio of partition functions

(L) =2k (38)

where Z; is the partition function with a Polaykov loop
insertion and Z is given by Eq. (27). Z; admits a dual
representation similar to Eq. (27) with modified tensors T%
at the sites x crossed by the Polyakov loop. Here, we will
not discuss its specific form. The strategy to sample the
Polyakov loop will be addressed in a following paper
containing the numerical results from Monte Carlo
simulations.

To perform finite temperature calculations at nonzero /3,
we can either vary the temporal lattice extent N, at fixed
lattice spacing a according to

T=—
a N (39)

or perform simulations on anisotropic lattices. The first
strategy works well for % close to one, where one can
meaningfully fix the scale and determine the relations
p(a).im,(a) imposing a physical constraint on the low-
energy mesonic spectrum. Instead, at small enough f (and
especially at strong coupling), the scale cannot be fixed as
the lattice is too coarse. In this case, the temperature is
changed inducing a physical anisotropy & = Z—Z by using
two different f couplings for spatial (f3;) and temporal (53,)
plaquettes and introducing a fermionic bare anisotropy y
that favors hoppings in temporal direction. Implementing
this modification in the partition function Eq. (27) is
straightforward. The modifications can be summarized in

Su0f, Suofx,
eta 0.0 x o eHa%u0) xu }/éu,o(lfx.y""zkx.u)’
kellke + 1Dt kel(ke + 1 fe])!
ﬂn,,Jrﬁ,, - ﬂ?l’.r+ﬁl).\ﬂ;1[)t+ﬁpr7 (40)
and (77, /r) np, are the (anti-)plaquette occupation numbers

for spatial and temporal plaquettes. The relation between
the bare parameters f, f;, y and the physical anisotropy &
has to be determined nonperturbatively via the so-called
anisotropy calibration procedure (see [66] and references
therein). This has been done so far in the strong coupling
limit at zero [66] and nonzero [67] quark mass 7,. The
extension to strong coupling QCD including O(f) is in
preparation. In this paper, we will be only interested in the
evolution of the observables as a function of fj, Mg, g,

hence in comparing the dual observables with the HMC
results, we will set y =1 and g, =, = .

V. CROSSCHECKS FROM EXACT
ENUMERATION/HMC FOR N =2,
N=3 (U(N) and SU(N))

In a finite volume, the partition function Eq. (27)
truncated at a given order O(f") is always a finite
polynomial P(f, i1, z,,) in 8, quark mass 7, and fugacity
Zg = €Xp ”—T‘I To check the correctness of the dual formu-
lation and the computation of the weights, we performed
the exact computation of P in small two-dimensional
volumes, comparing the result from the exact enumeration
of Z with the outcome of standard lattice QCD simulations
at zero chemical potential y,. We considered as gauge
group both U(N) and SU(N) for N = 2, 3, and obtained the
full polynomial P on 2 x 2 and 4 x 4 volumes for various
n <6, employing periodic boundary conditions in all
directions. To enumerate the coefficients of the polynomial,
we first precomputed all the tensors 7.(D,) compatible
with Gauge and Grassmann constraints and with the
truncation order. We then generated all possible combina-
tions of {n,.71,.ds.fr,m,} and contracted the corre-
sponding tensor network to determine its contribution to
‘P. The result of this contraction was then multiplied by the
fermionic sign o In Table I, we show the total number of
configurations as a function of the truncation order. At
fixed O(f"), this number grows very large as a function of
the number of dimensions; hence, we could not perform the
exact enumeration in d > 2. Nevertheless, as our dual
formulation does not present any fundamental difference
when applied to higher dimensions, we believe that this
crosscheck gives some hints about its validity in d = 3, 4.
In Figs. 6 and 7, we show the results of this comparison for
the average plaquette (P) and for the chiral condensate
(7x), respectively, for U(2), U(3) and SU(2), SU(3). They
were analytically determined from P(f, i1z, z,,) by

TABLE I. Number of distinct configurations on a 2 x 2 lattice
for various gauge groups and truncations of O(f"). All these
configurations are taken into account when computing the
partition function and its derivatives, as shown in Figs. 6 and
7. The complexity of enumeration rises drastically with n, but can
be overcome by importance sampling.

uil) U@ UG) SU2) SUB3)
oY) 17 135 695 223 815
opy 25 271 1775 863 2495
o) 101 1839 12163 14471 25259
O 141 4119 36027 152551 337503
O(p*) 373 32107 436415 4895849 4703047
O(5) 497 80319 1640829 106758281 182863979
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FIG. 6. Comparison between exact enumeration and HMC simulations for U(2) (upper plots) and U(3) (lower plots). For both gauge
groups, the average plaquette (P) and the chiral condensate (7y) are shown on a 2 x 2 (left) and 4 x 4 (right) lattice. Data points with
different symbols correspond to different quark masses while solid, dashed, and dotted lines correspond to different truncation

orders O(f").

1
(P) = 5 OpP(B. 11y )/ P(B. iy, 0),

1

x) = 120, P(B.10g. 0)/P(B. 1ty 0), (41)

for L =2,4 and N = 2, 3. A clear result, emerging from
Figs. 6 and 7, is that the strong coupling branch is well
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FIG. 7.
(right plots).

described by the polynomials P for all quark masses, and
that the agreement with the HMC results indeed extends to
larger and larger f as the truncation order is increased.
Notice that at any fixed order O(f"), the continuum limit
P — oo of the average plaquette is always zero, as it can be
seen from its definition in terms of the dual d.o.f. Eq. (37).
The value S, that corresponds to a maximum of the

030 (P) (xx)
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B

Similar comparison between exact enumeration and HMC on a 2 x 2 lattice as in Fig. 6 for SU(2) (left plots) and SU(3)
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Sign problem on a 2 x 2 lattice as a function of f for various quark masses. (a) Fermionic sign (o) for SU(2) which has no

sign problem in the strong coupling limit and only a very mild sign problem for finite 4. (b) Fermionic sign (c) for SU(3): it remains
almost constant with  as compared to the strong coupling limit (where the fermionic sign is only due to baryon worldlines). (c) Average
sign (o) for SU(3). It includes the sign fluctuations within the tensor network. (d) Same as in (c) considering a nonzero value of the

baryon chemical potential yp.

average plaquette can be used as a strong upper bound for
the validity of the expansion at O(f").

Another relevant information we can extract from the
exact enumeration concerns the magnitude of the sign
problem. A measure of its severity is given by the average
sign o. It is defined as the ratio of the full (Z) and the so-
called phase quenched (ZP4.) partition function

Z

(o) = Zpa. (42)

The latter is obtained by taking the norm of each statistical
weight in Z. In our case, the partition function is a sum of
real quantities; hence, the norm is just the absolute value.
From the definition, it follows that () < 1 and the equality
holds if there is no sign problem. As we want to compare
the sign problem in the dual representation with and
without the DOIs as an additional d.o.f., we need to employ
two different definitions for the phase quenched system. In
the first case, we need to set the fermionic sign oy =1and
take the absolute value of each tensor element

Tpfd,,.pjl N |T/,fd...pjr’
X X

while in the second case it suffices to set o, =1 as a
configuration is now determined by the contracted tensor
network. The two resulting average signs are, respectively,
(0) = (0s0,) and (6(). In Fig. 8, they are shown in the most
relevant cases of SU(2) and SU(3) as a function of the
truncation order and in the SU(3) case at nonzero baryon
chemical potential as well. In the SU(2) case, the fermionic
sign does not play a role on a 2 x 2 lattice as the allowed
loop geometries have o, = 1 and the only source of negative
signs is due to the tensor network. In Fig. 8(a), this is shown
for various quark masses and for different truncations up to
O(p*). The trend corresponds to a mild deterioration of the

, (43)

sign as f and the truncation order is increased. This deterio-
ration is not dramatic and corresponds to a fall in (6) of
about 10% at f = 2. In the case of SU(3), the fermionic sign
o is not positive [Fig. 8(b)] but remains almost constant as
a function of f and truncation order. When considering the
sign (o), a trend similar to the SU(2) case shows up
[Fig. 8(c)]: the sign in this case remains almost constant
for § <1 where it starts to get worse as a function of the
truncation order. When a nonzero baryon chemical potential
is considered [Fig. 8(d)], this behavior does not change.

Although our numerical results are preliminary and only
based on an exact enumeration of the partition function on a
2 x 2 lattice, we highlight some of the findings that could
extend to larger volumes and higher dimensions. First of all,
the comparison with the HMC simulations shows that our
method provides the correct Boltzmann weights for the dual
configurations as the strong coupling branch up to # < 0.5 is
well described by the polynomials P(f, 7it,,. z,,) for different
gauge groups and quark masses. This is nontrivial: the
number of configurations considered already on a small
volume is very large (Table I) and the computation is very
sensitive to the exact evaluation of the tensor elements 7%
and of the fermionic sign o;. The evaluation of the
Boltzmann weights away from the strong coupling limit
is thus under control and can be used in Monte Carlo
simulations if the truncation order O(f") is not too large. We
considered two main strategies in view of Monte Carlo
simulations: the bubble decomposition Eq. (33) and sam-
pling an enlarged configuration space that includes the DOIs.
While we are not yet in position to draw general conclusions
on the sign problem, when comparing it with the behavior in
a permutation based dualization [50], the improvement is
drastic. Hence, resumming the permutations as in Eq. (13)
effectively reduces the sign problem from the Weingarten
functions.
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VI. CONCLUSION AND DISCUSSION

In this work, we proposed a new strategy for the
evaluation of higher order contributions in the strong
coupling expansion of lattice QCD with staggered fermion
discretization. The dual representation in terms of local
tensorial weights improves on the sign problem as compared
to evaluations in a Weingarten function basis. The color
constraints from gauge and Grassmann integration combine
to yield admissible configurations that after contracting the
tensors are intersecting plaquette surfaces that are either
closed or bounded by fermion fluxes. The configuration
space is thus a worldline and worldsheet representation with
the additional multi-indices p, which we called decoupling
operator indices and that encode the information about the
interplay of the unitary and symmetric groups.

The prospects of Monte Carlo simulations of lattice
QCD at finite density in the strong coupling regime are
encouraging: the weights in the partition functions are
local, and various strategies to sample the partition function
Eq. (27) are possible. We will be able to obtain results on
the phase diagram in the strong coupling regime beyond
O(f). One possible way to perform Monte Carlo is via a
worm algorithm based on vertices, as was discussed in the
context of the Schwinger model [68]. The drawback of this
method is that this algorithm slows down drastically with
the number of vertices (Table II). This limits in practice the
maximal order of f feasible in 3 4+ 1 dimensions. Another
intriguing possibility is to perform local metropolis updates
that could be parallelized. We can either sample the multi-
indices p alongside the occupation numbers (monomer,
dimer plaquette, and fermion flux) or contract all p’s on a
background of occupation numbers, employing the bubble
decomposition discussed in Sec. IV B. Even when includ-
ing the higher orders, the sign problem might still be
manageable if f§ is not too large. For what values of
simulations are possible in 3 + 1 dimensions is only to be
seen in practice and will be codetermined by the magnitude
of the sign problem, by the numerical cost of evaluating the
Boltzmann weights and will also depend crucially on the
quark mass. Our representation is also valid for pure Yang
Mills theory, which is expected to have a very sign problem
after contracting the tensor network.

TABLE II. Number of distinct nonzero tensor elements for
various gauge groups and truncations of O(f") in two dimen-
sions. These numbers correspond to the total number of vertices
that would enter in a corresponding vertex model.

Ul UE 0/6)) SUQ2) SU@)
O 5 15 35 27 47
o) 13 55 155 155 255
o) 41 215 655 1139 1499
o) 81 639 2279 6995 8939
o) 173 2079 8687 48957 52571
OpS) 293 6007 31617 338109 360525

A finite chemical potential does not introduce an addi-
tional sign problem as the zero-density Boltzmann weights
get multiplied only by positive factors. Moreover, at fixed
values of S, the sign problem becomes milder for large
enough temperatures and/or densities: the worldline con-
figurations contributing to the fermionic sign 6, simplify as
the quark fluxes are mainly aligned in temporal direction.
A detailed analysis of the sign problem requires, however,
large volumes that cannot be obtained via exact enumer-
ation and will be presented in a forthcoming publication.
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APPENDIX A: SU(N) GENERATING
FUNCTIONAL AND Z-INTEGRALS

Equation (8) for the SU(N) Z-integrals can be derived
from the generating functional

Z9P[K,J] = /SU(N)DU(Tr[UK])qNJ“”(Tr[U"'JD” (A1)

by taking successive derivatives with respect to the sources
J.K € GL(N, C), according to the following equation:

{]N;LPsP — ;
ik (gN + p)!p!
laN+2r) zar (K )
X - i ’
aK;ll ...3[(}.27&/;6]’;‘1 ~--8J];’I’] J=K=0

(A2)
To evaluate Z77[K, J], we first convert the integral [(A1)]

into a U(N) integral, using

1
det K4

- /U(N) DUW (Tr[UK])4N+P (Tr[U* )P

/ DU(Tr[UK])™N*tP(Tr[UTJ])P
SU(N)
(A3)

and assuming for the moment J, K € U(N). The equality
holds because the last integrand is invariant under multi-
plication of the U matrix by a complex phase. As a
consequence, it gives the same result when integrated
using the SU(N) or the U(N) Haar measure. Exploiting
this trick, we can make use of the U(N) character
expansion to compute the quantity in the rhs of Eq. (A3).

Thanks to the Schur-Weyl duality [69,70], power of
traces of U(N) matrices have the following character
expansion:
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(TrU)" (A4)

= > £

An
len(2)<N

where 7% are the U(N) characters.” Instead, detU? are
irreducible one-dimensional representations Vg€ Z
(so-called determinantal representations). According to a
standard group theory result, the tensor product of the irrep.
V, with a determinantal representation Vi, gives

Z9P[K ., J]

“detlK]T / DU N fufa IUK)IF (U'Y) =
et[ } AgN+p  jlp
len(4)<N len(/ll)<N
N+p)
:(q +p>H .l (f2)? PUK) =
Pl g+ a)! & Diney”

len(A) <N

N-1

/Ji—p

where the second equality follows from the orthogonality
of characters, the third from the combinatorial identity

1

qN+p'H

Pl +q ‘DﬂN-&-q

f/Hq
Dy

(A8)

valid for len(4) < N and the fourth one from the Frobenius
relation (see, for instance, Appendix A of [49]). The last
equality is just a rearrangement of terms. The quantities
Wel? are the generalized Weingarten functions,

1 (f2)?
(p!)z ip D/LNHI

len(2)<N

Wi’ (p) = 2M(p). (A9)

They are S, class functions and therefore depend only on
the conjugacy class of a given permutation. Conjugacy
classes and irreducible representations are in 1-1 corre-
spondence. This is the reason why the Weingarten func-
tions can also have integer partitions as argument. In
Eq. (A7), h, is the number of permutations within the
conjugacy class associated to the partition p, while ,(JK)
is a shortcut for

Vi@ Vi, 2V, (AS)

where V., is the U(N) irreducible representation with
highest weight {4, + ¢, ..., Ay + ¢}. This gives
7(U)det(U)7 = 7H4(U). (A6)

Substituting Eqs. (A4) and (A6) into the rhs of Eq. (A3),
we get

!
2'UK)
> Frafi
len(2)<N
(gN + p)' 17 f)? .
I Al S~ 2oy, (1K)
p: 1:0 Ap Dl N+q php
len(/.)<N
(A7)
£(p)
t,(JK) = [[ Tr(/K)". (A10)
i=0
The SU(N) generating functional is
N-1
Z4?[K,J] = (gN + p) 'H detK
x Y h,Wed” (p)t, JK), (A11)

PP

and given the polynomial nature of the expression, it can be
extended to any K,J€GL(N,C). In the limits g =0,
g =1, and p =0, the known results [49,63], and [48]
are recovered.

Given the expression (A1), the Z-integral is obtained by
taking derivatives with respect to the sources K, J. We do
not need to do this explicitly. In fact, it is sufficient to know
the result in the cases p =0 and ¢ =0 and then use
Leibnitz Formula for the derivative of a product. Luckily,
these two special cases have already been solved, respec-
tively, by Creutz [48] and by Collins and collaborators in
[58,59]. The two results are

N 0 N—1
‘?jN’[O _ 1 a(q )Zq [K} |: l' :|Z€;®q €®q ]{(1}
ik (gN)L 0K, i+ K i li—k—o 1Ly {a)
o 1 3(217)20,17[1(, J] Z 5I”Wg0'p( —1)51' (AlZ)
Ul = — = [ N oo ky?
ik '2 aK]l ll‘lll ky Kj/rip‘]lp'kﬂ J=K=0 7.0€S, l

>Not to be confused with the characters y* of the symmetric group.
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where 6 and 5’ are the usual Kronecker deltas where the
indices are swapped according to permutations z and o.
The sum in the first line of Eq. (A12) runs over all possible
ways a = {aj, ...,a,} of partitioning the gN indices into ¢
epsilon tensors. To get the general Z-integral, it is sufficient
to exploit the fact that the generating functional (A11) can
be decomposed, apart from a trivial combinatorial factor, as
a product of Z%0 and a term that resembles the generating
functional Z%”. The only difference is in the coefficients
Wg? that must be substituted with Wg%”. Therefore, by
looking at Eq. (A2), when ¢gN derivatives of K act on the
power of the determinant det K9, they will reproduce the
result for 79¥0, Similarly, when p derivatives of K and p
derivatives of J act on the second term, they will reproduce
177 with the substitution Wg'” — Wg?. Any other com-
bination of derivatives gives zero. Making use of the
Leibnitz Formula, we can thus write down the expression
of the Z-integral as

- [l

X €®q,j{a}62{ﬂ} ,
-

gN+p.p __
il k!

> D, e
it Ot WV

{a,p} 7,0€S,

gy’ (moo™)

(A13)

where the leftmost sum now runs over all the ways (a, ) of
partitioning the i, j indices into the Kronecker deltas and

Pid "'Pd
Lo

=M I 5=

HES.c.

1

into the ¢ epsilon tensors. This “multiplicity” stems from
the fact that we need to take into account every possible
way of acting with the K derivatives, on the determinant
and on the traces tr,(/K), and from the Creutz result for

190 in Eq. (A12).

APPENDIX B: (RE-)DERIVATION OF
THE O(f) PARTITION FUNCTION

The partition function (27) at O(f}) can be rewritten in
terms of site and link (scalar) weights. This is done
considering all possible tensors 7, at a corner of the
excited plaquette, showing that they can be reduced to
scalar objects. In this limiting case, we can perform all
steps analytically so as to recover the partition function
obtained in [39]. For general SU(N), there are two types of
tensors: those corresponding to genuine SU(N) contribu-
tions [Figs. 9(b)-9(d)] and the ones that correspond to
dimers with a single quark flux oppositely oriented with
respect to the plaquette [Fig. 9(a)]. The latter is a pure U(N)
contribution as the associated Z-integrals have ¢ = 0. Let
us consider first the second case. Even though the corre-
sponding tensors can be quite large, the same decoupling
present at strong coupling holds in this case. Proceeding in
a similar fashion as in Egs. (28), (29), and (31) and with
reference to Fig. 9(a), one gets

1
(B1)

where the first product runs over the external (strong coupling) dimers. As in the strong coupling limit, only one element of
the tensor is nonzero. The modification of the dimer weight is obtained as in Eq. (31),

kewt. + oy yg+hy g +tme+1=N

i i

— —
A
k;r.+i oo
v
.
m,{eg > > >
— : —
“ . N N -1
To)  #ua T

(a) (b)

— —
A A
N-1 N-1 ‘
- —
¢ [ > 0 = > 0
—" —"
N -1 N -1
T(2) T(s)

© (@

FIG. 9. The four different types of tensor at a corner of the excited plaquette. (a) The two excited links are occupied by dimers and a
single quark flux. It represents the most general U(N) contribution to the O(f) partition function. (b) An incoming baryon (f, = N)
splitinto a N — 1 quark flux and a single quark flux. (c) An N — 1 quark flux travels in the same direction of the gauge flux. A dimer or a
monomer must be present to satisfy the Grassmann constraint. (d) As in (c) with a dimer superimposed to the N — 1 quark flux on one of
the two excited links.
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1 1
““w&ﬂ:“ﬂ):kﬂw[+n!0
E}k’g—&-l,N
_ ! (ke +1)! (B2)
a kz!(]{g-i-l)! N(N—l)-”(N—k’g)
(N — k1)
Nk,

and gives the correct link weight to be used when a dimer
belongs to an excited link. The genuine SU(N) configu-
rations are instead of three types:
(1) An incoming (strong coupling) baryon splits, at a
corner of the plaquette, into a single quark flux and a
N — 1 quark flux. Equivalently, a single quark flux
and a N — | quark flux can recombine to form an
outcoming (strong coupling) baryon [Fig. 9(b)].
(2) Anincoming N — 1 quark flux exits the site follow-
ing the gauge flux induced by the plaquette. A
monomer or an external dimer is also present in
order to fulfill the Grassmann constraint [Fig. 9(c)].
(3) As in (2) with the external dimer or monomer
replaced by a dimer on one of the two excited links
[Fig. 9(d)].
The first two types of configurations are somewhat trivial as
the associated tensors have size one. There is in fact only
one DOI associated to the external legs of the two tensors.
Their values can be readily computed,

Tmzyﬁ

In the case of configurations of type (3), the associated
tensor has size 2 x 1. There are in fact two DOIs in
direction 41, where a dimer is superimposed to a N — 1
quark flux. This tensor is given by

T = (N-1)L. (B3)

T

L1 _ 1
T UN+1 (

To remove this multiplicity, it is sufficient to notice that a
link carrying a dimer plus a N — 1 quark flux can only
recombine with a N — 1 quark flux from another direction.
The latter involves an Z-integral made up of a single
decoupling operator. Therefore, we can perform a resum-
mation of the two DOIs by considering the following
modified “tensor” of size 1:

N!

=N (B5)

7 1,1\2 1,2\2
T(3) = (T(3)) + (T(3))

and all tensors have been thus reduced to scalar quantities.
It is easy to check that the modified dimer weights
[Eq. (B2)] and the values of T'),T3), T(3) together with
the usual combinatorial factors from the Taylor expansion
are recovered by defining the following link and site
weights at the boundary of the excited plaquette:

(1) To each N — 1, quark flux associates a link weight

(2) To each N — 1, quark flux superimposed to a dimer
associates a link weight (NA_,!l ! = %

(3) For k, € {0,...,N — 1}, dimers and a single quark
flux associate w,(dy, f, = *1).

(4) To each site corresponding to a U(N) configura-
tion, [Fig. 9(a)] associates the usual site weight:
N!/m,\.

(5) To each site corresponding to a SU(N) configura-
tion, associate a factor N! if there are no external
(strong coupling) dimers or baryons and if m, = 0.
Associate a factor N!(N — 1)! if there are external
dimers or if m, = 1. Finally, associate N!\/N if
there is an external baryon.

The rules (1)—(5) together with the usual strong coupling
weights define the O(f) partition function [39]. Beyond
this order, it is not possible to reduce the tensor network to a
product of scalar link and site weights depending only

on {n,. i, ke, from}.
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Appendix C

Reprint of articles reviewed in Chapter 4

C.1 Continuous Time Monte Carlo for Lattice QCD in the
Strong Coupling Limit [C1]
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1. Introduction

The determination of the QCD phase diagram, in particular the location of the critical point, is
an important, long standing problem, requiring non-perturbative methods. In lattice QCD, several
approaches have been developed to investigate the phase transition from the hadronic matter to the
quark gluon plasma, but all of them are limited to uz/T < 1, with up the baryon chemical potential
[1]. The reason for this is the notorious sign problem, which arises because the fermion determinant
for finite tp becomes complex, and importance sampling is no longer applicable. In QCD, the sign
problem is severe. The relative fluctuations of the complex phase factor grow exponentially with
the lattice volume. However, in the strong coupling limit of lattice QCD (SC-QCD) discussed
below, the order of integration is reversed: the gauge links are integrated out first, and the partition
function is expressed as a gas of hadron world lines. There is no fermion determinant, and the sign
problem is much milder. This allows us to obtain the full (ug,7T) phase diagram.

2. Strong Coupling Lattice QCD in the Continuous Time Formulation

In SC-QCD, the gauge coupling is sent to infinity and hence the coefficient of the plaquette
term B = 6/g? is sent to zero. Thus, the Yang Mills part FuyFyy of the action is absent. Then,
the gauge fields in the covariant derivative can be integrated out analytically. However, as a con-
sequence of the strong coupling limit, the lattice spacing a becomes very large, and no continuum
limit can be considered. The degrees of freedom in SC-QCD live on a crystal. We study the SC
limit for one flavor of staggered fermions.! The action is given by the fermionic part only:

S[U. 2.2 = amg LEWEE) + 3 X 1o(x) [Z00e* Vol >x<x+0>—z<x+6>e-afﬂvg<x>x<x>]

¥ Zan ) [F@U@x e+ - 26+ 2] @D

with m, the quark mass and u = % Up the quark chemical potential. The anisotropy parameter y
modifies the Dirac coupling of the temporal part. It will be discussed in detail below.

Following the procedure discussed in [2], the gauge link integration for gauge group SU(N,)
can be performed analytically, as the integration factorizes in Eq. (2.1):

A C el (TR RCTE)

:0
e (P (6 B)B(x+ 1) + <—p<y,x>>NfB<x+ m)B) } 22)
M) = 2020, B = i 2o (-2, () @3)

The new degrees of freedom are mesons M (x) and baryons B(x): The first part of the expression
(2.2) describes the mesonic sector (where ky (x) counts the number of meson hoppings), and the

'In the continuum limit of staggered fermions, one flavor represents four degenerate tastes. In the strong coupling
limit, one simply has one flavor of spinless fermions on a crystal.
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second part describes the baryonic sector, which involves a u-dependent weight p(x,y).> After
performing the Grassmann integrals analytically, the strong coupling partition function is:

F(mgpg) = Y H‘M‘m%%%nﬁﬁmmwnmo 2.4)

temtyb=(efr)  Ne'ko! x

with the constraint: ny+ Z kp(x) =Ne, Vxe€Vy (2.5)
a=+0,..+£3

This system, obtained by an exact rewriting with no approximation other than the strong coupling
limit involved, can be described by confined, colorless, discrete degrees of freedom:

e Mesonic degrees of freedom: monomers n, € {0,...N,} and dimers kg (x) € {0,...N.} which
are non-oriented meson hoppings. They obey the Grassmann constraint Eq. (2.5) on mesonic
sites Vi C Ng> x Ng.

e Baryonic degrees of freedom: they form oriented, self-avoiding loops [ with weight w(l)
involving the chemical potential, the sign 6(/) = +1 and winding number r(/) which depend
on the geometry of the loops. Baryonic sites are not touched by mesons: VzUVys = N> x Ny.

Here, we consider the chiral limit, m, = 0. Then, from Eq. (2.4), monomers are absent: n, = 0.

In Eq. (2.1) we have introduced an anisotropy Y in the Dirac couplings. This complication
is necessary because the chiral restoration temperature is given by roughly a7 ~ 1.5, and on an
isotropic lattice with aT = 1/N; we could not address the physics of interest. Moreover, with the
plaquette term being zero, varying 7 is the only way to vary the temperature continuously. The
temperature, given by the inverse of the lattice extent in the temporal direction, is thus

)

T=in Wi f(n)=a/ac (2.6)

However, the functional dependence f(7) of the ratio of the spatial and temporal lattice spacings
on Y is not known. Naive inspection of the derivatives in Eq. (2.1) would indicate f(y) = 7, but this
only holds at weak coupling. The mean field approximation of SC-QCD for SU(N,) gauge group
based on 1/d-expansion with d the spatial dimension [3] yields for the critical anisotropy

2y, A0+ DV +2)

6N +3) @7

suggesting that aT, = Nﬁ; is the sensible, N-independent identification in leading order in 1/d.
This is also confirmed numerically: In Fig. 1 (top left) we show the variation with N; of the chiral
susceptibility close to the U(3) chiral transition, and in Fig. 1 (top right) we show the variation with
N; of the U(3) transition temperature defined as 7> /N;. Both quantities approach continuous time
(CT) limits, but not monotonically. Corrections to the CT limit, e.g. for the critical temperature 7z,

can be parameterized as

al.(N;) = aTET +B/N; +C/N;*> + O(N; ) (2.8)

Note that baryons transform under gauge transformation Q € U(3) as B(x) — B(x) detQ, hence they are not U(3)
gauge invariant. U(3) describes a purely mesonic system (k = 0 in Eq. (2.2)), while SU(3) contains baryons (k = 1).
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where B and C have opposite signs. To circumvent this difficult extrapolation problem, we have
developed an algorithm which samples directly the CT partition function in the limit

N — oo, Y — oo, Y*/N:=al  fixed. (2.9)

Hence we are left with only one parameter setting the thermal properties, and all discretization
errors introduced by a finite N; are removed. Additionally, an algorithm operating in this limit
has several advantages: There is no need to perform the continuum extrapolation Ny — oo, which
allows to estimate critical temperatures more precisely, with a faster algorithm. And in the baryonic
sector of the partition function great simplifications occur: Baryons become static in the CT limit,
hence the sign problem is completely absent.

We now explain the partition function we have used for Monte Carlo in the CT limit: after
factorizing Eq. (2.4) into spatial and temporal parts, the spatial part simplifies greatly when taking
into account which configurations are suppressed with powers of 7!

{k}bo=(x, D be=(x,0) x€Vp

The identity holds only approximately if ¥ is finite, but becomes exact as ¥ — oo because spatial
dimers with multiplicity k;(x) > 1 are suppressed by powers of y and hence disappear when y — oo.
This is illustrated in Fig. 2 (right): as the temporal lattice spacing a; ~ a/y*> — 0, multiple spatial
dimers become resolved into single dimers. The overall number of spatial dimers remains finite in
the CT limit, as the sum over &(?) sites compensates the 1/y? suppression. Temporal dimers can
be arranged in chains of alternating k-dimers and (N, — k)-dimers. In particular, for N, = 3, we
denote 3-0-chains as dashed lines, and 2-1-chains as solid lines (see Fig. 2).

The crucial observation is that the weight of these chains in the partition function is indepen-
dent of their length, because the weight of each k-dimer is the inverse of that of the (N, — k)-dimer.
Hence, the weight of a configuration will only depend on the kind and number of vertices at which
spatial hoppings are attached to solid/dashed lines, not on their positions.

For SC-QCD with N, = 3, there are two kinds of vertices, “L’-vertices of weight v; = 7!,
where dashed and solid lines join, and “T”-vertices of weight vz = 2y~!/+/3, where a solid line
emits/absorbs a spatial dimer. The partition function can now be written in terms of these vertices:

v nr(x) \,}T nr (x)
y,NT Ze*“BNT/VzH< ) <> . =1, pr=2/V3. (2.11)

xeVy y

The exponents nz,(x) and nr(x) in Eq. (2.11) denote the number of L-vertices and T-vertices at spa-
tial site x € V). In contrast to meson hoppings, spatial baryon hoppings are completely suppressed
in the CT limit by a factor ¥>/y> = y~!. Hence, baryons are static in continuous time and the sign
problem has completely vanished! In the limit N; — oo the CT partition function can be written
simply in terms of 8 = N;/¥?, up to some normalization constant:

Zer(B) = Z (B/2)F Z e3“BBANT with k= Z ky, NT:ZnT(x) (2.12)

ke2N G'ely =(x,0)
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where I’ is the set of all configurations ¢’ equivalent up to time shifts of the vertices and with a
total number k of spatial hoppings, and B is the baryon number. In Fig. 1 (bottom) we illustrate
the single histogram reweighting of the energy in 8 based on this partition function. An important
property of the above partition function Eq. (2.12) is that spatial dimers are distributed uniformly
in time. The lengths AP of dashed or solid time intervals (which are related to the number of L-
and T-vertices) are then, according to a Poisson process, exponentially distributed:

P(AB) ~exp(—AAB),  AB € [0, =1/aT] (2.13)

A =dy(x)/4, dpy(x) :2d—ZnB(x:|:,fL) (2.14)
I

with A the “decay constant” for spatial dimer emissions. The presence of baryons results in A
being space dependent, with djs(x) the number of mesonic neighbors at a given coordinate x. Non-
trivial meson correlations arise from the entropy of the various configurations. Likewise, baryonic
interactions beyond the original hard core repulsion are due to the modification they induce on the
meson bath, and thus also arise from entropy.

3. Continuous Time Worm Algorithm

Continuous time (CT) algorithms are now widely used in quantum Monte Carlo (see e.g.
[4, 5]), but to our knowledge have not yet been applied to quantum field theories. Special difficulties
associated with the local gauge symmetry are absent in our case, since gauge fields have been
analytically integrated out. The CT algorithm used here is a Worm-type algorithm, similar to
the directed path algorithm introduced for SC-QCD in [6]. In the latter, sites are partitioned into
“active” and “passive” depending on their parity with respect to the worm tail position. Here, we
similarly have “emission” and “absorption” sites, giving the spatial dimers a consistent orientation.
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In Fig. 2 we outline the updating rules of the continuous time worm, and also show a typical 2-
dimensional configuration in continuous time.

In contrast to simulations at finite Nz, there is no need for a baryonic worm update. A simple
heatbath update on static lines with no spatial dimers attached is sufficient: positively (negatively)
oriented baryons are (dis)favored by a factor exp(£3u/T) over static meson lines, and their weight
is always positive. We found it very useful to resum baryonic and static mesonic degrees of free-
dom into so-called static polymers similarly to the MDP algorithm [7]: first, this allows to extend
simulations to arbitrary imaginary chemical potential. Second, this enables us to adapt the Wang-
Landau method for determining the nuclear transition at low temperature very accurately. This
technique reduces the uncertainty on the first order line u.(7') greatly. The polymer formulation we
have used resums static mesons, baryons and anti-baryons. A configuration with P static polymers
has weight® w(P) = (4+ 2cosh(3u/T)). In our simulation, we only keep track of the polymer
number P = Dy + BT 4+ B~, which is the sum of the numbers Dy, BT, and B~ of static mesons,
baryons and anti-baryons, respectively. We calculate the baryon number B = B™ — B~ from P via a
trinomial distribution. In the Wang-Landau method, we hence obtain at fixed T the density of states
for baryon number B, g(B,T), from the density of states for static polymer number P, g(P,T).

4. Results on the SC-QCD Phase Diagram

In SC-QCD at low temperature, chiral symmetry, i. e. the U4 (1) symmetry of the one-flavor
staggered action, is spontaneously broken according to Uz (1) x Ug(1) — Uy (1) and becomes re-
stored at some critical temperature 7,(u). Our new results for the phase boundary 7.(u) in the
chiral limit m, = O eliminate systematic errors affecting previous findings based on mean field
approximations [8] or Monte Carlo for fixed N; [9]. As previously found, the phase transition is
second order at small u, and first order at low 7. The tricritical point is located close to its ear-
lier N; = 4 estimate [9], if one uses a/a; = y?, i.e. aT = y*/N;, ap = y*(acu). However, the
re-entrance predicted by mean field analysis [8] (which fixes ¥ = 1 and varies N; € R) and seen in
earlier Monte Carlo studies [9, 10] is absent, see Fig. 3 (top left). As illustrated in Fig. 3 (right)
the discretization error from N; = 4 or 2 becomes very large at low 7', and mimics re-entrance.
We have also considered an imaginary chemical potential. As shown in Fig. 3 (bottom), the phase

3Note that there are 4 kinds of static mesons: dashed lines and solid lines of even and odd parity.
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diagram displays Z(3) periodicity, but the imaginary u transition remains second-order and there
is no Roberge-Weiss transition at high temperature. This is natural: at high T the partition function
Eq. (2.12) is dominated by the k = 0 term which is analytic in U.

In summary, the continuous time formalism allows for a final, unambiguous determination of
the strong coupling phase diagram, and is suitable for further extensions like a second quark flavor.

5. Acknowledgments

The computations have been carried out on the Brutus cluster at the ETH Ziirich. We thank
S. Chandrasekharan, M. Fromm and O. Philipsen for useful discussions. This work is supported
by the Swiss National Science Foundation under grant 200020-122117.

References

[1] P.de Forcrand, PoS (LAT2009) 010 (2009), arXiv:1005.0539.
[2] P.Rossi, U. Wolff, Nucl. Phys. B 248 (1984) 105.
[3] N. Bilic, F. Karsch, K. Redlich, Phys. Rev. D 45 (1992) 3228.
[4] B. B. Beard, U.J. Wiese, Phys. Rev. Lett. 77 (1996) 5130.
[5] E. Gull et al., Rev. Mod. Phys. 83 (2011) 349.
[6] D.H. Adams and S. Chandrasekharan, Nucl. Phys. B 662 (2003) 220.
[7] F. Karsch, K. H. Miitter, Nucl. Phys. B 313 (1989) 541.
[8] Y. Nishida, Phys. Rev. D 69 (2004) 094501.
[9] P.de Forcrand, M. Fromm, Phys. Rev. Lett. 104 (2010) 112005.
[10] W. Unger, P. de Forcrand, arXiv:1107.1553v1.



235

Appendiz C. Reprint of articles reviewed in Chapter 4

C.2 Strong coupling lattice QCD in the continuous time

limit [C2]

e e e "lll.lllh __ — |||__.Ie|-

| J1

= — = o—= |_ —= .T|I..|I. = «
——————————— u — nT|”_|ﬂ|”|d ===
—_—— === e e = e == ==

|_|”|.U“ = = H_ n"|”|”_ == |||’_ nnl_ o —
_— = ——=———— =——=—t— ——=——————-—————=
————— = _”|e|”|”|”_ = = i ——t——=—"——T0t
SARNANARANEARNANAN AnARARNANAE

OO O T PO P
................ NENENRENANNRAA

15

T
14

13

T
12

Fo



PHYSICAL REVIEW D 102, 034505 (2020)

Strong coupling lattice QCD in the continuous time limit

M. Klegrewe " and W. Unger !
Fakultat fiir Physik, Bielefeld University, D-33615 Bielefeld, Germany

® (Received 26 May 2020; accepted 14 July 2020; published 13 August 2020)

We present results for lattice QCD with staggered fermions in the limit of infinite gauge coupling,
obtained from a worm-type Monte Carlo algorithm on a discrete spatial lattice but with continuous
Euclidean time. This is obtained by sending both the anisotropy parameter ¢ = a,/a, and the number of
time slices N, to infinity, keeping the ratio aT = &/N, fixed. The obvious gain is that no continuum
extrapolation N, — oo has to be carried out. Moreover, the algorithm is faster, and the sign problem
disappears. We derive the continuous time partition function and the corresponding Hamiltonian
formulation. We compare our computations with those on discrete lattices and study both zero and finite

temperature properties of lattice QCD in this regime.

DOI: 10.1103/PhysRevD.102.034505

I. INTRODUCTION

The determination of the QCD phase diagram, in
particular, the location of the critical end point (CEP), is
an important, long-standing problem, requiring nonpertur-
bative methods. In lattice QCD, several approaches have
been developed to investigate the phase transition from
hadronic matter to the quark gluon plasma, but either they
are limited to rather small up/T, with up the baryon
chemical potential [1-3], or they cannot yet address full
QCD [4-6] or study only low dimensional QCD-like toy
models [7-9].

The reason for this is the notorious sign problem [10],
which arises because the fermion determinant for finite
up becomes complex, and importance sampling is no
longer applicable. In lattice QCD, the finite density sign
problem is severe. There is however a limit where the
sign problem can be made mild: this is the strong
coupling limit, where a so-called dual representation in
terms of color singlets is possible. In the strong coupling
limit of lattice QCD (SC-LQCD) the sign problem is
mild enough such that the full (up, T') phase diagram can
be measured via Monte Carlo methods based on the dual
variables. The method of dual variables has been suc-
cessfully used in models with Abelian gauge symmetry
[11,12]; there have been attempts to dualize non-Abelian
gauge theories [13,14], but it has not yet been possible to

*mklegrewe @physik.uni-bielefeld.de
Twunger@ physik.uni-bielefeld.de

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI. Funded by SCOAP’.

2470-0010/2020/102(3)/034505(35)

034505-1

overcome the finite density sign problem. Our own
approach discussed in [15-17] is based on the strong

coupling expansion, i.e., an expansion in the inverse

gauge coupling f :222/“. It is in principle possible to

sample partition functions that include all orders via
Monte Carlo, in the spirit of [18,19]. In practice, the sign
problem is reintroduced for large fS.

In this paper, we will restrict ourselves to the strong
coupling limit, since the focus is on deriving the Euclidean
continuous time (CT) limit, and apply the new formulation
to Monte Carlo studies of QCD thermodynamics. Despite
the fact that the strong coupling limit is the converse of the
continuum limit, i.e., the lattice is maximally coarse and it
is not possible to set the scale, it nevertheless shares
important features with lattice QCD on finer lattices: chiral
symmetry breaking and its restoration at finite temperature
as well as the nuclear liquid gas transition are also present
in this model. We will extend the existing studies on SC-
LQCD that are either based on mean field theory in the 1/d
expansion [20-26] or on Monte Carlo [27-29]. In the past
either the spectrum or the phase diagram and the nuclear
properties [29] have been studied. We investigate these
phenomena in the continuous time limit, where the con-
tinuum limit of the temporal lattice spacing a, — 0 is taken
while leaving the spatial lattice spacing a, finite. First
simulations of SC-LQCD in continuous time have been
performed by one of us in [30]. Here, we improve upon the
continuous time formulation and give many more results at
zero and nonzero temperature. The main advantage of the
CT limit is that ambiguities arising from the anisotropy
parameter y are circumvented. Also, the sign problem is
absent, quantum Monte Carlo (QMC) can be applied, and
temporal correlation functions can be obtained with high
resolution.

Published by the American Physical Society
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This paper is structured as follows: in Sec. II we will
derive the quantum Hamiltonian formulation of strong
coupling QCD and its generalization to an arbitrary number
of colors. In Sec. III we will describe the worm algorithm
operating in continuous time in detail and show that it
indeed reproduces results consistent with the continuum
extrapolation of simulations at finite N,. In Sec. IV we
apply SC-LQCD in the CT limit to determine zero temper-
ature observables. In Sec. V we investigate finite temper-
ature properties, such as the grand-canonical phase diagram
in the pp-T plane as well as the canonical phase diagram in
the ng-T plane, with ng the baryon number density. In
Sec. VI A we show that the pressure at finite baryon density
can also be reconstructed from Taylor coefficients, and we
estimate the radius of convergence. In Sec. VIIA we
discuss temporal correlation functions and explain how
to extract pole masses. We provide both results at finite
temperature and density. In the Appendix, supplementary
material for the various cross-checks of continuous time
Monte Carlo and possible extensions such as for finite
quark mass, more flavors, and isospin chemical potential
are discussed.

II. STRONG COUPLING LATTICE QCD IN THE
CONTINUOUS TIME FORMULATION

A. Staggered action of strong coupling QCD
and its dual representation

In SC-LQCD, based on the Euclidean lattice action, the
gauge coupling is sent to infinity, and thus the coefficient of the
plaquette term ﬂ 2N_/g is sent to zero. Hence, the Yang
Mills part F',, F,,, is absent. Then, the gauge fields in the cova-
riant denvatlve can be integrated out analytically. In fact, the
order of integration is reversed compared to the standard repre-
sentation of lattice QCD in terms of the fermion determinant:
the gauge links U, (x) are integrated out before the Grassmann
fields y, 7. Thus, the final degrees of freedom of the partition
function are color singlets composed of fermions: mesons and
baryons. However, as a consequence of the strong coupling
limit, the lattice becomes maximally coarse, and there is no way
to set the scale: the lattice spacing a cannot be specified in
physical units. We will see however that specific dimensionless
ratios can still be compared to continuum physics.

We shortly outline the procedure to obtain the dual
representation for staggered fermions in the strong coupling
limit where the action is only given by the fermionic part:

NUSHEDYD [Yﬂo(X)()?(X)eaf”" Uo(x)z(x +0) = 7(x + 0)e™#4 Ug (x) (x))

X
+§:m

Here, am,, is the quark mass and p, =

q

() (x + 1)

— 70+ DU () (x)) + 2am g (x)z(x) | (1)

% up the quark chemical potential. The bare anisotropy parameter y in the temporal

Dirac coupling is introduced to vary the temperature continuously.

Following the procedure discussed in detail in [28], the gauge link integration over the Haar measure of SU(N

.) can be

performed analytically, as the integration factorizes in Eq. (1); i.e., the partition function can be written as a product of one-

link integrals z,(x):

7= [Tl (arartarems et ) @
50 = <000y = [0, (5) 00,0 (0, () 20U )

NZ - { BT O MM |+ 0059 BBO) + (o ) BB )
M) =W, B = ei i a0, (0 plrd) =) expEay )+ (1=50). (@)

The new degrees of freedom after link integration are the mesons M (x) and the baryons B(x). The weight of the one-link
integral is a sum over the so-called dimer number k,(x) =0, ..., N, which corresponds to the number of (unoriented)
meson hoppings on that link, and on p(x, y) which is the weight for a baryon hopping B(x)B(y). The final partition function
for the discrete system on an N, x N, lattice, after performing the Grassmann integrals analytically, is an exact rewriting
from Eq. (1) and is given by
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& = ky)!
)= 30 TSl

{k,n,t} b=(x4) X

w(0) = L0 exp(N.N o )ap,).

The sum over all configurations {k,n,£} is restricted to
those that fulfill, on each site x, the so-called Grassmann
constraint (GC):

n, + Z

N,
— 2
f==+0,...+d

(0 + a0l ) =N (9

which expresses the fact that every Grassmann variable
7i(x), xi(x) (i =1...N_) appears exactly once in the path
integral. After this exact rewriting of the strong coupling
partition function the system can be described by confined,
colorless, discrete degrees of freedom:
(i) Mesonic degrees of freedom: k;(x) € {0,...N.}
(nonoriented meson hoppings called dimers) and
n(x) € {0,...N_} (mesonic sites called monomers).

(i) Baryonic degrees of freedom: they form oriented
baryon loops # and may wind @(#) times in the
temporal direction, which results in its dependence
on the chemical potential ;. The sign 6(¢) = £1 of
the loop # depends on the loop geometry.

(iii) The baryonic loops are self-avoiding and do not
touch the mesonic degrees of freedom, which follows
from the Grassmann constraint Eq. (6): for a given
configuration, this gives rise to a decomposition of
the lattice volume into mesonic sites and baryonic
sites:

A=N,xN, =AyUAg. (7)

It should be mentioned that this representation corresponds
to unrooted staggered fermions. Due to the fermion dou-
bling, one flavor of a staggered fermion comes in the
multiplicity of four so-called tastes. However, in the strong
coupling limit, the fermions are spinless and the taste
breaking is maximal. Hence, it is indeed a one-flavor theory
with only one pseudoscalar meson as the Goldstone boson.
To be more precise, in the chiral limit the action is invariant
under the symmetry group Ug(1) x Uss(1):

H() b ety (), e(x) = (<) (3)
which is due to the even-odd decomposition of the bipartite
lattice for staggered fermions; i.e., even and odd sites can
be transformed independently. The symmetry ez € Ug(1)
corresponds to baryon conservation, and e’%s € U(1)ss is a
subgroup of the full SU;(4), x SUg(4) chiral symmetry
for unrooted staggered fermions. In the spin-taste basis this

Ne! (2amq)”XHw(f)

corresponds to the channel y5 ® &s. At finite quark mass
U(1)ss is explicitly broken, and in the dual representation
this is due to the presence of monomers: the number of
monomers on even sites equals its number on odd sites. In
the chiral limit we expect O(2) critical exponents for the
chiral phase transition. This is also the case away from the
strong coupling limit, as long as the lattice spacing is finite.
In this work we will restrict ourselves to the chiral limit,
my = 0, where monomers are absent: n, = 0. We discuss
the prospects of the continuous time formulation at finite
quark mass in the Appendix E.

B. SC-LQCD at finite temperature
and the continuous time limit

In the staggered action Eq. (1) we have introduced a bare
anisotropy y in order to vary the temperature continuously.
Hence, also in the dual representation the weights for
temporal meson or baryon hoppings in Eq. (5) contain the
anisotropy parameter y. We will now explain why this is
necessary and why it is also a key step to derive the
continuous time limit.

The main objective of SC-LQCD is to study thermody-
namic properties. Since f = 0, we cannot vary the temper-
ature T = 1/(N,a(p)) continuously via the lattice spacing,
but only with the lattice extent N,. The chiral transition is
however at temperatures much higher than 1/2, such that
for temperatures 1/N, we are always in the chirally broken
phase. The solution is to introduce an anisotropy in the
Dirac operator to favor fermion propagation in the temporal
direction. In contrast to the chemical potential, the bare
anisotropy does not distinguish between the forward and
backward temporal direction. The temperature on an
anisotropic lattice is given by the inverse of the lattice
extent in the temporal direction,

1 . -
- a‘L'N‘L' - ja(]}:])r with é:(y) EZ_T (9)

but the functional dependence £(y) of the ratio of the spatial
and temporal lattice spacings on the bare anisotropy is not
known a priori. Hence, also the dependence of T on y is
unknown. The main motivation for this study is to over-
come this difficulty.

The weak coupling analysis of Eq. (1) suggests that
&(y) =y, but this does not carry over to strong coupling,
where quarks are confined on links to color singlets. In
the mean-field approximation of SC-LQCD [24] based on
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1/d-expansion (with d the spatial dimension), the critical

temperature is given by

d(N.+1)(N,+2)
6(N.+3)

]/% =N, (10)

suggesting that a,7T . « 1{,; is the sensible N -independent

identification in leading and next to leading order in d.
It is however possible to determine the function &£(y)

nonperturbatively on anisotropic lattices with

Nja, = N.a,, (11)

N:
TN,
by a bare anisotropy calibration yy(¢) via conserved
currents in both the spatial and temporal direction [31].
For large N, (implying large & and y), it turns out
numerically that & diverges as

Jim &(r) = xr?. (12)
The precise value of x can only be determined non-
perturbatively and a posteriori, based on the values
70(£) measured via the anisotropy calibration (see also
Sec. IV A), and has been extrapolated for SU(3) from the set
£={05,1,15,2,3,4,5,6,8} to £ — co. The function
&/y?, which we call the anisotropy correction factor, can
be either parametrized by &£ or y and is well described by the
ansitze

b
@ =rt gtz (13)
& N 1—-x
P(}/)_KJFW, (14)
4 4
7(‘5): 1/2 (15)
7 o+ )

Clearly, the extrapolated value for x based on & — oo will
depend on the ansatz, as shown in Fig. 1. The Taylor
expansion in 1/£ ~ a,? in Eq. (13) is limited to the fit
range ¢ > 2 and results in the value k = 0.7824(1), which
is consistent with the already determined value in [31]. The
second ansatz, Eq. (14), has only « as a free parameter, and
interpolates the data for all £ surprisingly well, although
there are deviations. By construction, &/y> = 1 for y = 1.
In order to improve on this one-parameter fit, the third
ansatz, Eq. (15), introduces three additional independent fit
parameters to connect the regime £ > 1 with the opposite
regime & < 1; with Q; > 0 and Q, < 0:

£ £ 2 &
2

Iim—= = —,

=1. (16
=0y & Yo le=1 )

2 T
\
Data from anisotropy calibration +———
\ Py
181 | Ansatz 1: Taylor expansion in 1/&_,2 —
‘\ Ansatz 2: 1-parameter fit
16 | ‘\ Ansatz 3: 4-parameter fit b
+
|
Y oo1ab | 8
12 T .
1 - 4 \ .
N
0.8 - — E
| | | |
0 2 4 6 8 10
g
0.9
088 - Data from anisotropy calibration +——+— 1
: Ansatz 1: k = 0.7824(1), x2 = 4.60 [
oge || Ansatz2:x=07800(4), x%=1370.96 [ [femrs ]
: Ansatz 3: x = 0.8017(2), x> = 0.48
e 0.84 - E_:z“f“‘ E
4
0.82 - |
. //
0.8 7 4 8
&8 &6 &5 i4 Z
0.78 T E
0.76 el el el
0.001 0.01 1/§2 0.1 1

FIG. 1. Top: Interpolation of y? as a function of £ with ansatz 1,
Eq. (13) for £ > 2; ansatz 2, Eq. (14); and ansatz 3, Eq. (15), both
for all £. Bottom: Extrapolation of the anisotropy correction
factor y% towards 1/& ~ a2 — 0, extracting «. It is evident that the
extrapolated results depend on the ansatz. Clearly, ansatz 3 has
the smallest reduced chi-squared.

The fit parameters A and B are thus not independent.
This fit results in a nonmonotonic behavior, which reflects

the fact that &| ~=0.7834(2) is larger than &| =
rE=8 r*le=6

0.7828(2). Also, it has the smallest reduced chi-squared.
Thus, we think that the extrapolated result k = 0.8017(2) is
more trustworthy. The error is purely statistical, and the
systematic error due to the choice of the fit ansatz is
unknown. In Sec. IV A we will overcome the ambiguities of
the extrapolation a, — O by measuring « directly in the
continuous time limit.

We will see in Sec. III E that many observables and the
phase diagram have a strong N,-dependence, which can
even be nonmonotonic. This requires large N, to have
control over the extrapolation. Hence, we want to eliminate
y and N altogether from the partition function Eq. (5) and
replace them by the temperature a7. The continuous time
definition of the temperature in lattice units is
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2
aTer =«lim7(y.N,), T = ]{]— = const,

7= T

(17)

where we have dropped the subscript, a = a,. The limit
N, — o0, y = oo is a joint limit, and the second condition
implies that y diverges as y =+/7N, for N, — oo.
Likewise, we can define unambiguously the continuous
time chemical potential to replace the chemical potential
a.p, in Eq. (5):

appcr =klimpug(y.No).  pg = Ney*ap, = const.

y—00

(18)

which is also consistent with the y-dependence of the mean-
field critical chemical potential u.(T = 0) obtained via
1/d-expansion [23], similar to Eq. (10):

(19)

d
a‘nuq,c = 4_7/2 + O(}/6)

Z(y.apu, N

_yNA{k%{<x€rAIM5
e

{CAp (xu)e?

where the factor N.! from the site weights for zero
monomer number cancels the 1/N_.! in the temporal gauge
link, and a prefactor yV<* was pulled out such that spatial
links are now suppressed by 1/ for mesons and 1/y" for
baryons. Also, we have put the Grassmann constraint
Eq. (6) into the above equation via a Kronecker delta
and the decomposition Eq. (7). We will now neglect the
subleading terms; i.e., we will only keep terms that survive
in the limit Eq. (17). For any temperature, the average

|

Z(y,apuy N

0= 2 (M

w,\g

-y Y

{AM ABY {koe 0. NL)}
LE{OI}

ko(x)!
(B
(Fo)e{alki(x)=

where we have dropped the overall prefactor yVeA
have used

AM

and we

.MB/T = ﬂB/T = NcarﬂqNT- (22)

H exp(( 86—

—ko( )!

)

Now all discretization errors from finite a, are removed. The
new partition function in continuous Euclidean time will be
derived in the next section. We then have to check numeri-
cally that the above limits are well defined for the typical
observables. We will present a worm-type Monte Carlo
algorithm which samples the partition function efficiently.
We denote 7, uy as the bare temperature and bare chemical
potential which are then renormalized by k. We see that we
can determine x nonperturbatively directly by Monte Carlo
simulations in the continuous time limit.

C. Continuous time partition function

We will now explain in detail how to derive the
continuous time partition function from the discrete time
partition function Eq. (5) by tracing the y-dependence and
neglecting subleading terms that vanish in the limit
N, — oo. The first step to obtain these results is to factorize
Eq. (5) into the temporal and spatial parts:

1 ;
<5k,-(x>,o + 8.1 N?’_2>> ( J [ evtomeesm
¢ XeAs

v(kg ko )z

—ko 'H

i=1

Nc_ktx —
() y2k<)>

N ki (x)!
d
1~

—O N aﬂu c ;u
i=1
[

contribution per time location is 1/y%. This will have drastic
consequences, as spatial baryons for N. >3 and spatial
dimer occupation numbers k; > 1 will vanish. We will later
see how to interpret this outcome and also show numeri-
cally that this is well justified. For now we note that the
average dimer density will depend on the temperature, and
(anti)baryons are static for N, > 3 for all temperatures and
chemical potential. For large y, N, the partition function

becomes
v(kylky)

(20)

. G”‘”)@oosh(uB/T))'Af} 21)

[

We have resummed static baryons and antibaryons @ = £1
in the second line, with |AZ| the number of spatial sites
occupied by (anti)baryons with AZ =ABx N, AM =
AM x N,. The sum over configurations contains all pos-
sible partitions of the spatial lattice {AY, AB} with
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ABUAM = A, =N,2. (23)
The vertex weights introduced in the second line vz,
depend on the dimers ky = ko(X, 7 — 1) and k§ = ko(%,7),
ky = ko(X,7—1) and simplify due to the Grassmann
constraint, kg +kj +1 =N,

kv k]!
e~ ko) +ky)

- \/ v (24)

They come in pairs of adjacent spatial sites (¥,7), (X + 1, 7)
at both ends of a spatial dimer on a bond b = (X, 7;1).
There are N, types of vertices since k;, can take the values
from O to N. — 1. For N. = 3, there are only three types of
vertices,

1}(1|l)—\/i§.

The important observation is that the mesonic part of the
partition function only depends on the number of vertices
and not on the precise temporal position. The temporal
intervals between vertices attached to spatial dimers have a
trivial weight: due to the Grassmann constraint on every
site. where no spatial dimer is attached, kj + kj = N,
implies that the dimer numbers form alternating chains as
shown in Fig. 2 and cancel in weight:

2(02) = v(2]0) = 1, (25)

The temporal dimers in the first time slice ky(X, 7 = 0) are
now dynamic variables in the partition sum. The L-vertices
and T-vertices at sites x € AM are defined in terms of the
previous vertices, v, = v(0[2) = v(2|0), vy = v(1|1) =
-2 and the order in the high temperature expansion is given
by the number of spatial dimers:

1/7
=y / 2(n (7. 7) + n7(7.7) = Np,. (28)

xGAM

2’7(;/”“3/’1171\7

AM

In the partition sum Eq. (27), within the sum denoted by
GC, not all temporal positions of the vertices are
admisssible due to the Grassmann constraint. We still need
to replace y by the temperature a7, which requires book-
keeping of possible locations for spatial dimers. We will
provide the details in the Appendix A. A simplified
argument that allows us to understand the temperature
dependence is that for the first spatial dimer there are up to
N, possible locations between two adjacent spatial sites

Parity

((0)=+1 =- K . . . o — Discrete Time

Dimer Chains

3-0

|\

2-1

1-2
0-3

=

Continuous Time

Meson States

FIG. 2. Correspondence between discrete time configurations
in terms of dimer coverings and baryon world lines (top) and in
terms of hadron occupation numbers in continuous time (bottom).
Multiple spatial dimers become resolved in single spatial dimers
(which can be oriented consistently from emission sites & to
absorption sites 4, indicated by the arrow), baryons become
static, and only vertices of L.-shape or T-shape survive as a, — 0.

(Nc_k_)!(Nc_k(J)r)! _
\/ kg!o k! =1 (26)

Only the relative order of the vertices v is important but not
the length of the intervals between them. The partition
function of SC-LQCD with N, = 3 can be written in terms
of these vertices as follows:

{ <(<; ;>ﬁ> =l <U7L> o <U7T> nT(iTj)) (2cosh(ug/T))! } (27)

|

<5c', ﬁ}, but due to the even-odd decomposition there are only
N./2 possible locations for the second spatial dimer, and
likewise for all other dimers, as long as N, is large. Hence,

every spat1a1 dimer, after summing over possible locations,
has weight E=1/ (27). The final result is

1
Zer(T ug) = wms/TZ a7
(AT A} {@hys nen v )
SO
ger'
T
Nt = Z / deny (X, 7), (29)
xeAM 0

where T, = {n_(X,7),nt(X,7)} is the set of all valid
configurations on the mesonic sublattice AY with n = N,
spatial dimers, and N1 < 2n is the total number of T -vertices,
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integrated over the compact temporal direction. Since v, = 1,
we do not need to include them in the weight. The prefactor
1/n! is due to time-ordering. In the next section we will
simplify this result further by a Hamiltonian formulation,
where we obtain a meaningful expression for I',.

We now want to discuss the interpretation of the final
partition function: as illustrated in Fig. 5, as the temporal
lattice spacing a, ~ a/&(y) — 0, multiple spatial dimers
become resolved into single dimers. The overall number of
spatial dimers remains finite in the CT limit, as the sum over
O(y?) sites compensates the 1/y> from spatial dimers. Its
number is a function of the temperature and will signal
spontaneous chiral symmetry breaking, see Sec. VA. As
shown in Fig. 4 it takes large N, such that double dimers
vanish, but it does not require large N, to make baryons static.
The sign problem has completely vanished as ¢(¢) = 1 for
static baryon loops #. The set of all baryonic sites coincides
then with the fermion bags that have been discussed in [32].
The expansion in n is an all-order high temperature expan-
sion. It will also hold at very low temperatures, and we will be
able to address zero temperature phenomena.

D. Hamiltonian formulation

In order to rewrite the partition function further, we make
use of a diagrammatic expansion. These methods, giving

[se]

> >

Z(y.ug/T.N,) =

rise to quantum Monte Carlo, are nowadays widely used in
condensed matter [33,34]. The general idea is to decom-
pose the Hamiltonian H = Hy + H; and express the
partition function in terms of an expansion parameter n
which keeps track of the number of interactions described
by H,. After summing over all configurations of a given
order in n, one integrates over all possible times at which
interaction events may take place.

We will take a step back and reformulate Eq. (21) in new
degrees of freedom: the temporal dimers &, (x) are replaced by
an occupation number 7z (x) by the following assignment:

N, N,

¥+

fa(x) > 0 (x) = (o) (Koo d

m(x) € {0,1,...N.} (30)
with e(x) = %1 the parity of a site introduced in Eq. (8).
As a consequence, the alternating dimer chains will be
replaced by meson occupation numbers 77z(x) which are
constant on the interval between attached spatial dimers (see
Fig. 2), and the dimer-based vertices v(0[2), v(1|1), v(0]2)
in Eq. (25) are replaced by occupation number-based vertices
¥(#2|"), which change the meson state by one unit:

n=0 {rm.(2.0))} \m

B(m
WL

m(x) > 7/ (x) = m(x) £ 1:
|
_|7;z+)<z,f) ﬁ(m_|ﬂ;+)(i+ﬁr)> e cosh(yB/T))Mf'}. (1)

In fact there is a conservation law: if a quantum number 772 (x) is raised or lowered by a spatial dimer, then at the site
connected by the spatial dimer, the quantum number is lowered or raised. This is a direct consequence of its definition
Eq. (30): the parity of the two sites connected by a spatial dimer is the opposite. We therefore can replace the vertices by
raising and lowering operators:

Zer(Tm)= Y {To, {exp(nz 0T 185y 02 cr) )| T o7}
{AM AB} (&) ’
=Try [ NmIT] - H=Hy+H; Hy=0, ﬂiZQZ(?}A;#;A;), N=%"a.
(X.) X
00 00 0000
5.0 0 0 0000 0
. 0 7 0 0 o 0000 >
Jr= . L =00, a= B =t = (32)
0 0 9 0 0000 3r
— T BT
00 10 .
00 0 -1

This result is valid for N, = 3, Ny = 1. A corresponding result for Ny = 2 is given in the Appendix C. In the second line we
have included the baryonic sites into the trace and introduced the mesonic raising and lowering operators J ™, J*, J~ (which
contain the vertices), and the baryon number operator . The block- diagonal structure expresses the fact that the Hilbert
space of hadrons is a direct sum of mesonic states and baryonic states, |£) = |72) @ |£), which results in the vanishing
commutator
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[T, N] = 0. (33)

The fact that mesons and baryons are mutually exclusive
(leading to the factorization into mesonic and baryonic
subvolumes) results in one of the two blocks being zero in
both operators 7 and N. The meson states |7z) count
pseudoscalars, and we will denote them as pions z (despite
the fact that they are flavorless for N = 1 and they cannot
be distinguished from the # or ' mesons). The pion current
is conserved but only in the chiral limit. Monomers would
generate a mass to the pion. Since Pauli saturation holds on
the level of the quarks and pions have a fermionic
substructure, we cannot have more than N, pions per
spatial site. Due to the conservation of the pion current, if
we start on each site with N, pions, or with no pions at all,
there cannot be any spatial dimer that transfers a meson to
an adjacent site: either all sites are already saturated with
mesons, or there is no meson to be transferred. If we omit
the additive constant N./2 from Eq. (30), particle-hole
symmetry becomes evident. To see this, consider the
anticommutator of the mesonic operators (restricted on
mesonic states):

20 0 0
] = 0 #-92 0 0
0 0 2—9 0
0 0 0o @
-1 0 0 0
o -3 0 0 ”
0 0 1/3 0
o o0 0 1

The corresponding algebra has the structure of a spin, and it
generalizes via Eq. (24) to arbitrary N.:

. N, . JN.

J=YX—L0Jt+J). J, =Y =-J),
=g =g
X A N. N, N,
Jy =ilJ,J,] =di - ——=f41,...==£
3 =ilJ1, 0o 1ag< > 2+ 2)
Nyoar
=Lt J
5 | ]

~

N,
2 WNe oo a0 0 a0 o IO
Jo= > diag (5, 97 + 05, ... 0% _y + Oy s Oy 1)

1
+ Zdiag(Nc.z, (N.—2)2,..N2)

4
with #7 = (N. — k)(1 + k)/N.. The “spin” representation
is d = N, + 1 dimensional, with S = N_./2. For N. =1,
Jy = Y(o,+ioy) is expressed in terms of the Pauli
matrices, and the continuous time partition function

becomes that of the quantum XY model. Although the
algebra resembles that of a particle with spin, it has nothing
to do with the spin of mesons or quarks. The alternating
chains are simply expressing the fact that for staggered
fermions, the lattice spacing is 2a, rather than a,. By shifting
the pion occupation numbers by their average value, we can
identify the quantum state corresponding to this algebra:

c . 7 Nc Nc
ml—)dzm—T. J3 7,3 = 7,3 s
A~ | N, N.(N,+2)|N., FUA
) =T ) e

(36)

This remarkable result is due to the fact that pion occupation
numbers on the lattice are not just bounded from below but
also from above. We conclude this section by providing a
physical interpretation of the dynamics on the hadronic states:
the pion dynamics encoded in the Hamiltonian is that of
relativistic pion gas [35]. In contrast, the fact that the baryon
becomes static is due to its nonrelativistic nature. Its rest mass
is large but finite (see Sec. [V C).

III. CONTINUOUS TIME WORM ALGORITHM

A. Poisson process

Before we address the algorithm that samples the
partition function, Egs. (29) and (32), we want to empha-
size an important property: spatial dimers are distributed
uniformly in time. The interval lengths (interpreted as the
inter-arrival time between spatial dimers) are then expo-
nentially distributed, and the number of spatial dimers in a
fixed time interval is Poisson distributed. Hence, they can
be generated via a Poisson process:

P(At) = exp(—1At), At € 10,1] (37)
with A the “decay constant” for spatial dimer emissions.
Due to the presence of baryons, 4 is space dependent:

A=dy(X)/(4T),  du(X)=2d-) |B)| (38)
(%5)

where dj;(X) is the number of mesonic sites adjacent to X
where the Poisson process operates. Note that in Eq. (37)
we have rescaled the compact time interval [0,1/7] —
[0,1] and thus have put the temperature into the decay
constant A.

The Poisson process of emitting pions from (X, 1) to an
adjacent site (y,7) with probability 1 gives rise to a
decomposition of vertices into emission sites (X,7) € £
and absorption sites (¥,¢) € A. Spatial dimers can be
oriented consistently due to the underlying even/odd
decomposition of lattice sites, but is also evident in the
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Hamiltonian representation, where J~ is an emission and
J* is an absorption event. The emission sites £ are simply
those that reduce the pion occupation number 7z in
Euclidean time by one unit; the absorption sites A are
those that increase 77z. Every spatial dimer corresponds to a
pion hopping to an adjacent site and connects an & site with
an A site. The number of £ sites equals the number of .4
sites, and due to the periodic boundary conditions in time,
this even holds for every spatial site X:

{ul(x. 1) € &} = {nl(x. 1;) € A}l. (39)

The continuous time worm algorithm (CT-WA) needs to
fulfill detailed balance, such that the emission process is
counterbalanced by an absorption process to obtain the
equilibrium distribution of spatial dimers according to
temperature and chemical potential.

B. Details of the continuous time worm algorithm

Worm algorithms at discrete time (DT-WA) are well
established also for strong coupling lattice QCD
[29,36,37]. Designing an algorithm that operates directly
in the Euclidean continuous time limit has several advan-
tages: (1) the ambiguities arising from the functional
dependence of observables on the anisotropy &(y)—in
particular, nonmonotonic behavior—will be circumvented,
and (2) we do not need to perform the continuum extrapo-
lation N, — oo. This will allow us (3) to measure the phase
boundaries unambiguously, as the baryonic part of the
partition function simplifies such that the sign problem is
completely absent, and (4) at all temperatures of interest, the
CT algorithm is considerably faster than its discrete version,
in particular since the baryon update does not require a worm
algorithm but can be replaced by a heat bath update.

In Fig. 3 we clearly see that the CT-worm algorithm
outperforms the DT-worm algorithm at temperatures in the
vicinity of the transition temperature and above. The lower
the temperature, the more spatial dimers are sampled,
which makes the average worm update longer. At first
glance it seems that the CT-worm becomes more expensive,
but one needs to keep in mind that lower temperatures
require larger N, to get valid estimates for observables. On
a lattice with time extent N,, temperatures below 1/N,
(which have y < 1) will have more spatial dimers than
temporal dimers and suffer from saturation effects: the
density of spatial dimers is limited to N.N,/2, whereas it is
unlimited at continuous time. In Fig. 4 we show the N -
dependence of various observables: they have a well-
defined CT limit. Also, this figure illustrates that the
approximations which led to Zcr in Eq. (32) are well
justified. The extrapolation from discrete time to continu-
ous time is difficult: large N, require more statistics, and
due to the sign problem, most observables get noisy due to
sign reweighting. The first approximation is to make
baryons static, which eliminates the sign problem. This

Performance of CT-Algorithm
T T T ‘NT:4
108} N8 1
N.=16
N=32
N =64
CT —e—

<¥%x¥##x#

HHEHHISOOEHE ¢
ST+

10-5 | | | | | | |
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

FIG. 3. The performance of the continuous time algorithm
compared to the discrete time algorithm for various N,. For a
large range of temperatures, and in particular at the chiral
transition, the CT-WA performs even better than DT-WA for
N, = 4. The lower the temperature, the larger N, is required to
obtain correct results for the various observables (see also Fig. 4).

step makes the extrapolation much more controlled, and
even for N, =4, the static baryon approximation is not
bad. Next we prohibit sites which have more than 3 spatial
dimers, which has only a mild effect at the temperatures
considered here. If we also prohibit sites with more than 2
spatial dimers, the deviation at finite NV, is drastic, but this
approximation also extrapolates to the same CT limit for
the observable. The point at 1/N, =0 in Fig. 4 is the
outcome of the CT-WA, which has much smaller error bars
and better performance with the same number of worm
updates.

CT algorithms for quantum Monte Carlo are now widely
used in condensed matter (see e.g., [33.38]), whereas
using CT methods in quantum field theories is rather
new [30,39-41]. The basic idea of a worm algorithm
introduced in [42] is to sample an enlarged configuration
space with defects on the lattice known as a worm tail x7 and
a worm head xy. Every worm algorithm consists of two
kinds of updates: (1) move updates, which move the head xy
and tail x; to a new site x(, and (2) shift updates, which
move the head xp through the lattice until the worm
recombines with the tail. Worm algorithms are highly
efficient: after recombination, the configuration is globally
updated, similar to cluster algorithms. Moreover, during the
shift update, two-point correlation functions can be mea-
sured. In order to apply a worm algorithm, the partition
function needs to be written in terms of bond variables.
Those representations are typically available in spin models
from the high temperature expansion. In the case of lattice
QCD, a dual representation based on the strong coupling
expansion also admits the applicability of worm algorithms.

Our CT-WA can be derived from the DT-WA that has
been developed for the U(N,.) gauge group in the strong
coupling limit [36], which does not include baryons. This
worm algorithm is based on an even-odd decomposition of
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FIG. 4. N,-dependence of the chiral susceptibility (top) and the energy (center) and the baryon susceptibility (bottom). We compare
the full discrete simulations and various approximations according to the steps in deriving the continuous time limit (static baryon
approximation, exclusion of spatial triple dimers, exclusion of spatial double dimers). We have fixed the bare temperature to 7 =
12 <T.and 7 = 1.5 > T .. All observables extrapolate well into the continuum limit, with its Monte Carlo result at 1 /N, = 0 having

a much smaller error.

weights: if the parity of the head e(x) is the same as that of
the tail €(x7), then the head has an active site location; if the
parities differ, the head is a passive site. The active sites
correspond to the absorption sites .4, and the passive sites
correspond to the emission sites £ as discussed above.
For the SU(N,..) gauge group, two separate worms are
required, one in the mesonic sector and one in the baryonic
sector [37]. The mesonic worm for the SU(N.) group differs
from the directed path worm for U(N,) in one important
aspect: in the directed path version, backtracking is pro-
hibited to evolve faster through configuration space (if the
update shifts the worm head from x to the adjacent site y,
then in the next shift update the worm is not allowed to go
back). With the simple baryon loop geometries in the CT

limit, we can supplement the continuous time version of the
directed path worm algorithm by an additional heat bath
update: after the mesonic worm has recombined, we
propose, for all sites X where no spatial dimers are attached
(the so-called static sites), a new hadronic state with the
probabilities

1
_ , g O7 ceey NC’
p(m) N.+1+2cosh(ug/T) "
) eiﬂB/T
p(BF) = )

"~ N+ 1+2cosh(ug/T)"

The consequence is that if the worm head propagates in a
positive or negative temporal direction, it will continue to do
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— outgoing direction meson state
FIG. 5. Updating rules for the continuous time algorithm. Top:
An absorption site can be approached either from the temporal
direction (left: a spatial dimer may be removed) or from the
spatial direction (right: a dimer was emitted in the previous step).
Bottom: An emission site can be approached either from the
temporal direction (left: a spatial dimer may be emitted) or from
the spatial direction (right: a dimer was removed in the
previous step).

so until it either emits or absorbs a pion; i.e., it will either add
or delete a spatial dimer. It will not change the direction and
diffuse: the CT-WA can be regarded as a Poisson process.
The updating rules are outlined in Fig. 5. The probabilities
for the various cases (approaching or leaving an absorption
site A or emission site £) depend on the involved states 77z:
(1)if an A site is approached from the temporal direction, the
spatial dimer is removed with a heat bath probability
determined by J, (2) if an A site is approached from a
spatial direction, the new temporal direction is also deter-
mined by J~, (3) if an & site is approached from a temporal
direction, the emission probability to insert a spatial dimer is
1 — ™27 and the probability to continue in a temporal
direction is e™*47, (4) if an £ site is approached from a spatial
direction, forward and backward temporal direction are
chosen with the same probablity. At high temperatures, A =
AM(T) < 1 according to Eq. (38), and the worm head will
very likely continue in the temporal direction by some time
At with probability p, ~ 1 — AAf and emit a spatial dimer
with probability p, ~ AAz. The higher the temperature, the
longer the worm propagates in the temporal direction,
possibly looping through the periodic boundary back to
where it started.

In the discrete time algorithm, during worm evolution,
whenever the worm head is on a site with opposite parity
compared to the worm tail, e(xz) = —e(x7), both the worm
head and tail can be interpreted as monomers [if
€(xy) = €(xr), the head is a sink rather than a source

for monomers]. Even in the chiral limit, the monomer
two-point function can be accumulated in a histogram
(due to translation invariance, only the relative lattice vector
Z = x| — X, is needed):

A

H,(z) > H s
2(2) 2<Z)+dM(xx)+2]/2 X7 =Xy

(41)
with d(x) defined in Eq. (38). An equivalent definition
holds in the CT limit:

. N A
Hy(Z,7) = Hy(Z,7) + ﬁéf,fcr—fcyé(f — (tr — 1))

G(E.7) = (zaoitz) = 2 HalZ.) (42)
with Z the number of worm updates and G(Z,7) the
connected chiral two-point function approximated by an
accumulated and normalized histogram. Details on how
this and other mesonic two-point correlation functions are
determined in practice are given in Sec. VIL A.

C. Observables

Almost all observables that can be measured via the DT-
WA version can also be measured via CT-WA. This is
obviously the case for all observables that can be obtained
as derivatives of log Zc1. The discrete time observables in
terms of the dual variables

NB[ = Z|bx,0|v

NM = Zl’lx, ND[ = ka,Ov

Ny=2Np +NNp.  Np=> o, (43)
X

are discussed in [43]. The corresponding dimensionless
thermodynamic observables in the CT limit simplify
because
d 21 1
1m@_7’:&_:_, (44)
roey dE oy 2k 2
which should be compared to the isotropic case based on
Eq. (14):

&r) dy

i :mgo.mom. (45)

Also, in the CT limit we no longer have temporal dimers
but only spatial dimers, and we have to consider the chiral
limit:

N, = N,N,N,> —2Np,. Ny =0. (46)
We are now able to define the continuous time observables
in terms of dual variables, which are always in dimension-

less units with @ = a, and V = N,>a’. Important observ-
ables are (1) the baryon density,
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5 ;T 0logZ

_ _ (Ng)
a’ng =a
V. Oug

- 3
v.T No

=) (@)

which is given by the average winding number; (2) the
energy density,

4810gZ
vV or!

a4€—ﬂ3613n3

=C—«T(npy).  (48)

HB

where the irrelevant additive constant C = IN A can be
neglected compared to discrete time as we dropped the
prefactor yV<A in Eq. (21) which contained both the con-
tribution from static mesons and static baryons; (3) the
pressure,

atp TalogZ :a4€:

— T
av T s 3 <C K <nD3 >)

W =

(49)

which in the strong coupling limit and chiral limit is just
proportional to the energy density such that the interaction
measure € — 3p vanishes. At finite quark mass, the inter-
action measure is proportional to the chiral condensate,
which is zero here in a finite volume as (7y) « (n,,) (but
see Sec. IV); (4) the chiral susceptibility,

?log Z
o,

= a4TZ / diG,(Z.7),  (50)

0

A%y =xo =

Z

which in the chiral limit only receives contributions from
the connected part and G, (x},1,;%5,6,) =G, (X} —Xa,1, —15)
is the translation invariant monomer two-point function that
is measured during worm evolution, see Eq. (42); (5) the
entropy density,

a® [(4e
a’s =V7 <?—,u3n3>. (51)

The chiral condensate vanishes in the chiral limit in a finite
volume. This is also evident from the absence of monomers
in the dual representation. It is possible to obtain the chiral
condensate from a 1/V expansion via chiral perturbation
theory in a finite box, as explained in Sec. IV. Note that the
pressure defined in Eq. (49) is not equal to

T
a‘p' =a’ Kvlog Z (52)

because on the lattice the system is not homogeneous. The
identity p = p’ only strictly holds in the continuum.

D. Polymer formulation and Wang-Landau method

So far we have treated the mesonic and baryonic sectors
separately, and there is no need for the resummation known
as the Karsch-Miitter trick [28] for real chemical potential
as there is no sign problem in the CT limit. However, a
resummation of static mesons and baryons proves to be
advantageous in the following respects: (1) it allows us to
extend simulations to imaginary chemical potential beyond
the value of a.u, = ixT/6, where the baryon density
becomes zero (discussed in Sec. V D), and (2) we are able
to adapt the Wang-Landau method [44] for determining the
first order transition at low temperatures very accurately
and also obtain the canonical phase diagram from the
density of states at high precision, see Sec. V.

Apart from the usual (anti)baryons denoted by B, we
will discuss here two kinds of resummations of quantum
states: the superposition of baryons and antibaryons
(P-polymers), and including static mesons (Q-polymers):

C)= sz(C)
C)= ZP;(C)

190z = P+ Y s =Y a0, ()

where for a given configuration C, on each spatial site, the
baryon and polymer numbers B < P < Q are related via (in
the following V = N,%)

1B)z = [B*)z = |B7)x

P): = |B*)z + |B7)s,

b: € {0, 1},
pz = |bz| € {0, 1},
gz = px + mz € {0, 1},

Be{-V,..V},
P e{0,...V},
0e{0,...V}, (54)

with mz =1 iff the site is mesonic and static. The
corresponding single site weights are

wi(up/T) = exp< Mﬁ>,
wp(ug/T) = 2 cosh <’u]{3>,
wo(up/T) = N, + 1 + 2cosh <’%> (55)

These weights will be used for the following binomial/
trinomial distributions:
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eB”B/T(NC 4 1)Q—P

g (P )T
Dy (P-B) = ((B+P)/2> W, (ug/T)"

op 0\ (Ne +1)2Pw, (up/T)"
DHR/T(Q P) <P> Wq(ﬂB/T) ’
008 =3 (15 o)

with B+ = ££5 the number of (anti)baryon sites and Q — P
the number of static mesons. For some observables we need
higher moments of the baryon number. We then only keep
track of the histogram for O-polymers, H 8’7!”B(Q) (nor-
malized accordingly to be a probability distribution), and
get the histogram in the baryon number HeiT’”B(B) from
the above distributions:

\%4
HY) ., (P)=>_ DI (0.P)H};, (Q).
Q=P

V
B
HY.7.(B) = )_ DL (P BYHY 7, ()
’ oB Q
ZDﬂg/T HVTﬂB(Q) (57)

For large spatial volumes V, the distributions in Eq. (56)
involve large numbers. In practice we use the logarithmic
versions of both histograms and binomial/trinomial distri-
butions. The polymer resummation will turn out to be
crucial for the measurement of baryon fluctuations for the
Taylor coefficients, see Sec. VI A.

The expectation value of very high moments of baryonic
observables such as higher moments of B*, B~ or of the
baryon number B given by some function f can be
computed from the above histogram,

(f(B*.B7)) =H{ ;, (BT +B7)f(B*.B"),
(f(B)) = Hy 1,,(B)f(B), (58)

which improves drastically over the usual measurement of
higher moments. In Fig. 6 we show histograms H 37’ s for

various temperatures and pp = 0. The temperature depend-
ence gives insight into the number of static vs dynamic sites:
at high temperatures, almost all sites are static, and at low
temperatures almost all sites are dynamic; e.g., they interact
via pion exchange with adjacent sites. The critical temper-
ature is characterized by a broad distribution.

Another important application of histogram techniques is
the Wang-Landau method, which computes the density of
states g(7, B). It will allow us to obtain the canonical phase
diagram, see Sec. V. We use that the grand-canonical
partition sum is related to the canonical partition sum
via the Laplace transformation

Wy (/"B/T)Q ’

= i Zo(T . B)ebmslT. (59)

B=-V

ZGC(Tv ﬂB)

One method to determine the canonical partition sum
Zc(T,B) in the context of QCD is to obtain the Zg;c
for imaginary chemical potential and reweighting for the
resulting Fourier coefficient [45]. In the dual representa-
tion, Z-(7, B) can be determined directly by the Wang-
Landau method since it is in fact the density of states with
respect to the canonical conjugate to pp and it is approxi-
mated by ¢(7,B) up to the target precision. Then,
observables in the GC ensemble are immediately obtained:

>502c(T, B)eBs/T

O)ge = .
< >GC ZBZC(T,B)eBMB/T

(60)

The accuracy even improves when the density of states
using the polymer resummation g(7, P) is determined via
Wang-Landau, and the canonical partition sum is recovered
by the binomial transformation Eq. (56):

] —
05T, ——i
08T, i
I 1.0T,
0.03 - 12T, b
20T,
>
)
S I8
2 0.02 - B
<
[T
0.01 B
0 “i - ! L . !
0 200 400 600 800 1000

Number of polymeric sites Q

FIG. 6. The Q-polymer histograms are shown for various
temperatures, evaluated on a 103-CT volume. At low temper-
ature, almost all sites have spatial dimers attached; most con-
figurations have low polymer number. At high temperature,
almost all sites are static; most configurations have high polymer
number Q < N,3. In the vicinity of T, the distribution is broad.
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Z(T.B)=> Y <Z)g(7,1>). (61)

P=0 Bt=0
B=2BT-P

The Wang-Landau method applied to (7, P) consists of
the following steps:

(1) A CT-worm update is run [which makes g(7, P)
temperature dependent].

(2) We loop through all spatial sites X and check whether
the site is static (has no spatial dimers attached).

(2a) If so, we propose a new configuration with a uniform

probability distribution to generate one of the N, +
2 states (N.+ 1 mesonic states and one P-state)
having equal weight, possibly resulting in a change
P+ P+ AP with

|72) > |P): AP =1,
|P) > |P): AP =0,

P) > |m): AP =1,
|72) > |}y AP = 0.
(62)

(2b) If not, the configuration is unchanged and AP = 0.
(3) The new configuration is accepted with a metropolis
acceptance step:

Pace = min(1, (2 cosh(up/T))*").  (63)

(3a) If accepted, P’ =P+ AP is the new polymer
number,
(3b) If rejected, P’ = P.
(4) In any case, even if the site is nonstatic and P’ = P
[option (2b)], the histogram and density of states are
updated:

H(P') — H(P') + 1,
log(g(P')) = log(g(P')) +1log(f)  (64)

with f the modification factor.
We loop through (1)—(4) until the histogram H(P) is flat
enough:

\4

Y H(P) -H <5= [ /],

P=0

H(P)=0 (65

with A the histogram average and & defining the flatness
condition. This step, which refines g(P), is repeated until
the final precision is reached, log(f) < 10g(ffina)- Then
g(P) approximates the true density of states with that
precision. In Sec. V we will show the density of states and
the canonical phase diagram for various temperatures.
We perform simulations at a set of fixed temperatures
and weight the obtained density of states to the critical ay,.,
which is characterized by equal probability of the low and

high density phase. In practice, we determine au, at which
both peaks in the first order region have the same height
(see Fig. 20).

E. Cross-checks

To check the correctness of our CT-WA implementation,
we have made extensive cross-checks. A comparison of the
CT algorithm on volumes with an analytic result extrapo-
lated from the 2 x N, lattice for gauge group U(1) is
discussed in the Appendix B. Since there does not seem to
be a simple analytic expression for N, > 1, we are left with
comparing continuous time simulations with the extrapo-
lation of discrete time simulations. We already discussed
the suppression mechanism that led to the continuous time
results for various observables in Fig. 4. In Fig. 7 we show a
comparison of the discrete time extrapolation and the
continuous time simulations for the chiral susceptibility
as a function of the temperature, which agree within errors
for all temperatures.

Another aspect is to verify that the distribution of spatial
dimers is indeed Poissonian, due to the fact that the weight
of a configuration does not depend on the interval lengths
between subsequent spatial dimers. This is illustrated in
Fig. 8. The Poisson distribution

P(N(A7) = n) = %e'mf (66)

has been fitted to histograms from Monte Carlo via CT-
WA. The comparison with the expected values of A (with
A= % for the distribution of spatial dimers per bond and
A= % for the distribution of vertices per site, with d = 3) is
very good for small intervals Az < 1. The deviations to the
expected A for large intervals Az ~ 1 is due to the periodic
boundary conditions, where the Poisson distributions start
to overlap.

Chiral Susceptibility scaling at finite N,
30 r T T T

N=4.32 ]

r . N, > oo - ]

25 r . CT F 1 1
20f
o i
o I
& i
© L
15}
10F
of

FIG. 7. Extrapolation of the chiral susceptibility from the finite

lattices N, = 4, ..., 32 towards N, — oo and comparison with the
continuous time result, showing excellent agreement.
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FIG. 8. Distributions of the number of spatial dimers per bond

(top) and number of vertices per site (center) for various interval
lengths Az, and for various temperatures (bottom). The quantities
are Poisson distributed, with 4 fitted according to Eq. (66) to the
data, reproducing the expected value. Small deviations for
A7 <1 occur as the Poisson process is on a circle rather than
an infinite line, and due to the presence of static baryons (which
are highly suppressed at low temperatures).

IV. ZERO TEMPERATURE

A. Determination of x and pion decay constant

The first task that is also relevant to define the temper-
ature and chemical potential nonperturbatively [Eqgs. (17)
and (18)] is to determine the anisotropy correction factor «,
see Eq. (12). The procedure of anisotropy calibration is
discussed in detail for anisotropic lattices at strong coupling
in discrete time in [31,46,47]. The coefficient « is the strong
coupling analogue of the Karsch coefficients at weak
coupling that have been analyzed in [28,48] and numeri-
cally studied at a fixed physical scale in [49]. Anisotropic
lattices are also relevant when determining mesonic corre-
lators, e.g., in the FASTSUM Collaboration [50].

Our strategy to obtain x is based on the variance of
the pion current. In the chiral limit, the pion current for
discrete time

) = () () = 0155 ) (67

is a conserved current:

> () = julx =) =0,

Q

(68)

Likewise, the corresponding pion currents in the CT limit
(see Eq. (30) are

mol® 1) = (R 1) = m(E) =, (69)

mi(X,7) = ji(X,7) = e(X,7)k;(X, 7). (70)
We have dropped the baryonic contributions and the
constant, as they do not contribute at continuous time.
The conservation of the currents is now directly linked to
the meson occupation numbers:

3

m(f,n)+[2dfz(m,.(f,f)—m,.(f_

i=1

I -

1,7)) =m2(X,7,)

(71)
for all 7, > 7, and the temporal/spatial charges are
Qo = Zmo(fv 1) = My,
X
T
0= [V amEo=a,
il /0
which have the expectation values
AN
(o) = (M) ——5==0,  (My)=0. (73)

The variances are however temperature dependent. If the
spatial and temporal variances are equal,

((AQo)%) = (Mg)y=(M7) = ((AQ;)*).  (74)
that corresponds to equal physical extent in space and
time:

1 1 1
L== = (75)

N, = — = —
T ° aTr «T

This allows us to measure «: given the lattice extent N, we
scan the bare temperature 7 to determine its value 7
which corresponds to a physically isotropic lattice:

(76)

Ky, = , k= lim ky .

N,—c0
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N,=16, k=0.7970(1)

157 —

T T T
slope of <AQ?>=-2045(36)

156.5

156 |-

timelike —=—
155.5 |-

<AQM2>

spacelike —+—

155

154.5

slope of <AQ,?>=1836(37)
1 1 1

0.0788  0.079

154

1
0.078 0.0782 0.0784 0.0786
aT

FIG. 9. Anisotropy calibration in the CT limit, measured on a
lattice 163 x CT, with 7, = 0.07841(1) resulting in
k= 0.7970(1).

— 1
16k’

This calibration is shown in Fig. 9; the results for x for
various volumes are shown in Table I and its extrapolation
in Fig. 10 (left). The finite size effects are very small. Note
that in contrast to the previous study [31], there is no reason
to distinguish « for gauge groups U(3) and SU(3): the
thermodynamic extrapolation N, — oo coincides with the
zero temperature extrapolation, and since the calibration is
performed at up = 0, static baryons are virtually absent
(see also Fig. 6). This is not the case at finite £ (finite a,).
As discussed in Sec. II B, the determination of « in [31]
suffers from systematic uncertainties as the extrapolation in
£ is based on rather small £ < 8. Our final continuous time
result k = 0.797(1) is consistent with the extrapolations,
favoring ansatz 3.

In Fig. 10 (right) we show the thermodynamic extrapo-
lation of the helicity modulus, which yields the square of
the pion decay constant:

1
22 13 2 2y 2
@’Fp= lim T, T = N2 (M5)|7,»  (77)

resulting in aF, = 0.7797(1). This compares well with the
extrapolation of discrete time [31] which yields aF, =
0.78171(4), taking into account that the extrapolation of

TABLE L. The values of « and the helicity modulus for various
N, and the extrapolation to the thermodynamic limit, as shown in
Fig. 10.

% K a2

4 0.7965(1) 0.6078(1)
6 0.7970(1) 0.6079(1)
8 0.7972(1) 0.6080(1)
12 0.7969(1) 0.6077(1)
16 0.7970(1) 0.6080(1)
00 0.7971(3) 0.6080(1)

Measurement of k in CT Helicity Modulus

0.7975 ‘ ‘ ‘ 0.6081 ‘ ‘ ‘
x=0.7971(3) — a? Y=0.6080(1) —
0.6080
0.7970
v & 06079
0.7965
0.6078
0.7960 1 1 1 0.6077
o 10* 10° 102 0o 10* 10° 102
1NG? NG

FIG. 10. Left: Thermodynamic extrapolation of anisotropy
correction factor x needed to rescale the temperature and
chemical potential. The result is compared to the former result
from the extrapolation of discrete time lattices (ansatz 3). Right:
Thermodynamic extrapolation of the helicity modulus a*>Y, from
which we extract the pion decay constant at zero temperature.

a’F2 has similar uncertainties as k, which are overcome by
the continuous time simulations.

The method of anisotropy calibration has also been
extended by us to finite quark mass [43] and recently also to
finite f. These results are a clear indication that it is
possible to define the continuous time limit unambiguously
for finite m, and finite § in the strong coupling regime,
with x = x(m,, f).

B. Chiral condensate and chiral susceptibility

Despite the fact that in the chiral limit, the chiral
condensate is zero in a finite volume—in the dual repre-
sentation this is due to the absence of monomers—it is
nevertheless possible to extract the chiral condensate from
the chiral susceptibility y, (which is nonzero in a finite
volume). The corresponding chiral perturbation theory in a
finite box—the so-called e-regime—is an expansion in the
inverse volume [51], and for the O(2) model in d = 4,

1 ﬂ] a
6y ~—aSS2N 4( 1 . (78
o=@ = ( +a2F,2,N,,2+2a2F;*,N,,4) (78)
Bty ——To ahiN, (79)
o= — ,
! 2 87[2 & AM

where f; = 0.140461 and p, = —0.020305 are shape
coefficients of a finite 4-dim box. Note that the value X
that can be extracted from this equation corresponds to the
chiral condensate in the thermodynamic limit. In Fig. 11 we
show the fit according to ansatz Eq. (78) to obtain the chiral
condensate from the Monte Carlo data of the chiral
susceptibility for various volumes, all in the CT limit.
Apart from X, we also treat « as a fit parameter as we do not
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Chiral Condensate from Chiral Susceptibility

10° ‘ ‘ ‘ : ‘
(a%x)PTex3P_1 306(1)
(@%2)°7=1.305(3)
10 F
©
(DX
[
10°
102 1 1 1 1 1 1
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07
2
1N,
FIG. 11. The infinite volume chiral condensate obtained in the

chiral limit via chiral perturbation theory in a finite box,
corresponding to the e-regime. In the range 1/N,> considered
here, the fit of @3 is dominated by the leading order and next to
leading order term O((LF,)7?).

know the values of the renormalization group invariant
scales Ay and Ay, but it turns out that « is consistent with
zero. The value of aF ', determined in the previous section is
used. The thermodynamic extrapolation N, — oo coincides
with the zero temperature extrapolation as the bare temper-
ature is set to 7 = (xN,)~! to always obtain a physically
isotropic lattice. Our result from continuous time simu-
lations yields a®% = 1.305(3) and agrees well with the
extrapolation of the Monte Carlo data at discrete time as
discussed in [31].

C. Energy and baryon mass

The baryon mass mp is an important quantity to under-
stand the nature of the nuclear interaction, and its value in
lattice units amp is also a good choice to scale other
quantities to dimensionless ratios, such as T'/mg, ug/mp.
At zero temperature, where the free energy F = E—TS
coincides with the internal energy E, the static baryon mass
in the strong coupling limit is given by the probability of a
baryon to propagate in a temporal direction. This can be
immediately expressed by the probability of having a static
baryon in the ensemble:

Z
-AF/T - AF = —Tlog?B,

—= :1. AF.
Pp=¢€ mp TI_I)I(I)

(80)

The extrapolation of the static baryon mass towards
continuous time has been discussed in [31] with the result
amg = Ea,mp = 3.556(6) = kam}¥F, am¥ = 4.553(7),
which is about 20% larger than the isotropic value amp =
2.877(2). Since pp < 1, the mass is evaluated via the so-
called snake algorithm at discrete time:

Z Zy Z Z
OB N The2 22 Zo=2Z, Zy =Zg
Z ZyoZyaZy ‘
N,—2
¢ Zk+2
AF =—1Io . 81

The ratio Zg—f is the probability to extend a static baryon
segment of length k by two segments, and the sum results in
a static baryon of length N,. The method unfortunately
does not extend straightforwardly to continuous time: the
ratios k*’ cannot be measured since at the end of a static
baryon segment there is a finite probability that two spatial
dimers are attached at the same location, in contrast to other
observables discussed above (Fig. 4). However, we are able

to determine the baryon mass from the energy difference
based on Eq. (48):

aAE = aEp — aEy = N,a*(eg
= AokT ((npy)o

—€)
—(npy)p)- (82)

The energy density at zero temperature in the CT limit, if
one does not take the irrelevant constant C in Eq. (48) into
account (rendering it negative), can be measured at very
high accuracy:

4,SU(3)

aed® = —182471(2),  a*e)" = —1.82475(8),

(83)

where the value for gauge group U(3) (which does not have
baryons) coincides with the value for gauge group SU(3)
(where baryons become suppressed with decreasing tem-
perature). The fact that a*ey = — limy_q aT(np,) is finite
implies that the number of spatial dimers diverges as
« 1/T. Note that a previous determination of ¢ at discrete
time [35] includes the diverging constant: a*e;, = 0.66(2)¢.
We measured the energy density without (e¢y) and with a

Baryon Mass amg = £ amg

3.8
‘ I‘Extrapolation‘ to CT-Limit ‘
36~ b
amg for SU(3) CT ———
34 amg forU8) CT ——— |
. from AE for U(3)
32k from AE for SU(3) —e—1 |
’ from Snake Algorithm
3 - -
28 - R
26 L] R
24 R
22 . i
2 | | | | |
0 0.2 0.4 0.6 0.8 1

1€

FIG. 12. The baryon mass as obtained from the valence baryon
mass, and from the free energy in the zero temperature limit.
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TABLE 1II. The baryon mass from extrapolation or direct
measurement, as shown in Fig. 12. Note that AE has been
evaluated at various temperatures and extrapolated to zero
temperature. The result for the snake algorithm valid for
SU(3) differs slightly from the value amp = 3.556(6) given in
[31] due to the improved extrapolation used here.

Method amy "™ am§T
AE for U(3) 3.644(20) 3.640(7)
AE for SU(3) 3.649(20) 3.628(22)
AF with snake alg. 3.627(6)

static baryon (ep), both on discrete and continuous time
lattices. The discrete time measurements of aAFE are
extrapolated via a polynomial ansatz in 1/, as shown in
Fig. 12. The fit results are summarized in Table II and are
compared with the continuous time results. Indeed, we find
very good agreement of all extrapolated estimates of the
baryon mass with its continuous time result within errors. It

should be pointed out that at y = 1, where (k) =5 = 2,

~2d
the static baryon mass from AF (via the snake algorithm)
differs substantially from the baryon mass obtained from
AFE. But towards the CT limit, both definitions agree. The
extrapolation of the discrete time data (obtained from AFE or
AF) is in 1/& rather than 1/&%: it is more suitable as the
extrapolation appears to be almost linear in 1/£, but clearly
there are additional uncertainties related to the derivative
d&/dy that are bypassed by simulations directly in the
CT limit.

We distinguish between U(3) and SU(3) results for the
baryon mass: in U(3) gauge theory, there is only the valence
baryon and no up-dependence of the partition function,
whereas SU(3) gauge theory has intrinsic baryon fluctua-
tions. At zero temperature, those baryon fluctuations are
largely suppressed. Even though U(3) gauge theory has no
baryons, there is no obstacle in measuring the baryon mass
in U(3) via the response of a valence baryon to the pion
bath, resulting in less statistical noise. Our best estimate of
the baryon mass is thus the U(3) result in the CT limit, as it
does not suffer from any ambiguities due to extrapolation:

amy = 3.640(7). (84)

This baryon mass receives contributions from a pion cloud
surrounding the static pointlike baryon.

V. THE SC-LQCD PHASE DIAGRAM

A. Chiral transition

In Sec. IV B we have determined the chiral condensate in
the chiral limit at zero temperature. In principle this can be
extended to finite temperature, and the chiral transition
could be determined by the vanishing of the chiral con-
densate. It suffices in practice to determine the chiral

transition from the chiral susceptibility, which is obtained
from the worm algorithm to high precision. Also, this
method readily extends to finite density: the chiral tran-
sition can be easily obtained from finite size scaling of the
chiral susceptibility up to the chiral tricritical point
(auiC?, aT™P). The finite size scaling of the susceptibility
in the e-regime is illustrated in Fig. 13 for volumes up to
64° x CT at ug = 0. We expect critical behavior in the O(2)
universality class in three dimensions, resulting the scaling
law [52]

limy(L,T,) L7,

L—oo

y = 1.3177(5).
v = 0.67155(27). (85)

The result for the transition temperature is

T, =1.4276(2), aT.=«xT.=1.1379(4). (86)
We find that the specific heat is also sensitive to the chiral
transition: Fig. 14 shows that a weak cusp develops in the
vicinity of 7.. Although the strong coupling limit is far
away from the continuum for realistic quarks, we can
nevertheless compare dimensionless ratios 7'/mp with
continuum extrapolated ratios. With mpg ~ 938 GeV and
the pseudocritical crossover temperature 7). ~ 154 MeV
[53], we find that the ratio at strong coupling and in the
chiral limit is more than twice as large:

. T Ng0d e 16
° 06 %= 32 ]
08 08 Fm— 64 F+i ]
12 o ]
06
04
02
(s ! ! | ! !
I T T T T T
101 F a®Ng ™ .

FIG. 13. Finite size scaling for the chiral susceptibility to
determine the chiral transition temperature in the chiral limit.
Intersections signal the chiral transition temperature 7 .. Note the
chiral susceptibility is rescaled using O(2) critical exponents, and
it does not develop a peak in the chiral limit.
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Specific Heat
T

T T
Ng=04 +—— 16

[ 06 Fx+ 32
0.8 - 08 = 64 o

12 o

(aT)?(<Dg2>-<Dg>?)

FIG. 14. Specific heat, which is proportional to the suscep-
tibility of spatial dimers [see Eq. (48)]. The typical A-shape is
apparent in the transition region.

T T
—< = 0.379(1), pe
Mp|cT-sc mpg |cont.

=0.164(9). (87)

The comparison improves when a finite quark mass is
considered at strong coupling, as the pseudocritical tran-
sition temperature drops rapidly with the mass while the
baryon mass is quite insensitive [54]. We note that the
continuous time transition temperature for the U(3) gauge
group and its comparison with the N, — oo extrapolation
have been discussed in [39], with 70®) = 1.8843(1).
The determination of aT . at finite chemical potential is
straightforward up to the tricritical point. Figure 15 illus-
trates the chiral susceptibility y, in the full uz-T plane. The
second order chiral phase transition turns into a first order

Chiral Susceptibility

0.35 100
0.3 80
0.25
60
T/mg 02
40
0.15
20
0.1
0

0 01 02 03 04 05 06
/Mg

FIG. 15. The chiral susceptibility in the full y3-T plane on an
83 x CT lattice, also indicating the first order (solid) and second
order (dashed) lines and the location of the tricritical point,
obtained from finite size scaling according to Eq. (85). The chiral
susceptibility diverges in the chirally broken phase but is much
smaller in the chirally restored phase. Along the first order
transition which is strong already for a7 < 0.7 and hinders
reliable results below 7 < 0.3, artificial wiggles appear due to
hysteresis of the overlapping low and high density branches.

Energy Density

0.35 2
0.3
15
0.25
T/mg 0.2 1
0.15
0.5
0.1
0
0 0.1 0.2 0.3 0.4 0.5 0.6
Hg/Mg

FIG. 16. The energy density in the full pg-T plane on an
83 x CT lattice. It is sensitive to the chiral transition. It also shows
a strong first order behavior and at low temperatures becomes
insensitive to the chemical potential below k.

one for pz > %€, and the chiral susceptibility—which is
o ((yy)?) in the chiral limit—behaves as an order param-
eter and develops a gap. There is no backbending of the
first order transition, in contrast to discrete time (due
to saturation of spatial dimers, Np, < N.Q/2), which
has been discussed in [31]. Similarly, the energy density
¢(T) — €y can be measured in the full uz-T plane, as shown
in Fig. 16. For small chemical potential and for temper-
atures below T, it behaves according to the Stefan-
Boltzmann law [55]:

2

o=, (88)

T)—¢y = oT*
e(T) — ey = oT?, 30

which corresponds to an ideal pion gas and has already
been discussed at zero chemical potential for discrete time
[35]. At zero temperature, the energy density jumps at the
first order transition to the finite value —¢, given in
Eq. (83), which is the maximal value corresponding to
the absence of spatial dimers.

B. Nuclear transition

Strong coupling lattice QCD exhibits not only sponta-
neous chiral symmetry breaking and its restoration along a
second and first order boundary, but also a nuclear liquid
gas transition signaled by the baryon density. In order to
determine the first order transition line in the phase
diagram, we measure the baryon density and its suscep-
tibility, both by direct simulations at finite chemical
potential and by the Wang-Landau method explained in
Sec. [II D. The baryon density in the ug-T plane is shown in
Fig. 17. The volumes considered are 4°> x CT, 63 x CT and
83 x CT at low temperatures and additionally 12° x CT,
16° x CT in the vicinity of the chiral tricritical point.
Simulations at low temperatures across the first order

transition are challenging: for pp < ui', the phase is
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Baryon Density
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01 02 03 04 05 06
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FIG. 17. The baryon density in the full #-T plane on a 8 x CT

lattice. It also shows a strong first order behavior and at low
temperatures becomes insensitive to the chemical potential below
i, which is known as the Silver Blaze property. The first order
line terminates in a critical end point which coincides with the
chiral tricritical point. The baryon density is not sensitive to the

second order chiral transition.

described as an ideal pion gas; for pz > b, the phase is

that of a baryon crystal (liquid), resulting in a large latent
heat. In a Monte Carlo simulation, tunneling between the
phases is exponentially suppressed by the volume, and
hysteresis between the low and high density phases shows
up. This difficulty is overcome by the Wang-Landau
method: in Fig. 18 we show the logarithmic density of
states for P-polymer and baryon number, and in Fig. 19 the
density of states is applied to recover the baryon density via
Eq. (58). We find that the full first order nuclear transition
coincides with the chiral first order transition. The deter-
mination of x5* and the boundaries of the mixed phase is
illustrated in Fig. 20 for various volumes. The result of the
thermodynamic extrapolation according to

Polymer Histogram
T T

Baryon Number Histogram
T T T T T T T

900

a

700

600 -

0000t
DN ;
OoOoO000Oo_

500

0 I I I
0 50 100 150

200-200-150-100 -50 0 50 100 150 200

FIG. 18. The logarithmic density of states for 7P-polymers
Ing(P) (left) and baryon number In g(B) (right) on a 6* x CT
lattice, obtained via the Wang-Landau method for various
temperatures 7. For all temperatures, the accuracy was set to
frina = 1078 and the flatness condition is § = 0.1, see Eq. (65).

Baryon Density

12 Baryon Susceptibility
Wang Lf‘a\ndau‘ M&nie Cér|0 ' ' ' ' '
aT=1.20
aT=1.00
a;:O.QO 7
aT=085 ——
0.8[ 4T=0.80
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i;

it
L
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apg aup
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FIG. 19. Comparison of the Wang-Landau method with
Monte Carlo data from CT-WA for baryonic observables. Left:
The baryon density a®(ng). Right: The baryon susceptibility
a®A,((n3) — (ng)?). All data are shown as a function of ug
for various temperatures 7 and on a 6° x CT lattice. The
Monte Carlo data are in perfect agreement with the more precise
data from the density of states. The error bands are obtained by 10
independent Wang-Landau simulations and are too small to be
visible.

/"BlSt(NU) - ﬂBlSt + CN0'_37
B (N,) = a®nf) + &N, (i=1,2),  (89)

based on the volumina with N, =4, 6, 8 (which
is sufficient due to the strong first order behavior) is
given in Table III. Even though we cannot get lower than

Probability Density at auBm foraT=0.5
T T

1e+00

1e-05
1e-10 ¢
1e-15
1e-20 F
1e-25
1e-30
. 1st
i
1e-40 5 B

-0.2 0 0.2 0.4 0.6 0.8 1

a’ng

1e-35 |

FIG.20. The probability density, obtained from reweighting the
density of states to au’s'(N,) such that the two maxima are of the

same height, for various volumes and at a fixed temperature
7T = 0.5. The first maximum denotes the baryon density a3ng)
where the mixed phase in the canonical phase diagram begins.
The second maximum denotes the baryon density a3n§32) where
the mixed phase ends. These peak densities are indicated as
vertical lines. They have been extrapolated to the thermodynamic

limit and the results are given in Table III.
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TABLEIII.  Result of the thermodynamic extrapolation of z5 ',

a3ng) and a3n§32> according to Eq. (89) for various bare temper-

atures 7.

T ﬂBlst 03”1(91) a3ng)
0.4 2.301(7) 0.0037(9) 0.967(2)
0.5 2.2784(4) 0.0275(3) 0.931(1)
0.6 2.2538(1) 0.0059(1) 0.8632(6)
0.7 2.2102(1) 0.0979(1) 0.741(3)
0.75 2.1800(3) 0.149(1) 0.675(1)
0.8 2.1444(2) 0.192(1) 0.6062(7)
0.85 2.1037(4) 0.2685(9) 0.535(1)
0.9 2.0587(3) 0.3535(1) 0.4796(3)
0.92 2.0395(2) 0.399(1) 0.455(1)
0.95 2.009(2) 0.415(1) 0.454(4)

T =0.3 (T/mg = 0.066), we can attempt a zero temper-
ature extrapolation which yields

aplst = k'™t = 1.86(2), " =1234(3),  (90)

which is not very different from the discrete time deter-
mination au ' = 1.78(1) valid for isotropic lattices, y = 1
[29]. Nuclear matter at strong coupling is in fact a quark
saturated phase: the baryon density at zero temperature
jumps from (ng) =0 to the maximal value (ng) =1,
where every lattice site is occupied by a static baryon. It
is no coincidence that chiral symmetry is restored in the
nuclear phase: mesons cannot occupy baryonic sites,
leaving no room for spontaneous chiral symmetry breaking.
Away from the strong coupling limit, where baryons are no
longer pointlike and become spread over several lattice
spacings, the nuclear phase may have a nonvanishing chiral
condensate.

We want to conclude this section by quantifying the
interaction strength between baryons. In the CT limit we
find

mp — ﬂ}ft

02 0.489(6). (91)

which should be compared to the discrete time (y = 1)
ratio [29]

_ g lst
M8~ HE ~0381(3). (92)
mpg
Hence, the nuclear interactions are enhanced in the
CT limit.

C. SC-LQCD phase diagram

We now want to summarize the previous results on the
chiral and nuclear transitions and establish the phase
boundaries of both the grand-canonical and canonical
phase diagrams, shown in Fig. 21. In the grand-canonical
phase diagram, one can clearly see that the chiral first
order phase boundary and the nuclear transition (obtained

12 T T T T T
[ - (y)=0
+
1k T 8
0.8 |- )0 y
aT 0.6 |- |
04 - 8
Chiral Transition (?"(Q e
02 | Chiral TCP —#— |
: Chiral Transition (1) +—*—
Nuclear CEP +—&—
0 ‘ ‘Nuclea}r Traqsition A ‘ ‘ ‘

0 02 04 06 08 1 12 14 16 18 2
aug

T
Chiral Transition (2'%) + =
- Nuclear Transition ——+—
1k Nuclear CEP +——=— |

0.8 |- gas phase Ol R
()20 A nuclear phase
(yy)=0

aT 0.6 | i
mixed phase
04 |- g
\
02 | \*
\
0 | | | |
0 0.2 0.4 0.6 0.8 1
a’ng

FIG. 21. The SC-QCD phase diagrams in the continuous time

and the chiral limit. Results on the chiral transition are obtained
via the worm algorithm CT-WA, and the first order nuclear
transition is obtained via the Wang-Landau method. Top: The
grand-canonical phase diagram in the aug-aT plane. The chiral
and nuclear first order transitions are on top within errors.
Bottom: The grand-canonical phase diagram in the a®ng-aT
plane. Note that at zero temperature the mixed phase extends to
the maximal value a*ny = 1 where Pauli saturation takes place.

from the Wang-Landau method, see Table III) are on top. In
the canonical phase diagram, a mixed phase of both nuclear
gas and liquid gas persists. The low density boundary

a3ng) tends to zero, whereas the high density boundary

a3n§g2> tends to 1. A meaningful density of nuclear matter

cannot be assigned at strong coupling.

There are various strategies to locate the chiral tricritical
point, which is characterized as the end point of a triple first
order line where the three phases cease to coexist (the
nuclear phase and two chirally broken phases for positive
and negative quark mass). According to the Gibbs’ phase
rule, the upper critical dimension is 3, such that the
tricritical exponents are analytic:

v=-—. (93)
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To distinguish tricritical second order behavior from O(2)
critical behavior, Eq. (85), large volumes are required.
There is a better strategy, based on the fact that the tricritical
point coincides with the nuclear critical end point (which
can be made plausible via a percolation analysis, see
Sec. IXC). This is clearly only expected in the strong
coupling limit, but it also holds for small values of f at
finite N, [56]. The nuclear end point is characterized by the
vanishing of the mixed phase, resulting in ng) = ng). The
corresponding density of states becomes flat as the double
peak structure vanishes. Our best estimate for the tricritial
point in the CT limit is

aT™ = 0.78(2), aut? = 1.53(5),
a*nkP = 0.43(2). (94)

If one does not take into account the rescaling with «, then
TTCP = 0.98(3) and p™P = 1.92(6) compare quite well
with their determination on a disrete lattice: 7y _
4TP = 0.94(7), ppyty =1.92(9) [37], indicating that
the N, corrections are small up to the critical point and
only become large at lower temperatures [31]. We also note
that the mean field tricritial point deviates substantially:
TIEF = 0.866, ppiy = 1.731 [57]. As soon as a small
finite mass is introduced, the chiral tricritical point turns
into a chiral critical end point of a Z(2) universality class.
Close to the chiral limit, we estimate

USEP JTCEP ~ |/ TCP /TCP | 96/(7), (95)

which may in principle be within reach with conventional
hybrid Monte Carlo, based on a fermion determinant such
as Taylor expansion [58]. But with increasing quark mass
the ratio u$§EP /TCEP also increases rapidly (au$EP increases
whereas aTFP decreases), as has been studied for discrete
time in [54]. The critical end point is quickly out of reach
for methods of circumventing the sign problem via HMC
methods. In the Appendix E we elaborate further on the
prospects of finite quark masses in the continuous time
limit.

Our new results eliminate systematic uncertainties in
previous findings in Monte Carlo for fixed N, [29].

D. Extension to imaginary chemical potential

Lattice QCD at imaginary chemical potential is usually
considered because in contrast to nonzero real chemical
potential, the fermion determinant is sign-problem free and
it allows us to analytically continue to real chemical
potential [2]. It is also interesting in its own right due to
the Roberge-Weiss periodicity [59] and the Roberge-Weiss
transition [60].

In the dual representation of SC-LQCD at discrete time,
it is not straightforward to simulate at imaginary chemical
potential. However, at continuous time where baryons are

4 T T T T T T T
. [ RW MF scaling :--*---
35 | : TOP s
s
3, Py -
i .
25 | ; 4
'_(.) ;
s 21 f _
15 ; -
1F * y
. R
. T —
0.5 | X [
0 : 1 1 1 1 1 1 1

-1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3
(Buy/ 7T

FIG. 22. Extension of the phase diagram to imaginary chemical
potential. The chiral transition has the Roberge-Weiss periodicity.
The transition at the Roberge-Weiss point (up/(7zT)) = —1 has a
mean-field scaling behavior at strong coupling, but no signature
of a first order transition. The second vertical line at (ug/(zT)) =
—1/4 is characterized by the absence of a baryon, resulting in a
U(3) gauge theory.

static, we can use cosh(iui"/T) = cos(ui"/T), and with
the P- and Q-polymer resummation (see Sec. Il D):

P

2
N.+1+2cos(ui/T) >0 forall ui/T. (96)

cos(uih/T) >0 for ur/T <

The second equation enables us to measure the chiral
transition for arbitrary imaginary chemical potential. Our
result is shown in Fig. 22. At the Roberge-Weiss point
/T = = we do not find a cusp, in contrast with what
would be expected at weak coupling. We also cannot
observe a first order transition in the chiral observables,
which is expected as the partition function becomes
analytic in the high temperature limit. By integrating out
the gauge links, the center sectors are no longer distinct.
Gauge observables such as the Polyakov loop should be
able to signal a first order transition between the center
sectors at high temperatures, which requires that one
includes a gauge correction. We also want to note that
the point at 4" /T = 7/2 is special as it corresponds to the
U(3) transition temperature 7 = 1.8843(1) (as discussed in
[39]) as P-polymers have weight w, =0 according
to Eq. (53).

VI. TAYLOR EXPANSION AND RADIUS
OF CONVERGENCE

A. Taylor expansion

The dual representation of SC-LQCD is a great labo-
ratory to benchmark other methods to circumvent the sign
problem. One of the prominent methods in the context of
lattice QCD is the Taylor expansion [3], which might allow
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us to estimate the location of a possible chiral critical end
point based on estimates for the radius of convergence of
the Taylor series. The standard thermodynamic observable
that is Taylor expanded for that purpose is the pressure.
This requires high orders of the Taylor series to be included
in the expansion, but the current state of the art is limited to
6th order (improved action) [58] and 8th order (unimproved
action) [61]. It turns out that due to the continuous time
limit and by taking into account both the polymer resum-
mations and histogram method presented in Sec. III D, we
are able to determine higher orders of Taylor coefficients,
both for the pressure and the baryon susceptibility. The
Taylor expansion of the pressure Eq. (52) at fixed temper-
ature and about uz = 0, where only even orders contribute,
is given by

T © u 2n
p:VMgz:prB=m+;;%($>
T 1 0logZ T 1

N = G~ V@A O7)

where the cumulants x,, are defined in terms of the moments
of the winding number @ via a cumulant-generating
function K(¢):

M=/ T) = () =D,
r=0 :
o = G| = o).
K(t) = log(M(1)) = Zx,i—:. (98)
r=0 :

We can measure all Taylor coefficients from the baryon
density fluctuations, as a’ng = (w) according to Eq. (47).
We also obtain immediately from the Taylor coefficients of
the pressure c,, those of the baryon susceptibility:

- 82 © u 2n—-2
X = Wp > - <?B) . (99

A comparison of discrete and continuous time evaluations
of the first cumulants as shown in Fig. 23 demonstrates the
cumulants are less noisy in the CT limit. But it further
requires the polymer resummations and histogram method
to determine the higher order cumulants up to k;,, shown in
Fig. 24. From a thermodynamic extrapolation of the
inflection points, we obtain an estimate for 7. consistent
with its determination in Sec. VA.

A comment on the definition of the pressure used in this
section is in order: we have previously discussed that
Eq. (52) is only valid in homogeneous systems, as is
expected for the continuum limit of lattice QCD. In the
strong coupling limit this is not the case. We can however
only measure the pressure defined by a volume derivative

|
ing
=
—~
S
—
~—
)
iS4

Cumulants measured by DT vs. CT algorithm
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FIG. 23. Measurement of the cumulants «, (top), x, (center)

and k¢ (bottom) as a function of the temperature, comparing DT
and CT results. Clearly, the continuous time cumulants are less
noisy. Also indicated is the analytic value in the high temperature
limit.

according to Eq. (49) in terms of dual variables, and it is of
course possible to Taylor expand the spatial dimer density
(nps) as well. But this definition is proportional to the
energy density and shows a gap along the first order

T T T
— Kg=209 | [ Kg(Qp)/Vs — Kg=1.111 |

T
[ %6(Qe)Vo
—— 10%

4000

e 163

i 323 2000 | p

-2000 T

-4000 | ]

‘ ‘
Frro(@Qa)Vg — %12.=3333 ]

095 1.00 1.05 0.95 1.00 1.05
T, T,

FIG. 24. Measurement of the cumulants x4 (top left), kg (top
right), k1o (bottom left) and x;, (bottom right) as a function of the
temperature in the vicinity of 7. for volume 10° or greater. Due to
resummations and histogram methods explained in Sec. Il D, we
are able to get the corresponding Taylor coefficients c,, com-
pletely under control. The number of extrema and inflection
points increases with the order. Also indicated is the high
temperature limit.
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Radius of Convergence from Pressure
0-357“““““"\‘“‘\““\““\““\““

FIG. 25. Radius of convergence, estimated from the pressure,
Eq. (100). The data in gray above T, correspond to imaginary
chemical potential ipp.

transition. In contrast, Eq. (97) is well behaved as it is
proportional to the thermodynamic potential F' = —T log Z,
which is continuous along any transition.

B. Estimates for the radius of convergence
We are now in a position to estimate the radius of
convergence [62] from these Taylor coefficients:

p = limr] = limr4?

n—>oo n—oo

r,f;:\/|(n+z)(n+1)) K |
Kn+2
7= |n(n—1) 22| (100)
Kn+2

The corresponding results for the various n are given in
Figs. 25 and 26, where the radii are plotted within the phase
diagram. Above aT, the radius becomes imaginary (indi-
cated in gray). Note that we are still in the chiral limit where
the whole phase boundary is either second or first order.

Radius of Convergence from Baryon Susceptibility

0.35 T T
03| ]
e
0.25 n=2 == ]
Timg 4 —8—
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0.15 ]

i | |
0 0.1 02 03 04 05 06 07 08 09
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FIG. 26. Radius of convergence, estimated from the baryon
susceptibility, Eq. (100). It converges faster to the first order
phase boundary compared to that of the pressure.

Hence, we expect that the radius of convergence drops to
zero at aT .. Below aT ., the first singularity is given by the
phase boundary, and we indeed find that the higher orders
converge to the phase boundary. This is in particular
observed for %*, where the first order line is well approxi-
mated for n = 10.

VII. TEMPORAL CORRELATORS
AND MESON POLE MASSES

A. Staggered Euclidean time correlators

We have explained in Sec. III that the monomer two-point
correlation function is sampled during worm evolution. We
are mainly interested in temporal correlation functions, from
which we can extract the ground state energy corresponding
to the meson pole mass. In this section we will explain how
to extract them and discuss their dependence on temperature
and baryon chemical potential.

The basic definition of the temporal correlators at zero
momentum p = 0 for staggered fermions ¥, y, based on the
local single-time-slice operators [63], is

Cs(z) = ch(fﬁ)a

Cs(3.7) = WaotsoZeatsd sl (10)
where the spin § of the meson is given by the kernel
operators I' in terms of phase factors g3 . € {+1}. We will
only consider operators that are diagonal in spin-taste
space: IS @ I'" with TT =T*. We will not consider
any flavor structure as Ny =1 (but see Appendix D for
N = 2). In every mesonic correlator specified by 5, there
is a nonoscillating part and an oscillating part with addi-
tional phase factor (—1)7, which is due to the even-odd
decomposition for staggered fermions. This parity partner
has opposite spin, parity and taste content. Thus the
nonoscillating and oscillating parts correspond to different
physical states; see Table IV. Of particular interest is the
pion zpg which is the Goldstone boson for the residual
chiral symmetry, Eq. (8). Throughout the worm evolution,
monomer two-point correlation functions are accumulated
whenever the head and tail are at opposite parities:

TABLE IV. Table of mesonic operators for staggered fermions
that are diagonal in the spin-taste basis I ® I'7 and the
corresponding physical states. The oscillating and nonoscillating
states within the same ¢3 are distinguished.

s err JPC  Physical states
. NO:1*  O:(<1) NO O NO O

1 1®1  yors®(rors)* 077 07 o5 my
(=1)% rirs®Wrirs)” vivo®(rive)” 177 177 ay or
(=) e ®(rre)* 7i®v; 1™ 1= by Y
(=1)ritots Yo®75 Ys®(ys)* 0~ 07t —y 7Tps
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0(Cs(¥, 7))
S
(102)

Cs(Xy — Xp.ty —77) = C5(X,7) = N,

with Z the number of worm updates. Such worm estimators
are incremented as
1)

X1 XHX2?

O(Cs(X.7)) = O(Cs(%.7)) + fg2 6.

f=r).
f=(T).
with f(y) given in Eq. (41) and f(T) given in Eq. (42).

Summing over the correlators immediately yields the
corresponding discrete or continuous time susceptibilities:

z€(0,1,...N,]
r€[0,77]

(discrete time),

(continuous time),  (103)

1 N
aSyPT = TR E Cy(X,7), (104)
T 1/T N
aSyST = FZA diCs(X, 7). (105)

o X

The nonoscillating and oscillating parts of the correlators
for discrete time,

C(r) = Cro(7) + (=1)"Co(2),

Cno(7) = Ano cosh(a, Mo (7 — N, /2)),

Co(T) :AO COSh(ClTMo(T—NT/Z), (106)

are shown in Fig. 27. It is advantageous to consider the
linear combinations

Tipg/Gg, 04°x32, T/T,=0.7

3795 T T T T T
Ct)y —
3790 Ceven() ———
3785 Coqd(®) 7
3780 | Cno(D) ——
DT data

3775

C(7)

3770 ¢
3765
3760
3755 |
3750 |

3745 : y .

FIG. 27. Discrete time pion correlator for N, =32 at
T/T. = 0.7, showing the oscillating behavior, and the decom-
position into even and odd contributions, according to Eq. (107).
The fit C(z) is reconstructed from the fits Cgye,(7) and Cogq(7).

DT correlators, mpg/cg channel
9100

9000 %9

8900
e
o T/T,=0.35
8800 - NT=16 —e—i |
20 ]
24 ]
32 —o—
8700 18 1
64 —o—i |
RS S S SSS S SN SN SN ST SN SN ST SRS ST SR SR S NS ST S S U
0 5 10 15 20 25 30
T
FIG. 28. Discrete time pion correlators for various N, showing

that the oscillatory behavior persists for larger N, with a well-
behaved continuous time limit.

Coaa(7) = Cno + Co.

Ckven (T) = Cno — Co (107)
and fit the even or odd correlators instead: (1) the fit is more
stable, and (2) it generalizes to the continuous time limit,
where we can distinguish even and odd 7 via emission and
absorption events; see Sec. Il C. We can reconstruct the
physical states by inverting Eq. (107). The discrete time
correlators for the pion are shown in Fig. 28. We observe that
the correlators for increasing N, become more continuous,
and their range extends to N,/2. In Fig. 29, the continuous
time correlators for the pion zpg are reconstructed from

C.l®) = 3 (Coul®) ~ Crun(s))

=A,cosh(M,/T(z—-1/2)) (108)

Correlators on a 043xCT lattice
0.25 T T T

Tpg/Og
T/T=0.70 +—— ]

0.84 —=—

0.20 f

0.98 —e—1

015 ¢ 1.12

c)

0.10 |

0.05

0.00

0.00 0.10 0.40 0.50

FIG. 29. Continuous time pion correlator fitted according to
Eq. (108), for various temperatures, on the full range in Euclidean
time 7z, for N = 100 bins. This is sufficient to extract the pole
masses M, (7) to high precision.
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with 7 € [0,1/2] and spatial kernel g% = (—1)*"*%, and
likewise for other mesons. This requires bookkeeping of
which events contribute to Cgq Or Cgyen, Which depends on
whether the worm head is located at an absorption event
xy € A or an emission event xy € £.

Even in the CT limit, it is necessary to discretize the
temporal correlators, due to memory limitations and finite
statistics. The histograms will depend on the bin size

Ar = (109)

TN’
with N the number of bins. The finer Az, the less events are
placed in each bin, which makes the determination of the
correlator more difficult. On the other hand, the coarser Az,
the less data are available to reconstruct the correlator. In
principle, one could measure the continuous time correla-
tors without introducing a binning [64], but in practice, this
seems unnecessary as our measurements for N = 100, 200,
400 lead to almost identical results.

B. Temperature and density dependence
of meson pole masses

Since temporal correlators are measured at zero spatial
momentum, the extracted meson masses are pole masses:
Ey(p = 0) = M. We extract the ground state mass M as the
dimensionless quantity M/T by multistate fits (including
excited states) and by varying the fit range [r/7,
1/(27)]. To obtain good balance between the required
number of states and the error estimation, we apply the
Aikaike information criterion [65]. We adjust 7,,;, to be
most sensitive to the mass plateau. To compare discrete
time (where we extract a,M) to continuous time, we
convert via

M/T = N.,a .M, aM = kTM/T, (110)
as shown in Fig. 30. Making use of the same fitting scheme,
the error bars for the extracted pole masses from CT
correlators are much smaller than the corresponding DT
correlators. Moreover, the uncertainties when extrapolating
DT correlators of about 3% are circumvented.

We have measured the temperature dependence of the
pole masses and found that, in particular, the pion becomes
heavy at the chiral transition; see Fig. 32. For N, =1 we
find a mass degeneracy for the pairs of states:

Og <> TTpg, gy <> —y,

br < pr, ay <> Py, (111)
which corresponds to a multiplication by the parity e(x),
compare Table IV. This is due to the strong coupling and
the chiral limit (i.e., we are in the e-regime): e.g., the pion
7mps 1s mass degenerated with the sigma meson og. This
degeneracy is lifted as soon as am, > 0; see Appendix E.

0.21 T
Tpg/Og

cT
DT +—%—i
0.205 %

02 B

0.015
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LVEN
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0.03 - 3
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FIG. 30. Pole masses for 7 = 1.8. Left: Extrapolation of the
pion pole masses extracted from discrete time correlators to the
continuous time limit. Right: Comparison of the discrete time
pole masses to the continuous time pole mass (green band) in
units M /T, rescaled via Eq. (110). The discrepancy for the pion
mass (top) of about 3% may stem from uncertainties of
distinguishing the ground states from the excited states at rather
small N,. The continuous time pole masses have much smaller
statistical errors compared to discrete time.

The pion indeed becomes massless below 7. in the
thermodynamic limit, as seen in Fig. 31. But the pion
and all other mesons do not acquire a thermal mass, as
shown in Fig. 32. Rather, they all tend to the same high
temperature value aM = 0.527(2). We suspect that this is
an artifact of the strong coupling limit: even at high
temperatures, in the chirally restored phase, the quarks
are still confined to mesons. Hence, they do not experience
the antiperiodic boundary conditions [66] and will not
receive contributions from the lowest Matsubara frequen-
cies T above T,.

Volume dependence of npg/cg pole mass
0.22 T T

02 F
0.18
0.16 |
0.14 |
012 F

0.1F
0.08 |
0.06 |
0.04 |
0.02 k-

M/T

FIG. 31. Pole masses M/T as a function of temperature, for
different volumes but the same channel zpg/cg, measured in
continuous time. Due to finite volume effects, the pion mass is not
strictly zero in the chiral limit (e-regime).

034505-26



STRONG COUPLING LATTICE QCD IN THE CONTINUOUS ...

PHYS. REV. D 102, 034505 (2020)

CT meson pole masses

\

0.1}

0.01

FIG. 32. Pole masses aM for various quantum numbers J7C as
a function of the temperature, measured in the CT limit. The mass
degeneracies are given in (111). We observe an imprint of the
chiral transition on the pole masses (based on N, = 16), and the
convergence to the same value aM = 0.411(1) in the large
temperature limit (based on N, = 8).

FIG. 33.
a function of the temperature. The vertical dashed lines indicate
the transition temperatures for the chemical potentials considered.
At high temperatures, the dependence on the chemical potential
becomes weaker.

Pole masses aM for various chemical potentials yp, as

The extension to finite chemical potential yp is straight-
forward; the results on the temperature dependence of the
pole masses for various chemical potentials below TP
are shown in Fig. 33. The pole masses change most at the
transition temperature for the respective chemical potential.
Their high temperature limits become independent of the
chemical potential.

VIII. CONCLUSION

We have demonstrated the power of continuous time
simulations of lattice QCD in the strong coupling limit,
which makes extrapolations for N, — oo obsolete. All
ambiguities arising from such an extrapolation are removed.

The Hamiltonian formulation gives further insight into the
world-line formulation of strong coupling lattice QCD. We
discussed in detail the continuous time worm algorithm in
terms of a Poisson process, the dual observables, and
resummation and histogram techniques to determine the
phase diagram both in the yz-T plane and ng-T plane via the
Wang-Landau method. The phase boundary can be com-
pared with estimates from the radius of convergence from
Taylor coefficients which we can determine via baryon
fluctuations at zero density up to c;,. We have also
investigated temporal correlation functions, which we can
measure with high resolution and higher statistics compared
to discrete time, and from which we could determine the
temperature dependence of the meson pole masses, both at
zero and nonzero density. Whether the continuous time
correlation functions can also be extended on the
Schwinger-Keldysh contour to extract transport coefficients
is under investigation. Real time simulations in the dual
formulation of SC-LQCD are not completely sign-problem
free, but they are much less severe compared to the standard
formulation based on the fermion determinant.

Some first steps to extend our Hamiltonian formulation
to more flavors and finite quark mass are presented in the
Appendix E. We plan to include the gauge corrections from
the Wilson gauge action in continuous time in a similar way
as we have already successfully implemented in discrete
time [15,17,67]. As the continuous time limit is well
defined also at finite lattice gauge coupling S, we may
improve on the phase diagram by reducing the spatial
lattice spacing directly in the continuous time limit via
quantum Monte Carlo simulations.
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APPENDIX A: DERIVATION OF THE
CONTINUOUS EUCLIDEAN TIME LIMIT

In this section we explain how to derive Eq. (29) from
Eq. (27). We start from the discrete partition function for
gauge group U(N,), neglecting the baryonic part for a
moment. We have to investigate what sequence of vertices
is admissible on each site and at the same time conserves
the pion current.

We will use the vertices in the meson occupation
numbers and introduce the shorthand notation

b(k|lm) = v(k|)D(I|m). (A1)
We classify admissible sequences via the length of the
interval: whether it is even or odd. This is determined by
the sequence of emission sites £ or absorption sites .4. The
discussion applies to N, = 3 but generalizes straightfor-
wardly to odd N,. For even N, the meson state 77z = N_./2
needs a special treatment, which will not be address here.
We distinguish via even-odd parity:

(1) Odd intervals are those where an A site is followed

by an £ site, or an £ site is followed by an A site:

0(0[1]0),
o(1jofn),

B(1[2]1),
9(2|1]2),

0(21312),

9(32]3), (A2)

which is exactly the case when we have two
subsequent L.-vertices or two subsequent T-vertices.
(2) Even intervals are those where an A site is followed
by an A site, or an £ site is followed by an & site:

o(0]112),
o(312|1),

(11213),

9(2]1]0), (A3)
which is exactly the case when a L-vertex is
followed by a T-vertex or vice versa.

Since N, is even, the number of odd intervals must be an
even number. Also, on each site, the number of & sites
equals the number of A sites. Any CT configuration G with
N, odd is completely determined by specifying the location
and kind of vertices and whether an interval is even or odd:
an interval between two vertices of the same type is always
of odd length; between two different vertices it is of even
length.

If we now consider a spatial bond given by the nearest-
neighbor pair b = (X,y) such that there is at least one
spatial dimer on b, then the sequence of £ sites and A sites
is exactly opposite if we ignore vertices which do not
belong to dimers on b (see Fig. 2). This implies that it is
completely determined by the type of vertex whether we
have an even or odd interval. The first dimer on b can be put
on any of the N, temporal locations, but the second dimer
can only be put on N,/2 locations, and all subsequent
spatial dimers (N, — k)/2 on temporal locations. Given that

the maximal number of spatial dimers is given by the order
in O(y™™), in the limit N, — oo the probability of two
spatial dimers on b to be at the same location (effectively
forming a double dimer) is zero, and we can disregard the
finite N, corrections N, —k. In this limit, we have
N.(N./2)* possible temporal locations. However, we have
not yet considered symmetry factors, as in the above
argument, the spatial dimers added to the bond are not
time ordered. Time ordering is however a global aspect that
cannot be considered in isolation of a single bond. If we
force the whole set of spatial dimers with n = Y, n, to be
time ordered, we have to divide by n! as only one of the
permutations is a time-ordered sequence. Another way to
see how the symmetry factor arises from time ordering for
N, - o with t — 7/N,, 7 € [0, 1] is to replace the sums
by integrals:

1 1 1
/ drl/ drz.../ dryw(ty, 12, ... Ty)
0 7y Tho1

1 /1 1 1
= —/ dT] / de... / diW(T] , T, -"Tk> (A4)
n! Jo 0 0

where ¢; is the temporal location of the ith spatial bond.
This holds because the weight w(t,1,,...t;) does not
depend on the locations but just on the number of vertices
that appear. We conclude that the total weight of a U(3)
configuration is

1 (N/2\' N(©), N+(9
S () St

ne2N """ 4 ger,

(AS)

where I',, is the set of topologically inequivalent configu-
rations (which differ in the distribution of L.- and T-vertices
over sites). In summary, a CT-configuration G is completely
determined by specifying whether the intervals between
vertices are even or odd, up to translation by a, which
corresponds to time reversal,

T:mw— N, —m, Gel,—~Grerl, (A6)

with equal weight: w(G) = w(G7). With N, /y*> = 1/T we
arrive at the mesonic part of the continuous time partition
function Eq. (29).

It remains to discuss the baryonic part of the partition
function. Since baryons form self-avoiding loops, it suffi-
ces to note that spatial baryon hoppings are suppressed by
y~Ne. Hence, for N. > 3 spatial hoppings are essentially
absent as y — oo and baryons become static. This does not
happen for N. =1 (electrons) and N, = 2 (diquarks). In
physical terms, only for N, > 3 is the baryon heavy and
nonrelativistic. Hence, a baryon-antibaryon pair cannot be
created from the vacuum.
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APPENDIX B: ANALYTIC RESULT FOR U(1)

We have derived an analytic expression for strong
coupling U(1) on 2 x N, lattices for arbitrary values of
N, and y?, enabling us to obtain the continuous time result. A
generalization to SU(N,.) is not straightforward. The con-
tinuous time assumption that spatial dimers with spatial
multiplicity k; > 1 are suppressed is (trivially) exactin U(1).

The partition function in the chiral limit for U(1) can be
derived from considering all spatial dimers, making use of
the fact that the interval length in units of a, between
subsequent spatial dimers must be odd:

N,
ZO(% N,) = 72N1 (4 + Z 2"0511(1\77)7/—211)’

ne2N*

-2 ()9

:%<(N,J;n_)/12—1)

Note that n always has to be even as spatial hoppings have
to come in pairs to be consistent with the boundary
conditions in time. The factor 2" is due to the fact that
each spatial dimer can hop either in the forward or
backward direction due to the periodic boundary conditions
in space. Note that we have not approximated «, by
2 (%)"/2, as we did in the steps leading to Eq. (AS).

We also want to consider the contribution to the partition
sum with a total number of two monomers. For lattices with
spatial extent N, = 2, the situation is considerably simple
because it is not possible to separate the monomers by spatial
|

(B1)

N\ 2
2a(rh) = ( () s 2y

( (Ctn- 4)/2> for C even
B (C) n—2
a, =
( (Ctn _13)/2> for C odd,
n —_—

1.1

8
@
(8]

0.9} ”’U,— n¥11 64
0.8 o : J— )L;“ cont. time :
osf .
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0.4}
0.3} .
021 ‘\
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FIG. 34. Chiral susceptibility for the U(1) gauge group at strong
coupling as a function of 7. Monte Carlo data from the worm
algorithm (both discrete and continuous time) are compared to
the analytic results, Eqs. (B3) and (B4). Note that the discretiza-
tion errors are maximal in the low temperature region.

dimers. If we decompose configurations into a piece with
monomers but no spatial hoppings, and a piece with no
monomers, where the first piece has length D and the second
piece has length N, — D, we can factorize the possible
configurations by considering those on the 2 x D lattice
and the 2 x (N, — D) lattice where it is required that we not
use periodic boundary conditions. This restricts the possible
configurations further (no temporal dimers connecting the
first and the last site allowed). Note that D may be odd or even,
depending on whether the two monomers are on the same
spatial site (D even) or on different spatial sites (D odd). The
corresponding result in the 2-monomer sector is

N

7

_|_ 2N Z on Z N D)ﬂ(D) —2n—2(Dmod2))) ,

neNt

A(D) = 1 {%( (D+2) forDeven (B2)

1)2 for Dodd.

Both Z, and Z, are divergent series in y, but their ratio is not; it gives the chiral susceptibility in the chiral limit:

1 Z5(
N Zo(

TN.N) _1,
TN..N,) 2

X(T,N;)=

h|{ — h
tan (2 arcsc

(N, T)) (m—i—tanh (%arcsch(N,T))) (B3)

where we have used the definition of 7, Eq. (17). This result is explicitly temperature dependent, with N, quantifying the cutoff
dependence. In the limit N, — oo, arcsch(x) =~ 1/x, and the chiral susceptibility has a well-defined continuous time limit:

x(T) = ;tanh<

l>< +ta“h<217))

(B4)

In Fig. 34 the agreement of Monte Carlo data with the exact result is shown, both at finite N, and continuous time.
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APPENDIX C: MEAN FIELD AND
PERCOLATION ANALYSIS

The mean-field analysis for SC-LQCD based on a 1/d
expansion has been studied for many decades [20-26,57].
Also, the continuous time partition function derived here
can be used as a starting point for a mean-field analysis.
Our mean-field analysis assumes that a single site only
couples to a mean-field bath of spatial dimers, where the
location of & sites and A sites on its 2d nearest neighbors
does not matter. This is well justified at high temperatures,
where bonds with spatial dimers are isolated but may also
hold approximately at lower temperatures. Our partition
sum has only one dynamical site, and all other sites have a
fixed number of vertices determined by a self-consistency
relation. Neglecting the baryon sector, the resulting parti-
tion function in the d spatial dimension is

Aad(l + DT)
Zup(T) = _ Cl
wr(T) = exp =2 (1)
This implies, for the energy density,
T 0 d(1+4+v
a‘eyp = A—”WIOg Zup(p) = %» (C2)

resulting in a*eyr = 2 + /3 which should be compared to
the discrete time value a'e =3 at y = 1.

A qualitative understanding of the phase diagram can
also be obtained via a percolation analysis on the spatial
volume. We consider mixed percolation, both on bonds and
sites [68]:

(1) In the chirally broken phase, the pion correlation
length diverges; thus, the phase is characterized by
bond percolation, where a bond is activated when-
ever there is at least one spatial dimer at that bond
(for some time location). It can be related to the
average bond occupation probability 8 ~ py.q With

0 I’lb:O
o) =11 . o
b .

0= 3 100m),

7 beAM

(C3)

(2) In the nuclear phase, where every site is activated
if it is occupied by a baryon or an antibaryon
(P-polymer), it can be related to the average site
occupation probability, (np) =~ pe.

Our criterion for percolation is that in the statistical average,
the probability that a cluster spans around the periodic lattice
in at least one spatial direction is close to 1. The percolation
threshold is characterized by a step function in the thermo-
dynamic limit. Clearly, at low temperatures, the vacuum
phase is characterized by bond percolation, and the nuclear
phase is characterized by site percolation. At higher

Bond Percolation of Mesons
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FIG. 35. Percolation analysis at up = 0.65 (close to the tricrit-
ical value). Left: Volume dependence of percolation for mesons
(top) and Q-polymers (bottom). Right: Comparison with perco-
lation theory, where the critical percolation thresholds are known
(for d =3, on bonds: p, = 0.2488; on sites: p. = 0.3116),
indicated as dashed lines. If the observable @ is taken to be
Prona and the density of Q-polymers as pg., the critical perco-
lation value is obtained close to 7T = 1.005(25).

temperatures, we may have a phase where bond and site
percolation coexist. It turns out that this mixed phase exists
along the first order transition. The percolation threshold for
each bond and site percolation is reached close to the
tricritical point; see Fig. 35. It is not surprising that the
identification of the bond occupation probability with 6
works extremely well, as the pions form a free relativistic gas
[35]. In contrast, the identification of pg, with the baryon
density is not as good, as they do not form a free gas but are
subject to strong nuclear interactions.

APPENDIX D: CONTINUOUS TIME
LIMIT FOR N;=2

The two-flavor formulation admits more than one baryon
per site, and the Grassmann constraint allows for pion
exchange between them, modifying nuclear interactions
substantially. It also compares better to the strong coupling
limit with Wilson fermions in a world-line formulation, as
discussed in the context of Polyakov effective theory [69]
which integrates out the spatial but not the temporal gauge
links. SC-LQCD with Ny = 2 in the dual formulation has
been discussed on discrete lattices for the U(1) gauge group
in [70]. For the U(3) gauge group, the link integrals have
been addressed in [37]. Here, we report on first steps
towards a Hamiltonian formulation. The suppression of
spatial bonds y%, k > 2 also applies here. Let us first
consider the static lines. We want to establish the basis of
quantum states that generalize the N, = 1 states |7z) and
|£). To arrive at this basis, we consider the SU(3) one-link
integrals [71]:
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. °° 1 3 s
M, M :/ dUe UM +UM] = i
j( ) S Z (no—i—n]+2n2+3n3+2)'(n0+n2+2n3+1)'k1:[0nk‘

U(3) ng,ny,ny,n3=0

Xo = detM] +detMT], 1 = tMMT],  x, = % (MM = [ (MMT)]),

L MM = B MM (MM)?] + 26[(MMT)]) = detfMMT] (D1)

X3 =

(o)}

with M the quark matrix. The color trace tr can be converted to a sum over colors and a flavor trace Tr:

Tk k+1 k du; ad;
r[(MMY] = (D Te(M M), M= (" 7). (D2)
du, dd,
The sum over n; (i = 0, ...3) terminates due to the Grassmann integration. The corresponding invariants x; can be evaluated
for Ny =2:
X0 = Buuu + Buua + Buda + Baaa + Buwu + Buua + Buga + Baaa
X1 = TI'[MXMy] = kU + kD + kﬂ+ + kﬂ,

1
Xy = E (Tr[MxMy}z + Tr[(MxMy)2]) = x% + Xs
1 3
X= (Tr[M M, + 3Te[M M, |Tr[(M M,)?] + 2Tr[(M M,)*]) = x} + S %1%
Xs = kfrz‘)n’,UD + kg)D,ﬂ+7r’ - kUkD - k”+k”_’ (D3)

with the fluxes and dimers defined as

Buud =uu (?qud ded = (ié_it_ixdddy,

Buq = uud, it thzv, s B, = uuu, i it iy, By = a’a’dxcjaﬁy,
ky = au(x)au(y),  kp =dd(x)dd(y), ke =du(x)iad(y), ke = ad(x)du(y),
K2 o = ad(x)du(x)au(y)dd(y), k3 . = au(x)dd(x)ad(y)du(y). (D4)

Note that the baryonic fluxes are spinless, and spin arises only when measuring baryonic correlators with the corresponding
staggered kernels. We still have to integrate out the Grassmann variables to obtain the quantum states in the occupation
number basis, and the corresponding Hamiltonian, where we consider the chiral limit only. The Grassmann constraint then
dictates that all quarks u,d and antiquarks i7,d are within mesons or baryons. The Grassmann integral in the chiral limit is

(kyr + ky-)/2mod N, = 0

- 1
_ _ _ k 4 +ky
I = du,dii,dd,dd,)(au)*v (dd)*> (id)* (du) = = (=1)"=(N.!)? D5
o= [ Tldndindaad ) @afotaay= @t = =Wy e o (D3)
I
which simplifies due to flux conservation: kpvk,-, k](i)ﬂ_vUD and k(Uz;) .+~ Mmix and have to be re-
summed. We do so by defining the matrix in the basis of
kpo =k, ky + kp + ko + k- = N... (D6) this order to determine what meson states survive:
JusF as for N, = 1,. we can define vertices in the same way 4 PR AW
as in Eq. (24). This allows us to compose them into line 3 3 3 3
segments between spatial dimer emission in terms of _2 4 V2 _ V2
alternating dimers of ky, kp, oriented fluxes k-, k-, I, = 3 } } (D7)
B uus B, €tc., or combinations thereof. We note that there % - ‘/TE - % %
are various ways to combine the link states in Eq. (D4): in Vi 23 2 1
33 3 3

particular, the flavor singlet dimer combinations kg kp,
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TABLE V. All 92 possible quantum states for the N,

= 2 Hamiltonian formulation with the SU(3) gauge group. The states and their

multiplicities are given for the sector specified baryon number B and isospin number /, and meson occupation number 77z. Note the

mesonic particle-hole symmetry 7z <> (N — |B|)N,

— e, which corresponds to the shift symmetry by a,.

B I 72 =0 m =1 m =2 m =73 m =4 m =15 m =6 X%
-2 0 pn 1
-2 X 1 0 0 0 0 0 0 1
-1 % Buuu Buuuﬂ"D Buuu”%) Bulm”3D 4
-1 +% ?uud _Buud(ﬂl/_’”D) Buudm(z)’ Buud”%) Buudm%ﬂD 6
-1 =1 By Buwnv> Buamp Buarnh, Buari Bamniny 6
-1 =3 Buu Bgaamy Baaryy Bgaryy 4
-1 X 4 6 6 4 0 0 1 20

-3 Pl 1

-2 2 niry, Biap o} 4

-1 7 T_Ty, T_Tp 2n_m3, n_n3), x_n} n_miny, n_minp n_m} 10

=l Nelolel=Relhelol
S
—

2 =2 2 2 2 = 2 =2 3 2 222 22 22 4 4

Ty, Tp T3 A MY Y Ry ARy, R, R, Wy, Wy Mgy, Bymd, miny, miny, miny, miny  m§ 20

-1 T T Ty, T Tp 2w, m3, n ond, wo n o miny, o minp mymg 10

-2 Pt miry, niap wtm} 4

-3 psl 1

z 1 4 10 20 10 4 1 50
3 2 3

1 E Buuu Buuuﬂ"D Buuuﬂ'D BML(M”D 4
1 2 2 2

1 +§ Buud Buud”l/v P7p Buudm(p PTp BuudmOﬂD 6
1 2 2 2

I —3 Bua  Buwmy, nmp By, nag Bygarnimy 6
3 2 3

I =5 Bau Bagamy Baamy Baamy 4

1 z 4 6 6 4 0 0 0 20

2 0 pn 1

2 > 1 0 0 0 0 0 0 1

z 11 16 22 28 10 4 1 92

This matrix is a projector with eigenvalues (1, 1, 0, 0), such
that it can be diagonalized to the 1,,, matrix with the basis
vectors

1
= VBl + 42, )

7= (\/_k kg +kUDm) (D8)
Note that in the strong coupling limit there is no distinction
between 7y = —s (i — dd) and n/n = 5 (iu + dd), due
to the lack of topological features. All other states do not mix.
We now list the quantum states for the Hamiltonian formu-
lation, classified by the baryonic sectors ng € {=Ny,...N,}
and the isosopin sectors n; € {=Ny,...N}. Recall that the
states are only distinguishable on the quark level, and there are
several possible assignments in terms of hadrons:

2 — —
My =Tylp = T,

_ R _ R _ R _ 2)\3
- BuudBudd - BuddBuud - dedBuuu - (777’0) ’

(=Y

pn= BuudBudd = Buuquddv

pn= BuudBudd - Bmdedd (D9)

The final 92 quantum states are given in Table V. The 50
purely mesonic states can be further classified by the set of
charges (Q,,. Q,+), resulting in the Hamiltonian

7o, XY 7o,y

'
_ + j- -
H 7§Z(JWJ”0} + It T

(x5
+I dn s+ T+ He)  (D10)
with the occupation number raising and lowering operators
defined for each conserved charge. The full N, = 2 partition
function including the baryonic states and flavored observ-

ables will be discussed in a forthcoming publication. We also

TABLE VI. Multiplicities of quantum states (static lines) in the
mesonic sector, i.e., from U(N,.) integrals.

Ny
N, 0 1 2 3 4
1 1 2 3 4 5
2 1 6 20 50 105
3 1 20 275 1430 7007
4 1 170 5814 94692 980628
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FIG. 36. Isospin density in the ug-; plane, based on the limit

T — 0 of Eq. (D12), indicating first order phase transition lines
where pion condensation takes place.

derived the number of quantum states for arbitrary N, and N ¢,
resulting in the 1-dim partition function:

Ny N.-1

ZNf(#B/T) = Z

B=-N; a=0

al(2Ng + a)leBrs/T
(Ny+a—-B)!(Ny+a+B)!"

(D11)

For B =0 the multiplicities are given in Table VI. An
important application of the Ny = 2 partition function is to
determine the QCD phase diagram with both finite baryon
and isospin chemical potential. Our formulation is still sign-
problem free in the continuous time limit. As we have not yet
performed dynamical simulations, we can only provide
analytic results on the static limit, corresponding to 1-dim
QCD. For N, = 3,

3 2
Z(%,%) = ZCOSh% + 8cosh$ + ZOcosh% + 20
3 1
+ 2005]‘1@ SCoshM + 12 coshM
T T T

2
+2mm€?. (D12)

Even though interactions will be crucial at low temper-
atures, we can plot the zero temperature limit of Eq. (D12)
to obtain a naive picture of the phases in the pp-y; plane,
shown in Fig. 36.

APPENDIX E: FINITE QUARK MASS

The chiral limit is the most interesting regime when
studying the chiral transition, but we need to extend the
derivation of the continuous time partition function to finite
quark mass to address the quark mass dependence of zero
and finite temperature observables. Only then is it possible
to study the p-regime where the pion correlation function
fits on the lattice. Whereas in the chiral limit, the chiral
condensate is strictly zero (in a finite volume), already a
small quark mass will result in a nonzero chiral condensate.
Likewise, the sigma meson becomes much heavier com-
pared to the pion. This can be best understood in the dual
representation: The number of monomers on even sites
always equals the number of monomers on odd sites. In the
pion correlator, the contributions from monomers at even
sites have the opposite sign from those at odd sites,
resulting in a light pion mass. In the sigma correlator,
the contributions from monomers at even sites have the
same sign as those at odd sites, resulting in a heavy
sigma meson.

When attempting to derive the continuous time partition
function at finite quark mass in a naive way, i.e., at fixed
quark mass am,g, the monomer number will diverge in the
limit N, — co. We have illustrated in [43] that the con-
tinuous time limit is well defined also at finite quark mass,
but it turns out that the constant x is now quark mass
dependent. This function x(m,) has been determined
nonperturbatively with a condition for keeping the quark
mass constant in the limit a, — co. With this knowledge,
the continuous time limit can also be derived at finite quark
mass, but it is not the bare quark mass am, but rather the
ratio M, /T which is the input parameter of the continuous
time partition function. We are working on an extension of
the CT worm algorithm such that the Poisson process
incorporates a finite quark mass.

[1] Z. Fodor and S.D. Katz, Phys. Lett. B 534, 87 (2002).
[2] P. de Forcrand and O. Philipsen, Nucl. Phys. B673, 170
(2003).

[3] C.R. Allton, M. Doring, S. Ejiri, S.J. Hands, O.
Kaczmarek, F. Karsch, E. Laermann, and K. Redlich, Phys.
Rev. D 71, 054508 (2005).

034505-33



M. KLEGREWE and W. UNGER

PHYS. REV. D 102, 034505 (2020)

[4] G. Aarts, L. Bongiovanni, E. Seiler, D. Sexty, and L.-O.
Stamatescu, Eur. Phys. J. A 49, 89 (2013).
[5] D. Sexty, Phys. Lett. B 729, 108 (2014).
[6] K. Langfeld, B. Lucini, and A. Rago, Phys. Rev. Lett. 109,
111601 (2012).
[7] A. Alexandru, G. Basar, P. F. Bedaque, G. W. Ridgway, and
N. C. Warrington, J. High Energy Phys. 05 (2016) 053.
[8] C. Schmidt and F. Ziesché, Proc. Sci., LATTICE2016
(2017) 076 [arXiv:1701.08959].
[9] F. Di Renzo and G. Eruzzi, Phys. Rev. D 97, 014503
(2018).
[10] C. Gattringer and K. Langfeld, Int. J. Mod. Phys. A 31,
1643007 (2016).
[11] Y. D. Mercado, C. Gattringer, and A. Schmidt, Comput.
Phys. Commun. 184, 1535 (2013).
[12] C. Gattringer, T. Kloiber, and V. Sazonov, Nucl. Phys. B8§897,
732 (2015).
[13] H. Vairinhos and P. de Forcrand, J. High Energy Phys. 12
(2014) 038.
[14] C. Gattringer and C. Marchis, Nucl. Phys. B916, 627
(2017).
[15] G. Gagliardi, J. Kim, and W. Unger, EPJ Web Conf. 175,
07047 (2018).
[16] G. Gagliardi and W. Unger, Proc. Sci., LATTICE2018
(2018) 224 [arXiv:1811.02817].
[17] G. Gagliardi and W. Unger, Phys. Rev. D 101, 034509
(2020).
[18] U. Wolff, Nucl. Phys. B810, 491 (2009).
[19] U. Wolff, Nucl. Phys. B814, 549 (2009).
[20] N. Kawamoto and J. Smit, Nucl. Phys. B192, 100
(1981).
[21] H. Kluberg-Stern, A. Morel, and B. Petersson, Nucl. Phys.
B215, 527 (1983).
[22] G. Faldt and B. Petersson, Nucl. Phys. B265, 197 (1986).
[23] N. Bilic, K. Demeterfi, and B. Petersson, Nucl. Phys. B377,
651 (1992).
[24] N. Bilic, F. Karsch, and K. Redlich, Phys. Rev. D 45, 3228
(1992).
[25] N. Kawamoto, K. Miura, A. Ohnishi, and T. Ohnuma, Phys.
Rev. D 75, 014502 (2007).
[26] K. Miura, N. Kawamoto, T.Z. Nakano, and A. Ohnishi,
Phys. Rev. D 95, 114505 (2017).
[27] P. Rossi and U. Wolff, Nucl. Phys. B248, 105 (1984).
[28] F. Karsch and K.H. Mutter, Nucl. Phys. B313, 541
(1989).
[29] P. de Forcrand and M. Fromm, Phys. Rev. Lett. 104, 112005
(2010).
[30] W. Unger and P. de Forcrand, Proc. Sci.,LATTICE2012
(2012) 194 [arXiv:1211.7322].
[31] P. de Forcrand, W. Unger, and H. Vairinhos, Phys. Rev. D
97, 034512 (2018).
[32] C. Gattringer, Phys. Rev. D 97, 074506 (2018).
[33] E. Gull, A.J. Millis, A. e. I. Lichtenstein, A. N. Rubtsov, M.
Troyer, and P. Werner, Rev. Mod. Phys. 83, 349 (2011).
[34] L. Pollet, Rep. Prog. Phys. 75, 094501 (2012).
[35] P. de Forcrand, P. Romatschke, W. Unger, and H. Vairinhos,
Proc. Sci., LATTICE2016 (2017) 086 [arXiv:1701.08324].
[36] D.H. Adams and S. Chandrasekharan, Nucl. Phys. B662,
220 (2003).

[37] M. Fromm, Lattice QCD at strong coupling, Ph.D. thesis,
Zurich, ETH, 2010.

[38] B.B. Beard and U.J. Wiese, Phys. Rev. Lett. 77, 5130
(1996).

[39] W. Unger and P. de Forcrand, Proc. Sci., LATTICE2011
(2011) 218 [arXiv:1111.1434].

[40] E. Huffman and S. Chandrasekharan, Phys. Rev. D 96,
114502 (2017).

[41] E. Huffman and S. Chandrasekharan, Phys. Rev. D 101,
074501 (2020).

[42] N. Prokof’ev and B. Svistunov, Phys. Rev. Lett. 87, 160601
(2001).

[43] W. Unger, D. Bollweg, and M. Klegrewe, Proc. Sci.,
LATTICE2018 (2018) 181 [arXiv:1811.03584].

[44] F. Wang and D.P. Landau, Phys. Rev. Lett. 86, 2050
(2001).

[45] P. de Forcrand and S. Kratochvila, Nucl. Phys. B, Proc.
Suppl. 153, 62 (2006).

[46] S. Chandrasekharan and F.-J. Jiang, Phys. Rev. D 68,
091501 (2003).

[47] S. Chandrasekharan and C. G. Strouthos, Phys. Rev. D 69,
091502 (2004).

[48] G. Burgers, F. Karsch, A. Nakamura, and I. O. Stamatescu,
Nucl. Phys. B304, 587 (1988).

[49] L. Levkova, T. Manke, and R. Mawhinney, Phys. Rev. D 73,
074504 (20006).

[50] G. Aarts, C. Allton, J. Glesaaen, S. Hands, B. Jéger, and J.
Skullerud, Proc. Sci., LATTICE2018 (2018) 183 [arXiv:
1812.08151].

[51] P. Hasenfratz and H. Leutwyler, Nucl. Phys. B343, 241
(1990).

[52] M. Campostrini, M. Hasenbusch, A. Pelissetto, P. Rossi, and
E. Vicari, Phys. Rev. B 63, 214503 (2001).

[53] A. Bazavov et al., Phys. Rev. D 85, 054503 (2012).

[54] J. Kim and W. Unger, Proc. Sci., LATTICE2016 (2016) 035
[arXiv:1611.09120].

[55] H.E. Haber and H. A. Weldon, Phys. Rev. Lett. 46, 1497
(1981).

[56] P. de Forcrand, J. Langelage, O. Philipsen, and W. Unger,
Phys. Rev. Lett. 113, 152002 (2014).

[57] Y. Nishida, Phys. Rev. D 69, 094501 (2004).

[58] A. Bazavov, H.-T. Ding, P. Hegde, O. Kaczmarek, F.
Karsch, E. Laermann, Y. Maezawa, S. Mukherjee, H. Ohno,
P. Petreczky, H. Sandmeyer, P. Steinbrecher, C. Schmidt, S.
Sharma, W. Soeldner, and M. Wagner, Phys. Rev. D 95,
054504 (2017).

[59] A. Roberge and N. Weiss, Nucl. Phys. B275, 734
(1986).

[60] C. Czaban, F. Cuteri, O. Philipsen, C. Pinke, and A. Sciarra,
Phys. Rev. D 93, 054507 (2016).

[61] S. Datta, R. V. Gavai, and S. Gupta, Phys. Rev. D 95,
054512 (2017).

[62] F. Karsch, B.-J. Schaefer, M. Wagner, and J. Wambach,
Phys. Lett. B 698, 256 (2011).

[63] T. DeGrand and C. E. Detar, Lattice Methods for Quantum
Chromodynamics (World Scientific, New Jersey, 2006),
345 p.

[64] B. A. Berg and R. C. Harris, Comput. Phys. Commun. 179,
443 (2008).

034505-34



STRONG COUPLING LATTICE QCD IN THE CONTINUOUS ... PHYS. REV. D 102, 034505 (2020)

[65] C. M. Hurvich and C.-L. Tsai, Biometrika 76, 297 (1989). [69] M. Fromm, J. Langelage, S. Lottini, M. Neuman, and O.

[66] G. Boyd, S. Gupta, F. Karsch, and E. Laermann, Z. Phys. C Philipsen, Phys. Rev. Lett. 110, 122001 (2013).

64, 331 (1994). [70] D.J. Cecile and S. Chandrasekharan, Phys. Rev. D 77,
[67] J. Kim, M. Klegrewe, and W. Unger, Proc. Sci., LAT- 014506 (2008).

TICE2019 (2019) 064 [arXiv:2001.06797] [71] K. E. Eriksson, N. Svartholm, and B.S. Skagerstam, J.
[68] J. W. Essam, Rep. Prog. Phys. 43, 833 (1980). Math. Phys. (N.Y.) 22, 2276 (1981).

034505-35



Appendiz C. Reprint of articles reviewed in Chapter 4 271

C.3 New algorithms and new results for strong coupling
LQCD [C3]

i Il ||| [ | | [} T [ ] |
| ¢ - SR |
627 I m A ——— - _
891 I | — ! e ! i —
287 |*| m_m . o L - |
L 13 3
22 ] 1 L — i PR | S—— A 1
237 ! I 1 (S - m 1 *
221 ! | I— - ! f|'1 4 f|'1 1 I |
29 ] U m . || - e
a7 1 — —1 TR —" ||| i m :|'
N | e b py I
g'% ] [ 1T 11 1 I I i * i 1 1
421 i I I i | — || — I
421 — | — | § I i I i I u |
157 i — 1 [N || I S— | —  —
301 ‘ h 1 I —— I mm
38 4 [ L - e
] ) 1 - 1 ) I i Il fi i
31 i —i S — —— — | ) S
3 L L 3
31 — | — M | B — — | |
. 331 S S T | B — — D S —
Dl " ! e f f— || E—
291 L R B S——— |||_| o
2 8 i 3 L L 3
b {—— I [— | — I 1
L B — — —" I E— S—
231 i ] | I i ] i
E Eom } — I 1 I
511 R— ! & m I — -
20 || ] J [ - i 11 1
7 m Y ! R T— — LI S
17 ] — ] B S— E— ]
1717 1 1 e e 1 4 I
137 m q m i I i i (]
S I R N S— — T | )
E | — | I . | S| I— $ —
s I I m i 1 i
et 1l 1l i 1] i | — fi—m
R —| I i I | B S —" -
s 1 1 I i i | — —
8] 1l 1l i [ I— i
2 | | 1 . i i || —
O — I IS || — I I
374 1 1 /| 1 i i I
21 I | - 1 T || 1 e I
é _ ! T ‘I. 1II T III ‘I‘ T ‘Il III I f1 T
4] 1 2 3 4 5 7] 7 8 9 10 11 12 13 14 15



arXiv:1211.7322v1 [hep-lat] 30 Nov 2012

PROCEEDINGS

OF SCIENCE

CERN-PH-TH/2012-326

New algorithms and new results
for strong coupling LQCD

Wolfgang Unger*
Institut fiir Theoretische Physik, Goethe-Universitdit Frankfurt, 60438 Frankfurt am Main, Germany
E-mail: unger@th.physik.uni-frankfurt.de

Philippe de Forcrand

Institut fiir theoretische Physik, ETH Ziirich, CH-8093, Switzerland
CERN, Physics Department, TH Unit, CH-1211 Geneva 23, Switzerland
E-mail: forcrand@phys.ethz.ch

We present and compare new types of algorithms for lattice QCD with staggered fermions in the limit
of infinite gauge coupling. These algorithms are formulated on a discrete spatial lattice but with con-
tinuous Euclidean time. They make use of the exact Hamiltonian, with the inverse temperature beta
as the only input parameter. This formulation turns out to be analogous to that of a quantum spin
system. The sign problem is completely absent, at zero and non-zero baryon density. We compare
the performance of a continuous-time worm algorithm and of a Stochastic Series Expansion algorithm
(SSE), which operates on equivalence classes of time-ordered interactions. Finally, we apply the SSE
algorithm to a first exploratory study of two-flavor strong coupling lattice QCD, which is manageable
in the Hamiltonian formulation because the sign problem can be controlled.

The 30 International Symposium on Lattice Field Theory - Lattice 2012,
June 24-29, 2012
Cairns, Australia

*Speaker.

(© Copyright owned by the author(s) under the terms of the Creative Commons Attribution-NonCommercial-ShareAlike Licence. http://pos.sissa.it/



New algorithms and new results for SC-LQCD Wolfgang Unger

1. Introduction

Lattice QCD with staggered fermions in the strong coupling limit (SC-LQCD) is a useful effective
model of QCD, as it shares important features of QCD such as confinement and spontaneous chiral
symmetry breaking and its restoration at a transition temperature 7. One can study the nuclear potential
as well as the phase diagram at non-zero baryon chemical potential ug [1]. These topics can not be
properly addressed with conventional, determinant-based lattice QCD using HMC algorithms, due to
the notorious sign problem: all methods available today are limited to /7T < 1 [2]. In contrast, SC-
LQCD can be reformulated as a monomer-dimer system [3]. There, the sign problem can be made mild
due to a resummation of baryonic and mesonic degrees of freedom [4]. Due to algorithmic developments
over the last decade, in particular due to the application of the Worm algorithm to the monomer-dimer
partition function [5], SC-LQCD - which has been studied via mean field theory [6] and with Metropolis
algorithms [3, 4] since the 1980s - has experienced a revival, as simulations at finite baryon density
could be performed with modest computational demands. Moreover, the chiral limit can be studied very
economically - simulations are faster than with a finite quark mass. However, limitations remain. In
particular, only the 1-flavor (4 tastes) theory has been considered so far in the dimer-formulation. The
physically more interesting case of 2 flavors could not be addressed yet due to a severe sign problem
in the mesonic sector [7]. Here, we propose a Hamiltonian formulation of strong coupling lattice QCD
based on the Euclidean continuous time limit, where further simplifications occur. In particular, we show
that this formulation is a generalization of Hamiltonians for spin systems. It can in principle be extended
to arbitrary N¢. In this paper, we illustrate the formalism and give first Monte Carlo results obtained via
Stochastic Series Expansion for Ny = 2 and U(2) gauge group.

2. The continuous Euclidean time approach

In SC-LQCD, the gauge coupling is sent to infinity and hence the coefficient 8 = 2N, /g? of the plaque-
tte term representing the Yang Mills part F},y F,,y of the action is zero. The lattice becomes maximally
coarse, and no continuum limit can be considered. But the gauge fields in the covariant derivative can be
integrated out analytically because the integration factorizes. After the Grassmann integration over the
fermions, one obtains the SC-LQCD partition function [3] in the dimer representation, which is an exact
rewriting of the 1-flavor staggered fermion action on a d + 1 dimensional lattice N& x N;:

SIU. 7 2) = amy L2090+ 3 E o) [0 (0 2(x+0) = x +0)eH U (04|

4+ — Zan [ )2 (x41) — XX—I-DU )] (2.1)

/

Ne —kp) N! .
— Zmpu)= Y 1 <Nkf T2 am, T,
{k,nz}b% 1) b - The ‘

()20l exp(NNereaz ), 2.2)
with m, the quark mass and y = NLC up the quark chemical potential, 6(¢) = 1 a geometry dependent

sign and r(¢) the winding number of baryon loop £. The sum Y is over admissible configurations,
namely those which fulfill the Grassmann constraint

Nc
e+ Y (kﬁ (x)+ 7|€” (x)|> =N. VxeV. (2.3)
a=40,..4+d

Since color degrees of freedom have been integrated out, configurations are defined in terms of mesons
- represented by the monomers 7, € {0,... N} and dimers k, (x) € {0,... N} (non-oriented meson hop-
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pings) - and baryons - represented by self-avoiding closed loops constituted by ¢, (x) € {—1,0,+1}.1
Here, we consider the chiral limit, m, = 0 where monomers are absent: n, = 0.

In Eq. (2.1) we have introduced an anisotropy 7 in the Dirac couplings. This complication is necessary
because the chiral restoration temperature is given by roughly a7 ~ 1.5, and on an isotropic lattice
with aT = 1/N; we could not reach sufficiently high temperatures. Furthermore, varying ¥ is the only
way to vary the temperature continuously. The temperature is thus a7 = f(y)/N, with f(y) = a/a;.
However, the functional dependence f(7) of the ratio of the spatial and temporal lattice spacings on 7 is
not known. Naive inspection of the derivatives in Eq. (2.1) would indicate f(7) = ¥, but this only holds
at weak coupling. In contrast, the mean field approximation of SC-QCD based on a 1/d-expansion [?]
suggests that aT, = >Ny is the sensible, N;-independent identification in leading order in 1/d. We have
emphasized elsewhere [8] by analytic arguments and numerical investigation that this identification is the
only suitable one which renders observables like the chiral susceptibility and the specific heat finite in the
limit N,y — oo. However, this limit (keeping 7N fixed) is approached with significant, sometimes non-
monotonic 1/N; corrections. To circumvent such extrapolation problems, we consider the continuous
Euclidean time (CT) limit: Ny — oo, ¥ — oo, with ¥ /N; = aT fixed. Hence we are left with only one
parameter 3 = N;/7? to set the thermal properties, and all discretization errors introduced by a finite N,
are removed. Moreover, in the baryonic sector the partition function simplifies greatly: baryons become
static in the CT limit, hence the sign problem is completely absent. Additionally, multiple spatial dimers
ki(x) > 1 become completely suppressed (see [8]) and one can derive the CT partition function:

N+ Nr
2

Zer(Bow) = X (/24 X PR with k= Y k= L Nyr =Y mr)
ke2N G'el’y b=(x,i) X

2.4)
where B is the baryon number, and I’y is the set of equivalence classes ¢’ of graphs containing a total
number k of spatial hoppings, equivalent up to time shifts of the vertices. The vertex weights vy = 1
and vy = 2/+/3 label L- and T-types of vertices as illustrated Fig. 1 (left). An important property of the
partition function Eq. (2.4) is that spatial dimers are distributed uniformly in time. The lengths A of
“dashed” or “solid” time intervals (see Fig. 1 left) are then, according to a Poisson process, exponentially
distributed: P(AB) o< exp(—AAB), AB € [0,B] with A the “decay constant” for spatial dimer emission

A = (2d — Y, np(x+ f1))/4. This is the basis for the continuous time Worm algorithm presented in [8].

3. The 1-flavor Hamiltonian

The Hamiltonian formulation can be obtained from Eq. (2.4) by realizing that the degrees of freedom
can be mapped on a spin system. We can restrict the discussion to the mesonic sector U(N.), since
baryons are static for N, > 2. Notice that, except for spatial hoppings, meson lines are time-like and
form dimer chains alternating between k5" (¥) € {0,...N.} and k3% (%) with kJ%(¥) = (N, — kg*"(%))
on even and odd time-slices. One can then introduce the observable

(7 1 )x+y+Z+l

S (x,1) = 7

(2ko(X,1) —N) € {—N¢/2,...N:/2} (3.1
which is constant on static lines. The “spin” S, simply counts the number of time-like meson hoppings,
and is in no way related to the spin of the quarks. Spatial dimers can then be oriented consistently,
such that for each spatial dimer between a pair of neighboring sites (¥,¥), one unit of spin AS* = +1 is
transferred from site X to site . Hence the total spin $* = §%(r) = Yz S°(X,1) is globally conserved.

INote that U(3) describes a purely mesonic system, while SU(3) contains baryons.

3
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Figure 1: Left: Typical 2-dimensional configurations in discrete (top)

and continuous time (bottom) at the same temperature, where multiple

dimers are absent and baryons (red) become static. L- and T-vertices

T I I I have different weights. Meson lines can be oriented in a consistent

T + way. Right: Mapping of static mesons (time-like chains) to a “spin”.

In the case of gauge group U(1) (lattice QED in the strong coupling limit), the Hamiltonian is identical
to that of the XY Model in zero field: A = Yy oo, with 6% = 0] £ i0; the spin raising/lowering
operators constructed from the Pauli matrices. The generalization to U (N, ) reads

0

—BA N 1 _ vi 0 k(1+N;—k)

- A _ + +_ _ ¢
Z(ﬁ)_Tr[eﬁ ] H_—§;<}J§ +h.c.> T T B

(x3) ¢

vn, O

(3.2)
with J= = (J")T which are spin lowering/raising operators. The off-diagonal matrix elements v; are

generalized vertex weights. For N, = 3, we can identify vy = v =v3 =1, vy = v, =2/ V/3. Note that
the operators J* reflect the existence of a lowest and highest weight, J~| = N./2) =0, J*|N./2) = 0, and
fulfill as well the commutation relation % [J*,J~] = J* = diag (—N¢/2,...N/2) with J?[§7) = §7|S7).
This justifies the characterization of static lines in terms of a “spin” quantum number.

4. Stochastic Series Expansion

The partition function Eq. (2.4), which is a sum of weighted diagrams in a perturbative series in f3,
can be sampled via diagrammatic Monte Carlo techniques such as the continuous time worm algorithm
[9] or the Stochastic Series Expansion (SSE) [10]. Here, we restrict to SSE: as we will see, it can be
easily generalized to Ny > 1 once we have constructed the corresponding Hamiltonian. SSE is based on
a rewriting of the partition function by inserting identity and diagonal matrix elements:

_BA B*(L—x)! boa A A | RV
Z(B)=Tr [6 } =YY —0 \Z HHu,-,b,- x), Hip=cl, Hy= 3 <J; J5 +h.c.)
X {SL} : i=1
“4.1)
where  is a state vector and Sy, is a time-ordered sequence of indices: S; = {[a1,b1], [a2,b2],...[aL,bL]}

characterizing - together with an initial state )y - a graph in Z(f). L is the number of operators and
kK < L the order in the expansion in . The indices a; = 0 correspond to the identity, a; = 1 to the
diagonal matrix element c1, where ¢ can be adjusted in order to simplify the algorithm, and a; = 2 to
non-diagonal matrix elements. The index b; = (X,¥) € Vd denotes a bond on the lattice, and for a; = 0,

4
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b; = 0 denotes a dummy bond. For any finite volume and given temperature, only a finite number of
orders in 3 contribute. L can be set to be larger than this number, making SSE approximation-free. The
algorithm consists of two kinds of updates: (1) a Metropolis update changing the order in f3:

NidB (x|H L—k+1
LI pi1.py 0 = AL
L—x chﬁ <%‘H1,b|%>
and (2) the operator loop update, visiting a set of bonds in succession, starting from an input leg and de-
termining the output leg with heatbath probability o< { ¥ (x)x (v)|Hap, |%'(x) %' (¥)) . In Fig. 2 we compare

different observables obtained from SSE and/or CT-Worm. We want to stress that a new observable, the

P([0,0] — [1,b]) =

spin susceptibility x5 = g <(Zl- Sz )2>, is also sensitive to the chiral transition. It measures the fluctuations
in the number of time-like mesons, and is thus analogous (but not equal) to the specific heat.

energy density (SSE/CT-Worm) specific heat (SSE/CT-Worm)
1.2 4
T T T afo1ess T ] T T afo1ess
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Figure 2: Observables in 1-flavor U(3): (top row) energy density and susceptibility measured with CT-
worm and SSE agree; (bottom left) spin susceptibility measured with SSE; (bottom right) chiral suscep-
tibility measured with CT-Worm.

5. The 2-flavor formulation and first results for U(2) gauge group

In the strong coupling limit, only one of the four tastes of staggered fermions remains light, since taste
splitting is maximal. It was argued in [1] that the nuclear interaction in 1-flavor SC-LQCD is due to
entropic forces: the presence of static baryons modifies the pion bath, with the modulation proportional
to the p-propagator. However, with 1 flavor pion exchange cannot not occur, because mesons do not
couple to baryons. Pion exchange can only be studied by going to Ny > 1. But no 2-flavor formulation
of staggered SC-QCD suitable for finite-density Monte Carlo exists, as already the mesonic sector has
a severe sign problem [7]. After reviewing the problems with the conventional dimer representation of
SC-QCD, we derive a sign-problem-free Hamiltonian formulation in continuous Euclidean time.

The 1-link integrals which appear in the strong coupling limit can be expressed in terms of the gauge-
invariant terms [11]. For SU(2) and U(2), the 1-link integals (valid for any Ny) are

_y X+Ar ¥ X'+7
Zsu(2) (%) _,;)n!(nJrl)!’ 2w 2)(x,y) —i7;0 ESTESNEIRE (5.1)
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unflavored mesons flavored mesons positive weight: 1/4 negative weight: -1/2
— —
U D - .
2 —— ~— —~—— —_— -
O(y ): wu(x)uuly) dd(x)dd(y) ud(x)duly) du(x)ud(y)
o B

_— e
ud(x)uu(y) wulx)ud(y)
du(x)dd(y) dd(x)duly)

~—
mixed mesons

UD+7n w+o+f

Figure 3: Left: definition of unflavored, flavored, and mixed dimers. Right: 2x2 sample configurations
with positive and negative weight.

with X = tr(mm') = U +D+n* + 7~ the sum of Ny = 2 unflavored (U=iiu and D=dd) and N;(N; — 1) =2
flavored mesons, A = det(m) + det(m") the diquark+anti-diquark term, and Z = det(mm') = X> —UD —
T +a+ P a mesonic term. Here, @ = id duiiuyddy, and B = iu,dd,iid,du, are the potentially
problematic contributions, which correspond to the mixing of UD and 777~ dimer pairs (obtained via
non-trivial Wick-contractions), as illustrated Fig. 3. In particular, if a configuration contains an odd
number of & or 3 links, according to the Grassmann constraint (see [7]) the configuration has a negative
sign. The essential feature of the continuous Euclidean time formulation is that multiple spatial dimers,
and hence also o and f spatial dimers, are suppressed. They can only enter in static lines, where they
can be resummed with other static lines so that the sign problem disappears completely. Combining
time-like dimers of alternating orders is analogous to the procedure discussed in the Ny = 1 case [8]:
Chains of alternating orders @' (y?*) x € (y*NeNi=2k) are resummed in a way consistent with the constraint
Eq. (2.3). This gives rise to new conserved quantum numbers: the spin is now composed of N separate
spins S¢ = Z?Z;l 8% € {=NiNc/2,...NiNc/2}, with §% € {—=Nc/2,...Nc/2} each being conserved, and
we also get N¢(Ny— 1)/2 charges Q; € {—N,,...,+N.}. In the specific case of two flavors (f = U, D and
Q1 = Q3), the spins Sy, Sp can be replaced by $¢ and Q; = S5, — S5 € {—N,...,+N.} which may be
viewed as isospin. Here, we find in total 19 types of states, as illustrated in Fig. 4. The state vector and
the transition rules at spatial dimers are given by

1=Q ’{ij()?)}le,m]vﬁ{Ql'()_é)}i:L...Nf(Nf—])/2>? AS*|=1 and ) |AQ€{0,1}. (5.2)
Xev i

The Hamiltonian for Ny = 2 is now a sum of four contributions, implementing these transition rules:

L1

A= L (J;(X)Jljm I o oo o e h.c.) (5.3)

X,y
Figure 4: Classification of all
o 02U static lines for U(2) based on
g [0.U 5" “spin” quantum number and
o |- 1,U *#=0.U% o enU particle content. Each static
< |1 :K 02m B |y line consists of two arrows,
12,0 PRI z |gs(2) R |+1’n_ S 42,0 dashed arrows denoting spin,
2k |1, p - O’anﬁ i |+1: b curly arrows denoting flavor-
P 0: D neutral mesons content, and
02D solid arrows denoting charged

mesons.

ZFor SU(2) we also have 3 kinds of diquarks, uu, dd and ud, which are not suppressed in the CT-limit. To avoid this
complication, for N, = 2 we restrict to U(2). For N, = 3 this restriction is not necessary.

6
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The absorption J;f, and emission J; operators can be represented as 19 x 19 lower left/upper right
triangular matrices, where the entries are again given by vertex weights: vz = % if states with § =0
and |Q| = 1 are connected to the vertex, v, = 1 otherwise. This Hamiltonian can be used in the SSE
algorithm to obtain results on the chiral phase transition. Our preliminary Nr = 2 results are compared
to mean field predictions in Tab. 1.

N. Nr=1 Ny=2 Table 1: Comparison of the critical temperature a7, between
1 3/2[1.102(1)] 5/510.77(1)] mean field results and Monte Carlo results [in brackets] for
2 4/2[1.467(1)] 6/5[1.04(1)] U(N,) gauge groups. The new results are in column Ny = 2.
3 5/21[1.884(1)] 7/5 The MC value for Ny = 2, U(3) has not been measured yet.

6. Conclusion

We have given a new, Hamiltonian formulation of strong coupling lattice QCD with staggered fermions
in the chiral limit. It is based on the insight that strong coupling lattice QCD in the continuous time limit
is analogous to a spin system. A new observable, the spin susceptibility, turns out to be sensitive to the
chiral transition. Also, the Hamiltonian description allows to apply quantum Monte Carlo methods. In
[8] we have studied 1-flavor thermodynamics via the continuous time Worm algorithm. Here, we make
the first step towards 2-flavor simulations, by making use of Stochastic Series Expansion, a diagrammatic
Monte Carlo technique which we generalize to the Hamiltonian in question. SSE has the advantage that
more complicated Hamiltonians can be studied with ease. The drawback of SSE, in contrast to the
continuous time Worm, is that we do not know of a way to obtain the two-point function for free. For the
computation of the specific heat, the performance of both algorithms is quite similar. We have provided
first results on the U(2) transition with two flavors. The extension to SU(3) with finite baryon chemical
potential is more involved: the number of static lines increases to 44 in the mesonic sector.
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We present results for lattice QCD in the limit of infinite gauge coupling on a discrete spatial but contin-
uous Euclidean time lattice. A worm type Monte Carlo algorithm is applied in order to sample two-point
functions which gives access to the measurement of mesonic temporal correlators. The continuous time
limit, based on sending N; — oo and the bare anistotropy to infinity while fixing the temperature in a
non-perturbative setup, has various advantages: the algorithm is sign problem free, fast, and accumulates
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1. Introduction

The determination of the full QCD phase diagram, in particular the location of the critical point, is an
important, long standing problem, requiring non-perturbative methods. In lattice QCD, several approaches
have been developed to investigate the phase transition from the hadronic matter to the quark gluon plasma,
but all of them are limited to small “—TB [1]. The reason for this is the notorious sign problem, which arises
because the fermion determinant for finite baryon chemical potential pp becomes complex, and importance
sampling is no longer applicable. In QCD, the sign problem is severe. Dual representations oftentimes
solve or milden sign problems as being the case in strong coupling QCD (SC-QCD). Here, first the gauge
degrees of freedom are integrated out exactly, which allows replacing the Grassman integration by a sum
over fermionic color singlets, resulting in a partition function being expressed as a gas of hadron world lines
(c.f. monomer-dimer system [2]). This representation allows us to obtain the full (up, T') phase diagram, and
it shares important features of QCD such as confinement and spontaneous chiral symmetry breaking and its
restoration at a transition temperature 7; [3]. Moreover, the chiral limit can be studied very economically
— simulations are faster than with a finite quark mass. The Continuous Euclidean Time limit with its many
assets (c.f. chap. 4) was first proposed to be applied to quantum field theories by Beard and Wiese [4].
Here, we use it to remove the sign problem completely.

2. Strong Coupling QCD

In SC-QCD, the gauge coupling is sent to infinity and hence the coefficient of the plaquette term
B = 6/g” is sent to zero. Thus, the Yang Mills part FuvFyy is absent. Subsequently, the gauge fields in
the covariant derivative can be integrated out analytically. However, as a consequence of the SC-limit, the
lattice spacing a becomes very coarse, and no continuum limit can be achieved. We consider the SC-limit
for staggered fermions. The final partition function for the discrete system on a Ny> x N lattice, after
performing the Grassmann integrals analytically, is given by

Z(v,Nemg)= Y ] valzb P H 2amq) [Tw.n) 2.1

{kanve}b:(xv ) x. I
Grassmann constraint: 7, + Z (kﬂ (x)+ %Mu (x)|> =N,, Vx€&Ns xN; (2.2)
a==0,..4d
(O EL D exp (NeNer(Qar), o0 = (=1 OO [T mae)  @23)
b=(x,f1)el

where 7y is the bare anisotropy coupling. After this exact rewriting of the strong coupling partition function
the system is described by confined, colorless, discrete degrees of freedom:

e Mesonic degrees of freedom kg (x) € {0,...N.} (non-oriented meson hoppings called dimers) and
n(x) € {0,...Nc} (mesonic sites called monomers).

e Baryonic degrees of freedom, which form oriented baryon loops ¢ with sign o(¢) = +1 and winding
number r(¢) that depend on the geometry of the loops Eq. (2.3). These loops are self-avoiding and
do not touch the mesonic degrees of freedom.

Both mesonic and baryonic degrees of freedom obey the Grassmann constraint Eq. (2.2). Monomers are
absent since we will restrict to the chiral limit m, = 0.
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3. Anisotropic lattices

On a bipartite lattice with staggered fermions an even number of lattice points is required in all di-
rections. Thus, the highest temperature that is possible to be addressed on an isotropic lattice is al =
1/N; = 0.5, with N; the temporal extent. This is significantly too low to reach the critical temperature of
chiral restoration. So, in practice, anisotropic lattices are chosen to study thermodynamical properties of
staggered lattice QCD, in particular across the chiral phase transition. The anisotropy parameter & = ;7 is
introduced into the definition of the lattice temperature

oL

= = . 3.1
arN; aN; G-

which allows to assign different extents in spatial and temporal direction and thus, to modify the temperature
continuously even above the chiral transition. & becomes unity when the lattice is isotropic and diverges in
the CT limit a; — 0. As highlighted in Eq. (3.1) the anisotropy parameter depends on the bare anisotropy
coupling y. However, the exact functional correspondence is unknown. Recent non-perturbative studies [5]
suggest that

2
E(y) ~ xy2+1+77/w4, k= 0.781(1) for SU(3). (3.2)

Further simplification is achieved by eliminating ¥ and Nz, and to replace them by the temperature aT
completely. This is summarized in the continuum limit in Euclidean time:

N — oo, Y — oo, kY% /Ny = aT fixed. (3.3)

Here, ky?/N; represents the temperature aT in a well defined setup. Only one parameter is left that sets
the thermal properties, and all discretization errors introduced by a finite N; are removed.

4. Continuous Time Limit and worm algorithm

Designing an algorithm that operates in the continuous time (CT) limit will have several advantages:
Since there is no need to perform the continuum extrapolation N; — oo, critical temperatures can be esti-
mated more precisely, with a faster algorithm which only depends on one parameter, the temperature T.
Moreover, ambiguities arising from the functional dependence of observables on the anisotropy parame-
ter will be circumvented. Also in the baryonic part of the partition function great simplifications occur:
Baryons become static in the CT limit for N, > 3, hence, the sign problem is completely absent. The CT
partition function is obtained by the joined limit 7 and N; — oo and includes:

e dimer contributions of Eq. (2.1) are factorized into a spatial and temporal part and 2 (y, N¢) is rewrit-
ten such that spatial dimers obtain a weight y~2 [6].

e the limit ¥ — oo implies that configurations with only zero or single spatial dimers contribute while
configurations with multiple spatial dimers are considered to be suppressed.

e configurations are characterized fully by dimers in the zero time slice ko(0) € {0,...N,} and bonds
occupied by single spatial dimers which form vertices. Intervals between vertices have a weight of
one and are omitted.
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e the limit N; — oo removes lattice artifacts in a; completely. Due to the even-odd decomposition there
are % positions available to distribute an oriented spatial dimer which gives rise to the factor 5= in

2aT
Eq. (4.1).

Finally, a merely T dependent partition function is obtained

1 k
Ne=3):  Z1)=Y () T TN it 0N — 23
vean \2aT ) e, @1
N_+N '
and k=Y ky=——5—. Ny=Yn; 0
b=(x,i) X

with the baryon number B, a non-trivial vertex weight \A/fi the number of L/T —shaped vertices N_/N
and T being the set of equivalence classes ¢’ of graphs containing a total number k of spatial hoppings,
equivalent up to time shifts of the vertices.

Now, to sample this CT partition function a worm type algorithm is used, similar to the directed path
algorithm introduced for SC-QCD in [7]. In analogy to the decomposition of the lattice into active and
passive sites, we decompose the lattice into emission and absorption sites. By definition the worm tail is
located at an absorption site and violates Eq. (2.2). As a consequence, the worm head propagates through the
lattice and restores (violates) the constraint in turns while visiting emission (absorption) sites respectively.
During propagation the worm head either stops at an absorption site connected to a spatial dimer or emits a
spatial dimer after some distance Af established by a Poisson process. The Poisson process assures that the
oriented vertices, which always connect an emission and an absorption site, are exponentially distributed

P(AB) =exp(—AAB), AB€[0,B=1/aT|, A=dy(x,t)/4, du(xt)= 2d—ZnB(x+,lft)
il

with A the “decay constant” for spatial dimer emissions. Due to the presence of baryons, A is space-time de-
pendent, with dy(x,) being the number of mesonic neighbors at a given coordinate. Throughout the worm
evolution monomer-monomer two-point correlation functions are accumulated whenever the Grassmann
constraint is restored by taking into account the respective positions of worm tail and head:

0(C(7,%))

Clty —tr, Xy —Xr)=C(1,X) =N,—————————. 4.2
(tn = tr, % =) = C(7.%) “#worm updates (42)
Such worm estimators are incremented as O(C(7,X)) — O(C(7,X)) + f(...) - Oxy x, Oxy x, With
discrete time: f(y), 7€ [0,...N¢] @3)
continuous time: f(T), T € [0,...1/T]. '
By summing over them yields immediately the chiral susceptibility:
1 . 1 /T .
Xoor =3 Y .C(1.3) and yocr=y ), [ dTC(r.5). 4.4)
X,T X

5. Temporal Correlators

As for temporal correlators in CT, the increment f(7') of Eq. (4.3) is spread out to bins across the
path covered by the worm head in temporal direction. Thus, even for the CT algorithm a discretization is
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Table 1: The sign g2 defined in Eq. (5.1) yields different correlators for the kernel (I @ I'F', TP = ™),
Corresponding continuum and particle states for Ny=1 are named.

g ’err Jre Physical states
NO (0] NO O | NO O
1 1ol W@ (W) | 077 07" | os T

(=1)" K@ (6B)T v (rw)* | 1T 17T | aa pr
(=D)L () Y RY 1= 17 | br v
(—1)rit W% Y@ (1) 0t~ 0 F | —y Ttps

introduced, however, it can be chosen by orders finer in comparison to a discrete time lattice extent. It is dis-
tinguished between two different histograms, either with even (absorption-absorption) or odd (absorption-
emission) temporal distance contributions. Combinations of these histograms allow to construct correlators
for the Non-Oscillating (NO) and Oscillating (O) channel. Additionally, by including the sign g? listed in
Table 1 various states are addressed for Ny = 1. Since temporal correlators at zero spatial momentum are
measured, the extracted meson masses are pole masses (Ey(p = 0) = myg). The respective correlators are
expressed as a sum over the staggered fermion fields ¥, . with a diagonal dirac-taste kernel (I'” = I'"™*),
that is realized by the signs g?:

C(r) = Z(Zo%of(z,:%z,:) g7 (5.1

X
Hereafter, the workflow for continuous time pole mass extraction as well as discrete time is highlighted
and results are compared. In order to obtain discrete time temporal correlators the even and odd histograms
are fitted via a four parameter ansatz respectively:

CpTEven(T) = ayocosh(myo(T —N¢/2))—ap cosh(mo(T — N /2)
CDT,Odd(T) =daNo COSh(mNo(T — NT/Z))—i—ao COSh(mo(T —NT/Z) . (5-2)

Non-oscillating Correlator Oscillating Correlator

A combined fit to simultaneously describe both data sets is possible, but more challenging when it comes
to fit convergence. Finally, by addition/subtraction the correlators are as follows:

1 1

CprNo(T) = 3 (CpTEven(T) +Cpr0dd (7)), CpTo(T) = 3 (CpTEven(T) — CpT,04d (7)) - (5.3)

Note that in discrete time only histogram data sets are described by the fits as presented in Fig. (1a),
however, the final constructed correlators are not. Now, these fits have to be performed for various N; (c.f.
Fig. (1b)) such that an appropriate N; — oo extrapolation can be carried out (c.f. Fig. (1d)). Finally, this
workflow is necessary for the different channels and multiple temperatures. In comparison, the added and
subtracted histograms out of continuous time simulations

Cero(T) = ano cosh(myo (T — 1/2)) :%(Co(jd (%) + Chven(7))

. (5.4)
Cerno(7) = aocosh(mo (7 —1/2)) =3 (Coaa(7) ~ Civen(7))

give directly rise to the (Non)-Oscillating correlators respectively and are fitted in accordance with Eq. (5.4)
as shown in Fig. (1c). The resulting pole masses are measured in M/T. Finally, Fig. (2a) shows a com-
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parison of the extrapolated masses. For SU(3) the chiral transition is located at a7’ ~ 1.403 where indeed
an impact on the masses is obtained. So far, only a small temperature range a7 = {1.0,...2.0} is studied
since especially small temperatures are expensive and simulations with reliable outcome are presented in
the future. Simulations performed in discrete and continuous time give consistent results. Currently, there
are still larger fluctuations and errorbars present in the discrete data. On the contrary, continuous time re-
sults have a smoother behavior down to the chiral transition but then more statistics and simulation time is
needed. For Ny = 1 we find a mass degeneracy for the channel pairs:

O < Tips A < —y br(Yi%) < pr(¥%) aa(%ys) < pv (%) (5.5)

Since simulations are performed in the chiral limit in a finite volume (¢ —-regime) the mass degeneracy of
the Non-Oscillating scalar channel with the Oscillating pseudo-scalar channel is expected. Due to finite
volume effects non-zero M /T values are obtained also in the regime below T, however, a first continuum
extrapolation in Fig. (2b) clearly corrects this towards M /T — 0.

6. Conclusion

With the CT worm algorithm we measured monomer-monomer two-point correlation functions and
constructed temporal correlators with projected zero spatial momentum. For a temperature range around the
chiral transition we obtain consistent pole mass results for discrete and continuous time simulations. Due
to simulations being tremendously more expensive for small temperature further analysis is in progress.

The zero momentum meson correlators can be used to calculate the diffusion constant by extracting
the spectral function from the correlation data applying standard methods like MEM. In continuous time
we profit from being able to choose the temporal discretization by orders finer compared to discrete time
computations.

Future calculations will be performed for finite quark masses, multiple flavors by making use of a
Hamiltonian formulation [8] which will control and remove the sign problem and finally by including f3-
corrections to move away from the strong coupling limit.
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