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1 Introduction

Living and learning beings are exposed to extensive information perceived through
different senses (modalities) every day. However, information about complex per-
ceivable phenomena only becomes reliably if multiple heterogeneous modalities are
taken into account. This so-called multi-modal perception helps resolve perceptual
ambiguities and lets us attempt to make more accurate predictions, judgments, and
inferences. The multi-modal approach motivates machine learning solutions that
combine complementary information sources to improve classification or regression
outcomes. The related field of research is called multi-modal, multi-view, multi-
sensory, or multi-source learning and has received growing interest over the past
decades (see “multi-modal” in Fig. 1.1).
One major challenge faced when utilizing multi-modal learning is the handling of
heterogeneity between the modalities. Heterogeneity is a property in which the
nature of information sources, such as images or sounds, are very different from each
other. It may cause unequal dimensions or structures in the data that is emitted
by each modality. Even the information content can differ, even when different
modalities are used to observe the same phenomena. Therefore, heterogeneity can
impede naïve approaches to combinations of information.
In recent years deep learning, a machine learning technique that involves the use of
deep neural networks, has become the mainstream approach tackling significant chal-
lenges like dealing with the complexity, dimensionality, and the unstructured nature
of raw observations. However, while one key to understanding and explaining data
in general is the representational learning of its latent distribution, deep learning
techniques do commonly lack this demanding feature. On the contrary, distributions
and distributional differences between modalities can be explicitly addressed using
stochastic generative models. As a consequence, the very recent unification of deep
learning and generative models into deep Bayesian generative models or variational
auto encoders (VAEs) are of great interest in many scientific disciplines and their
applications are becoming increasingly widespread (see “VAE” in Fig. 1.1).
Researchers recently approached the application of deep generative models to multi-
modal data (see “multi-modal VAE” in Fig. 1.1) but neglected either the generative
nature, ambiguities, or possible drop-out in multi-modal observations. Therefore,
the author of this work focused on extending deep generative models that can deal
with the ambiguities between different modalities while learning and representing
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1 Introduction

the underlying probability distributions. Furthermore, there is an emerging field
in machine and deep learning that involves dealing with missing modalities, but so
far, no studies are known to have investigated the applicability and effectiveness of
deep generative models in multi-modal settings. Also, the framework for training
multi-modal deep generative models has not been sufficiently developed, which mo-
tivated the author to explore the combination of multi-modality, deep learning, and
generative models in earnest.
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Figure 1.1: Interest in “multi-modal” (left ordinate) and “VAE”/“multi-modal VAE”
(right ordinate) has been growing over the past decades. This can be
seen, for example, in the increasing number of occurrences in those key-
words in publications from the 40 most influential engineering and com-
puter science conferences in robotics (see Table A.1) and AI (see Ta-
ble A.2) according to gScholar.

Multi-modal perception also plays a significant role in autonomous systems that
interact with the world (i.e., robots). Robots are commonly equipped with numer-
ous task-specific sensors to perform exteroceptive and proprioceptive detections of
external and internal states. To overcome the complexity involved in combining
all these information sources, handcrafted architectures ranging from early to late
fusion were proposed over the last decades. They commonly demand the making of
naïve simplifications and assumptions about the information’s nature, which often
involves neglecting the sensors’ potentials.
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Here again, deep learning (DL) had its advent over the last years in substituting tra-
ditional fusion and control architectures, because DL allows learning directly from
data with as few constraints as possible. The theoretical approach of this thesis
on multi-modal perception also has a high potential for active sensing and intrinsic
motivation due to the behavior of the learned distributions during fusion. There-
fore, further experiments were carried out, revealing the potential of the proposed
approach to reinforcement learning tasks.
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2 Contributions and Outline
A multi-modal deep generative model (DGM) approach that combines the frame-
works of data-driven deep learning and model-driven generative models is proposed
in this work. The thesis is structured as follows (see Fig. 2.1):

Figure 2.1: Outline of this thesis.
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2 Contributions and Outline

Figure 2.1 highlights the separation of this work into two branches: theoretical and
applied. Chapter 3 through 5 comprise the theoretical work from the introduction
of DGMs in Chapter 3 and multi-modal perception in Chapter 4 to the main con-
tribution of the multi-modal DGM in Chapter 5. Chapter 6 through 8 comprise
the applied work from the discussion and introduction of multi-modal data-sets and
their properties in Chapter 6 and the evaluation of the proposed and competitive
approaches in Chapter 7 to the discussion of applications in Chapter 8. Finally, the
work is comprised and reflected on in Chapter 9. A closer look at the single chapters
is carried out in the subsequent paragraphs while all the author’s publications that
led to the findings in this thesis, are comprised in Table 2.1.

In this thesis, a method for multi-modal learning using both deep learning and
generative models is proposed. Therefore, Chapter 3 contains the results of a deep
analysis of these two disciplines before establishing the link that forms DGMs. The
contributions of Chapter 3 comprise a deep dive into DL and GM plus an overview
of the many aspects of DGMs.

The connection of this work’s DGM to each problem setting of multi-modal learn-
ing is proposed in this work: representation, translation, fusion, and co-learning.
Therefore, the multi-modal research domain was investigated during the first stud-
ies presented in Chapter 4. This thesis is grounded by means of taxonomy and
nomenclature, and an extensive literature summary was conducted on the investi-
gated topics. The contributions of Chapter 4 comprise a multi-modal taxonomy tree,
the definition of modality relations and correlations, and an exhaustive literature
overview regarding multi-modal DGMs.

In the following research in Chapter 5, a multi-modal DGM is proposed that ad-
dresses two problem settings in multi-modal learning: representation and trans-
formation under modality dropout. The training of various multi-modal VAEs ap-
proaches suffers from learning non-coherent representation between modalities. This
results in inconsistent behaviors when facing irregularities, like modality dropout,
during testing. The resulting contributions of Chapter 5 comprise a coherent and
exhaustive derivation of the VAE’s evidence lower bound (ELBO) in a multi-modal
scenario, the extension to arbitrary large sets of modalities, an analysis of the latent
space behaviors under ambiguities, and a deep learning architecture to train the
network in a tractable fashion.

Many data set collections exist and are publicly available, but a categorization of
multi-modal data set properties is still missing in the literature. Therefore, the
necessity of defining and generating multi-modal data sets is revealed in Chapter 6.
Furthermore, new and comprehensible multi-modal data sets are introduced, which
are able to demonstrate the true capabilities of the proposed work. The contributions
of Chapter 6 comprise a taxonomy of multi-modal data sets, an exhaustive data set
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overview plus new comprehensible data sets, and a generative approach to factor
alignment.
This work focuses on multi-modal data sets under ambiguities and modality drop
out, which demands the investigation of proper measures and metrics with which
to quantify model performance. Various measures in the literature exist, but there
is a lack of focus on shared representation from different modalities. Therefore, the
most common measures are analyzed in Chapter 7 regarding their performance in
quantifying coherent shared representation during modality dropout and ambiguous
observations. Furthermore, an analysis of the proposed models’ hyperparameters
plus an ablation study was carried out. The contributions of Chapter 7 comprise
an overview of suitable metrics for multi-modal learning under ambiguities and an
exhaustive evaluation of the model’s performance.
Finally, Chapter 8 focuses on drawing connections between multi-modal and ambi-
guity resolving (epistemic) sensing. It leads to a proposal about how a multi-modal
VAE can be used as a solution in an active sensing scenario. The contribution of
Chapter 8 leads to a perceived environment that can be applied to learn active
sensing with deep reinforcement learning.

Table 2.1: Publications from the author that led to the findings in this thesis.

[Kor+15] Timo Korthals et al. “Evidence Grid Based Information Fusion for Semantic Clas-
sifiers in Dynamic Sensor Networks”. In: Machine Learning for Cyber Physical
Systems 1.1 (2015), p. 6

[Mey+15] Sebastian Meyer zu Borgsen et al. “ToBI-Team of Bielefeld The Human-Robot
Interaction System for RoboCup@Home 2015”. In: 2015

[Kor+16a] Timo Korthals et al. “Einsatz Event-Basierter Systemarchitektur für Erntemaschi-
nen zur Elektronischen Umfelderkennung”. In: 74. Tagung LAND.TECHNIK.
VDI e.V., 2016

[Kor+16b] Timo Korthals et al. “Evidenzkarten-basierte Sensorfusion zur Umfelderkennung
und Interpretation in der Ernte”. In: Informatik in der Land-, Forst und
Ernährungswirtschaft. 2016, pp. 15–18

[Kor+16c] Timo Korthals et al. “Occupancy Grid Mapping with Highly Uncertain Range
Sensors based on Inverse Particle Filters”. In: ICINCO 2016 - Proceedings of
the 13th International Conference on Informatics in Control, Automation and
Robotics 2 (2016)

[Mey+16] Sebastian Meyer zu Borgsen et al. “ToBI-Team of Bielefeld The Human-Robot
Interaction System for RoboCup@Home 2016”. In: 2016

[Kra+16] Mikkel Kragh et al. “Multi-Modal Obstacle Detection and Evaluation of Occu-
pancy Grid Mapping in Agriculture”. In: International Conference on Agricultural
Engineering. Aarhus, 2016. url: http://conferences.au.dk/uploads/tx_
powermail/2016cigr_-_multi-modal_obstacle_detection_and_evaluation_
of_evidence_grid_mapping_in_agriculture.pdf

[Her+16] Stefan Herbrechtsmeier et al. “AMiRo: A Modular & Customizable Open-Source
Mini Robot Platform”. In: ICSTCC. 2016. isbn: 9781509027200. doi: 10.1109/
ICSTCC.2016.7790746
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[Kor+17a] Timo Korthals et al. “Semantical Occupancy Grid Mapping Framework”. In:
2017 European Conference on Mobile Robots, ECMR 2017. IEEE, 2017. isbn:
9781538610961. doi: 10.1109/ECMR.2017.8098673

[Kor+17b] Timo Korthals et al. “Towards Inverse Sensor Mapping in Agriculture”. In: IROS
2017 Workshop on Agricultural Robotics: learning from Industry 4.0 and moving
into the future. Vancouver, 2017

[Bor+17] Sebastian Meyer zu Borgsen et al. “ToBI – Team of Bielefeld: Enhancing Robot
Behaviors and the Role of Multi-robotics in RoboCup@Home”. In: RoboCup 2016:
Robot World Cup XX. ed. by Sven Behnke et al. Cham: Springer International
Publishing, 2017, pp. 577–588. isbn: 978-3-319-68792-6

[Kor+18a] Timo Korthals et al. “Coordinated Heterogeneous Distributed Perception based on
Latent Space Representation”. In: IROS 2018 Second Workshop on Multi-robot
Perception-Driven Control and Planning. 2018. arXiv: arXiv:1809.04558v1.
url: https://arxiv.org/abs/1809.04558

[Kor+18b] Timo Korthals et al. “Obstacle Detection and Mapping in Agriculture for Process
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[Kor19] Timo Korthals. M2VAE - Derivation of a Multi-Modal Variational Autoencoder
Objective from the Marginal Joint Log-Likelihood. 2019. arXiv: arXiv:1903.
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3 Deep Generative Models
In this thesis, a method for multi-modal learning using both deep learning and gen-
erative models is proposed. In sections 3.1 and 3.2, the prerequisites for deep neural
networks (DNNs) and generative models (GMs) are explained, respectively. Further-
more, two approaches to connect DNNs and GMs to become a DGM are described
in Section 3.3. Finally, the VAE, as one of the two approaches, is explained.

3.1 Deep Neural Network

A DNN, which is also known as a feedforward neural network (FFNN) or multi-
layer perceptron (MLP), is a function approximator composed of artificial neural
networks (ANNs) connected in a hierarchical manner. When the number of layers
in a FFNN is more than two (i.e., the input and output layer), it is called a deep
neural network. Deep learning (DL) is the generic term for the approaches that
involve using the DNNs as a learning machine (e.g., a discriminator) for machine
learning (ML). The following sections contain a brief explanation of the structure
and learning of DNNs.

3.1.1 The Structure of Deep Neural Networks

The single artificial neuron is the basic building block that makes up a DNN. McCul-
loch et al. [McC+43] described it as the formal modeling of the neurons in the brain’s
nervous system. It is a function f that takes the input vector x = [x1, . . . , xI ]T ∈ RI

and outputs some h value:

h = f(x) = g

(
I∑
i=1

wixi + b

)
= g

(
wTx + b

)
(3.1)

The neuron’s parameters consist of the weight vector w = [w1, . . . , wI ]T ∈ RI and
bias parameter b ∈ R, which scale and offset the input (i.e., a linear function). g is
called the activation function, that can be a linear (lin), hyperbolic tangent (tanh),
sigmoid (sig), or rectified linear unit (ReLU) function, for example1. Equation (3.1)

1See Ramachandran et al. [Ram+17b] for an evaluation on activation functions for DNN
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can be generalized to a layer of multiple neurons that share the input vector x and
output the vector h = [h1, . . . , hN ]T:

h =
[
g

(
I∑
i

w1,ixi + bi

)
, . . . , g

(
I∑
i

wN,ixi + bi

)]T

:= g
(
WTx + b

)
(3.2)

In the case of FFNN, Eq. (3.2) is called the layer of the network. FFNNs are
structured in such a way that the output of one layer is the input of the next
layer. For example, the output hl = f(x; θl) of the lth layer is given by its pa-
rameters, θl := (Wl,bl), its activation function, gl, and the output, hl−1, of the
lth − 1 layer, which serves as input x. Because hl−1 depends on the parameters
of the lth − 1 layer, the output of the lth layer eventually depends on all the pa-
rameters of the layers before it plus the input of the first layer. That is, when
the network consists of L layers, the output of the Lth layer of the last layer is
hL = f(f(. . . f(. . . f(f(x; θ1); θ2) . . . ; θl) . . . ; θL−1); θL). In this case, f(·; θ1) is called
the input layer and f(·; θL) is called the output layer. The other intermediate layers
are called hidden layers. A FFNN with at least one hidden layer is called a DNN.
For the sake of brevity, each layer’s parameters are collectively denoted by θ and
the output of the last layer L can be written simply as h = f(x; θ). The network’s
architecture properties like the layer’s activation function, number of neurons (i.e.,
width), or the number of layers (i.e., depth) are not part of the functions argument
because they count as hyperparameters (HPs) that are chosen by design. In general,
the same activation function is used in the layers before the output layer while the
activation function of the Lth layer is selected according to the form of the output.
Width and depth are chosen according to the target function’s complexity, which
needs to be approximated. Figure 3.1 summarizes the above explanation.

Depending on the feature space and nature of input x, a deep neural network can
have various architectural designs to improve its performance. In the case of image
data, the convolutional neural network (CNN) [Lec+98] is used under the assump-
tion that the modality has a lattice-like form with a strong correlation between
adjacent pixels and is translation-invariant. In the case of serial data, a recurrent
neural network (RNN) [Ger+99] is used under the assumption that there are one-
dimensional variable vectors and strong dependencies in the serial direction.

3.1.2 Learning Objectives

Consider the joint distribution p(x,y) of a pair of inputs x and target outputs y,
where p∗(x,y) is the true data distribution. If a neural network (NN) is considered
to be a trainable function in ML, the purpose of learning is to adjust the θ parameter
so that the output distribution, p(x; θ), for any x input is close to the corresponding
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Layer Deep Neural NetworkNeuron

wT gb

input

output

layers 1 – L

f(x; θ)

backward path
hl−1 = g(WT

l−1hl−1 + bl−1)

hl,n = g(wT
l,nhl−1 + bl,n)

hl−1 hl,n

hLx

∇θj(f(x; θ),y)

forward path

output

input

Figure 3.1: A summary of the structure and notation of a deep neural network
(DNN) as a feedforward neural network (FFNN).

target y under the true data distribution p∗(x,y). This is accomplished by mini-
mizing the error between the output f(x; θ) and the target y regarding the input x
using a comparative function j(f(x; θ),y), where j is a function of θ. This function
j is called an error, loss, or objective function in the field of ML. By minimizing
the loss, given the input x and target y data, the parameter θ can be adjusted such
that f(·; θ∗) eventually approximates the true data distribution p∗(x,y):

θ∗ = argmin
θ

Ep∗(x,y) j(f(x; θ),y) (3.3)

Therefore, the learning of the NN for the true data distribution p∗(x,y) is an opti-
mization problem in Eq. (3.3).
In fact, the true data distribution p∗(x,y) is unknown, so the expected value, E, of
Eq. (3.3) cannot be directly obtained. The expected value can only be approximated
by obtaining the set of observations (i.e., samples) O = {(x1,y1), . . . , (xO,yO)} from
the true data distribution. Therefore, the optimization problem changes as follows:

θ∗ = argmin
θ

J(θ|O) =
O∑
o=1

j(f(xo; θ),yo) (3.4)

J(θ|O) is called the error of observation set O. Because the original purpose of
learning is to optimize the expected value in Eq. (3.3) (i.e., the true data distri-
bution) the optimization of Eq. (3.4) may result in learning some θ∗ that only fits
the training set. This phenomenon is called overtraining and prevents the NN from
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being generalized to unobserved data that results from p∗(x,y) but was not part of
the training set. To prevent this behavior, O is separated into an explicit training
set Otrain plus a testing Otest and validation Oval set. Usually, after the training
(i.e., the optimization of Eq. (3.4)) on Otrain is over, the error J(θ|Otest) is evaluated
to check whether the NN has overlearned the training set. Therefore, J(θ|Otrain),
J(θ|Otest), and J(θ|Oval) are called train, test, and validation errors, respectively.
One goal of ML is to optimize Eq. (3.4) on a training set such that the algorithm
generalizes well to unknown and unseen data. Thus, the test error is also known
as the generalization error, which needs to be minimized as well. Because the test
set is not available at the time of training and exclusively not for optimization, the
validation set is used to evaluate the generalization error at the time of training.
The above framework is called supervised learning because the inputs and corre-
sponding targets are given as datasets. A framework for learning just from a set of
inputs is called unsupervised learning. Finally, a framework in which a set of inputs
plus targets and a set of inputs without targets are given is called semi-supervised
learning.

3.1.3 Training Deep Neural Networks

In the case of DNNs, it is intractable to solve Eq. (3.4) analytically because the
training error is usually not a convex function concerning the parameters. However,
the gradient of Eq. (3.4) for a given parameter and observation set can be calculated
using basic calculus. Therefore, identifying the gradient of the error function and
updating the parameters in the direction that minimizes the error can be considered:

θe+1 ← θe − γ
∂J(θ|O)
∂θ

∣∣∣∣∣
θe

(3.5)

Equation (3.5) is called the gradient decent method. In it, γ is the learning rate
that determines the change of the parameter in one epoch e.
However, the gradients in the hidden layer cannot be computed. The error can only
be computed for the output layer (i.e., the credit allocation problem). In a FFNN,
the gradient in the hidden layer is calculated using the backpropagation method,
which involves propagating the error calculated in the output layer toward the input
layer using the differential method of the composite function.
While Eq. (3.5) updates the parameters concerning the whole training set, it is com-
mon in DL to perform gradient descent on only a small and randomly selected batch
(i.e., mini-batch) to stabilize the training process. This method is called stochastic
gradient decent (SGD). In addition to the above SGD, various optimization algo-
rithms have been proposed, such as the momentum method with an inertia term
[Rum+86], Adadelta [Zei12], RMSprop [Tie+12], and Adam [Kin+14a].
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3.1.4 Further Remarks on Training Deep Neural Networks

It is known that DNN training does not scale well with an increasing number of
layers. Various methods have been proposed to solve this problem.
The initialization of the weights of a neural network has a great influence on its
learning progress and the final accuracy (see Locatello et al. [Loc+18]). Therefore,
the initialization trick called Xavier [Glo+10] or He [He+15] is used. In this thesis,
Xavier was uses for the initialization of DNNs unless otherwise stated. To avoid bias
in the treatment of each element of the data in NNs, the data is often standardized
beforehand (e.g., min-max normalization or zero-mean/standard-variance).
As the learning of the NN progresses, the distribution of the output of each layer
shifts, and the deeper the layer is, the slower the convergence of its parameters
becomes. To solve this problem, a method called batch normalization [Iof+15] has
been proposed to standardize the outputs of each layer during training.
Several methods have also been proposed to reduce the generalization error in the
test set. For example, dropout [Sri+14] is a method of regularization that involves
stochastically removing the output of units during training.

3.2 Generative Models

This section contains an overview of generative models, graphical models, and the
training of generative models with latent variables.

3.2.1 Generative Model Framework and Learning

The mapping from the data, x, to the targets, y, using DNNs was discussed in
Section 3.1. Suppose that the true data distribution in data x is represented by
p∗(x). Because the true data distribution cannot be directly obtained, instead, the
stochastic model pθ(x) (also referred to as p(x|θ)) is considered because it can be
used to approximate the true data distribution by learning the stochastic parameter
θ of the model. Because pθ(x) is a stochastic model of the generation process of
data x, it is called a generative model. On the contrary, the approach to learning
the mapping from input to output as shown in Section 3.1 is called a discriminative
model.
One of the advantages of training a generative model is that new data can be gener-
ated through sampling. This is because the learned generative model approximates
the entire structure of the data distribution. In addition, the use of a generative
model enables us to do things, such as make density estimations and fill in miss-
ing values, that are impossible with the discriminative model, which only learns
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input/output mappings. However, the ability of generative models to adequately
approximate true data distributions depends on what optimization and modeling
methods are used, as well as how the distance between the generative model against
the data distribution is measured.
To train a generative model, it is necessary to measure how close it is to the true
data distribution (i.e., how well it can be approximated). In general, the closeness
of the generative model pθ(x) to the data distribution p∗(x) is calculated using the
Kullback–Leibler divergence (KLD) DKL.2 Therefore, the training of the generative
model is an optimization problem that involves finding a parameter θ such that the
KLD (i.e., Eq. (C.20)) is minimized. This can be rewritten as follows:

θ∗ = argmin
θ

DKL(p∗(x)‖pθ(x)) = argmax
θ

Ep∗(x) pθ(x) (3.6)

Equation (3.6) and (3.3) calculate expectations about the true data distributions,
which cannot be directly calculated. To this end, the expected value in Eq. (3.6)
can be approximated from observations O = {x1, . . . ,xO} of the true distribution:

θ∗ = argmax
θ

1
O

O∑
o=1

log pθ(xo) = argmax
θ

log
O∏
o=1

pθ(xo) = argmax
θ

log pθ(O). (3.7)

log pθ(O) =: L(O) is the likelihood function, and its parameter θ is omitted for
brevity. In this way, the method for estimating the value of the parameter that
maximizes the likelihood function is called maximum likelihood estimation.
Furthermore, it is assumed, that the parameter θ of the generative model has a dis-
tribution as well. Therefore, θ needs to be considered as a random variable, which is
generated as θ̂ ∼ p(θ|µ) using some probability distribution.3 µ is a hyper parameter
that controls the probability distribution of the parameter of the generative model.
The distribution p(θ|O, µ) of the parameter θ under a given observations O is given
by Bayes’ theorem:

p(θ|O, µ) = p(O|θ)p(θ|µ)
p(O) ∝ p(O|θ)p(θ|µ) (3.8)

Equation (3.8) shows that the distribution of the parameter p(θ|µ) changes to
p(θ|O, µ) by making the observations O. Thus, p(θ|µ) is called the prior distri-
bution (i.e., what is known about θ before making any observation) and p(θ|O, µ) is
called the posteriori distribution (i.e., the updated assumption about θ after making
an observation). The denominator in Eq. (3.8) is the data distribution, which is in-
dependent of the model and its parameters. It only normalizes the nominator to let

2see section C.2.3 for notes on divergence properties.
3∼ denotes the sampling process which generates a realization x̂ from the distribution p(x) of the
random variable X
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Eq. (3.8) become a true probability. However, it remains constant and, therefore,
negligible for any optimization approach.
By pursuing the goal of finding a model that can re-produce the observations, the
parameters θ needs to be optimized such that Eq. (3.8) is maximized. The esti-
mation θ∗ that maximizes the posterior distribution is called maximum a posteriori
probability (MAP) estimation. By maximizing the logarithmic posterior distribu-
tion, which shares the same optima as the posterior distribution because of the
logarithm’s monotonic behavior, the following optimization approach can be ob-
tained:

θ∗ = argmax
θ

p(θ|O, µ) = argmax
θ

log p(θ|O, µ) (3.9)

= argmax
θ

log(p(O|θ)p(θ|µ)) = argmax
θ

(L(O) + log p(θ|µ)) (3.10)

Compared to the optimization approach in Eq. (3.7), Eq. (3.10) results in the ad-
dition of the term log p(θ|µ). This term bounds θ to be in a spectrum of possible
solutions instead of being a single and discrete value. This can be regarded as a
regularization term to prevent the overlearning of the parameter θ.

3.2.2 Graphical Model

In generative models, several random variables and probability distributions are
used to describe the process of data generation. The generative model studied in
Section 3.2.1 uses two random variables, x and θ. A model that is able to describe
the relationship between these random variables is called a graphical model. There
are two types used in graphical models: directed non-cyclic graphs and undirected
graphs. The former is called a Bayesian network while the latter is called a Marko-
vian probability field or Markov network. In this paper only Bayesian networks,
which are directed models, are used when referring to graphical models. In the
field of statistics, graphical models are used to analyze the interrelationships be-
tween multivariate data, and such statistical methods are called graphical modeling
[Kol+09]. In ML, graphical models are simply used as a notion or language to de-
scribe the relationships between the variables modeled by the generative models in
a graph structure (see Fig. 3.2 for an example).

3.2.3 Training of Generative Models with Latent Variables

When a generative model of observable data is modeled, it is assumed that some
variables are hidden in the data in addition to the random variables and parameters
of the input data. Such variable is called a latent variable. On the contrary, a
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z

x
O

θ

Figure 3.2: A generative model in plate notation containing one latent variable. The
plate denotes that O independent latent samples z are drawn, which
generates O observations of x. Following Bishop [Bis07a, Chapter 10],
the parameter θ is actually absorbed into z. However, to satisfy the
thesis’ notation, it is explicitly stated in this figure.

variable whose value is directly observable, such as perceivable data, is called an
observable variable.

Consider the learning of a generative model including latent variables z. Let

ẑ ∼ pθ(z) and x̂ ∼ pθ(x|z) (3.11)

be the generation processes of each variable. Figure 3.2 shows a graphical model
of this generation process. In Fig. 3.2, the white circles represent latent variables
and the shaded circles represent the observed variables. The joint distribution for
all variables in the depicted generative model becomes

pθ(x, z) (C.1)= pθ(z|x)pθ(x). (3.12)

As in Eq. (3.7), the likelihood of the model for the observed variables needs to be
maximized. To do so, the marginalized likelihood pθ(x) for the latent variables is
obtained as follows:

pθ(x) =
∫
Z
pθ(x, z) =

∫
Z
pθ(z|x)pθ(x) = pθ(x)

∫
Z
pθ(z|x)︸ ︷︷ ︸

1

. (3.13)

Such an operation of elimination for a specific variable through integration is called
marginalization, and pθ(x) is called marginal distribution. Furthermore, pθ(x) is
also called evidence or, in physics, a partition function.
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In general, the computation of this marginalization is difficult, because the integra-
tion over the whole latent space is intractable. For this reason, an approximating
function q is introduced:

L(x) = log pθ(x) =
∫
Z
q(z) log pθ(x) (C.6) w/o cond. (3.14)

=
∫
Z
q(z) log

(
pθ(z,x)
pθ(z|x)

)
Eq. (C.1) (3.15)

=
∫
Z
q(z) log

(
pθ(z,x)
pθ(z|x)

q(z)
q(z)

)
mul. by 1=q/q (3.16)

=
∫
Z
q(z) log

(
pθ(z,x)
q(z)

q(z)
pθ(z|x)

)
reordered (3.17)

=
∫
Z
q(z) log

(
pθ(z,x)
q(z)

)
︸ ︷︷ ︸

L

+
∫
Z
q(z) log

(
q(z)

pθ(z|x)

)
︸ ︷︷ ︸

DKL

Eq. (C.3) (3.18)

= L(x; q, θ) + DKL(q(z)‖pθ(z|x)) (C.5) + (C.20) (3.19)
≥ L(x; q, θ) DKL ≥ 0 (3.20)

As can be seen from Eq. (3.19), the likelihood now possesses parameters θ and the
function q that are evaluated as follows: DKL is the Kullback–Leibler divergence,
with DKL ≥ 0, which is used to evaluate how well q(z) can approximate p(z|x).
The function L evaluates the evidence’s lower bound (rhs. of Eq. (3.20)) and is,
therefore, called the evidence lower bound (ELBO) of the marginal log-likelihood
Lθ. DKL becomes 0, if and only if the two distributions, q and p, are identical (q ≡
p⇔ DKL = 0). Therefore, L ≡ L implicitly means that q perfectly approximates p.
This is because L and DKL are in equilibrium such that minimizing DKL is equivalent
to the maximization of L (min DKL ⇔ maxL). Thus, the marginal likelihood can
be maximized by consecutively repeating the maximization of the lower bound for
θ and the minimization of KLD for q.
ELBO is also called the negative variational free energy [Fri10] or variational lower
bound of the marginal likelihood [Bis07a, Figure 9.11]. If pθ(z|x) can be obtained
analytically, then Eq. (3.19) can be optimized using the expectation–maximization
(EM) algorithm. On the contrary, if pθ(z|x) cannot be obtained analytically, then
optimization is performed on the distribution family of q(z) using mean-field ap-
proximation (see [Bis07a, Chapter 10.1.1] for further details about the mean-field
technique). This method is called variational inference (VI) [Bis07a, Chapter 10.1].
The term “variational” originates from “variational methods” or “calculus of vari-
ations” [Bis07a, Chapter 10]. In comparison, standard calculus is concerned with
functions that take the value of a variable as the input and return a value of the
function as the output. Variational calculus, on the contrary, is concerned with
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functions, that take a function as the input and return a value of the functional as
the output.4

3.3 Linking Deep Neural Networks and Generative
Models

Generative models are modeled by probability distributions and, therefore, it is
infeasible to take data with large dimension and complex structure directly as input.
Recently, research into how to combine deep learning and generative models has been
performed.
One approach is to perform feature extraction from the raw data using deep neural
networks and train a generative model with a simple probability distribution as
the input. This approach is called the feature extraction plus generative model
approach to deep learning. Neural networks can reveal apt representations of inputs
in hidden layers. The criteria for “good representation” were discussed by Bengio
et al. [Ben+12], Goodfellow et al. [Goo+16, Chapter 13], and Van Der Maaten et al.
[Van+09] and include information content, independence, explicitness, sparseness,
invariance, robustness, and smoothness.
The second approach is to parameterize the probability distribution of the GM
itself with the DNN. This is the approach with the DGM that can generate high
dimensional and complex structured data because the probability distribution is
directly parameterized by a DNN.

3.3.1 Deep Generative Model

The deep generative model is a method that combines DL and GMs. A DNN is
used to directly define the probability distribution of a GM.
Deep Boltzmann machine [Sal+09] has been proposed as a deep layer generation
model for use on undirected graphs. However, one issue with deep Boltzmann ma-
chine (DBM) is that they are infeasible to train on high-dimensional data, such as
natural images, because the training rule of a DBM is based on the Markov chain
Monte Carlo (MCMC) method.
In recent years, DGMs have been proposed for use with complex high-dimensional
data. The two dominating methods are the VAE by Kingma et al. [Kin+13] and
Rezende et al. [Rez+14], and the generative adversarial network (GAN) by Good-
fellow et al. [Goo+14]. The main difference between VAE and GAN is that in VAE,

4An example would be the entropy function as defined in C.2.1, which takes a probability distri-
bution p(x) as the input and returns a quantity.
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the distribution of the generative models is explicitly assumed, whereas in GAN,
the shape of the distribution is implicitly learned. The author of this thesis only
investigates VAEs as DGMs, which are carried out in the following sections.

3.3.2 Variational Autoencoder (VAE)

As shown in Fig. 3.2, a generative model with one latent variable and one observed
variable is considered. In contrast to Section 3.2.3, the approach of the VAE is to
find a stochastic map from the observation x to the latent representation z in an
unsupervised fashion.5 Therefore, q(z) becomes qφ(z|x) using the model parameters
φ. The method of approximating q(z) by mapping from x to z is called learned
variational inference because qφ(z|x) can be regarded as approximating the posterior
distribution pθ(z|x). The log-likelihood from Section 3.2.3 can then be rewritten as
follows:

L(x) = log pθ(x) =
∫
Z
qφ(z|x) log pθ(x) = . . . (3.21)

= L(x;φ, θ) + DKL(qφ(z|x)‖pθ(z|x)) ≥ L(x;φ, θ) sec. 3.2.3 (3.22)

As explained in Section 3.2.3, the direct maximization of the marginal likelihood is
not possible because the true posterior p(z|x) is unknown in general and, therefore,
the KLD cannot be calculated. Fortunately, the maximization of the ELBO is
equivalent to the minimization of the KLD in Eq. (3.22), which coincidentally depend
on the same parameters. This ELBO can be further transformed into the following
formula:

L(x;φ, θ) =
∫
Z
qφ(z|x) log

(
pθ(z,x)
qφ(z|x)

)
(3.23)

=
∫
Z
qφ(z|x) log

(
pθ(x|z)pθ(z)
qφ(z|x)

)
Eq. (C.1) (3.24)

=
∫
Z
qφ(z|x) log

(
pθ(z)
qφ(z|x)

)
(3.25)

+
∫
Z
qφ(z|x) log(pθ(x|z)) (3.26)

= −DKL(qφ(z|x)‖pθ(z)) + Eqφ(z|x) log(pθ(x|z)) (C.20)+(C.14) (3.27)

Equation (3.27) can now be transformed into an objective function as follows: The
marginal likelihood can be maximized during the maximization of the ELBO by
learning the parameters φ and θ of a DNN. Therefore, Eq. (3.27) needs to be negated

5Note that no labels y are introduced in this section, and the VAE only learns from the observable
data x.
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so it can be optimized using gradient decent techniques perform an optimization on
it. The prior of the latent representation can be freely chosen and independent of any
parameter: pθ(z) ≡ p(z). The reconstructed observation x′ of the generative process
x′ ∼ pθ(x|z) is indexed with a prime to distinguish it from the actual observation
x. Finally, the objective for the set of observations can be written as follows:

θ∗, φ∗ = argmin
θ,φ

J(θ, φ|O) (3.28)

= argmin
θ,φ

O∑
o=1

DKL(qφ(z|xo)‖p(z))︸ ︷︷ ︸
Regularization

−Eqφ(z|xo) log(pθ(x|ẑo))︸ ︷︷ ︸
Reconstruction

(3.29)

With Eq. (3.29) as the objective function, the marginal likelihood can be maximized
while minimizing the negative ELBO by learning the parameters φ and θ. The first
summand of Eq. (3.29) can be interpreted as a regularization term while the second
one is the negative reconstruction error as known from auto encoder (AE) [Hin+94].
For each observation, qφ(z|x) is considered as a stochastic map that encodes the
input x to the latent variables ẑ and pθ(x|z) as a stochastic map that decodes the
latent variables ẑ to the reconstructed input x′. This approach is called variational
auto encoder (VAE).
In this paragraph, the representation of the encoder and decoder by a DNN are
summarized. To keep the calculation of the KLD tractable, the encoder qφ(z|x) as
well as the prior p(x) were chosen to be Gaussian distributions.6 The prior is a
D-dimensional multivariate normal distribution p(z) := N (0, I), while the encoder
is parameterized by a DNN as follows:

µo = fµ(fenc.(xo)) with µo ∈ RD (3.30)
log σ2

o = fσ(fenc.(xo)) with σo ∈ RD (3.31)
ẑo ∼ qφ(z|x) = N

(
z; µo, diag

(
σ2
o

))
(3.32)

fµ and fσ are two separated linear neural network layers with D neurons, while fenc.
is a DNN with an arbitrary number of layers and x as an input. The decoder pθ(x|z)
can be parameterized by a DNN similar to Eq. (3.32) but is eased in practice7 to
become the following:

x′o = fout(fdec.(ẑo)) (3.33)
6The KLD needs to be calculated by numerically solving its integral. However, it has a closed-form
solution for multivariate and uni-modal Gaussian distributions (see C.2.5).

7Kingma et al. [Kin+13] mentioned that the output of the decoder has to be a full stochastic
map if one wants to satisfy the derivation (e.g., acquire a Bernoulli distribution for binarized
image data). However, in practice, the decoder’s output exclusively predicts the mean value as
the best representative of the stochastic map.
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fdec. is, again a DNN with an arbitrary number of layers with z as the input while fout
is an output layer with a specific activation function that satisfies the value range of
the input data. Because the probability distributions in Eq. (3.32) and Eq. (3.33) are
parameterized with the DNNs, the parameters are, in fact, the weights and biases
of the DNNs.
To train the DNNs that model the VAE, it is necessary to compute the gradient of the
ELBO in Eq. (3.29) for the parameters θ and φ. However, while the reconstruction
error term in Eq. (3.29) can be computed using common losses as used in AE (e.g.,
binary cross-entropy (BCE) or mean squared error (MSE)), the loss cannot be back
propagated to the input through the stochastic map into the latent space. This is
because of the actual stochastic sampling ẑ ∼ qφ(z|x) in the network’s forward path,
for which no gradient can be defined. Kingma et al. [Kin+13] and Rezende et al.
[Rez+14] circumvented this issue using a method called the reparameterization trick:
Let ẑ ∼ qφ(z|x) be a sampling process of a Gaussian distribution that is parametrized
by a DNN. One can reparametrize the sampling from a normal distribution8 ε ∼
N (0, I) using the network’s predictions as ẑ = µ + σ� ε. Then the gradient, which
is necessary for the parameter updates, of the reconstruction error term regarding
θ and φ can be pulled into the expectation operator:

∇θ,φ Eqφ(z|xo) log(pθ(x|zo)) = ∇θ,φ EN (0,I) log(pθ(x|µo + σo � ε)) (3.34)
= EN (0,I)∇θ,φ log(pθ(x|µo + σo � ε)). (3.35)

Therefore, the gradient can be calculated because it becomes independent of the
stochastic sampling. The expected value can then be calculated using Monte Carlo
sampling

Eqφ(z|xo) log(pθ(x|z)) ' 1
S

S→∞∑
s=1

log(pθ(x|µo + σo � εs)), (3.36)

while Kingma et al. [Kin+13] stated, that a sample size of S = 1 and the recon-
struction loss calculation similar to the training of AEs is sufficient.
Finally, the gradient of the loss from the KLD can be back propagated without
any issues because the loss is directly calculated between a fixed prior p(z) and the
output of the deterministic output layers fµ and fσ (see C.2.5) with

DKL(qφ(z|xo)‖p(z)) = 1
2

D∑
d=1

log σ2
d + σ2

d + µ2
d − 1 (3.37)

The findings of Eq. (3.37) and Eq. (3.36) allows for the analytical calculation of
the objective function. Therefore, Eq. (3.29) can be optimized using conventional
optimization algorithms such as SGD.
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Figure 3.3: The generative model (GM) of the variational auto encoder (VAE) (left)
plus the associated VAE architecture as DNNs (right).

Figure 3.3 (left) shows the graphical model of VAE. The GM is the same as in
Fig. 3.2, but the approximate distribution qφ(z|x) (i.e., the inference model) is rep-
resented by the dotted line. Figure 3.3 (right) shows a possible structure of a DNN in
the VAE with the encoder network, single layers for mean and logarithmic variance,
the Gaussian sampling in the latent space, and the decoder network.
Figure 3.4 shows the results of training the VAE with the MNIST database of hand-
written digits by LeCun et al. [LeC+98] after various epochs and then generating
images x′ for selected samples z using the decoder pθ(x|z). In this example, the
VAE learns a latent embedding of the MNIST data set in a 2D latent space.9 The
VAE learns to cluster similar samples, which are, in the case of the MNIST data
set, images with the same numerical information but differing writing styles. The
clustering happens naturally because the VAE tries to reduce the confusion between

8It is worth mentioning that the normal distribution of the reparameterization trick, despite the
same form, has nothing to do with the prior in Eq. (3.32).

9The dimension of the latent space, denoted as Dz, can be of arbitrary size. It is generally smaller
than the input dimension Dz � Dx to maintain the hourglass/bottleneck architecture and to
force the VAE to learn a latent embedding.
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Figure 3.4: Encoding and decoding of the MNIST test data set (Otest) using the
trained encoder/decoder network after 0, 1, 10, and 100 epochs of train-
ing (top to bottom). Left col.: fµ(fenc.(Otest)) with class coloring (i.e.,
0–9). Middle col.: fµ(fenc.(Otest)) with standard deviation coloring (i.e.,
σ2 = ∑

Dz exp fσ(fenc.(Otest))). Right col.: Decoding of certain z val-
ues according to dot pattern (denoted by ·) in the left column. See
Appendix B.2.1 for training setup and evolution of losses.
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encoding and decoding, which is introduced by the sampling in the latent space.
The learned per-sample distribution, qφ(z|xo), can also be considered as the “uncer-
tainty” or the “information” of the sample xo, which is learned during training by
means of lowering the standard deviation10 (see Fig. 3.4 (mid.)).
However, because the VAE can directly train high-dimensional data, such as images,
it can also create new images. None of the images in the right column of Fig. 3.4
are in the MNIST dataset, but they were generated by the VAE from scratch.

3.3.3 Conditional Variational Autoencoder (CVAE)

The process of generating the observed variable x̂ ∼ pθ(x|z, c) with
ẑ ∼ p(z) = N (0, I) and c being another observable stochastic variable is
considered in this section. Then the conditional likelihood for x under a given c
is pθ(x|c) =

∫
Z pθ(x|z, c)p(z). Figure 3.5 is the GM of the conditional variational

autoencoder (CVAE). The CVAE is an extension to the VAE, which handles the
previously mentioned GM [Soh+15a]. The observation variable c is added to the
model in Fig. 3.3.
In a CVAE, the approximate distribution (encoder) is given as qφ(z|x, c). The ELBO
of the CVAE becomes

L(x, c;φ, θ) = Eq. (3.27). . . = −DKL(qφ(z|x, c)‖pθ(z)) + Eqφ(z|x,c) log(pθ(x|z, c)), (3.38)

from which the objective function can be derived in a similar way as in Section 3.3.2.
In contrast to the VAE model from Fig. 3.3, an additional input for c is concatenated
with the input space x, as well as with the latent space z. The resulting model can
be trained in the same way as the VAE.
The observed variable c can be viewed from two different perspectives. The first one
is that of a target label corresponding to x (c.f. y from Section 3.1). The second
one is that of another information source or modality supporting x.
While the VAE is learning in an unsupervised fashion and only x is given as the
training set, the CVAE can be regarded as undergoing supervised learning where
both x and c are given. For example, x is a handwritten numerical image and c
is the corresponding numerical class label. Because the generation model of CVAE
is pθ(x|z, c), the corresponding handwritten numeric images can be generated by
changing the value of the numeric label c and the latent variable z after training. z is
independent of c, so information such as “handwriting”, for which z is independent of
the numeric label, is obtained. Figure 3.6 shows the results of training a CVAE with
MNIST and then generating various handwritten images for each digit. The learned
10The standard deviation for the depicted example is the square root of the total variance with

σ2 =
∑
Dz

exp fσ(fenc.(·)) (see Andres [And13]).
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Figure 3.5: The CVAE graphical model.

embedding for each numeric label shares a similar area and shape in the latent space.
The decoded images along the vertical axis reveal, that the encoder network has
learned a correlation of styles and their variations among the handwritten numerical
images.

Another perspective is that c is another modality that differs from x. From this
perspective, CVAE learns a stochastic transformation model from c to x. As men-
tioned earlier, it is also possible to consider that z represents the uncertainty of the
transformation. Therefore, CVAE can learn the probabilistic correspondence, even
if there is no one-to-one correspondence between x and c.

In this thesis, to distinguish between x and c, the label information corresponding
to x is denoted as c, while the label c in the target space (e.g., as one-hot encoded
vector) is denoted as y (see Section 3.1). In recent studies on multi-modal learning,
the other modality is often denoted as y (see Vedantam et al. [Ved+17] or Higgins
et al. [Hig+17c]) or w (see Suzuki et al. [Suz+17]). In this thesis, the alphabet is
used in a consecutive order (a, b, . . .) to distinguish the modalities, which will be
introduced in the following chapters.

3.3.4 Further Remarks on VAEs

Further essential remarks and concepts of the VAE framework are comprised in this
section.
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Figure 3.6: Encoding and decoding of the MNIST test data set (Otest) using the
trained encoder/decoder network after 100 epochs of training. Left:
KDE of fµ(fenc.(Otest, ctest)) at 2σ of the prior for each numeric label
c. Right: Decoding of certain z values according to dot pattern (de-
noted by ·) in the left figure. The horizontal column corresponds to each
numeric label c. The vertical column corresponds to various brushstrokes
or styles that were found by the CVAE during training, which are shared
among the numeric labels. See Appendix B.2.2 for the training setup.
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3.3.4.1 Amortized VAE

The concept of VI is not to learn the distribution of the whole data set, but only a
per-sample distribution where each input sample has its own parameter set. Com-
pared to the mean-field VI approach, which learns a dedicated parameters θ set for
each sample, the VAE makes use of a DNN that learns a shared parametrization for
the whole input data set. The DNN finds similarities in the input data like recurrent
patterns or styles and naturally clusters these features to efficiently store and share
the information in the network’s weights. This concept is called amortized inference
[Zha+19].11

3.3.4.2 Blurry Reconstruction

The clustering of similar samples in the latent space happens naturally because the
VAE tries to reduce the confusion between encoding and decoding that is introduced
by the sampling in the latent space. The sampling process in the latent spaces causes
confusion in the decoder’s output, which lets the decoder put learning pressure
on only the most dominant features in the data. These dominant features are
commonly represented by the low frequencies12 that mainly describe the data set and
its samples. Information that is stored in relatively high frequencies, like information
about serifs, background, or noise, is only decisive for single samples. This causes the
decoder network to reproduce an average reconstruction value over multiple samples
in which these artifacts occur. That lets the reproduced sample appear blurred (see
Fig. 3.7).
The high frequency information is pruned by the VAE because of the small dimen-
sions of the latent space, which limits the amount of information that can be stored.
Furthermore, the prior, p(z), acts as an additional low-pass because it regularizes/-
confines where and how information may be embedded. It is worth noticing that
the distribution of the data set in the latent space does follow the prior distribution
only qualitatively.
Further enhancements to the VAE, like combinations with a GAN to learn sharper
reconstructions, were made by [Lar+16], but commonly, techniques used to enhance
the reconstruction causes the loss of the expressiveness of the latent embedding in
general (see “VAEs and GANs” talk by Rosca [Zhu+18]). However, the increase in
latent dimensions already relaxes the low-pass behavior and enables the network to
pass additional information through the bottleneck, which results in sharper recon-
structions. High dimensionality also causes the VAE to embed individual, so-called,
generative factors along single dimensions, which is explained in Section 3.3.4.3.
11A data set that only contains samples that share no information with each other would result

in a non-amortized embedding that also follows the prior.
12by means of a Fourier analysis of the data
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Figure 3.7: VAE during training. The input xo parametrizes a Gaussian qφ(z|xo)
using the encoder network in the latent space, which is regularized by the
prior p(z). A sample ẑo ∼ qφ(z|xo) is fed into the decoder network, which
outputs a x′o as a reconstruction of xo. The sampling process and limited
confinement in the latent space causes the reconstruction to blur and
generalize over a set of similar inputs. This apparent drawback causes
the VAE to cluster similar inputs and work out decisive and striking
features that describe the data set the most. The contours of p(z) and
qφ(z|xo) are drawn with two times their standard deviation. Scatter
plot shows the encoding of fµ(fenc.(Otest)) using the MNIST test data
set (Otest) after 100 epochs of training concerning Fig. 3.4.

3.3.4.3 Disentangled Latent Space and Generative Factors

The feature of the VAE used to disentangle the latent space and assign generative
factors of the data set to axes was first observed by Higgins et al. [Hig+17a], who
introduced the concept of a beta variational autoencoder (βVAE). This disentan-
gling effect can already be seen in Fig. 3.6, where one numeric label can facilitate
the whole 2D latent space. Generative factors that represent the stroke width or
skewness, for example, are placed along the vertical axis. This illustrates a more
general

finding, namely that one can generalize that a VAE is capable of projecting complex
data into a linear separable latent space.
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In contrast, a low dimensionality in the data set causes the VAE to entangle the data
set’s embedding. Figure 3.4 reveals that the embedding of the whole MNIST data set
in two dimensions causes the VAE to separate individual classes and distribute them
in some arbitrary area. This causes the generative factors to be entangled among the
two dimensions, which can be seen in the reconstructed images in Fig. 3.4 because
they change styles and numeric labels by sweeping along a single latent dimension.
However, just increasing the number of latent dimensions is not sufficient. Higgins
et al. [Hig+17a] observed, that the disentangling effect can be controlled by a single
scalar β, which leverages the regularizer against the reconstruction loss. Commonly,
β is chosen so the regularizer has more influence on the loss term. One side effect
is that the reconstruction becomes worse (see Section 3.3.4.2), and a high β causes
the VAE to not learn anything from the data. A technique called warm-up by
Sønderby et al. [Søn+16], which involves linearly increasing β over the first epochs,
circumvents this issue. Thus, the VAE learns a proper reconstruction in the early
epochs and the gradually increasing β causes the regularizer to disentangle the latent
space in the later epochs.
Various enhancements were achieved after the introduction of the βVAE. Some
contributions worth mentioning include semi-supervised βVAE by Li et al.
[Li+17], SCAN by [Hig+17c], further attempted explanations by [Bur+18b],
one-shot-learning by Higgins et al. [Hig+17b], InfoGAN by [Che+16], disentangling
by factorizing by Kim et al. [Kim+18], β-TCVAE by [Che+18], and spatial
broadcast decoder by Watters et al. [Wat+19b].

3.3.4.4 VAE for Semi-Supervised Learning

VAE can also be used as a model for semi-supervised learning [Kin+14b;
Maa+16]. In a semi-supervised learning setup, in general, a small labeled set
OL = ((x1,y1), . . . , (xO,yO)) and a larger unlabeled data set OU = (x1, . . . ,xO′)
are used to train a discriminative model p(y|x). Although p(y|x) is generally
trained on the labeled set OL, in the framework of semi-supervised learning,
the unlabeled set OU is also used for learning, which is further explained in
Appendix B.4.
The semi-supervised VAE consists of a generative and discriminative model that
can be trained in an end-to-end fashion, similarly to VAE and CVAE.13 The advan-
tage of the M2 model by Kingma et al. [Kin+14b] is that it can treat supervised
and unsupervised learning in a unified way. In the DGM, the difference between
supervised and unsupervised models only depends on whether the random variables
that correspond to the labels are observables or latent variables. The discriminative
model can also be integrated into the generative model as a probability distribution
13See Fig. B.9 for the GM of the semi-supervised VAE.
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to generate labels given the input. The objective function in Appendix B.4 includes
all of these frameworks and can be trained in a unified manner by optimizing the
objective function. Other semi-supervised models based on VAE include ADGM
and SDGM by Maaløe et al. [Maa+16], which enhance the M2 model.
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The definition plus taxonomy of multi-modal information and the related research
to build a foundation of multi-modal perception are discussed in this chapter. Fur-
thermore, the objectives and challenges are derived for later investigation in the
subsequent chapters. First, the various multi-modal ML topics that emerged over
the past decades and their taxonomies which relate to this work are recaptured in
Section 4.1. Second, Section 4.2 contains a discussion of the fundamental proper-
ties of multi-modal data, such as heterogeneity, correlation, and ambiguity. Finally,
Section 4.3 contains an overview of related problem settings of multi-modal learning
and previous studies relevant to this thesis.

4.1 Multi-Modal Machine Learning – Definition and
Taxonomy

The motivation for using more than one modality in an observation arises from three
main benefits. First, having access to multiple modalities that observe the same
phenomenon may allow for highly accurate, consistent, and dependable predictions.
Second, having access to multiple views of a phenomenon by similar or heterogeneous
modalities enables the retrieval of complementary information, which would not be
visible using a single modality. Third, a system gains robustness when it has multiple
sensors because it can still operate when one of the modalities is missing.
All these properties are biologically inspired from neuroscience by the properties of
the multi-sensory learning pressures that have been suggested to act in the perirhinal
cortex of the ventral stream in the human brain [She+16]. Therefore, researchers
of multi-modal ML pursue all these desirable benefits, which resulted in various
branches over the past decades. It is worth mentioning that in the ordinary lan-
guage multi-modal ML is commonly referred as the topics of sensor fusion, which is
diversified in the following paragraphs.1

This work is grounded in the multi-modal ML domain, which is a vibrant field of
research with huge area of overlapping and interdisciplinary scientific topics. The
goal of multi-modal ML is, generally speaking, to build algorithms that can process

1The history plus various definitions of sensor fusion do exists and are collected by Koch [Koc20].
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and relate information from multiple data sources which lead to a better outcome
compared to algorithms which only use a single data source. Therefore, multi-modal
ML is a meta-research field which approaches and methodologies can be applied to
virtually every other research domain.
Baltrušaitis et al. [Bal+19] recently developed a taxonomy of multi-modal ML that
is shown and extended in Fig. 4.1. The approaches of this work in the taxonomy
diagram, which is visualized via the shaded nodes, are grounded in the following
paragraph.
Representation involves learning how to represent or summarize the complemen-
tarity and supplementary features of multi-modal data. One major issue is the chal-
lenge of how to construct representations for heterogeneous modalities. However,
it is often beneficial to transfer varying modalities into a common representation
with similar statistical quantities across modalities compared to the original data,
to become more efficient and suitable for downstream applications [Ngi+11]. For
instance, a video is often a composition of visual and auditory streams that sub-
stantially differ in their data rate per dimension and overall dimensionality, which
makes it tedious to combine the raw data for any application. However, deriving an
intermediate representation in which all signals are aligned eases their application
to further processing steps.
Baltrušaitis et al. [Bal+19] proposes distinguishing between two categories of multi-
modal representation: joint and coordinated. A function f obtains a joint repre-
sentation if it combines all uni-modal signals a, b, . . . and projects them into the
same representation z: z = f(a, b, . . .). Furthermore, the functions f1, f2, . . . obtain
coordinated representations by processing each uni-modal signal separately while
ensuring similarity constraints between all projections: f1(a) ≈ f2(b) ≈ . . ..

Joint representation is commonly used when multi-modal data is available
during training and inference. One way to build a supervisely trained DNN, for
instance, is to concatenate all input data and feed it into the DNN. The DNN
then learns to combine different inputs and correlate them to the desired output.
This is commonly referred to as early fusion, which is applicable if the nature of
the respected modalities allows it. In the case of varying modality natures, like
auditory or visual data, where modality-specific DNN architectures (RNN or CNN
respectively) are necessary to gain the best performance. Mid or late fusion are
considered in this case, which is the technique of merging and concatenating the
output of hidden layers as described by Ramachandram et al. [Ram+17a].
Other approaches are probabilistic graphical models (PGMs). These are generative
approaches to emitting the observed data through the adaptation of latent random
variables. The advantage of a PGM is its explicitness of relations and conditions
between variables, which can be dependent on the prior knowledge or complexity
of the issue, either given by an expert or automatically retrieved from data. An
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extensive review of PGMs and its variants and techniques was provided by Koller
et al. [Kol+09].
As discussed in Chapter 3, the VAE combines two approaches, PGM and DNN. All
variables are comprised by a feed-forward DNN that can be efficiently trained using
the backpropagation (BP) algorithm. Therefore, DNNs gain the power of Bayesian
inference, which can be explicitly formulated into the network’s architecture. This
ability is facilitated in this work by formulating the ELBO for a multi-modal obser-
vation.

Coordinated representation enforces similarity between uni-modal represen-
tations, which can be distinguished into two categories. Similarity models minimize
the distance between modalities in the coordinated space. A well-recognized exam-
ple is DeepFace by Taigman et al. [Tai+14] who formulated a triplet-loss to train a
Siamese DNN that minimizes the Euclidean distances of face images from the same
person while maximizing the distance between different people.
Structured coordinated space extends the former approach by formulating addi-
tional constraints between the modalities’ representations. Ramachandram et al.
[Ram+17a] listed canonical correlation analysis (CCA), a technique for comput-
ing a linear projection that maximizes the correlation between two modalities, as a
model under the structured coordinated space taxonomy. Thus, the non-linear VAE
variant by Wang et al. [Wan+16], VCCA, implicitly falls under the same taxonomy.
The author of this work formulates the relationships between uni-modal and multi-
modal observations in the later chapters, which therefore, shares the same taxonomy
of coordinated representation.
Translation is utilized to address the mapping from one modality to another. The
most widely known applications are speech-to-text and text-to-speech, which either
generate written text from dictated words or read out written words, which is avail-
able on most web sites and smartphones nowadays. Generally, every classifier or
feature extractor can be seen as a translation application because they transform
the input data into another representation with similar or equal information con-
tent. However, Ramachandram et al. [Ram+17a] differentiated two categories of
translation: generative and example-based. While an example-based method can
be used to retrieve the best translation from some dictionary, a generative approach
can be used to derive a model from a set of translations. The latter taxonomy fits
the definition of the proposed approach in Chapter 5 and is, therefore, discussed
further.
Ramachandram et al. [Ram+17a] defined generative approaches as techniques used
to construct models that can perform multi-modal translation given a uni-modal
source instance. This taxonomy is limited in that only uni-modal to uni-modal (1-
to-1) translations are defined. This work broadens the definition because translating
multi-modal to multi-modal data (m-to-n), multi-modal to uni-modal data (m-to-1)
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and vice-versa (1-to-n) are reasonable options. However, generative models are fur-
ther categorized into grammar-based, continuous generation, and encoder-decoder
models. Approaches based on grammar are restricting by the target domain’s gram-
mar definition, which has to satisfy templates that consists of a subject, object,
and verb in a sentences-based translation task, for instance. Continuous genera-
tion models extend the former approaches by handling stream-like input and output
modalities, which are common for translating between temporal sequences (e.g.,
text-to-speech). Finally, the most suitable definition for this work’s approach are
encoder-decoder models, which first encode the source modality to an intermediate
representation, as discussed in the former section, which is then interpreted by a
decoder to generate the target modality.

Encoder-decoder models are based on end-to-end trained DNNs with a fan-in to
fan-out (i.e., bottleneck or hourglass) architecture. This way, the network is forced
to compress the data into a vectorial representation in the bottleneck to its most
representative information. The most desirable feature of vectorial representation
is that the DNN possibly learns to reflect the underlying generative factors of the
data (see [Loc+18]).

Alignment involves elaborating on relationships and correspondences between sub-
sections of multi-modal observations. It is categorized into the two types of implicit
and explicit alignment. Explicit alignment occurs when the main modeling objective
is to align instances of two or more modalities. In contrast to explicit alignment,
implicit alignment approaches involve learning how to latently align data during
training so that the learned representation can be used for downstream applica-
tions. DTW or HMM are well known algorithms that do perform unsupervised
alignment of speech utterances. However, the approach proposed in this work does
not align observations as defined by Ramachandram et al. [Ram+17a]. Rather it
aligns representations between sets of observations. This approach is deeply related
to manifold alignment as comprised by Wang et al. [Wan+11].2 For instance, as-
suming a bi-modal observation (a, b) is represented by its latent sample za,b, then
the unimodal representations za and zb are explicitly aligned via the KLD, such that
za ≈ za,b and zb ≈ za,b. This approach falls under the taxonomy of representation
rather than alignment.

Co-learning involves cases in which one modality lacks resources (like samples or
labels), while another modality that observes the same phenomena does not. There-
fore, the resource rich modality can be used to aid in the modeling of the resource
poor modality. Co-learning methods can be categorized into three cases based on
the configuration of the data set: parallel, non-parallel, and hybrid. If the data set
consists of parallel observations, then all observations are directly linked to each

2See Wang et al. [Wan+11] for an overview of manifold alignment and Wang et al. [Wan+09] for
unsupervised approaches in particular.
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other as if all recordings where synchronized. Non-parallel data sets do not re-
quire the modalities to be directly linked to each other. Rather, they only have to
share categories or concepts. In the hybrid data setting, non-parallel modalities are
bridged by some shared modality or a dataset that serves as a proxy.

The author of this work does not explicitly deal with co-learning as defined by Ra-
machandram et al. [Ram+17a], but some similarities can be drawn to the parallel
case as follows: It is assumed, that the data sets used for training consist of obser-
vations that were performed simultaneously or that differing data sets are at least
semantically aligned. In a bi-modal case, a sample consisting of both modalities (a, b)
represents the resource rich observation because it comprises all available informa-
tion. The uni-modal observations a and b represent the resource poor observations
because they might be missing some information that is only available in the other
modality. However, as discussed in the former paragraph, all sets of modalities are
linked to each other to enable the learning of a coherent representation by guiding
the resource poor observations to have similar embeddings as the resource rich one.

Fusion is presumably one of the most studied topics in multi-modal machine learn-
ing, which is the concept of integrating information from multiple modalities to
improve results in all branches of machine learning: classification, regression, clus-
tering, or dimensionality reduction. The benefits are twofold: First, having multiple
and redundant modalities that observe the same phenomenon enable the making of
failsafe and robust predictions. Second, by combining interacting modalities, one
can observe more states and features together than with a single modality. Fusion
approaches can be categorized into two domains [Ram+17a]: model-agnostic ap-
proaches that do not directly depend on a specific machine learning method and
model-based approaches that explicitly address fusion in their formulation and con-
struction. One advantage of model agnostic approaches is that they can be imple-
mented using almost any unimodal classifier or regressor.

However, not all sensor fusion applications are of the same kind or have the same
benefits. Elmenreich [Elm02] defined three interaction models of how the data from
multiple sensors can be fused: complementary, competitive, and cooperative.

Interaction models are divided into complementary, competitive, and coop-
erative approaches. They define how the data from multiple sensors can be fused.

A sensor configuration is called complementary if the sensors do not directly depend
on each other but can be combined to give a more complete image of the phenomenon
under observation. This resolves the problem of the incompleteness of sensor data.
An example of a complementary configuration is the employment of multiple cameras
that each observe disjunct parts of a room in surveillance application.

Sensors in a competitive configuration have each sensor delivering independent mea-
surements of the same property. Competitive configurations are used on fault-
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tolerant and robust systems. An example would be the reduction of noise by com-
bining two overlaying camera images.

A cooperative sensor network uses the information provided by two independent
sensors to derive information that would not be available from the individual sen-
sors. An example of a cooperative sensor configuration is stereoscopic vision: a
three-dimensional image of the observed scene can be derived by combining two-
dimensional images from two cameras at slightly different viewpoints.

The applied methods in this work build upon a multi-modal generative model, which
graphical model assumed independent observations retrieved using complementary
modalities (see Fig. 5.1). This suits the context of complementary fusion with the
goal of resolving ambiguous observations of single sensors.

Model-agnostic approaches do not follow any specific rule about how to com-
bine the information provided by multiple modalities. They are application and
architecturally driven and may be implemented using almost any unimodal pre-
processing methods like classification or regression. Therefore, they are easy to
implement but suffer from techniques that are not designed for multimodal data.
Liggins et al. [Lig+08] generally distinguishes fusion into early (raw-based), mid
(feature-based), late (decision-based), and hybrid fusion. Early fusion involves in-
tegrating raw signals directly after necessary preprocessing steps like normalization
or smoothing. Mid fusion is applied after considerable preprocessing of the raw
signal, to extract features like the statistical quantities of the signal, for instance.
Late fusion involves performing integration after each of the modalities has made a
decision (for instance a classification or regression). Hybrid fusion combines all the
above approaches by taking the most profitable representation of each modality for
fusion into account.

Model-based approaches follow an explicit technique on how to combine the
modalities’ data for fusion. They are categorized into three approaches: kernel-based
methods, PGM, and DNN. Kernel-based methods, like multiple kernel learning, are
extensions of kernel support vector machines in a way because modality-specific
kernels exploit similarities between modalities. PGMs can be further split into
approaches that models joint (also known as generative) or conditional (also known
as discriminative) probability. The benefits of graphical models are twofold: The
spatial and temporal structure of the data can be easily exploited, and they allow
the building of human expert knowledge about the process in the models that leads
to interpretability. DNNs are data-driven approaches that learn the correlations
between and beneficial combinations of modalities from the data through non-linear
functions. This is a decisive feature compared to other fusion approaches because
they do not suffer from over-simplifications or necessary assumptions in the setup.
Furthermore, the use of DNNs allows for end-to-end training of both multi-modal
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representation and fusion, which leads to high performance as well as the high
interpretability of the data, for instance [Ram+17a].

The author of this work uses the approaches of Kingma et al. [Kin+13] and Rezende
et al. [Rez+14] that combine PGMs and DNNs to learn a representation of the data
through a generative processed that is parametrized by a DNN known as VAE.
Suzuki et al. [Suz+17] built up on this by exploiting VAEs to perform bi-modal
exchange. The author extends the former approaches in this work to model the
multi-modal observation in a generative process to identify a coherent representation
between all subsets of modalities. The fact that the generative process is modeled by
a DNN allows to learn fusion in a data-driven way without labels while representing
all information in a single latent vector. This feature can be used in a further
downstream application to challenge the model-agnostic fusion approaches.

4.2 Multi-Modal Properties

As explained in the introduction, the author of this work focuses on multi-modal
data that allows for heterogeneity, correlations, and ambiguities. However, these
fundamental properties of multi-modal data taxonomy tree from Section 4.1 because
they are omni-present issues of all multi-modal ML approaches. Heterogeneity is
defined in Section 4.2.1 while correlation is captured in Section 4.2.2 and, finally,
ambiguities are discussed in Section 4.2.3.

4.2.1 Heterogeneity of Multi-Modal Data

The most affected topics by heterogeneity are co-learning and, in particular, transfer-
learning because they deal with the translation between modalities. Therefore, the
work on transfer learning by Weiss et al. [Wei+16] is adapted for the taxonomy of
heterogeneous multi-modal data in this thesis.

Weiss et al. [Wei+16] restricted themselves to the definition that difference in the ob-
servation space between modalities exclusively denote heterogeneity while an equal
observational support denotes homogeneity.3 This statement is generalized in the
following section in order to capture the requirements of this work.

3Weiss et al. [Wei+16] relates to the “feature space”, while the more general terms “observa-
tion space”, “observation support”, or “support of observations” relate to any non-trivial raw,
feature, or symbolic set.
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4.2.1.1 Domain

A set of observations from one modality is defined as a = a1, . . . , aN ∈ A while A
denotes the observation space. With p(a) being the marginal likelihood distribution,
the domain can be defined as the set {A, p(a)}. The following properties of the two
domains {A, p(a)} and {B, p(b)} can be identified, which results in heterogeneity:

1. the observation spaces are different: A 6= B
2. the marginal likelihood distributions are different: p(a) 6= p(b)
3. observation spaces and the distributions are different

As an example, in a multi-modal sensor setup, “1” can be a set of different kinds
of sensors or similar sensors with different setups while “2” is another environment
that is sensed.

4.2.1.2 Task

Given a domain {A, p(a)}, a task is constructed as {Z, p(z|a)} by the target support
Z, hereinafter referred to as latent space, and the posterior distribution4 p(z|a).
Z = {z1, . . . , zN} denotes the set of latent samples pertaining to A.
Depending on its purpose, a realization of the posterior distribution zn is called a
class, label, attribute, target, latent code, or generative sample. Furthermore, as
with the discussion of the domain, the heterogeneity properties of Section 4.2.1.1
result in the following cases:

1. corresponding latent spaces are different: ZA 6= ZB
2. the posteriors differ: p(z|a) 6= p(z|b)
3. latent spaces and posteriors differ

As an example, in a multi-modal sensor setup, “1” can occur when two observed
latent spaces have different numbers of generative factors while “2” relates to the
distributions of generative factors.

4.2.1.3 Conclusion

Based on these discussions, it can be seen that the domains and tasks relate to the
observations and latent space, respectively. Following the definitions by Weiss et al.
[Wei+16], given two domains or tasks, the issue of translating from one domain or
task to another is called transfer learning. The issue setting of the transfer leaning
can be applied to co-learning and multi-modal ML in general. Heterogeneity relates

4Also known as inference, inverse, recognition, or encoder model.
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to at least one difference in the domain, which leads to differences in the task, while
the common underlying issue in multi-modal ML relates to the identification of
correlations between modalities.

4.2.2 Correlations between Modalities, Classes, and Attributes

As stated before, a fundamental constraint for sensor fusion is that two signals
are somehow correlated. This means that for a generative process, when a genera-
tive factor is varied slightly, observations through multiple modalities of the same
phenomenon covary correspondingly. However, this does not mean that all observa-
tions change by a constant factor or that the factor is the same for every modality,
which makes standard calculus or correlation analysis hardly applicable to com-
plex multi-modal data. Nevertheless, it can be assumed for real-world data that
continual changes in the generative factors result in continual changes in observa-
tion and that binary switches do not exists in nature (this is further motivated in
Section 4.2.3). Furthermore, the generative process of multiple observations also
illustrates the causality/correlation issue: correlation supports the notion of cau-
sation (dependency), but it does not prove it. It can generally be assumed that
two different sensing modalities are correlated by means of the differing physical
influences, but any modality does never influences the cause and, therefore, not the
outcome of a measurement. This argument can be supported by Bayesian graphical
models, whereby, if one wants to model such a generative graph, the dependencies
between observations break up because all information is already supported by the
latent factor.

An observation sample an can be surjectively associated with a latent sample zn.
A latent sample zn consists of generative factors that can include the class associ-
ation, class attributes, and the instance attributes. Figure 4.2 illustrates various
types of correlations between the attributes and classes of uni- (three top rows) and
bi-modal (three bottom rows) observations, and two examples are always given (left
and right). The first row shows two examples that do not have any correlation
because the attributes’ translation (left) and rotation (right) are independently al-
tered. Attribute correlation, on the contrary, is shown in the second row, where the
left-to-right translation is correlated to cw rotation (left) or up-to-down translation
is correlated to scale (right). The third uni-modal example shows an additional class
correlation, where any object shape shows the same attribute correlation as in the
before mentioned example.
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no correlation

attribute correlation

class correlation

a

attribute correlation

b
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partial obs. in b
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partial obs. in a and b
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p1,2 p1,3 p2,1 p2,2 p2,3

Figure 4.2: Various types of correlation are shown for uni- and multi-modal obser-
vations by means of the dSprites data set. The corresponding generative
factors are swept for three samples (i.e., p·,1 → p·,2 → p·,3) in two exam-
ples each.

41



4 Multi-Modal Perception

The first bi-modal observation extends the former correlations to two views (i.e., a
and b of a phenomenon). The left example shows the linear correlation between the
same attributes while the right example shows diverse attribute correlations. Note,
that the mentioned example is supplementary and does not show any ambiguity
between the modalities.
The second bi-modal observations introduce the partial observability of the gener-
ative factors through b. Although a varies for all observations, b stops varying for
(p1,2, p1,3) and (p2,1, p2,2). Thus, b only partially allows the deduction of the gen-
erative factors through its observations, which makes b ambiguous concerning a.
Furthermore, a enables full observability, which leads to the fact that any observa-
tion from b can be deduced through a.
The final example introduces ambiguities in both modalities, which only enables
the deduction of the generative factors when both modalities are observed. a varies
when b is constant and vice versa, and thus, they are no longer supplementary. This
is, however, a very simplified example but demonstrates the necessity of mulit-modal
observation and fusion in deducing the full underlying generative factors.

4.2.3 Requirements for Multi-Modal Data and Observation
Ambiguities

Perry et al. [Per+10] stated that Hebbian learning relies on the fact that the same
objects are continuously transformed to their nearest neighbor in the observable
space. Higgins et al. [Hig+16] adopted this approach in their assumptions that
this notion can be generalized within the latent manifold (i.e., latent space) learn-
ing. However, neither a coherent manifold nor a proper factorization of the latent
space can be trained if these assumptions are not fulfilled by the dataset as shown
by Higgins et al. [Hig+16]. In summary, this means that observations of natural
phenomena must have the property of continuous transformation concerning their
properties (e.g., the position and shape of an object) such that a small deviation
of the observations results in proportional deviations in the latent space and that
switches do not exists.
Adopting this assumption for multi-modal datasets means that observations should
correlate, if the same phenomena is observed by each modality. Therefore, a small
deviation in the underlying generative factors (i.e., the common latent represen-
tation) between all modalities conducts a proportional impact on all observations.
This becomes a fundamental requirement for any multi-modal dataset because cor-
relation and coherence are within the context of multi-modal ML.
The previously mentioned assumptions only hold, if and only if (iff) the modali-
ties observe the same phenomena and are able to rectify all its properties. This
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property of retrieving equivalent information by every modality (i.e., p(a) = p(b)) is
called supplementary and only offers redundancy, as discussed by Baltrušaitis et al.
[Bal+19]. In any other case there exists a factorization of the likelihood, p(a, b|z),
for two modalities a and b, which factorization of z might differ. Assume for this
particular case that the generative factor z can be bi-parted into z = (ż, z̃) with
ż ⊥ z̃. Factorizing the likelihood results in p(a, b|z = (ż, z̃)) = p(a|ż, z̃)p(b|ż, z̃).
Now, for example, if b cannot sense a particular property, then it is likely that it
becomes independent of one factor and, therefore, marginalizes to p(b|ż, z̃) = p(b|ż)
(e.g., see second bi-modal example in Fig. 4.2). The described marginalization man-
ifests itself in ambiguous observation and results in the partial observability of the
latent factors. In the previously mentioned example, this means, that if b makes
ambiguous observations, they can only be resolved if the rectification is done by a
or a and b together. Generally, partial observability results in injective mappings,
ambiguous observations result in surjective mappings, and full observability without
ambiguous observations results in bijective mappings of the posterior distribution
between the observable and latent space.

Summarizing the requirements for multi-modal observations results in the fact that
observed data must have the property of continuous transformation between the
observable and latent space sets. Furthermore, a small change in the manifold of
the latent space should at least result in a proportional deviation of the modalities
in the observable space. Observations of any modality are called ambiguous when
deviations in the latent space do not result in changes in the observable space. Fi-
nally, the postulation by Higgins et al. [Hig+16] can be extended to a requirement
for multi-modal observations that it is important for the observed multi-modal data
to be generated using factors of variation that are densely sampled from their re-
spective continuous distributions.

4.2.4 Conclusion and Challenges faced in this Work

Based on the discussion so far, a multi-modal data set consists out of at least two
different observations, a and b. It is called heterogeneous, iff one difference be-
tween their domains or tasks can be identified. Otherwise, it is considered to be
homogeneous. However, it is worth mentioning that different observation spaces
and different likelihoods are not mutually exclusive, and therefore, it is necessary
to take the possibility into account that likelihoods, and even tasks, may be differ-
ent for the same observations. This is the part that has been barely focused on in
past multi-modal studies on ML. Therefore, this work focuses on DGMs, which can
capture these differences by means of observation ambiguities.

Furthermore, the concept of correlation and ambiguities between observations re-
ceived from different modalities was introduced. Correlation refers to the mutual
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equivalence of varying factors between observations while ambiguities introduce the
partial observability of the correlation. This issue of ambiguous observations, par-
ticularly during modality drop-out, has not been studied yet but is a crucial aspect
of any resilient and trustworthy ML. Therefore, the author of this work also fo-
cuses on DGMs, which can coherently capture correlations and ambiguities such
that drop-out no longer causes catastrophic outcomes for downstream applications,
for example.

4.3 Deep Multi-Modal Machine Learning

Beneficially combining multiple modalities poses many difficulties: how to combine
the data from heterogeneous sources, how to deal with different levels of noise, and
how to handle missing data. Furthermore, the ability to represent data in a meaning-
ful way is crucial to any multi-modal issue and highly depends on the architectural
choice and desired task goals. All these topics deeply relate to sensor fusion, which
is a major topic in every autonomous system. Generally, any autonomous systems
is advised to apply fusion to its multiple sensors and models to provide information
to the autonomous system to estimate its own state (proprioceptive sensing) and
the environment in which it is operating (exteroceptive sensing). Traditional fusion
architectures, as discussed in Section 4.3.1, are built hierarchically from the raw
sensor level up to the cognitive behaviors. However, due to the advent of DNNs,
these intermediate steps are no longer necessary because end-to-end fusion learning
is becoming increasingly feasible (see [Ram+17a]).

The idea of the traditional architecture approaches and their requirements on algo-
rithms are captured in Section 4.3.1. Finally, state-of-the-art (SOTA) approaches
in deep multi-modal ML are discussed in Section 4.3.2 while recent developments in
multi-modal DGMs are focused in Section 4.3.3.

4.3.1 Fusion in Autonomous Architectures

Figure 4.3 shows an architectural overview of autonomous systems as derivative of
a Gajsk–Kuhn chart (i.e., Y diagram). In extension of the Gajsk–Kuhn chart, the
nonfunctional properties of the algorithms of autonomous systems are attached by
horizontal lines to the chart concerning the hierarchical structure. Four concen-
tric circles characterize the hierarchical levels within an architectural design, with
increasing information abstraction from the inner to the outer circle. Each circle
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characterizes the logic or physical interfaces while they separate the levels of the
following domains5:

• Cognitive Domain: This domain describes the cognitive capabilities and be-
haviors of a system.

• Processing Domain: A system is assembled from subsystems that are opti-
mized for their purposes. Different subsystems and their interconnections to
each other are contemplated for each level of abstraction.

• Information Representation Domain: This domain describes the information
abstraction properties that are handled by the system and its subsystems.

Figure 4.3: Architectural overview of autonomous systems as derivatives of a Gajsk–
Kuhn chart (also known as Y diagram) with algorithmic properties at-
tached to the hierarchical levels.

However, following the recommended and classical design of fusion architectures by
Liggins et al. [Lig+01, Figure 1.4], ranging from raw- over feature- to symbolic-level,
they coincide with the information representation domain. Their non-functional
properties can be identified according to algorithmic properties in general. There-
fore, complex autonomous systems also demand complex fusion architectures con-
sisting of consecutive layers in which data and information is combined. In the
contemporary area of fusion, DNNs offer a powerful framework for shortcutting and

5In comparison to the Gajsk–Kuhn chart, the non-relevant geometric properties are not respected
and substituted by the information representation domain.
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outperforming traditional engineered approaches by processing raw observations to
outcomes with high symbolic and predictive power.

4.3.2 Deep Multi-Modal Fusion

To broaden the view of multi-modal DNN fusion, further noteworthy approaches can
be found in the following literature: Vielzeuf et al. [Vie+19b] address late versus
early fusion in DNNs by forwarding all intermediate hidden activations to the clas-
sifier network, which chooses the right level of fusion. Arevalo et al. [Are+17] intro-
duced gated multi-modal units that identify intermediate representations based on a
combination of data from different modalities. Kahou et al. [Kah+16], for instance,
handled various feature extractors as different modalities that act on the same data
to classify emotions in a video stream. Li et al. [Li+16] trained a cross-modal specific
weight mask to learn the probabilities of connecting the units belonging to differ-
ent modalities. A novel direction in neural architecture searching whereby the HPs
like the number of layers are learned was approached by Perez-Rua et al. [Per+19].
They introduced a fusion network that can learn the best combinations and activa-
tions based on all intermediate activations of pretrained feature extractors for each
modality as a succeeding approach to the CentralNet architecture by Vielzeuf et al.
[Vie+19b; Vie+19a]. Even earlier attempts in the field of DNN based sensor fusion
were composed by Ramachandram et al. [Ram+17a].
One topic that is of particular interest within this thesis is modality drop-out (i.e.,
when one sensor produces inappropriate or no data for fusion during testing). How-
ever, this research is currently just unrolling. Ngiam et al. [Ngi+11] were the first
to apply autoencoder structures to unsupervised feature extraction in a bi-sensory
setup, investigating classification during drop-out as well as neurocognitive similar-
ities like the McGurk effect. They handled modality drop-out by augmenting the
data sets by zeroing modality inputs during training. Inspired by the regulariza-
tion technique of dropout for DNNs, Neverova et al. [Nev+16] proposed a modality
drop-out method that gradually fuses observations involving the random dropping of
separate channels for learning crossmodal correlations while preserving the unique-
ness of each modality-specific representation. Liu et al. [Liu+17a] introduced the
method of sensor drop-out to reinforcement learning and showed that the monolithic
network became more resilient by randomly dropping the sensor during training.

4.3.3 Multi-Modal Deep Generative Models

The motivation for using DGM in ML applications comprises reconstruction, missing
data generation, domain transfer, anomaly detection, denoising, or feature extrac-
tion (see Foster [Fos19] for an exhaustive history overview). Feature extraction is
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especially facilitated by the dimensionality reduction in the latent space. The latent
space captures the unique and shared generative factors of the given modalities.
This aspect is important from the perspective of downstream tasks, where well de-
composed representations by means of latent factorization are most amenable for
use on a wider variety of tasks (see Lipton [Lip16] and Mathieu et al. [Mat+19]).
A downstream task is commonly referred to a supervised-learning task that utilizes
a pre-trained model or component, which is, in this particular case, the retrained
encoder of a DGM.

4.3.3.1 Requirements

Bengio et al. [Ben+12] summarized some requirements for the properties of a learned
latent space: smoothness, temporal and spatial coherence, sparsity, and natural
clustering, among others. Srivastava et al. [Sri+12] identified additional desirable
properties for multi-modal representations: similarity in the representation space
should reflect the similarity of the corresponding concepts, the representation should
be easy to obtain, even in the absence of some modalities, and finally, it should be
possible to fill in missing modalities given the observed ones.

4.3.3.2 Literature Overview

Various SOTA publications on multi-modal DGMs are discussed in the following
paragraphs. Table 4.1 shows a brief overview of the publications’ evaluated data
sets and objectives. However, this table is revisited in the following chapters and,
therefore, not discussed in full detail within this section.
Given a set of multiple modalities M = {a, b, c, . . .}, multi-modal variants of the
VAE have been proposed since its discovery. They have been applied to the training
of generative models, mainly for multi-directional reconstruction.
Approaches that model other modalities based on conditions are the CVAE by
[Soh+15a] or conditional multi-modal autoencoder (CMMA) by [Pan+17]. These
methods can be applied during inference, even without conditional variables if they
are trained as semi-supervised models (see Section 3.3.4.4). However, conditional
approaches come with the drawback that the conditional variable is not a part of the
reconstruction output. Therefore, they cannot be applied to bi-directional modality
exchange.
Multi-modal AEs (i.e., the non-VI approach of a VAE) wereobviously proposed
before the discovery of the VAE. Multi-modal stacked AEs, as applied by [Lar+07]
or Ranzato et al. [Ran+06], are composed of various uni-modal AE architectures
that are concatenated in the input, deep, or latent layers of the DNN. A noteworthy
approach that can be interpreted as the predecessor to joint variational autoencoder
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(JVAE) in Section 5.1.1 is the MV-AE by Ngiam et al. [Ngi+11]. Their purpose is
the reconstruction of missing modalities, as demonstrated by Ngiam et al. [Ngi+11]
and Cadena et al. [Cad+16]. The approach follows that of stacked AEs, but the
training is conducted with an augmented data set that substitutes placeholder values
for missing modalities. The substituted values may have zero values for one of the
input modalities and original values for the other input modality but still require
the network to reconstruct both modalities.

One of the most familiar approaches to learning a common latent representation is
the CCA because it determines a linear transformation of – even heterogeneous –
data sets into a subspace where the samples show correlation.6 This approach has
been extended by Andrew et al. [And+13] to capture even more complex modalities
via a DNN, which they called deep CCA. The variational aspect was brought into
this framework by Wang et al. [Wan+16], who proposed the variational canonical
correlation analysis (VCCA) method. VCCA by [Wan+16] is used to train two VAEs
together with interacting inference networks to facilitate two-way reconstruction
without the need to directly model the joint distribution by enforcing its correlation
via a CCA approach.

Vedantam et al. [Ved+17] (TELBO), Wu et al. [Wu+18] (MVAE), and [Shi+19]
(MMVAE) pursue an expert approach that respects multiple modalities via DGMs.
Vedantam et al. [Ved+17] introduced a product-of-experts objective for the bi-modal
VAE, which they call the triple ELBO (TELBO). First, the full multi-modal VAE is
trained, after which the encoder weights are pinned to train the remaining uni-modal
networks. Wu et al. [Wu+18] proposed a Product-of-Expert architecture by first
training a common VAE for each modality. Afterwards, they combine the variational
distribution, which has to be Gaussian, of the set of all uni-modal encoders. Shi
et al. [Shi+19] proposed a mixture-of-experts approach that involves learning a set
linearly combined VAEs encoder networks.

Tsai et al. [Tsa+18] pursued a factorization of multi-modal embedding by introduc-
ing a joint-discriminative approach. They conditioned the latent space of a joint
encoder via a discriminator DNN model with the goal of predicting generative fac-
tors.

The GAN approach by Liu et al. [Liu+17b] called unsupervised image-to-image
translation (UNIT) is also noteworthy. They model the joint distribution between
modalities using the marginals and construct a coupled GAN framework with a
shared latent space.

Finally, there also exists a VAE approach that was not derived from the marginal log-
likelihood but, rather, the variation of information (VoI). This approach by Suzuki et
al. [Suz+17] involves modeling the mutual information between the modalities with

6See Section 7.1.1 for more details about CCA.
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the objective to estimate the joint distribution with the capabilities of bi-directional
reconstruction.

Table 4.1: List of current approaches striving against multi-modal DGMs. All data
sets are revisited in Section 6.1.2. †: Data sets with GT as additional
modality. ‡: Data sets with class correlation.

data set metric approach
MV-AE [Ngi+11] CUAVE, AVLetters(2) accuracy (acc.) of

linear downstream
classification

zeroing modalities

VCCA [Wan+16] noisy MNIST‡, MIR
Flickr†

acc. of linear
downstream classi-
fication

canonical correla-
tion

TELBO [Ved+17] MNIST-A†, CelebA† IS, JSD, attribute
accuracy

product-of-experts

JMMVAE [Suz+17] MNIST†, CelebA† log-likelihood variation of infor-
mation

UNIT [Liu+17b] MNIST+USPS‡,
MNIST+SVHN‡

average pixel accu-
racy

shared-latent space
assumption on cou-
pled GANs

MVAE [Wu+18] MNIST†, bMNIST†,
Multi-MNIST†,
FMNIST†, CelebA†

log-likelihood product-of-experts

MFM [Tsa+18] MNIST+SVHN‡, POM†,
CMU-MOSI†, ICT-
MMMO†, YouTube†,
MOUD†, IEMOCAP†

multi-class accu-
racy, F1 score,
MAE, Pearson’s ρ

factorization of
multi-modal dis-
criminative and
modality-specific
generative factors

MMVAE [Shi+19] MNIST+SVHN‡, CUB† correlation by CCA mixture-of-experts

4.3.4 Conclusion and Challenges for this Work

None of the approaches focused on the derivation of training objective, that is con-
sequently derived from the full marginal joint likelihood. The analytically impec-
cable derived approaches (like the JMMVAE) show drawbacks in the number of
respected modalities, as they only target bi-modal setups. However, while the ex-
pert approaches allow an arbitrary number of modalities, they just learn combined
representations in the latent space of each one. This raises the question of whether
this is possible, and more importantly, whether it is practical to formulate and train
a multi-modal VAE using an objective that was derived from the marginal joint
likelihood. Suzuki et al. [Suz+17] and Vedantam et al. [Ved+17] argued that the
training of the full multi-modal VAE is intractable because of the 2|M|−1 modality
subsets of inference networks. Therefore, this work derives a training objective from
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4 Multi-Modal Perception

the joint likelihood without introducing any simplifications and brings the objective
in line with those of other multi-modal DGMs. Furthermore, the architectural choice
of the resulting multi-modal VAE will be introduced to maintain the tractability of
even great multi-modal setups.
All the proposed approaches from Section 4.3.3 present their results via bi-modal
exchange and downstream application using complex SOTA data sets. However,
perusing improved over-all-scores does not mean that the learned latent represen-
tations also obey the introduced properties of coherency, especially in the case of
ambiguous or modality drop-out, for example. Therefore, the author of this work
focuses on an the analytical analysis of whether the proposed approach obeys am-
biguities and drop-outs. Furthermore, it is also necessary to identify and introduce
comprehensible data sets that reveal the properties of the learned latent space.
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5 Multi-Modal Variational
Autoencoder

In this chapter, a deep generative model (DGM) that enables the coherent learning
of latent space embeddings for multi-modal data is introduced. An approach of
using shared encoder networks for each observation set was chosen to facilitate the
learning of multi-modal embeddings by means of a DGM.
The most related research, that strives in a similar direction compared to this work,
tackles the approach of modality exchange. Modality exchange approaches are
used to try to learn shared representations between modalities such that a learned
encoder-decoder setup can transform one modality to the other.1 As shown by Sri-
vastava et al. [Sri+12], if one can obtain an appropriate shared latent representation
of multi-modal observations, then one can also transform the modalities back and
forth via the shared latent representation. Another technique for modality transfor-
mation is to train a DNN to transform in one direction separately. Several DGMs
that transform modalities in one direction have been proposed by Kingma et al.
[Kin+14a], Sohn et al. [Soh+15b], and Pandey et al. [Pan+17].
However, when multiple modalities are transformed into each other, this approach
results in an exponential increase in the number of networks required for the number
of modalities. This is visualized in Fig. 5.1, where the number of paths in the infer-
ence part of the DGM grows according to the number of modalities. Furthermore,
because the networks in each direction are trained independently, the hidden layer
is not shared, and differing representations of the modalities are obtained. There-
fore, the previously mentioned methods are not very suitable for the goal of learning
coherent representations for multiple modalities.
To transform the different modalities, it is important to model the shared represen-
tation is a stochastic latent variable. This is because, as described in Sections 1, 4,
and 6, different modalities have different distributions, and thus, their relationships
are not deterministic.
The DBM is known as a method for achieving the detection of the correlations
between different modalities, which leads to a coherent and shared representation

1For example, learning the similarity between a light detection and ranging (LiDAR) and camera
observation such that one can convert red/green/blue (RGB) images to range scans.
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Figure 5.1: DGM concept of multi-modal VAEs with increasing numbers of modali-
ties. The left DGM depicts the common VAE. The middle DGM shows
a bi-modal DGM with three paths (i.e., encoder networks) in the infer-
ence part. The left DGM has already 2#modalities − 1 = 7 paths. For the
sake of brevity and compared to the other plate models from Chapter 3,
the observations O are neglected and the parameters are absorbed by
the encoders qφ∗ and decoders pθ∗ .

[Sri+12; Soh+15b]. However, the learning rule of a DBM is based on the MCMC
method and it is cumbersome to train such a model with large scale and high-
dimensional data as input. Recently, the variational auto encoder (VAE) by Kingma
et al. [Kin+13] and Rezende et al. [Rez+14] has been proposed for use as a model
that can flexibly train a DGM by VI (see Section 3.3). Because this approach can
use the backpropagation (BP) method at the time of training as well as common
DNNs, which already come with mature leaning techniques, it can handle large and
complex data sets more efficiently than the conventional MCMC-based training of
a DBM.
Various autoencoder approaches that can handle multimodal data are investigated
in the first study in Section 5.1. It can be shown that these models do not fully follow
the derivation from the marginal log-likelihood. This may lead to incoherent shared
representations when single modalities are dropped, which causes inconsistencies,
modality exchange, or downstream applications.2

In the second study in Section 5.2, the multi-modal variational autoen-
coder (M2VAE) is proposed as a method to solve the previously mentioned
issues by following the derivation of the full multi-modal marginal log-likelihood.

2Autoencoder architectures are often used to encode the high-dimensional input data (e.g., im-
ages) to a low-dimensional feature vector, which can be used for further, so called, downstream
applications (e.g., classification or regression tasks).
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Learning is done by comparing the distances between the learned distribution
and the modalities’ observations. This method solves the problem of correlating
raw observations with ambiguities and enables coherent embedding, even when
modalities drop out. Figure 5.2 qualitatively shows the overall concept of a
multi-modal VAE with observation ambiguities in the data set.

In the third study in Section 5.3, the behavior of the regularizer term is investigated.
As mentioned in Section 3.3.2, the learned per-sample distribution qφ can also be
considered as the “uncertainty” or the “information” of the sample observation.
Consequently, qφ should behave accordingly by means of increasing variances when
modalities drop out during training. Therefore, the validity of the ELBO term of
the VAE, and particularly the M2VAE, is questioned.

In the final study in Section 5.4, the capability of the M2VAE to consecutively fuse
multiple modalities in the latent space is investigated. This particular application
is important for real-life observations where observations by multiple sensors are
not done synchronously but, rather, one after another or in a distributed fashion.
Therefore, the latent embeddings of the single observation need to be fused by the
multi-modal encoder DNN in the latent space instead. Because the latent space
does not follow statistical properties which are sufficient for fusion, the proposed
approach follows a re-encoding scheme. First, the latent embeddings are decoded
into observations, after that they are re-encoded altogether. However, as mentioned
in Section 3.3.4.2 and shown in Fig. 3.7, the reconstructed observation only qualita-
tively follows the real observation. Even worse, the information decays or changes
when re-encoding happens too often (i.e., observation → encoding → decoding →
encoding → . . .), as shown by Dosovitskiy et al. [Dos+16] as iterative re-encoding.
To circumvent this issue, an “auto re-encoding” approach that stabilizes re-encoding
and facilitates the consecutive fusion during training is introduced in this section.

For the derivation of the proposed approach, various multi-modal VAE approaches
are revisited in Section 5.1. This reveals, that the M2VAE is a logical enhancement
of prior approaches:

M2VAE (sec. 5.2) ⊃ JMMVAE (sec. 5.1.2) ⊃ JVAE (sec. 5.1.1) ⊃ VAE (sec. 3.3.2)

Furthermore, the nomenclature slightly changes in comparison to that in Chapter 3.
First, the alphabet is used in a consecutive order (a, b, . . .) to distinguish the modal-
ities instead of x or y. Second, the parameters θ and φ of the encoder qφ and
decoder pθ are broadly neglected for the sake of brevity.3 However, they are written
explicitly when formulating the training objectives of each approach.

3This leads to a slightly alternative derivation of the common VAE, which is, therefore, re-derived
in Appendix B.6 using the mentioned nomenclature.
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Oab Oa Ob

observable space
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Prior Distribution pθ (z)

Dataset O

distribution

distribution

Decoder pθ (a|z) Decoder pθ (b|z)Encoder qφ (z|a)Encoder qφ (z|a, b)

Figure 5.2: Latent space concept of a bi-modal data-set (Oab) and its corresponding
uni-modal data-sets (Oa and Ob). The observable distributions have
regions where they are coherent and share the same information (lower
part). In the regions where the information of Oa and Ob diverges, the
observations can be collaboratively fused to resolve ambiguities (upper
part). The bi-modal encoder can embed observations in the latent space
with lower uncertainty than its uni-model counterpart. The decoder for
each modality reconstructs a latent sample into the observable space.
This figure is an extension of the uni-modal latent space concept by
Kingma [Kin17].
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5.1 Preliminary Approaches

The main contributions of this study are the following:
• A DGM approach called M2VAE is presented in Section 5.2. It is trainable on

arbitrary large modality sets in an end-to-end fashion and handles modality
drop outs during testing while maintaining the latent embeddings.

• A mathematical proof is derived in Section 5.3: in the case of a sensor drop-out
that introduces ambiguities, the statistical properties of per-sample distribu-
tions capture the observation uncertainty.

• An auto re-encoding stabilization technique that facilitates a multi-modal, in-
place posterior fusion is introduced in Section 5.4.

5.1 Preliminary Approaches

This section includes the mathematical foundations for the derivation of the pro-
posed M2VAE. First, the JVAE is derived in Section 5.1.1 based on the joint
marginal log-likelihood. Second, the joint multi-modal variational autoencoder
(JMMVAE) is derived Section 5.1.2 based on the variation of information (VoI).
The evolution of these models is visualized in Fig. 5.3.

5.1.1 Joint Variational Autoencoder (JVAE)

When more than one modality is available (e.g., a and b) as shown in Fig. 5.1, the
derivation of the ELBO LJ for a marginal joint log-likelihood log p(a) := LJ is analog
to the uni-modal VAE.

5.1.1.1 Derivation of the Training Objective

The common VAE approach from Section 3.3.2 can be extended to the marginal
joint log-likelihood, from which the variational bound can be derived as follows:

LJ = log(p(a, b)) (5.1)
=
∑
z

q(z|a, b) log(p(a, b)) Eq. (C.6) w/o cond. (5.2)

=
∑
z

q(z|a, b) log
(
p(z, a, b)
p(z|a, b)

)
Eq. (C.2) (5.3)

=
∑
z

q(z|a, b) log
(
p(z, a, b)
p(z|a, b)

q(z|a, b)
q(z|a, b)

)
mul. by 1 (5.4)

=
∑
z

q(z|a, b) log
(
p(z, a, b)
q(z|a, b)

q(z|a, b)
p(z|a, b)

)
reo. (5.5)
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5 Multi-Modal Variational Autoencoder

=
∑
z

q(z|a, b) log
(
p(z, a, b)
q(z|a, b)

)
(5.6)

+
∑
z

q(z|a, b) log
(
q(z|a, b)
p(z|a, b)

)
Eq. (C.3) (5.7)

= LJ + DKL(q(z|a, b)‖p(z|a, b)) C.2 & (C.5) (5.8)
≥ LJ (5.9)

Now, the ELBO LJ can be rewritten to facilitate approximate inference:

LJ =
∑
z

q(z|a, b) log
(
p(z, a, b)
q(z|a, b)

)
(5.10)

=
∑
z

q(z|a, b) log
(
p(a, b|z)p(z)
q(z|a, b)

)
Eq. (C.1) (5.11)

=
∑
z

q(z|a, b) log
(

p(z)
q(z|a, b)

)
+
∑
z

q(z|a, b) log(p(a, b|z)) Eq. (C.3) (5.12)

=
∑
z

q(z|a, b) log
(

p(z)
q(z|a, b)

)
(5.13)

+
∑
z

q(z|a, b) log(p(a|z)) +
∑
z

q(z|a, b) log(p(b|z)) Eq. (C.7) (5.14)

= −DKL(q(z|a, b)‖p(z)) C.2 (5.15)
+ Eq(z|a,b) log(p(a|z)) + Eq(z|a,b) log(p(b|z)) C.1 (5.16)

Three different terms can be identified from Eq. (5.16) to maintain the training
objective:

LJ = −DKL(qφab(z|a, b)‖p(z))︸ ︷︷ ︸
Regularization

(5.17)

+ Eqφab (z|a,b) log(pθa(a|z))︸ ︷︷ ︸
Reconstruction wrt. a

+ Eqφab (z|a,b) log(pθb(b|z))︸ ︷︷ ︸
Reconstruction wrt. b

(5.18)

Equation (5.18) shows the JVAE’s objective. It is built up based on one bi-modal
encoder-network qφab and two decoder-networks for each modality, pθa and pθb . The
KLD regularizes the joint encoder qφab concerning the prior, while the two recon-
struction terms optimize each decoder pθa and pθb concerning the bi-modal input.

5.1.1.2 Discussion

Figure 5.3 shows the JVAE as a DGM. However, given Eq. (5.18) it is not clear how
to perform inference if the dataset consists of samples lacking from modalities (e.g.,
for samples i and k: (ai,∅) and (∅, bk)).
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5.1 Preliminary Approaches

Ngiam et al. [Ngi+11] propose the training of a bi-modal deep AE using an aug-
mented dataset with additional samples that experience modality drop-out. There-
fore, one could triple the dataset in a bi-modal case with 1⁄3 of the complete bi-modal
observation, 1⁄3 of observations with one modality present and the other set to zero,
and 1⁄3 vice versa. This is, however, a very questionable approach because zeroing
inputs may cause a DNN to split internal representations and, therefore, lose vital
capacity as well as the ability of crossmodal representation.

5.1.2 Joint Multi-Modal Variational Autoencoder (JMMVAE)

While the JVAE approach cannot directly be applied to missing modalities, Suzuki
et al. [Suz+17] proposed the use of a JMMVAE that is trained via two uni-modal
encoder-networks and a bi-modal en-/decoder-network with one objective function.
This objective is derived from the VoI4 of the marginal conditional log-likelihoods
log p(a|b)p(b|a) =: LM by optimizing the ELBO LM.

5.1.2.1 Derivation of the Training Objective

First, the conditional probability is investigated as follows:

p(a|b) = p(z, a|b)
p(z|a, b) Eq. (C.2) (5.19)

= 1
p(z|a, b)

p(z, a, b)
p(b) Eq. (C.1) (5.20)

= 1
p(z|a, b)

p(a, b|z)p(z)
p(b) Eq. (C.1) (5.21)

= 1
p(z|a, b)

p(a|z)p(b|z)p(z)
p(b) Eq. (C.7) (5.22)

= 1
p(z|a, b)

p(a|z)p(z|b) p(b)
p(z)p(z)

p(b) Eq. (C.1) (5.23)

= p(a|z)p(z|b)
p(z|a, b) (5.24)

Furthermore, the marginal log-likelihood of a conditional distribution can be rewrit-
ten as follows to obtain its ELBO:

LMa = log(p(a|b)) (5.25)
=
∑
z

q(z|a, b) log(p(a|b)) Eq. (C.6) w/o cond. (5.26)

4A graphical representation of the VoI for two and three modalities can be found in Appendix B.9.
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=
∑
z

q(z|a, b) log
(
p(z, a|b)
p(z|a, b)

)
Eq. (C.2) (5.27)

=
∑
z

q(z|a, b) log
(
p(z, a|b)
p(z|a, b)

q(z|a, b)
q(z|a, b)

)
mul. by 1 (5.28)

=
∑
z

q(z|a, b) log
(
p(z, a|b)
q(z|a, b)

q(z|a, b)
p(z|a, b)

)
reo. (5.29)

=
∑
z

q(z|a, b) log
(
p(z, a|b)
q(z|a, b)

)
(5.30)

+
∑
z

q(z|a, b) log
(
q(z|a, b)
p(z|a, b)

)
Eq. (C.3) (5.31)

= LMa + DKL(q(z|a, b)‖p(z|a, b)) C.2 & (C.5) (5.32)
≥ LMa (5.33)

The result from Eq. (5.33) can now be applied to the log-likelihood of the VoI:

LM = LMa + LMb (5.34)
= log(p(a|b)) + log(p(b|a)) (5.35)
= LMa + LMb + 2 DKL(q(z|a, b)‖p(z|a, b)) Eq. (5.32) (5.36)
≥ LMa + LMb . (5.37)

The sum of ELBOs is used to compare the distributions against each other but lacks
a prior distribution, which is needed to regularize the latent space. However, one can
subtract any value from the ELBO, and it still remains an ELBO to the marginal
log-likelihood. Therefore, Suzuki et al. [Suz+17] introduced the KLD between the
bi-modal approximator and the prior as follows:

LMa +LMb = . . . B.7 (5.38)
= Eq(z|a,b) log(p(a|z))−DKL(q(z|a, b)‖p(z|b)) (5.39)

+ Eq(z|a,b) log(p(b|z))−DKL(q(z|a, b)‖p(z|a)) C.2 (5.40)
= Eq(z|a,b) log(p(a|z))−DKL(q(z|a, b)‖p(z|b)) (5.41)

+ Eq(z|a,b) log(p(b|z))−DKL(q(z|a, b)‖p(z|a)) (5.42)
+ DKL(q(z|a, b)‖p(z))−DKL(q(z|a, b)‖p(z)) add 0 (5.43)

= LJ −DKL(q(z|a, b)‖p(z|b))−DKL(q(z|a, b)‖p(z|a)) (5.44)
+ DKL(q(z|a, b)‖p(z)) (5.16) (5.45)
≥ LJ −DKL(q(z|a, b)‖p(z|b))−DKL(q(z|a, b)‖p(z|a)) (5.46)
=: LM. (5.47)

Concerning Eq. (5.17), the following objective can be identified:

LM = LJ − DKL(qφab(z|a, b)‖qφb(z|b))︸ ︷︷ ︸
uni-modal PDF fitting of encoder b

− DKL(qφab(z|a, b)‖qφa(z|a))︸ ︷︷ ︸
uni-modal PDF fitting of encoder a

. (5.48)
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Equation (5.48) consists of the ELBO for the JMMVAE and two regularization
terms, one for each encoder qφa and qφb , that match the distributions between the
uni- and bi-modal encoder.

5.1.2.2 Discussion

Figure 5.3 shows the JMMVAE as a DGM approach. The introduced regularization
terms in Eq. (5.48) by Suzuki et al. [Suz+17] try to learn a representation for the
uni-modal encoders qφ* by covering the representation of the bi-modal encoder. This
is a valid approach for training the uni-modal encoder networks, but it comes with a
decisive drawback. Because the uni-modal encoders qφ* learn to match distributions,
their embeddings are not compared against a reconstruction. This makes even the bi-
modal exchange questionable because it is undefined during training if the locations
of the uni-modal encoders’ embeddings already describe some other embeddings
from the bi-modal encoder.

A decoding of the uni-modal encoders’ embeddings may lead to artifacts because
the uni-modal encoders qφ* blindly adopt their parametrization during training from
qφab . This is not an issue if the information content of each modality’s sample is
congruent. However, it becomes an issue when observation ambiguities occur, which
is explained in additional detail in Section 5.3 and recapped in Section 5.3.2.3.

5.2 M2VAE

The author introduces the multi-modal variational autoencoder (M2VAE) in this
section. By successively applying logarithmic and Bayes rules, the ELBO for the
multi-modal variational autoencoder (M2VAE) is derived as follows: First, given
the independent set of observable modalities M = {a, b, c, . . .}, its marginal log-
likelihood log p(M) =: LM2 is multiplied by the cardinality of the set as the neutral
element 1 = |M|/|M|. Second, by applying the logarithmic multiplication rule, the
nominator is written as the argument’s exponent. Third, the Bayes rule is applied
to each term concerning the remaining observable modalities to derive their condi-
tionals. Furthermore, the derivation technique is demonstrated in a bi-modal (see
Section 5.2.1) and tri-modal (see Section 5.2.2) case to compare the M2VAE against
the JMMVAE and illustrate its advantages. Section 5.2.3 is used to extend this
derivation to an arbitrary large set of modalities M. Finally, a way to implement
the M2VAE as a DNN is proposed in Section 5.2.4 by the author.
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5 Multi-Modal Variational Autoencoder

5.2.1 Derivation of the Bi-Modal M2VAE

The M2VAE training objective in the bi-modal case is derived in this section.

5.2.1.1 The Variational Lower Bound

Excessively applying the scheme until the convergence of the mathematical expres-
sion leads to the following expression for the bi-modal setM = {a, b}:

LM2 = log(p(a, b)) (5.49)
= 2/2 log(p(a, b)) mul. by 1 (5.50)
= 1/2 log

(
p(a, b)2

)
Eq. (C.4) (5.51)

= 1/2 log(p(a, b)p(a, b)) (5.52)
= 1/2 log(p(b)p(a|b)p(b|a)p(a)) Eq. (C.1) (5.53)
= 1/2(log(p(a))+log(p(b|a))+log(p(a|b))+log(p(b))) Eq. (C.3) (5.54)
= 1/2(La + LMa + LMb︸ ︷︷ ︸

VoI
+ Lb) (5.55)

Equation (5.55) describes the M2VAE’s log-likelihood LM2 as a weighted sum of
log-likelihoods. La and Lb express the log-likelihoods of the common VAE for each
modality. LMa + LMb describe the variation of information (VoI) between the modali-
ties, which is also the starting point of the JMMVAE’s training objective. Therefore,
the weighted sum from Eq. (5.55) can be rewritten as the sum of ELBO inequalities
of each marginal La, Lb, and the conditionals LM = LMa + LMb :

LM2≥ 1/2(La + LMa + LMb + Lb) (B.12) & (5.37) (5.56)
≥ 1/2(La + LM + Lb) Eq. (5.48) (5.57)
:= LM2 (5.58)

Equation (5.57) describes the M2VAE’s ELBO LM2 as a weighted sum of ELBOs.
La and Lb express the ELBO of the common VAE for each modality. LM is the
JMMVAE’s ELBO that captures both modalities together.

5.2.1.2 Approximating Inference (i.e., rewriting LM2)

The ELBOs from Eq. (5.57) can now substituted with the corresponding expressions
from the former sections:

2LM2 = La + LM + Lb (5.59)
= −DKL(q(z|a)‖p(z)) + Eq(z|a) log(p(a|z)) Eq. (B.16) (5.60)
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5.2 M2VAE

−DKL(q(z|a, b)‖p(z)) Eq. (5.16) (5.61)
+ Eq(z|a,b) log(p(a|z)) + Eq(z|a,b) log(p(b|z)) Eq. (5.16) (5.62)
−DKL(q(z|a, b)‖p(z|b))−DKL(q(z|a, b)‖p(z|a)) Eq. (5.46) (5.63)
−DKL(q(z|b)‖p(z)) + Eq(z|b) log(p(b|z)) Eq. (B.16) (5.64)

After applying the corresponding encoder networks, the formula becomes an objec-
tive for a DNN, that can be written as follows:

2LM2 = La + LM + Lb (5.65)
= −DKL(qφa(z|a)‖p(z)) + Eqφa (z|a) log(pθa(a|z)) Eq. (B.17)

(5.66)
−DKL(qφab(z|a, b)‖p(z)) Eq. (5.17)

(5.67)
+ Eqφab (z|a,b) log(pθa(a|z)) + Eqφab (z|a,b) log(pθb(b|z)) Eq. (5.17)

(5.68)
−DKL(qφab(z|a, b)‖qφb(z|b))−DKL(qφab(z|a, b)‖qφa(z|a)) Eq. (5.48)

(5.69)
−DKL(qφb(z|b)‖p(z)) + Eqφb (z|b) log(pθb(b|z)) Eq. (B.17)

(5.70)

5.2.1.3 Discussion

By investigating every line of the formula, the following properties can be identified:
Equations (5.67) and (5.68) represent the JVAE loss derived from the joint proba-
bility. Equation (5.69) adds the KLDs losses introduced by Suzuki et al. [Suz+17].
It introduces the KLD regularization that brings the posterior distribution of an
uni-modal encoder close to the distribution of the bi-modal case. The drawback of
this approach was discussed in Section 5.1.2.2. However, the additional lines in the
M2VAE (i.e., Eq. (5.66) and (5.70)) introduce the regularization of the uni-modal en-
coders concerning the common prior plus the reconstruction loss. The support that
the uni-modal distribution does not deviate to much from the common prior is given
by the regularizer and the remaining statistics in the latent space are shaped by the
reconstruction term. The additional reconstruction loss is very important because
it supports the uni-modal encoder networks with feedback about their embeddings.
Figure 5.3 comprises the evolution and differences of the bi-modal approach for a
JVAE, JMMVAE, and the proposed M2VAE.
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Figure 5.3: Evolution from the bi-modal JVAE over the JMMVAE to the proposed
M2VAE. This is not an architectural choice but evolves naturally from
the marginal joint log-likelihood.

5.2.2 Extension to three Modalities

It should be clear that both approaches, the proposed M2VAE and the JMMVAE
by Suzuki et al. [Suz+17], can be extended to multiple modalities. In the following,
an example of three modalitiesM = {a, b, c} is given.
First, the conditional likelihood of one modality is investigated, which shortens the
derivation in the remaining sections:

p(a|b, c) = p(a, b, c, z)
p(a, b, c, z)

p(a, b, c)
p(b, c) mul. by 1 & Eq. (C.2) (5.71)

= p(z, a|b, c)
p(z|a, b, c) Eq. (C.2) (5.72)

= 1
p(z|a, b, c)p(z, a|b, c) reo. (5.73)

= 1
p(z|a, b, c)

p(z, a, b, c)
p(b, c) Eq. (C.2) (5.74)

= 1
p(z|a, b, c)

p(a, b, c|z)p(z)
p(b, c) Eq. (C.7) (5.75)

= 1
p(z|a, b, c)

p(a|z)p(b, c|z)p(z)
p(b, c) Eq. (C.2) (5.76)

= 1
p(z|a, b, c)

p(a|z)p(z|c, b)p(c,b)
p(z) p(z)

p(b, c) Eq. (C.2) (5.77)
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= p(a|z)p(z|c, b)
p(z|a, b, c) (5.78)

The log-likelihood can then be rewritten to maintain the ELBO as:

log(p(a|b, c)) =
∑
z

q(z|a, b, c) log
(
p(z, a|b, c)
q(z|a, b, c)

)
(5.79)

+
∑
z

q(z|a, b, c) log
(
q(z|a, b, c)
p(z|a, b, c)

)
(5.80)

= LM̃a
+ DKL(q(z|a, b, c)‖p(z|a, b, c)) (5.81)

≥ LM̃a
, (5.82)

while LM̃a
represents the ELBO of the conditional log-likelihood.

5.2.2.1 JMMVAE for Three Modalities

The log-likelihood of the VoI between three distributions can be written as follows:

L3M = log(p(a|b, c)) + log(p(b|a, c)) + log(p(c|b, c)) (5.83)
= LM̃a

+ LM̃b
+ LM̃c

+ 3 DKL(q(z|a, b, c)‖p(z|a, b, c)) Eq. (5.81) (5.84)
≥ LM̃a

+ LM̃b
+ LM̃c

(5.85)

Following the derivation scheme by Suzuki et al. [Suz+17], the combined ELBO
from Eq. (5.85) can be rewritten as

LM̃a
+ LM̃b

+ LM̃c
= Eq(z|a,b,c) log(p(a|z))−DKL(q(z|a, b, c)‖p(z|c, b)) (5.86)

+ Eq(z|a,b,c) log(p(b|z))−DKL(q(z|a, b, c)‖p(z|a, c)) (5.87)
+ Eq(z|a,b,c) log(p(c|z))−DKL(q(z|a, b, c)‖p(z|a, b)) (5.88)
≥ LJ̃ −DKL(q(z|a, b, c)‖p(z|b, c)) (5.89)
−DKL(q(z|a, b, c)‖p(z|a, c)) (5.90)
−DKL(q(z|a, b, c)‖p(z|b, c)) (5.91)

:= LM̃ (5.92)

LJ̃ is the joint ELBO of a joint log-likelihood distribution with three modalities
(i.e., a, b, and c). The derivation was analog to that in subsection 5.1.1. A further
step would be the application of encoder and decoder networks to form the training
objective, which was neglected for the sake of brevity.
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5 Multi-Modal Variational Autoencoder

The following properties can be identified by investigating the previous equations:
There are common reconstruction terms (E) for each decoder p(·|z) concerning the
full multi-modal encoder q(z|a, b, c). The KLD terms show an additional drawback
of the VoI approach. As before, these regularizers tend to make the encoders’ distri-
butions match each other, but now, only pairwise encoders (e.g., q(z|a, b)) remain,
and thus, uni-modal encoders are neglected. In conclusion, this means that if one
has M modalities in a setup, then only the multi-modal encoders that cover either
all M or M − 1 modalities can be trained.

5.2.2.2 Proposed M2VAE for three Modalities

The derivation from the joint log-likelihood can be written analogously:

log(p(a, b, c))= 3/3 log(p(a, b, c)) (5.93)
= 1/3 log

(
p(a, b, c)3

)
(5.94)

= 1/3 log(p(a, b, c)p(a, b, c)p(a, b, c)) (5.95)
= 1/3 log(p(a, b)p(b, c)p(a, c)p(a|b, c)p(b|a, c)p(c|a, b)) (5.96)
= 1/3(log(p(a, b)) + log(p(b, c)) + log(p(a, c)) (5.97)

+ log(p(a|b, c)) + log(p(b|a, c)) + log(p(c|a, b))) (5.98)
= 1/3(2/2(log(p(a, b)) + log(p(b, c)) + log(p(a, c))) (5.99)

+ log(p(a|b, c)) + log(p(b|a, c)) + log(p(c|a, b))) (5.100)
= 1/6

(
log
(
p(a, b)2

)
+ log

(
p(b, c)2

)
+ log

(
p(a, c)2

))
(5.101)

+ 1/3(log(p(a|b, c)) + log(p(b|a, c)) + log(p(c|a, b))) (5.102)
= 1/6(log(p(a)p(b)p(a|b)p(b|a)) + log(p(c)p(b)p(c|b)p(b|c)) (5.103)

+ log(p(a)p(c)p(a|c)p(c|a))) (5.104)
+ 1/3(log(p(a|b, c)) + log(p(b|a, c)) + log(p(c|a, b))) (5.105)

= 1/6(log(p(a|b)) + log(p(b|a)) + log(p(c|b)) (5.106)
+ log(p(b|c)) + log(p(a|c)) + log(p(c|a))) (5.107)

+ 1/3(log(p(a)) + log(p(b)) + log(p(c)) (5.108)
+ log(p(a|b, c)) + log(p(b|a, c)) + log(p(c|a, b))) (5.109)

All previously mentioned equations can now be applied in a straight forward fashion
to derive the ELBO for the tri-modal marginal log-likelihood. As one can imagine,
the above equation results in a highly complex objective but with the big advantage
of respecting all permutations of modalities. The further derivation of the training
objective is neglected for the sake of brevity, and it is covered by a general expression
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5.2 M2VAE

in the next Section 5.2.3. In conclusion, and unlike the JMMVAE, one can now
train encoder networks in a multi-modal setup that covers all 1 to M modality
combinations.

5.2.3 Derivation of a General Expression for an Arbitrary
Number of Modalities

If the derivation is applied to the log-likelihood LM2 of an arbitrary multi-modal set
M, then it can be shown that it results in a recursive form consisting of JMMVAE
and M2VAE log-likelihood terms. By comprising the applied steps to derive LM2

from the former section and successively applying logarithmic and Bayes rules, the
ELBO can be derived as follows: First, given the independent set of observable
modalitiesM = {a, b, c, . . .}, its marginal log-likelihood log p(M) =: LM2

M is mul-
tiplied by the cardinality of the set as the neutral element 1 = |M|/|M|. Second, when
applying logarithm multiplication rule, the nominator is written as the argument’s
exponent. Third, the Bayes rule is applied to each term concerning the remaining
observable modalities to derive their conditionals. This procedure results in the
following expression:

LM2
M = log p(M) mul. 1= |M|

|M|
log p(M) log. mul.= 1

|M|
log p(M)|M| (5.110)

Bayes= 1
|M|

∑
m∈M

log p(M\m)p(m|M \m) (5.111)

log. add= 1
|M|

∑
m∈M

log p(M\m) + log p(m|M \m). (5.112)

The expression ∑
m∈M log p(m|M \m) is the general form of the marginal log-

likelihood for the variation of information (VoI), as introduced by Suzuki et al.
[Suz+17] for the JMMVAE, for any set M. Thus, it can be directly substituted
with LMM . The expression ∑m∈M log p(M\m) is the combination of all joint log-
likelihoods of the subsets of M that have one element less than their superset.
Therefore, this term can be rewritten as follows:

∑
m∈M

log p(M\m) =
∑
m̃∈M̃

log p(m̃) (5.113)

with M̃ = {m|m ∈ P(M), |m| = |M| − 1} Finally, log p(m̃) can be substituted by
LM2

m̃
sacrificing generality. However, it is worth noticing that substitution stops at

the end of recursion, and therefore, all final expressions log p(m̃) ∀ |m̃| ≡ 1 remains.
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5 Multi-Modal Variational Autoencoder

This results in the following final recursive log-likelihood expression from which the
ELBO can be directly derived:

LM2
M = 1

|M|

LMM +
∑
m̃∈M̃

LM2
m̃

 ≥ 1
|M|

LMM +
∑
m̃∈M̃

LM2
m̃

 =: LM2
M . (5.114)

5.2.4 Realization as Deep Neural Network

The implementation of the objective from Eq. (5.114) as a DNN is proposed in this
section. First, it is worth noticing that Suzuki et al. [Suz+17] and Vedantam et al.
[Ved+17] argue that the training of a full multi-modal VAE, such as the M2VAE, is
intractable because of the exponentially growing number of modality combinations.
Investigating Eq. (5.114) reveals that one has to train 2|M|−1 modality subsets of
encoder networks (i.e., 2|M|−1 times fenc., fµ, fσ) plus |M| decoder networks (i.e.,
|M| times fdec.) for a setM of modalities.
By using a DNN training technique called weight-sharing, one can link and reuse
layers inside a DNN. From another DNN technique, called transfer-learning (see
Goodfellow et al. [Goo+16]), it is known that all layers but the ultimate layer L
act as feature extractors. Only the last layer performs the desired classification or
regression task. These approaches can be applied to the common VAE framework
because the encoder network fenc. can be seen as a feature extractor while fµ and
fσ perform regression in the latent space.
Adopting these techniques, the burden of training 2|M|−1 different encoder networks
can be reduced to train |M| encoder networks fenc.. There are still 2|M|−1 different
regression networks fµ and fσ, that are, however, quite tractable because they are
commonly realized as single linear layers of low dimensionality.
The previously mentioned architecture approach sounds reasonable in the first place,
but one might question whether the linear layers used for the fusion are sufficient.
Firstly, VAEs perform a regression task in the latent space, which justifies a linear
activation function in general. Secondly, VAEs project generative factors into a
linear separable latent space (see Section 3.3.4.3). Therefore, all combinations of
these factors can be expressed via linear combinations. This makes linear layers, in
the particular case of the M2VAE, sufficient for sensor fusion in the latent space.
Although the linear behavior of the latent space does not always hold (see Fig. 3.6
vs. 3.7) such that one might introduce further non-linear networks for sensor fusion.
However, these networks can be very shallow because they only have to learn a
non-linear combination of the extracted features. The results of later evaluations
will show whether these additional networks improve the M2VAE’s performance.
Additional weightings are introduced by the author following the concept of βVAE
by [Hig+16]) and JVAE by Suzuki et al. [Suz+17]. These additional weightings are
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scalar and multiplicative factors that are introduced to the prior and mutual losses
in the latent space’s objective during training. The βVAE concept is applied to the
prior losses as follows:

DKL
(
p
(
M̃
)
‖p(z)

)
→ βDKL

(
p
(
M̃
)
‖p(z)

)
∀M̃ ⊆M. (5.115)

Higgins et al. [Hig+16] recommended to use a normalized β that depends on the
data and latent dimensionality: βnorm = βDm/Dz ≈ 10−2 . . . 10−3. Furthermore, the
JVAE concept introduces a weighting of the mutual losses, which can be generalized
for the M2VAE as follows:

DKL
(
p
(
M̃
)
‖p
(
M̃ \m

))
→ βM DKL

(
p
(
M̃
)
‖p
(
M̃ \m

))
∀M̃ ⊆M, (5.116)

while βM denotes that the mutual β. βnorm has the ability to disentangle the latent
space, βM balances the impact of the mutual losses on the latent space embeddings.
However, while the value of choice for βnorm is already determined, later evaluations
will reveal the impact of βM on the M2VAE’s performance.
Figure 5.4 shows the proposed architecture approach for two modalities, as derived
in Section 5.2.1.2. The network configuration comprises the three encoder and two
decoder networks from equations (5.65) to (5.70).

Bi-Modal M²VAE DNN

features
from pen-
ultimate
layer

fσa

fµa

inputs outputs

concat.

za ∼ qφa

zab∼qφab

zb ∼ qφb

a′ ∼ pθa

b′ ∼ pθb

fenc.ab

fenc.a

fenc.b

fdec.a

fdec.b

sampling
layers

encoder networks decoder networks

a

b

fσab

fµab

fσb

fµb

Figure 5.4: Realization of a bi-modal DNN following the proposed scheme.
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Latent Space Embedding

z

(10, 1)(01, 1)qφ (∅, 1)

? ↑ σ ↓ ?

?←− µ
?−→

Figure 5.5: Qualitative depiction of a 1D latent space with three different embed-
dings. The example shows the embedding of a subset of the XOR
gate logic with its input and output as two different modalities (i.e.,
a ∈ (10, 01, ∅), b ∈ (1, 1, 1), a × b = {(10, 1), (01, 1), (∅, 1)}, with ∅ de-
noting a modality drop-out (see Section 6.2.1 for the XOR data set).

5.3 Conscious vs. Unconscious M2VAE

A part of the multi-modal VAE’s objective is to minimize the KLD in the latent
space between sets of modalities (e.g., (a, b) and (a)). Therefore, what the KLD
actually calculates is of special interest when the VAE experiences ambiguities or
mode-collapse5 between two sets. As mentioned earlier in Section 3.3.2, the VAE’s
objective is to only compare sample-based distributions during the calculation of
a loss over the mini-batch. It can never compare richer projections than these of
sample-based mini-batches because this would require supervised guidance for sam-
ples that represent the same phenomenon.6 Furthermore, for this group of samples
that represent the same phenomena, one could then calculate the exact KLD. How-
ever, this endeavor is cumbersome because it would require a numerical calculation
of the KLD via Monte Carlo sampling, which makes BP slow.

In the case of the VAE’s objective, the expected value over all sample-based distri-
butions is naïvely calculated (see Eq. (3.29)) without any consideration of the input
modalities. For further demonstration, it is now assumed that two modalities are
observed over a set of samples while one modality observers a constant phenomenon
and the other observes a varying phenomenon. This is defined as observation am-

5Mode-collapse addresses the behavior of the modes of the sample-based posterior distribution,
which may collapse to the same values. This varies from complete collapse (i.e., when all
encoded and decoded samples are identical) to partial collapse (i.e., when most of the samples
share some common properties). It depends on various factors like the architecture, training
approach, or the complexity of the data set.

6This statement holds true, even in comparison to (semi-)supervised VAE (see Section 3.3.4.4)
because these still train a per-sample distribution.
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biguity and is depicted in Fig. 5.5 with part of the XOR gate logic as a bi-modal
observation. Figure 5.5 depicts the central question of this section:

• How do the statistics of the latent embedding of a partial observation behave?
• Does the embedding of a partial observation render the embeddings of full

observations statistically correct (e.g., by averaging the mean values and in-
creasing the variance)?

• Does the ELBO of the partial observation respect the full observation during
training?

Note to the reader: The reader should be aware of the ambiguous nomenclature re-
garding the word “modal,”, which might cause confusion in the next chapters. For the
sake of consistency, however, the definition is adopted from related literature: The
author of this thesis investigates multi-modal observations, while the term “modal”
refers to “modality”. In functional analysis, the terms “uni-modal,” “bi-modal,” . . .,
“multi-modal” refer to the number of “modes” (i.e., the number of maximums) of a
function. The term “multi-variate,” however, refers to the dimensional properties
of a function.

5.3.1 Comparison of Uni-Modal and Mixture Distribution

A M2VAE experiences varying and a constant input in the particular case of Fig. 5.5.
Any set of varying inputs a = {a1, a2, . . . , aK} will be projected onto the latent space
za = {za1 , za2 , . . . , zaK}. For the constant inputs, the set of inputs b = {b1, b2, . . . , bK}
remains unchanged, which therefore, always leads to the same projection in the latent
space zb = {zb1 , zb2 , . . . , zbK} with zbk ≡ zbi∀i, k. The bi-modal projection zab in
the latent space will be congruent with za because (a× b) and a hold the same
statistics.78

For further analysis, the conscious versus the unconscious case of calculating the
multi-modality objective is discussed as follows: In the conscious or supervised case,
the relations between all samples is known. Therefore, one can compare the full
mixture density of a single phenomenon of zab with za to minimize their exact
divergence. The VAE, however, is completely unconscious because it cannot derive
any information about the membership or clustering of particular input samples.
It can only calculate the loss per single sample and BP the error. Therefore, the
mixture density becomes the equally weighted sum of all sample-based distributions.
In the following sections, the relation of the conscious case versus the unconscious
batch case used in the VAE’s objective in two scenarios is derived as follows: First,

7with × being the Cartesian product
8It is worth noting, that the observation of the constant b in (a× b) is not non-informative. In
the depicted example, it serves as a correlator between all varying inputs of A.
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DKL(p‖pM) versus 1
K

∑K
k DKL(p‖pMk

) is compared in Section 5.3.1.1. Second,
DKL(p‖pM) versus 1

K

∑K
k DKL(p‖pMk

) is compared in Section 5.3.1.2. Finally, the
discussion and summary of the results is performed in Section 5.3.1.3. While
the VAEs uses Gaussian distributions for the projection of inputs in the latent
space, an MoG pM is used to represent zab (i.e., conscious case), and a Gaussian p
represents zb (i.e., unconscious case) in the discussion.

5.3.1.1 Uni-Modal versus Mixture Distribution

First, the unconscious loss is written as part of the negative entropy over the am-
biguous observation p and the mean over cross-entropies between the inputs:

1
K

K∑
k

DKL(p‖pMk
) = 1

K

K∑
k

∫
p log p

pMk

(5.117)

= 1
K

K∑
k

∫
p log p− 1

K

K∑
k

∫
p log pMk

(5.118)

= −H[p] + 1
K

K∑
k

H[p, pMk
] (5.119)

While minimizing the unconscious objective, the entropy of the ambiguous input is
encouraged to grow (e.g., the variance of a Gaussian distribution increases) due to
the negation while the cross-entropy between the ambiguous input and all mixture
components is decreased until both reach an equilibrium with p ≡ q. The same
decomposition into entropy and cross-entropy is performed in the conscious case as
follows:

DKL(p‖pM) = DKL

(
p

∥∥∥∥∥
K∑
k

λkpMk

)
(5.120)

=
∫
p log p∑K

k λkpMk

(5.121)

=
∫
p log p−

∫
p log

K∑
k

λkpMk
(5.122)

= −H[p]−
∫
p log

K∑
k

λkpMk
(5.123)

≤ −H[p]−
∫
p

K∑
k

λk log pMk
C.41 (5.124)

= −H[p]−
K∑
k

λk

∫
p log pMk

(5.125)
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= −H[p] + 1
K

K∑
k

H[p, pMk
] λk = 1

K
∀k (5.126)

Jensen’s inequality is applied in Eq. (5.124) to narrow the mixture density by pulling
the logarithm in the finite sum. Finally, the finite sum can be exchanged with the
integral in Eq. (5.125) and written as cross-entropy in Eq. (5.126) It can be assumed,
that all observations are equally distributed and weighted such that λk is no longer
a categorical distribution but, rather, a constant with λk = 1/K. Thus, their
associated sample-based distribution, as part of the mixture distribution, have a
uniform weight, as applied in Eq. (5.126).

5.3.1.2 Mixture versus Uni-Modal Distribution

First, the unconscious loss is written as part of the mean over all negative entropies
of the mixture distribution plus the mean over cross-entropies between the inputs:

1
K

K∑
k

DKL(pMk
‖p) = 1

K

K∑
k

∫
pMk

log pMk

p
(5.127)

= 1
K

K∑
k

∫
pMk

log pMk
− 1
K

K∑
k

∫
pMk

log p (5.128)

= − 1
K

K∑
k

H[pMk
] + 1

K

K∑
k

H[pMk
, p] C.19 (5.129)

Similarly, as in the previous Section 5.3.1.1, the unconscious objective is given by
the mean entropy over all mixture components. The mean entropy increases during
minimization due to negation, while the cross-entropy between all mixture com-
ponents and the ambiguous input is decreased. The conscious case uses the same
decomposition into entropy and cross-entropy as follows:

DKL(pM‖p) = DKL

(
K∑
k

λkpMk

∥∥∥∥∥p
)

(5.130)

=
∫ K∑

k

λkpMk
log pM

p
(5.131)

=
∫ K∑

k

λkpMk
log pM −

∫ K∑
k

λkpMk
log p (5.132)

=
K∑
k

λk

∫
pMk

log pM −
K∑
k

λk

∫
pMk

log p (5.133)

= −
K∑
k

λk H[pMk
, pM] +

K∑
k

λk H[pMk
, p] C.2.2 (5.134)
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= −
K∑
k

λk(H[pMk
] + DKL(pMk

‖pM)) + . . . C.19 (5.135)

= −
K∑
k

λk H[pMk
]−

K∑
k

λk DKL(pMk
‖pM) + . . . (5.136)

≤ −
K∑
k

λk H[pMk
] +

K∑
k

λk H[pMk
, p] (5.137)

= − 1
K

K∑
k

H[pMk
] + 1

K

K∑
k

H[pMk
, p] λk = 1

K
∀k (5.138)

Equations (5.131) to (5.134) demonstrate the decomposition of the entropy H[pM]
into the mean over all cross-entropies over its mixture components: −∑K

k λk H[pMk
].

Furthermore, the cross-entropy is written as the sum of its entropy and KLD, from
which the KLD is dropped in Eq. (5.137), because −DKL ≤ 0. Again, it is assumed
in Eq. (5.138) that all observations are equally distributed and weighted.9

5.3.1.3 Discussion

The former sections reveal the inequalities summarized in Table 5.1 for any uni-
modal and mixture density.

Table 5.1: Derived inequalities between the conscious and unconscious cases

Uni-Modal vs. Mixture (Section 5.3.1.1): DKL(p‖pM) ≤ 1
K

∑K
k DKL(p‖pMk

)

Mixture vs. Uni-Modal (Section 5.3.1.2): DKL(pM‖p) ≤ 1
K

∑K
k DKL(pMk

‖p)

This is an intriguing observation because it reveals that any unconscious case is
lower-bounded by the conscious case. That fact makes gradient-descent using BP,
as it is applied in NNs and VAEs, suitable for multi-modal observations with am-
biguities. Figure 5.6 illustrates and empirically proves that the former derivation
holds for a mixture of Gaussians and a Gaussian distribution with one mode and
variable standard deviation.

9It is worth noting that by applying Jensen’s inequality to Eq. (5.132), another interesting fact
can be derived:

∑K
k λk H[pMk

, pM] ≤
∑K
k λk H[pM, pMk

] (see Appendix C.5).
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Figure 5.6: Kullback–Leibler divergences (KLDs) between a uni-modal Gaussian and
a MoG distribution pM = 1

2pM1 + 1
2pM2 with pMk

= N (µk, σk) and µ1 =
−µ2 = 3., σ1 = σ2 = 1, K = 2.

It can be seen, that the naïve calculation of the KLD performed by the VAE always
lies above the true KLD. The figure also reveals that the calculations do not share
the same minimum, which is further discussed in Section 5.3.2.

It is worth mentioning that the case from Section 5.3.1.2 can be
generally applied to the M2VAE’s optimization objective. Equa-
tion (5.69) shows that the KLD tends to have the form of
DKL(proxy of the higher modality-set‖proxy of the lower modality-set).
One can undoubtedly argue that many modalities always observe equally or more
information than few modalities.10 Although the “equal” case is of no interest
because it only serves redundancy, the “more” case serves the investigations
concerning ambiguities. The modes of ambiguous observations collapse in a lower
modality-set while the higher modality-set can still explain the information
by pushing the modes of the posterior apart (therefore, forming a mixture of
Gaussians (MoG)).

10It is assumed that the system is causal and that no systematic errors exist.
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Figure 5.7: Comparison of the convex and asymmetric (which shows that KLD is no
metric) error surfaces of the KL-divergence: ln(DKL(N (0, 1)‖N (µ, σ)))
(left), ln(DKL(N (µ, σ))‖N (0, 1)) (right).

5.3.2 Evaluation of Convexity for Optimization

Another feature worth investigating is the convexity of the optimization. The fact
that the conscious KLD is always a lower bound of the unconscious KLD was shown
in the former section. Although this justifies minimization of the unconscious KLD,
it is of high interest for optimization if the functions are convex and, if so, the convex
points are congruent. Furthermore, if it can be shown that the arguments for the
minimum values coincide, then optimizing the unconscious term leads to the same
results as the conscious case.
For the sake of simplicity, it can be assumed that only the uni-modal function p is
influenced by the KLD because the function pM is held in place. It is worth noting
that this assumption only holds true for the investigated use-case of multi-sensory
VAEs that comprise a KLD loss on the latent distribution and a reconstruction loss
between the input and the decoded output resulting from the latent embedding.
The reasoning why the multi-modal function is pinned in the latent space is that
there can be high reconstruction loss when the latent multi-modal distribution is
moved. On the contrary the uni-modal function p can move freely in the area that
is allocated by pM because every latent embedding of p concerning pM results in the
same reconstruction as depicted in Fig. 5.8.
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5.3 Conscious vs. Unconscious M2VAE

The figure shows a bi-sensory embedding of samples {a1, a2, a3, a4} of
modality a and {b1, b2, b3} of modality b with the observation tuples
{(a1, b1), (a2, b2), (a3, b2)(a4, b3)}. The observations {a1, a2, a3, a4, b1, b3} are encoded
unambiguously to their embeddings, due to the fact that the observations may
come from different modalities but are congruent concerning their information.
The observation b2 is ambiguous concerning a2 and a3. a1 – a4 cannot move
because reconstruction loss would increase if the embeddings start to overlap,
and it cannot become tighter because of the regularization. b2 is constant for
observations a2 and a3 and, therefore, has the possibility to instantiate into various
possible latent embeddings.

Latent Space Embedding
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possible embeddings of b2

a2a1, b1 a4, b3a3
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Figure 5.8: Possible latent embedding that questions the parametrization of an am-
biguous observation.

In conclusion, only the two derivatives
∇θ DKL(pθ‖pM) and ∇θ DKL(pM‖pθ) (5.139)

need to be investigated.

5.3.2.1 Investigation of Derivatives

First, the derivatives concerning to the two distributions in Section 5.3.1.1 are com-
pared. The optima are only the same if the lhs. term is equal to the rhs. term. Thus,
the author questions if

∇θ
1
K

K∑
k

DKL(pθ‖pMk
) ?= ∇θ DKL(pθ‖pM). (5.140)

in this paragraph. Because the entropy terms are the same for both expressions,
only the cross-entropy needs to be considered. Furthermore, the derivative can be
exchanged with the integral using Leibniz’s integral rule. This leads to

K∑
k

∫
∇θp log pMk

6=
∫
∇θpθ log

K∑
k

λkpMk
(5.141)

75
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(see Appendix B.8). From this equation, one cannot determine whether the gradients
vanish for the same θ in general. Particularly the rhs. term has been studied in
literature by Goodfellow et al. [Goo+16, p. 71], for instance. Because the term
cannot be solved analytically, experiments show that the optimization of DKL(pθ‖pM)
is mode-seeking if the modes of pM are far apart and mean-seeking and, therefore,
a convex optimization if the modes of pM are close together. Intriguingly, the lhs.
term is convex because of the following arguments: pθ and pMk

are particularly
Gaussian in the VAE-case, which makes optimization in DKL(pθ‖pMk

) convex.11
Furthermore, the sum of convex functions is, again, convex (see Appendix C.4 for
convex definition). Therefore, 1

K

∑K
k DKL(pθ‖pMk

) is convex.

Second, the derivatives concerning to the two distributions in Section 5.3.1.2 are
compared. Again, only if the lhs. term is equal to the rhs. are the optima the same.
Thus, the author questions if

∇θ
1
K

K∑
k

DKL(pMk
‖pθ) ?= ∇θ DKL(pM‖pθ). (5.142)

in this paragraph. Luckily, only the KLD in Eq. (5.136), which does not depend on
θ anyway, needs to be dropped to show that both terms share the same gradient:

− 1
K

K∑
k

H[pMk
] + 1

K

K∑
k

H[pMk
, p] = −

K∑
k

λk H[pMk
] +

K∑
k

λk H[pMk
, p] (5.143)

for λk = 1
K
. As before, DKL(pMk

‖pθ) is convex. It is worth noticing that the KLD
in this manner is convex in general when both distributions are in the exponential
family because it can be shown that the KLD becomes the Bregmann divergence
with DKL(p‖qθ) = DB(qθ‖p) [Bau+01].

Expressed differently, the fact that the sum of convex functions is again convex leads
to the conclusion that 1

K

∑K
k DKL(pMk

‖pθ) is convex. Because Eq. (5.143) reveals
that the derivatives are the same as each other, DKL(pM‖pθ) must be convex as well
with the same optima.

Finally, the following conclusions can be drawn:

11The optimization of the KLD in this manner is not generally convex, even if both distributions
are in the exponential family.
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5.3 Conscious vs. Unconscious M2VAE

Table 5.2: Conclusion about the various forms of KLD that can occur in multi-
sensory VAEs.

conscious KLD
DKL(pθ‖pM) not convex in general
DKL(pM‖pθ) convex in θ

unconscious KLD
1
K

∑K
k DKL(pθ‖pMk

) convex in θ
1
K

∑K
k DKL(pMk

‖pθ) convex in θ and share the same
θ for the minimum value of
DKL(pM‖pθ)

5.3.2.2 Exemplary Demonstration

Finally, the findings from Section 5.3.2.1 will be visualized via the KLD between a
fixed MoG pM∗ and a variable Gaussian distribution pθ. The distributions are as
follows:

pθ = N (µ, σ) (5.144)
pM2 = N (−2., .3) +N (2., .3) (5.145)
pM1 = N (−1., .3) +N (1., .3) (5.146)
pM05 = N (−.5, .3) +N (.5, .3) (5.147)

The choice of the values for the MoG demonstrates the findings and was found
empirically. Figure 5.9 and 5.10 show the error surface that visualizes the KLD
between the MoG variable Gaussian distributions in various cases.

Figure 5.9 shows the surfaces with the variable Gaussian distribution on the left
side of the DKL argument. The conscious case (upper row) reveals the two possible
minima at each mode of the MoG. However, as soon as the modes of the MoG come
closer together, the two minima become one. Thus, pθ becomes mode-seeking (see
Fig. 5.8), as it converges in one minimum (see Table 5.4).

In the unconscious case (i.e., lower row), the error surface only has one minimum,
which lies exactly between in the center of the MoG. In this particular case, the
DKL performs an averaging (see Fig. 5.8) over the single parameters of the MoG.
This can also be seen in Table 5.4, which shows constant µ and σ in all cases. These
parameters are, in fact, the average of the MoG parameters.
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Figure 5.9: Visualization of the KLD between the variable Gaussian distribution
(i.e., left side of the argument) and the MoG (i.e., right side of the argu-
ment) in various cases. The top row shows the conscious case that would
result if data about the GT labels is available. The bottom row shows
the unconscious case, which matches the calculation in the objective of
the M2VAE.

Figure 5.10 shows the surfaces with the variable Gaussian distribution on the right
side of the DKL argument. It shows the exact behavior that was derived in Sec-
tion 5.3.2.1. The convex function loss surface shows that there was similar behavior
in the conscious and unconscious cases. Furthermore, the minima coincide with each
other (see Table 5.4). The optimal parameters in the minimum for pθ try to cover
the whole MoG. Therefore, µ becomes the average of the MoG, while σ increases
to cover all modes. This behavior is called mean-seeking (see Fig. 5.8).
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Figure 5.10: Visualization of the KLD between the MoG (i.e., left side of the ar-
gument) and the variable Gaussian distribution (i.e., right side of the
argument) in various cases. The top row shows the conscious case that
would result if data about the GT labels is available. The bottom
row shows the unconscious case, which matches the calculation in the
objective of the M2VAE.

Finally, the Jensen–Shannon divergence (JSD) is calculated and shown in Table 5.3
for all depicted cases between the MoG and Gaussian distributions. The JSD,
compared to KLD, is a true metric and enables the comparison between different
results. The JSD of the conscious case is always less than or equal to the unconscious
case. The unconscious case in Fig. 5.9 shows the worst results because an averaging
behavior does not describe a MoG well in the cases in which modes are far apart
or collide. The conscious case in Fig. 5.9 shows desirable behavior (mode-seeking)
when the modes of the MoG are far apart, but it cannot describe the variance well
if the modes collide. The conscious and unconscious case in Fig. 5.10, with their
mean-seeking behaviors, show desirable performance when the modes of the MoG
are far apart and performs best if the modes collide.
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Table 5.3: Jensen–Shannon divergence (JSD) for the optimal values µ and σ (see
Table 5.4) that minimize the KLD between pθ and the MoG (lower is
better).

wrt. Fig. 5.9 wrt. Fig. 5.10
(pM2‖pθ∗) (pM1‖pθ∗) (pM05‖pθ∗) (pM2‖pθ∗) (pM1‖pθ∗) (pM05‖pθ∗)

conscious 0.465 0.464 0.175 0.566 0.394 0.159
unconscious 0.832 0.723 0.383 0.566 0.394 0.159

Table 5.4: Minima values for all depicted cases. The results show the different be-
haviors beh.: mode-seeking (1), mean-seeking (2), and averaging (3) (see
Fig. 5.8).

wrt. Fig. 5.9
conscious (µ, σ, beh.) ± 2.0, 0.3, (1) ± 1.0, 0.3, (1) .0, .5, (1)
unconscious (µ, σ, beh.) .0, .3, (3) .0, .3, (3) .0, .3, (3)

wrt. Fig. 5.10
conscious (µ, σ, beh.) .0, 2., (2) .0, 1., (2) .0, .6, (2)
unconscious (µ, σ, beh.) .0, 2., (2) .0, 1., (2) .0, .6, (2)

5.3.2.3 Discussion

The former results cover all behaviors of the DKL term in the objective of the pro-
posed M2VAE. However, the most important investigation comes with the un-
conscious case in Fig. 5.10 because this describes the learning behavior between a
multi-modal observation without ambiguity and a single modality (i.e., modality
drop-out) with ambiguity. The mean-seeking behavior ensures these three essen-
tial facts: First, the variance grows as soon as ambiguity occurs, which facilitates
the use of the M2VAE’s variances as a measure of information content. Second,
the mean-seeking behavior captures all unambiguous embeddings with one ambigu-
ous embedding, which lets the M2VAE construct a consistent latent space. Third,
putting extra effort into the labeling of observations to improve the latent embed-
dings between different sets of modalities is futile because the optimal values remain
the same.
Recapping the JMMVAE and M2VAE properties under these findings leads to the
following conclusions (see Fig. 5.11). The JVAE part of the JMMVAE learns the bi-
modal embeddings at unique locations in the latent space. The uni-modal encoders
qφ* of the JMMVAE adopt the latent embeddings just from the bi-modal encoder.
This naïve training objective for qφ* may lead to confusion because the embeddings
are blindly adopted for the corresponding inputs. When observation ambiguities
occur, qφ* learns to describe various bi-modal embeddings via mean-seeking behav-
ior. This happens without checking whether this ambiguous embedding reconstructs
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5.3 Conscious vs. Unconscious M2VAE

into a meaningful sample. qφab may have already encoded some complete but differ-
ent information in the ambiguous location,12 which is also reconstructed into that
different sample. The mean-seeking behavior may have put the ambiguous encoding
into that same spot as well, which then leads to completely different reconstructions.
This fact makes modality-exchange, which is the original purpose of the JMMVAE,
questionable, if the data set contains ambiguous observations.

The M2VAE, on the contrary, has additional reconstruction terms for the uni-modal
encoders in the objective. These terms prevent the possibly faulty behavior of the
JMMVAE.

M²VAE

z

qφ a2, b1a1, b1 a4, b2a3, b2

JMMVAE

z

qφ a3, b2a1, b1 a4, b2a2, b1

b2b1

b1 b2

Figure 5.11: The XOR data set ((a1, a2, a3, a4) = (01, 10, 00, 11) and (b1, b2) = (1, 0))
is adopted in this figure. It depicts likely embeddings of the JMMVAE
and the M2VAE for XOR data set. Both approaches have the KLDs
that enable the uni-modal encoders to match the latent embeddings of
the bi-modal encoder. However, only the M2VAE has additional recon-
struction losses for the uni-modal encoders. The JMMVAE embeds the
bi-modal observations arbitrarily, which may cause the depicted confu-
sion of b1, for example, representing (a3, b2). The M2VAE can detect
these confusions and reorder all embeddings accordingly.

12The location is only ambiguous for the uni-modal encoders because it only experiences partial
observations. The bi-modal encoder always experiences the full observation, and every sample
encodes to a unique location in the latent space.
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5.4 Auto Re-Encoding

A deep generative model (DGM) enables the combining of multi-modal data by
means of the joint posterior and likelihood models to embed various modalities into
the same latent space. This facilitates sensor fusion via neuronal networks that obey
variational inference (VI) methods. The M2VAE framework that learns coherent
posterior models between all modality subsets in a sensor setup was introduced
in Section 5.2. This approach may give an end-to-end solution to learn inverse
sensor models (ISMs) by relying on binary Bayes filters [Kor+18b; Wes+18] and
may overcome their limitations regarding multi-modal fusion [Elf92; Kor+18b].
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Figure 5.12: Proposed in-place fusion of a simulated, distributed camera and LiDAR
perception from the AMiRo [Her+16]. A red cylinder that is fused to
the latent embedding zab was sensed. The interaction between the
multi-modal encoder (right) facilitating sensor fusion of the formerly
encoded latent embedding za (left) and the new observation b is shown.
Sampling is not applied during inference, and thus, only the mean-layer
fenc.∗ is used for encoding.

DGMs may circumvent the simplifying assumption of conditionally-independent
measurements for distributed estimation to facilitate fusion (c.f. [Lig+01]) by follow-
ing a data-driven approach of the M2VAE, which models the full posterior distribu-
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tion in a multi-modal setup. To achieve this goal, the author proposes a multi-modal,
in-place, posterior fusion approach based on M2VAE in this section. This approach
is applicable in distributed sensing and fusion tasks as proposed in Korthals et al.
[Kor+19d].

Compressed representations (i.e., the latent space’s embedding, z) of an object’s
observations oM′ by the modality-set M′ are shared between all sensing agents
and updated as follows: As depicted in Fig. 5.12, za ∈ Z can be unfolded to the
original observation using the M2VAE’s decoder networks in combination with any
new observation b to update the information in-place za b→ zab ∈ Z. To facilitate this
fusion approach, a novel training objective is necessary to maintain the re-encoding
of the embeddings (i.e., observation → encoding → decoding → encoding → . . .).

5.4.1 In-Place Sensor Fusion

The following is the proposed concept of in-place sensor fusion that updates an
existing embedding z to z∗ using a M2VAE:

qφm∪M′ (z
∗|om, fM′(z)) with fM′(z) =

⋃
m′∈M′

pθm′ (om′|z). (5.148)

fM′(z) decodes the former z to all observations that contributed to its embedding
via qφM′ . Then qφm∪M′ is applied to the greater set of observations, including the
new observation om

A necessary requirement of Eq. (5.148) is that auto re-encoding (i.e., z → z via
qφM′ (z|M

′)) does not manipulate the information represented by z in an unrecover-
able way (e.g., by perturbating the data in a way makes that the class label switch).
One may assume that a VAE tends to have a natural denoising characteristic (de-
spite the explicit denoising autoencoder (DAE) by Im et al. [Im+15]), as explained
in Section 3.3.4.2. This should re-encode any z into a smoothed version of itself by
means of the reconstruction loss concerning the observation. Surprisingly, this be-
havior only occurs for clearly-separable observations, as discussed in later sections.
For non-separable data, the common VAE tends to re-encode any observation to
the prior’s mean and, thus, fundamentally change the initial information. Similar
observations were already made by Dosovitskiy et al. [Dos+16], whose findings im-
pede the requirements of in-place sensor fusion. Therefore, an additional training
objective is necessary to circumvent changes in the output path.

83



5 Multi-Modal Variational Autoencoder

5.4.2 Training with Re-Encoding

To maintain the stability and immutability of the encoding during re-encoding, a
new training objective is proposed by adding a re-encoding loss to the common
objective (see Fig. 5.13):

Lreenc. = L − αD(qφ(z|a)‖qφ(z|a′))︸ ︷︷ ︸
re-encoding loss

. (5.149)

L is the ELBO (i.e., training objective) of any desired VAE, that includes familiar
regularization and reconstruction losses. D compares the current encoding and its
re-encoded sample using any divergence function or loss. The parameter α ∈ R+

scales the re-encoding loss to leverage its influence against to the original training
objective. Lreenc. is the final objective, which again, is an ELBO, if D ≥ 0.

An architecture setup for use during training is proposed in Fig. 5.13. The same
encoder-network can be placed in the first place, as well as behind the decoder-
network by using the weight-sharing technique. Thus, the encoder-network weights
are influenced by all losses during BP. To effectively train this setup, two essential
hints need to be considered: First, the re-encoding loss cannot be applied right from
the beginning of the training. Otherwise, the encoder-network just learns to generate
constant values as a trivial solution to minimizing the re-encoding loss. Therefore,
techniques like warm-up by Sønderby et al. [Søn+16], which gradually increases α
over the epochs, are highly recommended. Second, the decoder-network weights need
to be pinned when applying the re-encoding loss.13 Otherwise, the networks learn to
cheat on the loss by embedding particular information about z in the reconstruction.
This needs to be prohibited because the reconstructed observation must be the only
available information that should be considered for re-encoding. A proven method is
to train the common VAE/JMMVAE/M2VAE/. . . first, and then pin the decoder-
network weights, and finally, learn the whole architecture in Fig. 5.13 with the
proposed re-encoding loss.

13Weight-pinning a layer means that its weights remain unchanged during BP.
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Figure 5.13: Uni-modal VAE architecture setup that is trainable via the proposed
re-encoding loss.

5.4.3 Re-Encoding Demonstration

The benefits of training a VAE via the proposed re-encoding loss approach are
twofold: First, the re-encodings become nearly immutable and label switching can
be suppressed (see Fig. 5.14). Second, the latent spaces’ statistics about the encoder
networks can be visualized by traversing the latent space Z while obtaining the
output parameters of the encoder via re-encoding (see Fig. 5.16).

The immutability of single zinit. ∈ Z are visualized as colorized perturbations by
calculating the Euclidean distance zdiff between the encoding before and after (i.e.,
zreenc.) re-encoding:

zdiff = ‖zinit. − zreenc.‖2 with zreenc. = fµ(fenc.(fdec.(zinit.))). (5.150)

Note that Eq. (5.150) does not contain any sampling like zreenc. ∼ qφ(z|pθ(zinit.))
because the networks are now applied during inference (i.e., after the training that
depends on the stochastic process).
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Figure 5.14: Embeddings of the MNIST test set using a VAE’s encoder qφ. Left:
trained via common loss (see Table B.4). Right: trained via proposed
loss (see Table B.5). Black trajectories indicate the initial ( ) encod-
ing of a ’1’ and the terminal ( ) encoding after 200 steps of auto re-
encoding. Without the proposed loss, the re-encoding traverses the
latent space and label-switching occurs (’1’→ ’8’). The color coding is
the same as that in Fig. 3.7.

The results in this section show a uni-modal VAE that was trained on the MNIST
data set. A VAE that was trained via the common loss (see Table B.4) and the
proposed loss (see Table B.5) is considered. Figure 5.15 shows zdiff for every point
in the latent space. The lower the value, the better the re-encoding property is.
The common VAE shows very high perturbation all over the latent space. A value
of zdiff = 1., for example, means that the position of the re-encoded z has changed
by a magnitude of 1., which is quite a lot in comparison to the whole confinement
of the demonstrated data set’s embedding (see Fig. 5.14). The proposed VAE, as
trained and shown in Fig. 5.13, shows almost no perturbation for the confinement of
the demonstrated data set embedding. However, one might mention the increased
perturbation at the figure’s boundaries of Fig. 5.15. These increased perturbations
lie outside of any embedding when Fig. 5.14 is taken into account. Therefore, they
can be neglected. It is also worth mentioning that for the demonstrated MNIST
data-set, the median perturbation, after one step of auto re-encoding, of the common
VAE is z̄diff = .0651, and this value was reduced by the proposed approach by one
magnitude to z̄diff = .00902.14

14Further values about this finding can be found in Table B.26.

86



5.4 Auto Re-Encoding

−2 0 2

−2

−1

0

1

2

w/o re-encoding

−2 0 2

w/ re-encoding

0.0

0.5

1.0

1.5

Figure 5.15: Quantitative difference zdiff between the initial and re-encoded mean
value of z after one step of auto re-encoding (lower is better).

Although an arbitrary z can be chosen for decoding in the latent space, for example,
its variance at this particular position z remains unknown. However, if one could re-
generate the missing parameters for a z, then one could visualize the losses for every
position in the latent space, for instance. The proposed training approach facilitates
this visualization of the latent space behavior, which would not be possible otherwise.
It enables insight to the latent space and reveals the intriguing behaviors of VAEs.

This technique works similar to the sampling from the latent space, which produces
the lattice of output data, as visualized in the right column of Fig. 3.4. However,
instead of visualizing the reconstruction for a′i,j = fdec(zi,j) for a specific zi,j, now
a′i,j are re-encoded to get the missing parameters for zi,j. Re-generating the missing
parameters, which are the variances σi,j = exp fσ(fenc.(fdec.(z))), enables the plotting
of the standard deviation itself and all parts of the training losses: the regularizer
(i.e., the KLD concerning the prior), reconstruction loss, and ELBO. Thus, instead
of visualizing these statistics for every sample in the data set, as shown for the
standard deviation in the middle column of Fig. 3.4, continuous figures can be
plotted over the support of Z.

As shown in Fig. 5.16, the encoder network tends to tie up the standard deviation15 σ
and, therefore, deviates from the prior, as indicated by the KLD, where the encoder
embeds observations into Z. Furthermore, the reconstruction loss becomes higher
at the vicinity of cluster boarders, where the encoder embeds poor or ambiguous
observations. The ELBO demonstrates the combined loss, which shows virtually the
same behavior as the reconstruction loss because of its dominance that is attributable
to the high input dimensionality (i.e., Da = 784 vs. Dz = 2 in this particular case).

15The standard deviation for the depicted example is the square root of the total variance with
σ2 =

∑
Dz

exp fσ(fenc.(·)) (see Andres [And13]).
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5 Multi-Modal Variational Autoencoder

Applying this kind of visualization to the common VAE would result in mislead-
ing results because the re-encoded sample would not be the same as the originally
encoded one. Only the proposed training approach preserves re-encoded samples,
which leads to interpretable figures. However, for the sake of completeness, the
analog figure of the common VAE in comparison to Fig. 5.16 can be found in Ap-
pendix B.3, Fig. B.7. Furthermore, Fig. B.8 shows the embedding of the MNIST
test data set, using the encoder-networks of both approaches. It can be seen that
for the confinement of the data set, the proposed approach follows the true trend
more precisely than the commonly trained VAE does.
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Figure 5.16: Quantitative latent space statistics for the proposed approach.
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6 Multi-Modal Data Sets and their
Properties

Many data set collections exist and are publicly available via the WWW, such as
robotics (Radish, MRPT, IJRR), computer vision (CVonline, CVPapers, YACVID,
Computer Vision Online), and general data set collections and search engines for
machine learning (Kaggle, UCI, CMU, VisualData, Google’s Dataset Search), to
name just a few besides the many widespread single-hosted, undocumented, or un-
published data sets.1 Despite the availability of all these sources, a categorization
of multi-modal data set properties is missing in the literature.

To find a proper categorization, a sufficient definition of properties is presented in
Section 6.1, which can be facilitated to match available data sets to any experiment.
Furthermore, Section 6.1 contains insight into a multitude of available data sets, and
the author highlights the most commonly-used data sets.2 Although the available
data sets truly reveal the capabilities and possibilities of DGMs, they are by no
means comprehensible. It will be revealed by the author that most available mulit-
modal data sets do not exhibit drop-out or ambiguities.

The available data sets are not truly multi-modal nature in, as discussed in Sec-
tion 4.2.3. New and comprehensible multi-modal data sets need to be developed
that help to reveal the true capabilities of the proposed M2VAE. Therefore, in Sec-
tion 6.2, particular data sets and a generative technique for multi-modal data sets
are proposed and introduced. Finally, Section 6.3 contains a discussion of the choice
of available and proposed data sets for further experiments.

6.1 Review of Available Data Sets

Data sets can be categorized as uni- or multi-modal with class or attribute presence.
However, every labeled uni-modal data set can be considered to be a multi-modal
data set because the labels can be used as their own modality. Therefore, data sets

1See Table B.27 for a link-list to the corresponding websites.
2Deeper insights and more comprehensible overviews of other data sets regarding the correspond-
ing fields of research can be commonly found in the referenced articles.

89

http://radish.sourceforge.net/
https://www.mrpt.org/robotics_datasets
https://journals.sagepub.com/topic/collections-ijr/ijr-3-datapapers/ijr
http://homepages.inf.ed.ac.uk/rbf/CVonline/Imagedbase.htm
http://www.cvpapers.com/datasets.html
http://riemenschneider.hayko.at/vision/dataset/
https://computervisiononline.com/datasets
https://www.kaggle.com/datasets
https://archive.ics.uci.edu/ml/datasets.php
https://guides.library.cmu.edu/machine-learning/datasets
https://www.visualdata.io/
https://datasetsearch.research.google.com/


6 Multi-Modal Data Sets and their Properties

that are promoted as multi-modal because of their variety of GT labels are listed as
uni-modal data sets.3

6.1.1 Data Set Properties

The data sets are categorized according to Table 6.1 into natural source (src.),
natural correlation (corr.), stream-like (S), multi-modality, and continues (cont.) or
discrete (disc.) nature of phenomenons. Furthermore, the purpose of attributes and
classes is categorized into regression (regr.) or classification (class.) tasks and if the
correlation (corr.) in multi-modal data sets occurs concerning the attribute (attr.)
or the classes.4

Natural refers to two different features of the data set. The natural source (src.)
column refers to the source of data if it comes from a real-world recording (X) or a
simulator (·). The natural correlation (corr.) column refers to how the correlation
between the modalities was ensured. It was either done by collating or merging
two independent data sets (·) (e.g., artificial correlation as in the MNIST+SVHN
data set) or if the correlation naturally occurs between the modalities (X) (e.g.,
natural correlation as in the RGB-D data set). If the data set is multi-modal, then
the number of modalities that have the corresponding natural feature is given in
parenthesis if it is different from the number of absolute modalities in the data set
(X(#)).
Stream-like (S) refers to the time-association of the data set. For instance, a data
set can be continuous in nature, like the shape positions in the dSprites data set,
but independent in time (·). Auditory or visual modalities, like those in the RGB-D
data set, have a consecutive and time-dependent nature (X). If the data set is multi-
modal, then the number of modalities that are stream-like is given in parenthesis if
it is different from the number of absolute modalities in the data set (X(#)).
Multi-modal refers to the number of modalities. Uni-modal data sets are always
multi-modal if one choses to take the labels as additional modalities (·). This tech-
nique is commonly performed in multi-modal learning but it does not relate to the
nature of true multi-modal observations. Multi-modal data sets have an additional
number in parenthesis, which stands for how many different modalities were recorded
(X(#)).
Nature refers to the discrete or continuous nature of the observed phenomenon. A
modality can be discrete in nature. For instance, static images of an object like a

3MNIST-A and dSprite are promoted as multi-modal data sets, but the phenomenons they record
are only observed via one modality (i.e., images), while the other modality describes the sprite
in the image based on its GT information (e.g., pose, shape, etc.)

4For this thesis, classes and attributes are particularly differentiated, despite the fact, that a class
association is, of course, an attribute of the phenomenon.
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car in the CIFAR-10 data set (X). On the contrary, in the RGB-D data set, objects
are recorded in a continuous video by sweeping around them (X). Multi-modal data
sets can have multiple modalities of different natures. Furthermore, the number of
modalities with the corresponding nature (i.e., discrete or continuous) is given in
parenthesis if it is different from the number of absolute modalities in the data set
(X(#)).
Purpose refers to the intentional design of the data set and how it was labeled.
This is important to the later downstream evaluation of the DGMs. If continuous
attributes are labeled, like the shape position in the dSprites data set, then one can
perform a regression on that feature (X). If the data set is labeled concerning its
discrete features, like the numeric class association in the MNIST data set, then one
can only perform a classification (X). Both purposes can be checked or unchecked
if the corresponding labels exists or are missing.
Correlation (corr.) categorizes correlation types as attribute (attr.) or class corre-
lations. In various cases, like the MNIST+SVHN or MNIST+USPS data set, two
uni-modal data sets are collated by their numeric labels (class) to create a new
multi-modal data set. The collation is done despite their different attributes (e.g.,
skewness or stroke width), which lets the attributes become a noise signal in the data
set without any information. True multi-modal data sets that are built by observ-
ing natural processes, on the contrary, are commonly correlated by their perceivable
attributes and class associations (both are checked).5 Attribute attr. correlation
refers to anything but classes (e.g., skewness or stroke width) that is are correlated
between two modalities (X). Class correlation (class) refers to the collating of data
sets based on their labels (X) alone. Both properties can be checked or unchecked
when the corresponding correlation exists or is missing, respectively.

6.1.2 Multi-Modal Data Sets in the Wild

This section contains an exhaustive overview of the most common data sets used
in the publications referenced within this thesis.6 Table 6.1 contains a summary of
these data sets and the important features for a multi-modal analysis. Although
many uni-modal data sets are listed, they are still used for multi-modal analysis. A
separation of data sets into six different categories is shown in Table 6.1: 2D Object,
3D Object, 2D & 3D Faces, human activity recognition (HAR), autonomous ground
vehicle (AGV), and Simulator. All data sets within these categories are restricted to

5CUAVE is one example with true multi-modal observations but w/o GT concerning the at-
tributes. Therefore, only classification tasks are of interest in this data set.

6The task of multi-modal speaker traits recognition (POM), multi-modal sentiment analysis
(CMU-MOSI, ICT-MMMO, YouTube, MOUD), and multi-modal emotion recognition (IEMO-
CAP) are beyond the scope of this thesis and, therefore, the corresponding data sets from
Table 4.1 will not be revisited.
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unstructured data because this kind of data shows the greatest potential of DGMs,
which is learning from data. A detailed explanation of the data sets that were also
investigated by the multi-modal DGM publication from Table 4.1 is given as well.
Further categories like speech and text are also neglected because these domains are
only merrily investigated by other competitive publications on multi-modal DGMs
and out of scope of this work.

Table 6.1: Overview of multi-modal data sets that were used in the publications
cited in this thesis. Multiple sensors with the same modality are counted
as one sensor. X: true, ·: false, –: not applicable

natural mulit- nature purpose corr.
data set src. corr. S modal cont. disc. regr. class. attr. class

2D Object
(E)MNIST[LeC+98; Coh+17] X – · · · X · X – –

bMNIST[Sal+08] X – · · · X · X – –
noisy MNIST[And+13] X · · X(2) · X · X · X
multi-MNIST[Esl+16] X – · · · X · X – –
MM-MNIST[Vie+19a] X X · X(2) · X · X X X
AV-MNIST[Vie+19a] X · X(1) X(2) X(1) X(1) · X · X
MNIST-A[Ved+17] X – · · X X X X – –
divided MNIST X X · X(x) · X · X X X
FMNIST[Xia+17] X – · · · X · X – –
SVHN[Net+11] X – · · · X · X – –
USPS[Hul94] X – · · · X · X – –

MNIST+SVHN[Liu+17b] X · · X(2) · X · X · X
MNIST+USPS[Liu+17b] X · · X(2) · X · X · X
CUB[Wel+10; Wah+11] X – · · · X · X – –
multi-MNIST[Esl+16] X – · · · X · X – –

UT-Zap50K[Yu+14a; Yu+17] X – · · · X · X – –
dSprites[Mat+17; Bur+18b] · – · · X X X X – –

Omniglot[Lak+15] X X X(1) X(2) X(1) X(1) X X X X
CalTech 101[Li +06; Mar+10] X – · · · X · X – –

CIFAR-10/100[Kri09] X – · · · X · X – –
MIR Flickr[Hui+08; MJH+10] X – · · · X · X – –
ImageNet[Hui+08; MJH+10] X – · · · X · X – –

SVHN[Net+11] X – · · · X · X – –
USPS[Hul94] X – · · · X · X – –

3D Shapes[Bur+18a] · – · · X X X X – –
3D Object

Chairs[Aub+14] – – · · · X · X – –
ShapeNet[Cha+15] – – · · · X · X – –

PASCAL3D+[Xia+14] X(1) · · X(2) · X · X X X
RGB-D[Lai+11] X X X X(2) X · · X X X

2D & 3D Faces
Frey Face[Row+00] X – · · X · · · – –
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Celeb(A)[Sun+14; Liu+15] X – · · · X · X – –
LFW(A)[Hua+07; Liu+15] X – · · · X · X – –
3D Face Model[Pay+09] · – · · X · X · – –

CUAVE[Pat+02] X X X X(2) X · · X X X
AVLetters(2)[Mat+02; Cox+08] X X X X(2) X · · X X X

HAR
WESAD[Sch+18] X X X X(7) X · · X X X
HAR[Ang+13] X X X X(2) X · · X X X
MHAD[Ofl+13] X X X X(5) X · · X X X

AGV
KITTI[Gei+13] X X X X(10) X · · X X X

Drive&Act[Mar+19] X X X X(18) X · · X X X
nuScenes[Cae+19] X X X X(14) X · · X X X
FieldSAFE[Kra+17] X X X X(7) X · · X X X

RAGE[Ric+16] · – X · X · · X X X
Robot@Home[RS+17] X X X X(2) X · · X – –

CREATE[Rou18] X X X X(17) X · · · X X

Simulator
Spriteworld[Wat+19c] · X X · X X X X – –

Gazebo[Koe+04] · X X X X X X X X X
MuJoCo[Tod+12] · X X X X X X X X X

DeepMind Lab[Bea+16] · X X · X X X X – –
Atari[Bel+13] · X X X X X X X X X

VizDoom[Kem+16] · X X · X X X X – –
data set src. corr. S multi- cont. disc. regr. class. attr. class

natural modal nature purpose corr.

6.1.2.1 2D Object

There are numerous artificial and real-life image data sets for classification because
of the lively and huge CV community. The most prominent sets are MNIST, CIFAR-
10/100, and ImageNet, but a huge CV database exists for every field of research in
which imaging techniques are applied (medicine, astronomic, deep see, animal, and
so on), and more can be found in the aforementioned data set search engines
MNIST is data set of handwritten digits by LeCun et al. [LeC+98]. It has 60,000
training and 10,000 testing images of the numeric class labels 0 – 9 with 28 × 28 pixel
each. It is a subset of a larger set from NIST [Gro95] which consists of separate digit,
upper and lower case, and free text fields from 3,600 writers. A MNIST extension
worth mentioning is called EMNIST by Cohen et al. [Coh+17]. It contains 240,000
training images and 40,000 testing images of handwritten digits and characters from
NIST in 62 classes. The data sets are particularly suited for generative models like
VAE, despite their discrete nature and labels because of the high number of samples
per class.
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bMNIST by [Sal+08] is a binarized version of the original MNIST data set. Each
pixel value is stochastically set to true in proportion to its pixel intensity.

MM-MNIST and AV-MNIST are both multi-modal datasets proposed for use in
the evaluation of deep fusion architecture searching by Vielzeuf et al. [Vie+19a]. The
multi-modal MNIST (MM-MNIST) data set contains pairs of images computed from
the original MNIST data set for sue in the evaluation of deep fusion architecture
searching. Both images are supposed to be two views of the same MNIST image
but from different modalities that were artificially generated via principal component
analyses (PCA). First, a PCA of the original MNIST data set was computed, which
resulted in a set of singular vectors. Second, the set was separated into two subsets,
which were used to re-generate each modality. This technique enables to control
the amount of energy (i.e., explained variance) provided to each modality, which is
the sum of the energy contained in the chosen vectors. Furthermore, one can also
choose a share ratio of the singular vectors, to define the shared energy between
modalities. The number and dimensions of samples are identical to those in LeCun
et al. [LeC+98].

The MM-MNIST data set is artificially created, but it is worth mentioning that the
derived modalities show natural correlation based on their classes and attributes.
This is due to the fact that every modality holds various (orthogonal) components
of the original information.

The audiovisual MNIST (AV-MNIST) data set was created from one modality of
MM-MNIST, which only had 25 percent of energy, plus the Free Spoken Digits
Database by Jackson [Jac17]. Both modalities were collated based on their numeric
class labels.

MNIST-with-attributes (MNIST-A) by Vedantam et al. [Ved+17] is a modified
version of the original MNIST data set. A sampled image was put on a 64 × 64
pixel canvas with a sampled numeric class association (10 values), location (4 values),
orientation (3 values), and size (2 values). 290 samples of each possible combination
were drawn and rendered, resulting in the new MNIST-A data set.

multi-MNIST by Eslami et al. [Esl+16] is a modified multi-class version of the
original MNIST data set. Instead of a single digit per image, multi-MNIST con-
tains zero, one, or two non-overlapping randomly sampled MNIST digits at varying
locations in a 50 × 50 pixel image.

noisy MNIST by Andrew et al. [And+13] is a bi-modal collation of the MNIST data
set with a different noise approach for each modality. To create the first modality, a
random image is sampled from the MNIST data set. It is then randomly scaled and
rotated. For the second modality, an image of the same numeric class is sampled
and random pixel noise is applied. This data generation process ensures that the
numeric class label is the only common variable underlying both modalities.
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divided MNIST refers to the technique whereby each image of the MNIST data set
is divided into groups of two, four, or more smaller images. The number of modalities
into which a sample is split is denoted as follows: “divided MNIST (2)” for a bi-
modal and “divided MNIST (4)” for a tetra-modal data set. Dividing or splitting
samples of data sets is the de facto baseline standard to generate multiple modalities
of the same nature because they also resemble the features of true multi-modal data
in class and attribute correlation (see [And+13; Nev+16; Cha+16; Li+16]).

Fashion-MNIST by Xiao et al. [Xia+17] comprises 60,000 images, and the test
set has 10,000 images of fashion products from 10 categories like shoes, bags, and
sweaters. Fashion-MNIST (FMNIST) serves as a direct analogy for the original
MNIST data set for benchmarking ML algorithms because it shares the same image
size, data format, and structure of training and testing splits.

UT-Zappos50K (UT-Zap50K) by Yu et al. [Yu+14b; Yu+14a; Yu+17] is a shoe
data set consisting of 50,025 catalog images collected from Zappos.com. The im-
ages are divided into 4 major classes (shoes, sandals, slippers, boots) followed by
attributes of functional types and individual brands. The shoes are centered on
a white background and pictured in the same orientation. This data set was cre-
ated in the context of an online shopping task, where users pay special attention to
fine-grained visual differences.

CIFAR-10 and CIFAR-100 by Krizhevsky [Kri09] are subsets of the unlabeled 80
Million Tiny Images data set [Tor+08] that are reliably labeled into 10 and 100
classes. CIFAR-10 consists of 50,000 training images and 10,000 color images with
6,000 images per class, which can be airplane, bird, ship, etc. CIFAR-100 is just like
the CIFAR-10, except it has 100 classes containing 600 images each. The 100 classes
are grouped into 20 super-classes where each image comes with a super-class (e.g.,
trees or vehicles) and sub-class (i.e., maple, oak, palm, pine, willow or bicycle, bus,
motorcycle, pickup truck, train) label.

Omniglot by Lake et al. [Lak+15] contains 1,623 different handwritten characters
from 50 different alphabets written by 20 individuals. Interestingly, each image is
paired with stroke data, which are trajectory-like sequences of spatial coordinates
and timings for how each character was written. Therefore, Omniglot is a bi-modal
data set with the image and label of the character itself and the sequence of how
the character was written.

MIR Flickr (MIRFLICKR) comprises either 25,000 [Hui+08] (MIRFLICKR-25K)
or 1 million [MJH+10] (MIRFLICKR-1M) real-life images plus 1,386 possible labels
per image that describe the scene in it. The labels are designed for visual concept
learning and, therefore, comprise information like night, sunset, bird, and sign.

ImageNet by Deng et al. [Den+09; Rus+15] is the largest annotated image data set
available. It was designed for use in visual object recognition research. It consists of
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over 14 million images that were hand-annotated according to the WordNet7 hierar-
chy. The ImageNet website8 provides access to the images through links and various
kinds of annotations that categorize the images into 20,000 categories similarly to
MIRFLICKR.
CalTech 101 Silhouettes [Mar+10] data set is a binarized image data set of object
silhouettes derived from CalTech 101 [Li +06]. Each silhouette is rendered as a filled
black polygon on a white background. This data set consists of 4,100 examples in
the training set, 2,264 examples in the validation set, and 2,307 examples in the test
set, and every image belongs to one of the 101 categories.
MNIST+SVHN and MNIST+USPS are collated bi-modal data sets that were
introduced by Tsai et al.; Liu et al. [Tsa+18; Liu+17b] and Liu et al. [Liu+17b],
respectively. The United States Postal Service (USPS) data set is an image
database for handwritten text obtained from letters. It comprises the digital images
of approximately 5,000 city names, 5,000 state names, 10,000 ZIP codes, and 50,000
alphanumeric characters with their corresponding labels. The Street View House
Numbers (SVHN) data set by Netzer et al. [Net+11] was obtained from a large
number of street view images. In each image, the single digits of each house number
were localized and transcribed, resulting in 600,000 labeled characters in varying
formats.
The corresponding bi-modal data sets were retrieved by sampling the numeric class
association (0 – 9) and then sampling an image from each of the two data sets. This
data generation process ensures that the numeric class label is the only common
variable underlying both modalities.
Caltech-UCSD Birds 200 (CUB-200) and CUB-200-2011 by Welinder et al.
[Wel+10] and Wah et al. [Wah+11] are data sets of 6,033 and 11,788 annotated
images of birds belonging to 200 bird species, respectively. The images were distilled
from the MIRFLICKR data set, and each image was annotated with a bounding
box, a bird segmentation, and a set of attribute labels with the goal of multi-class
categorization and part localization.
dSprites by Matthey et al. [Mat+17] is a data set that was specifically developed to
demonstrate the disentanglement feature in VAEs (see [Kim+18; Hig+16; Che+18]).
This data set was published as a colored version by Burgess et al. [Bur+18b]. The
advantage of dSprites is its known factors of variation: vertical and horizontal posi-
tion, size, shape (discrete feature), angle, and RGB color.
3dshapes published by Burgess et al. [Bur+18a], and used by Kim et al. [Kim+18]
and Watters et al. [Wat+19b], is a data set derived from the GQN’s Rooms data set.
The GQN data set [Vio+18] published by Eslami et al. [Esl+18] is a composition of

7https://wordnet.princeton.edu/
8http://www.image-net.org/
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four sets: Rooms, Shepard-Metzler Objects, Jaco Arm (generated by the MuJoCo
[Tod+12] simulator), and Mazes (generated by DeepMind Lab [Bea+16]). It is a
data set of 3D shapes procedurally generated from six ground truth independent
latent factors: floor, wall, object color, object scale, object shape (discrete feature),
and camera orientation. All possible combinations of these latent factors are present
exactly once, generating 480,000 total RGB images.

6.1.2.2 3D Object

Chairs [Aub+14] used by Higgins et al. [Hig+16], Watters et al. [Wat+19b] and
[Kim+18] is a collection of 3D CAD chair models. The data set originates from
Google’s publicly-available 3D Warehouse on-line repository of publicly available,
user-contributed 3D graphics content created using Google SketchUp. The 1,393
available chairs were manually culled from the repository to represent a variety of
chair styles. Each 3D chair model was rendered on a white background from 62
different viewpoints, which results in 86,366 samples.

ShapeNet [Cha+15] used by Mescheder et al. [Mes+19] and [Cho+16] is a collection
of 3D CAD models that are organized according to the WordNet hierarchy, analog
to ImageNet. It has indexed more than three million models in total, from which
220,000 models are classified into 3,135 categories.

PASCAL3D+ by Xiang et al. [Xia+14] is based on PASCAL 2012 (real) detection
images [Eve+] augmented by (artificial) 3D CAD model alignments. It comprises
12 categories with an average of more than 3,000 object instances per category.

RGB-D by Lai et al. [Lai+11] is an objects and scenes data set using Kinect style 3D
camera that records synchronized and aligned RGB and depth images. 300 objects
are organized into 51 categories arranged using WordNet hierarchy. Each object was
isolated and placed on a turntable, and video sequences were captured for one whole
rotation from three different viewpoints. Aside from isolated views of the objects,
the data set also includes 22 annotated video sequences of natural scenes (e.g., office
workspaces, meeting rooms, kitchen) containing objects from the data set.

6.1.2.3 2D & 3D Faces

Facial data sets are commonly used in data science because they facilitate facial
attribute estimation (FAE) and facial attribute manipulation (FAM) applications.
Common data sets with attributes are Frey Face by Roweis et al. [Row+00], 3D Face
Model by Paysan et al. [Pay+09], the CelebFaces Attributes Dataset (CelebA), and
Labeled Faces in the Wild Attributes (LFWA) by Liu et al. [Liu+15]. To date,
the most popular and commonly-used data sets in both FAE and FAM are CelebA
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and LFWA, and a comprehensive overview of facial attribute data sets was given in
Zheng et al. [Zhe+18].
Frey Face consists of around 2,000 images of Brendan Frey’s face taken as sequential
frames from a piece of video footage. This data set introduced in the Local Linear
Embedding article by Roweis et al. [Row+00] has a time ordering of the frames and,
therefore, is expected to show a high correlation between frames close in time that
constitute a known structure that one hopes to recover through dimension reduction.
The 3D Face Model data set by Paysan et al. [Pay+09] is a generative 3D shape
and texture model that was developed to benchmark pose and illumination invariant
face recognition tasks. The data set can be fit to 2D or 3D images acquired under
varying situations and with different sensors, which makes it a potential multi-
modal data set. The model parameters separate pose, lighting, imaging, and identity
parameters, which facilitate continuous and discrete attributes.
Labeled Faces in the Wild (LFW) by Huang et al. [Hua+07] (ca. 13,000 images)
and the Celeb-Faces (Celeb) [Sun+14] (ca. 200,000 images) data set are both large-
scale face attribute data sets made of publicly-available images of celebrities. They
come with the celebrity’s name as a per-image label, which makes it suitable for
classification.
CelebA and LFWA are both data sets that were extended by Liu et al. [Liu+15]
using their face attributes. Each has 40 binary attribute annotations like mustache,
hair, and sunglass. The images cover large pose variations and background clutter,
which makes the data sets particularly interesting for data-driven approaches.
Clemson University Audio Visual Experiments (CUAVE) and AVLetters(2) by
Patterson et al. [Pat+02], Matthews et al. [Mat+02], and Cox et al. [Cox+08]
are video and audio recordings of speakers who read numerical digits and letters.
CUAVE comprises 36 speakers saying the digits 0 – 9 while AVLetters(2) contains
10 to 5 speakers saying the letters A – Z various times. Besides the audio record-
ing, visual recordings of the faces or lip regions were gathered to mimic a listener’s
situation.

6.1.2.4 Human Activity Recognition (HAR)

HAR aims to recognize the actions of an individual from an either proprioceptive
(e.g., inertial measurement unit (IMU)) or exteroceptive (i.e., MoCap) sensors. The
goal of this field of research is to provide personalized support for applications like
medicine, human machine interaction (HMI), or sociology. HAR data sets are com-
monly labeled in classes, such as when individual changes its gate or position, while
the nature of the data is obviously continuous because the type of gate gradually
changes with the walking speed, for instance. Exemplary records are UCIHAR by
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Anguita et al. [Ang+13], MHAD by Ofli et al. [Ofl+13], and WESAD by [Sch+18],
and an exhaustive overview of multi-modal data sets and their applications was
given by Vrigkas et al. [Vri+15].
UCIHAR comprises 30 individuals of different ages who performed six activities
(walking, walking upstairs/downstairs, sitting, standing, laying) using a smart-
phone’s IMU on the waist for recording. Therefore, the data set contains linear
acceleration and angular velocity data at a constant rate of 50 Hz.
WESAD is a multi-modal data set for stress and affect detection in humans compris-
ing time series data utilizing electrocardiogram, respiration, accelerometer, blood
volume pulse, electrodermal activity, and skin temperature with different update
rates for each sensor. The data set contains the activities baseline, amusement,
stress, and rest for 15 individuals.
The Berkeley Multimodal Human Action Database (MHAD) consists of tem-
porally synchronized data from an optical motion capture (MoCap) system, multi
baseline stereo cameras from multiple views, depth sensors, accelerometers, and mi-
crophones to analyze human poses and motions. The data set contains recordings
of 12 individuals who performed 11 different actions like jumping, bending, sitting,
and waving.

6.1.2.5 Autonomous Ground Vehicle (AGV)

AGV data sets exists with single and multiple sensing modalities that are provided
by the robotics and autonomous systems community, but none of them were found to
be sufficiently labeled. Most data set annotations are suited for object recognition
and manipulation, scene understanding, or SLAM, which would be sufficient for
downstream tasks but not acceptable for this work.
Autonomous driving is the most vibrant application of AGVs, and the most com-
prehensive data sets are described in this section. Noticeable autonomous driving
data sets with numerous cameras and LiDARs that also include a RADAR modality
are the KITTI data set by Geiger et al. [Gei+13] and nuScenes by Caesar et al.
[Cae+19]. The Drive&Act data set by Martin et al. [Mar+19] is a multi-modal
benchmark for action recognition in automated vehicles with videos (NIR, depth and
color) and motion capturing of the interior. FieldSAFE by Kragh et al. [Kra+17]
is the first multi modal data set for obstacle detection in agriculture that comprises
color, thermal, and stereo cameras plus LiDAR and RADAR. Another noteworthy
highly diverse data set is produced using the game engine Rockstar Advanced
Game Engine (RAGE) by Richter et al. [Ric+16], which unfortunately, only
supports RGB camera data due to the game engines limitations.
Robotic data sets for domestic scenarios are comprised in the Robot@Home
data set article by Ruiz-Sarmiento et al. [RS+17]. This article describes a data set for
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benchmarking semantic mapping algorithms through the categorization of objects
and rooms. The data set time-stamped observations are gathered by a mobile robot
endowed with a rig of four RGBD cameras and a 2D LiDAR. Another data set worth
mentioning is CREATE by Rouat [Rou18], which contains a multi-modal data set
particularly designed for unsupervised learning and generative modeling of sensory
data from a mobile robot. It comprises exteroceptive (e.g., stereo cameras and
microphones) as well as proprioceptive data (i.e., inertia measurements and battery
state) with the goal of identifying statistical regularities and structures in the sensor
inputs per modality and across modalities. Because this data set is promoted to be
relevant for unsupervised training, it lacks labels with which to interpret the results.

6.1.2.6 Simulator

As highlighted by Beattie et al. [Bea+16], simulators have superior functionality over
manually crafted data sets concerning the creation of data sets. Simulators enable
the fast generation of large quantities of data as well as error-free annotations and
GT data (see Mahendran et al. [Mah+16] or Richter et al. [Ric+16]).9

Many simulators originate either from the robotics or the RL community. Nowadays,
a variety of simulators are available for RL applications through the standardized
OpenAI Gym toolkit by Brockman et al. [Bro+16], which makes data set generation
even very feasible. The simulators mentioned in this work that have first-party
support are Atari [Bel+13] and MuJoCo [Tod+12], while third-party support exists
for ViZDoom [Kem+16] by Savinov et al. [Sav+18] and Gazebo [Koe+04] by Nuin
et al. [Nui+19].10

Whenever AE-like architectures are introduced prior to downstream applications,
they are applied to project the high dimensional input space onto some feature space
that gives properties to the application like resilience (see Amini et al. [Ami+18]),
explainability (see Yang et al. [Yan+19]), and domain transfer (see Higgins et al.
[Hig+17b]). β-VAE approaches are especially evaluated regarding their disentan-
gling nature on simulated data to ascertain whether the generative factors of the
simulation can be trained (see Higgins et al. [Hig+17a], Burgess et al. [Bur+18b],
or Watters et al. [Wat+19b]). The simulators most commonly used in recent publi-
cations are presented in the following paragraphs.
The Arcade Learning Environment (Atari) by Bellemare et al. [Bel+13] is the
simulator with the broadest visibility in media. It became famous through the first

9Usually, all natures of phenomenon (cont./disc.) can be described. Furthermore, because one
has usually access to the whole simulation state, all attributes (regr./class.) of the phenomenon
are available at every time.

10ViZDoom originally comes with its own RL API, while Gazebo can be interfaced through the
OpenAI Gym-like openai_ros framework by Ezquerro et al. [Ezq+].
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successful end-to-end RL learning approach by Mnih et al. [Mni+15], who learned
actions from raw pixel data. Atari offers either GT states of the game or the visible
pixel screen. Higgins et al. [Hig+16] use games like Breakout, Frostbite, or Pole
Position, which comprise challenging11 continuous and discrete state changes, to
show certain effects like disentanglement and representation learning.

DeepMind Lab [Bea+16] is a first-person 3D game platform designed for the re-
search and development of artificial general intelligence and machine learning sys-
tems. The simulator provides access to the raw pixels and depth values, analog to
a RGBD camera, as rendered by the game engine. The simulator’s behavior is in-
tended to only return a reward signal when an agent finishes a certain task. However,
the simulator has been exploited for continuously moving objects in an agent’s view
through level generation, to show the domain transfer and disentangled learning of
a VAE by Higgins et al. [Hig+17a] as well as in GQN12 by [Esl+18].

Spriteworld [Wat+19c] is a RL environment that consists of a 2D arena with sim-
ple geometric shapes that can be freely moved. This environment was recently
developed for (and introduced in) the COBRA agent publication by Watters et al.
[Wat+19a] and used by Watters et al. [Wat+19b] for the disentangled feature learn-
ing of a VAE. The motivation of the authors, in contrast to the dSprites data set
by Matthey et al. [Mat+17], was intended to provide as much flexibility as possible
for procedurally generating multi-object scenes while retaining a simple interface
on which to generate new data sets. The simulators’ sprites come in a variety of
shapes that can continuously vary and be discrete in position, size, color, angle, and
velocity. The simulator does not handle the physical properties (e.g., collision or
interaction) of the sprites but lets them pass above or beneath each other.

VizDoom [Kem+16] is a test platform for RL research from raw pixel data that
employs the first-person perspective in a semi-realistic 3D world. The simulator is
based on the first-person shooter video game Doom. The experiments were con-
strained to two scenarios in the original publication by Kempka et al. [Kem+16]: a
basic move-and-shoot scenario and a more complex maze-navigation task. However,
Ha et al. [Ha+18] use the move-and-shoot task to demonstrate the role of their vision
model, as realized by a VAE, which learns an abstract, compressed representation
of each observed input frame.

Robotic simulators help robotic engineers rapidly prototype controllers, simulate
virtual sensors, evaluate robot designs, supply an architecture for real robot control,
and much more.13 The main difference between this simulator and the aforemen-
tioned simulators is the physics engines that try to mimic real world conditions by
11Learning the underlying state of the game Pong might be challenging because of the reconstruc-

tion issue of small pixelized objects like the ball (c.f. Goodfellow et al. [Goo+16, p. 542]).
12The GQN data set was partially produced by the DeepMind Lab simulator [Vio+18].
13See Ivaldi et al. [Iva+14] for an overview of robotic simulators and their applications.
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means of forces and sensor readings as accurately as possible to tighten the gap
to later deployment in real robots.14 The huge variety of sensing modalities, like
cameras, distance, or contact sensors, make robotic simulators an ideal experimen-
tal platform for this work. Two established simulators that were recently used to
produce data sets are Gazebo [Koe+04] and MuJoCo [Tod+12]. MuJoCo, which is
shipped with its own physics engine, was designed for the fast and accurate 3D sim-
ulation of multi-joint dynamics with contact forces in robotic applications. While
recent data sets were produced using this simulator, namely the 3D Shapes data set
[Bur+18a] used by [Kim+18] and [Wat+19b], it is neither open source nor free of
charge. Gazebo is a multi-purpose 3D simulator that offers the ability to simulate
populations of robots in complex indoor and outdoor environments. It supports
various physics engines (ODE15, Bullet16, Simbody17, and DART18), programmatic
and graphical interfaces, and is free of charge as well as open source, which makes
it suitable for this work.

6.2 Proposed Data Sets

As shown in Section 6.1, in the multi-modal community, it is quite common to model
a bi-modal dataset as follows (see [Wan+16; Ngi+11; Suz+17; Ved+17]): The first
modality a denotes the raw data, and b denotes the class labels or attributes (e.g.,
the digits’ images and labels as one-hot vector concerning the MNIST dataset).
This is a rather artificial assumption and only sufficient when the objective is within
a semi-supervised training framework. Real multi-modal data does not have such
structure because there are commonly multiple raw data inputs. Unfortunately, only
complex multi-modal datasets of heterogeneous sensor setups exist (e.g., [Ofl+13;
Uda16; Kra+17]), which makes a comprehensive evaluation of the proposed M2VAE
futile. While these data sets truly reveal the capabilities and possibilities of DGMs,
they are by no means comprehensible. Furthermore, they only enable the assessment
of DGMs by scalar measures, as introduced in Section 7.1. The direct introspection
or geometrical interpretation of the learned latent representation is hardly possible
because complex data sets require high-dimensional Dz (see the discussion in Sec-
tion 3.3.4.3). Applying a low-dimensional Dz = 2 on complex data sets, as done
in the examples on the MNIST data set in Chapter 3 is only justifiable when one
introduces the concept of DGMs. Low-dimensional latent spaces hardly reflect the
true behavior of DGMs in complex data sets. Therefore, two comprehensible data
sets that comprise ambiguity, drop-out, and the necessity of fusion (only 6.2.2) but
14Closing the reality gap, referred as Sim2Real transfer, is one major challenge (see Weng [Wen19]).
15http://www.ode.org/
16http://bulletphysics.org/
17https://simtk.org/home/simbody/
18http://dartsim.github.io/
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enable the investigation of the latent spaces are introduced in Sections 6.2.1 and
6.2.2.
The creation of a new complex data set involves the subsequent constraints:

• The observations of the phenomena enable the learning of a coherent generative
factors. Thus, data sets must not include disjunct subsets, which would lead
to torn latent spaces. In other words, there needs to be at least a small mutual
information between at least two samples (see Higgins et al. [Hig+16]).

• There needs to be multiple samples for each class, and the samples need to
gradually change their attributes.

• The data sets need to be labeled based on their attributes and classes.
An artificial bi-modal data-set with fundamentally differing modalities, which is
quite common in robotic scenarios, is introduced in Section 6.2.3: camera and
LiDAR. A bi-modal data set consisting of perceptions from a RGB camera and
the actions involved in moving this camera around a Rubiks cube is introduced in
Section 6.2.4.
Although the naïve consolidation of non-coherent datasets does not meet the con-
ditions for data continuity, as discussed in Section 6.2.5, a consolidation technique
is proposed by sampling from the superimposed latent spaces of various uni-modal
trained CVAEs in Section 6.2.5. This approach enables the generation of multi-
modal datasets from distinct and disconnected uni-modal sets. Furthermore, Sec-
tion 6.2.5 is used to introduce the entangled-MNIST (eMNIST) data set and pro-
poses a data set alignment technique based on the superimposed CVAEs, which
includes the correlation of attributes in addition to the classes (c.f. MNIST+SVHN
or MNIST+USPS from Section 6.1).19

6.2.1 Exclusive OR (XOR)

The XOR gate-logic as a bi-modal data set is introduced in this section. XOR
gate-logic constitutes the virtually most basic and fundamental example for moti-
vating the necessity of non-linear activation functions and hidden layers in NNs (see
Goodfellow et al. [Goo+16, Chapter 6.1]). It represents a binary gate-logic with
a surjective non-linear functional mapping f : a → b, as shown in Table 6.2. The
input a is a binary tuple while b is the binary outcome of the XOR gate. When
exactly one of the binary values of a is equal to 1, then the XOR function maps b
to 1. Otherwise, b is mapped to 0. The XOR example is commonly introduced as
a discriminative model p(b|a) in which a function approximator with θ parameters
must train the model b = f(a; θ) such that it resembles the XOR gate-logic.
19All data sets are available via the vae_tools library.
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Table 6.2: Truth tables of the exclusive or (XOR) gate logic. Left: Original truth
table with input a and ouput b. Right: Truth table with drop-out, with
∅ representing an unknown value.

drop-out
a b �Aa b a �Ab

00 0 ∅ 0 00 ∅
01 1 ∅ 1 01 ∅
10 1 ∅ 1 10 ∅
11 0 ∅ 0 11 ∅

The XOR gate-logic can also be interpreted by the joint likelihood p(a, b). Therefore,
it forms a bi-modal model that can unite the two requested features ambiguity and
drop-out in a comprehensible fashion. The features can be derived from the question:
Can a be inferred from b, if a experiences a drop-out and vice-versa? Obviously,
b can be inevitably inferred from a because this represents the original gate-logic
function. However, unambiguously inferring a from b is impossible because f :a→ b
is a surjective mapping. For example, when just observing b = 0, a could have been
00 or 11.20

6.2.2 Mixture of Gaussians (MoG)

The MoG data set, as proposed in this thesis and shown in Fig. 6.1, represents
a comprehensible artificial 2D bi-modal data observation. It focuses on ambiguity
resolving properties through fusion.
The two modalities (a and b) of MoGs have ten classes (0, . . . , 9) each. a’s obser-
vations are organized on a grid where class (5, 6, 7) and (0, 8) result in ambiguous
observations by sharing the same mean value. b’s observations are organized on a
circle where class (0, 9) has the same mean values and, therefore, lead to ambiguous
observations. The classes are sampled from a multinomial distribution with equal
probability while the bi-variate Gaussian distributions are scaled by a constant vari-
ance and translated by their associated mean values.21

This rather artificial data set has the purpose of depicting and evaluating the am-
biguity resolving properties of the VAEs.22 However, data about complex multi-
modal sensor setups for complementary fusion show similar behaviors because vari-
ous modalities are rectified to achieve a complete view of the scene (e.g., vision and
grope to rectify objects). In that case, various dependencies of the generative pro-
20See vae_tools.loader.xor for additional details about the data set.
21See vae_tools.loader.didactical_set for additional details about the data set.
22It is worth mentioning that this data set and its distribution are very reasonable in the case of

feature extractor outcomes like t-SNE by van der Maaten et al. [van+08].
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cess, given the class labels as factorized latent state representation z = (z0, . . . , z9),
are possible. This is mimicked by the MoG data set in a simplified assumption as fol-
lows: p(a, b|z), p(a|z0 ≡ z8, z1, . . . , z4, z5 ≡ z6 ≡ z7, z9), and p(b|z0 ≡ z9, z1, . . . , z8).
Therefore, this data set has the following features for the classes (0, . . . , 9):

• 0: can only be unambiguously detected if it is observed by a and b while any
uni-modal observation results in ambiguous observations with 8 (a) or 9 (b)

• 1, . . . , 4: can be unambiguously detected by any uni-modal observation
• 5, . . . , 7: can be unambiguous detected by b but collates if observed by a
• 8, 9: see 0
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Figure 6.1: MoG input signals for the modalities a and b. The depicted observations
are sampled for the corresponding modality for each class.

6.2.3 Camera+LiDAR

Camera+LiDAR is a bi-modal data set collected via the AMiRo [Her+16], which
was simulated in the GazeboSim environment.23 The data set recording involves the
following simulated sensors: The simulated camera was configured like the AMiRo’s
OmniVision® OV5647 camera module with a horizontal FOV of 53.5° at a frame size
of 640×480 pixels. The LiDAR was configured like the Hokuyo URG-04LX [Chr00].
Three different object classes that differ in the class attributes color ∈ (red, green)
and shape ∈ (cylinder, box) were placed in front of the sensor setup. The object
combinations ((box, red), (cylinder, red), (cylinder, green)) exists with ten varying
23See Appendix B.2.11 for additional details about the evaluation platform.
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diameters [.1, .2, . . . , 1.] m. Every object combination with every diameter was sam-
pled 300 times from the area of overlapping frustra of both sensors and the rotation
of the object, resulting in 10·3·300=9,000 samples.24

The classes of objects were chosen with the following motivation (see Fig. 6.2 to
follow the argumentation):

• (box, red): is unambiguously detectable by the LiDAR because it is the only
box shaped object. It is ambiguous concerning the camera because there are
two red objects with different shapes.

• (cylinder, green): is unambiguously detectable by the camera, because it is
the only green object. It is ambiguous concerning LiDAR because there are
two cylindric shaped objects

• (cylinder, red): is ambiguous concerning both sensors alone but can be unam-
biguously detected if the camera and LiDAR perceptions are fused.

Therefore, the collection of observations represents a complex, but still comprehen-
sible, data set that addresses ambiguities and the necessity of fusion.

Figure 6.2: Observations of objects via camera and LiDAR in the GazeboSim envi-
ronment with ambiguous observations concerning shape (left) and color
(right).

6.2.4 Rubiks

The rubiks data set is intentionally designed to be a minimalistic real-world simula-
tor for curiosity-driven reinforcement learning (RL) tasks. However, it can be used
to sample a bi-modal data set consisting of an RGB-frame → action → RGB-frame
→ . . . sequence because of its closed-world assumption. The RGB-frame shows an
unscrambled Rubiks cube, which can be positioned in 25 different poses. The cube
can be inspected from three different viewpoints, which can be approached by 6
different action commands.25 Two viewpoints are on opposing sites (left/right VP).
24See vae_tools.loader.camera_lidar for additional details about the data set.
25See https://github.com/tik0/rubiks-dataset for the real-world simulator documentation

and demonstration videos.
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They are redundant and do not add extra information about the state of the cube
when they are consecutively observed. One viewpoint (mid. VP) is perpendicular,
which reveals the state of the cube if it is observed with one of the other viewpoints.

To become a real-world simulator, 25 RGB frames with a resolution of 40×30 were
recorded using an Intel® RealSense™ D435 mounted on a Franka Emika Panda
seven axis robot arm from every Rubiks cube’s view-point and pose. The positions
of the cube were slightly changed to introduce pose-noise while every viewpoint was
accurately set up by the robot arm and, therefore, showed a constant background
image. As depicted in Fig. 6.3 by choosing a Rubiks cube pose and an action, the
resulting frames are sampled from the recorded images. The data-set is constructed
by sampling 10,000 pose-action tuples from the simulator.26

right VP mid. VP left VP

left VP → right VP right VP → mid. VP

Figure 6.3: The Rubiks data set. Top: All viewpoints (VPs) from one state of a
4×4×4 Rubiks cube. Bottom: Two movements and sampled VP images
concerning the according state.

6.2.5 eMNIST

As discussed in Section 6.1, various approaches to creating or consolidating
new multi-modal data sets exist. This ranges from naïve class alignment (e.g.,
MNIST+SVHN) and splitting individual samples (e.g., divided MNIST) to PCA
based energy conservation (i.e., MM-MNIST), which are related to the topic of
manifold alignment in general.27 However, none of these techniques involve the

26See vae_tools.loader.rubiks for additional details about the data set.
27See Wang et al. [Wan+11] for an overview of manifold alignment and Wang et al. [Wan+09] for

unsupervised approaches in particular.
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consideration of the nature of true multi-modal observations, which motivates the
data set generation by DGMs.
Section 4.2.3 contains an explanation of the chain of reasoning that led to require-
ments for true multi-modal data sets about observable real-world phenomena. Fur-
thermore, a consolidation technique that obeys the requirements of Section 4.2.3
using CVAEs for disjunct data sets is proposed in Section 6.2.5.1 by the author.
Finally, Section 6.2.5.2 contains an introduction to one data set called eMNIST that
was built from MNIST and FMNIST

6.2.5.1 Generating true Multi-Modal data sets by Collation

In the following section, a generative technique that generates new multi-modal
datasets given different uni-modal data sets is proposed. A valuable property of the
VAE’s learned posterior distribution is that it matches the chosen prior distribution
quite sufficiently if the observations were drawn from a similar distribution (see
Fig. 3.6). This characteristic can be particularly found in the conditional variational
autoencoder (CVAE) [Soh+15a] because its training is supported by the GT labels
of the observations. Thus, the CVAE builds a non-related posterior distribution
for each class label, and every class distribution closely matches a chosen prior
distribution. Furthermore, the idea of β-VAE [Hig+17b] is adopted because it learns
disentangled and factorized latent representations. Combining the properties of
both approaches allows the superimposing of latent manifolds from various uni-
modal encoders that were trained by a β-CVAE. This approach closely follows the
idea of manifold alignment in a semi-supervised fashion but without the expense
of manifold registration. Instead, every single data set is projected onto a similar
factorized distribution. Finally, correlated multi-modal samples can be drawn by
sampling from the prior, which operates all CVAE decoders.

6.2.5.2 eMNIST

To test the approach, MNIST by LeCun et al. [LeC+98] and FMNIST by Xiao
et al. [Xia+17] are consolidated to an entangled-MNIST (eMNIST) data set as
follows: First, β-CVAEs were trained for each data set (see Appendix B.2.4 for
the training setup). Then 60,000 samples were drawn from the prior distribution
(i.e., z ∼ N (0, I)) and from the equally distributed multinomial distribution over
all classes C. These samples were then fed into the β-CVAEs decoder networks
to generate the observation tuples a ∼ pθa(a|z, C) and b ∼ pθb(b|z, C). To avoid
artifacts in the generation process, latent samples were only obtained from within
2σ of the prior distribution.28

28See vae_tools.loader.emnist for additional details about the data set.
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Figure 6.4: Depiction of naïve mixed-MNIST (left) vs. proposed entangled-MNIST
(eMNIST) (right). mixed-MNIST is pairwise plotted with the closest
match of MNIST digits according to the mean-squared-error. The cor-
responding fashion-MNIST samples show no continuity or correlation,
despite the intended class correlation. eMNIST shows the desired en-
tanglement while sweeping along a single latent space dimension.

Figure 6.4 contains a comparison of the naïve class-wise consolidation results, called
mixed-MNIST, as applied in virtually all other publications, to those of the proposed
technique. Although mixed-MNIST shows no correlation between the attributes of
digits and fashion pieces, eMNIST shows a coherent correlation between the stroke
width of MNIST with the brightness of FMNIST (e.g., first row of 0 and t-shirt) or
skewness with style (e.g., the last row of 9 and shoe).
These style variations look similar to the approach by Yu et al. [Yu+17], who gener-
ated new fashion styles by stratified-like sampling between two points in the latent
space, which were learned by the VAE. However, the proposed approach is fun-
damentally different because it tackles the generation of attribute-correlated multi-
modal data sets by consolidating disjunct data sets by CVAEs.
It is worth mentioning that instead of choosing the decoder networks to generate
new but likely blurry images, one could also perform a 1-NN search of the prior
samples z to the actual training set embeddings. Then one could find the associated
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original training set samples to build up a new correlated data set consisting of crisp
samples.29 However, this approach might not be sufficient because virtually no real-
world data set contains samples that gradually change their attributes.30 Therefore,
using a 1-NN search to sort the original data set becomes futile.

6.3 Discussion and Choice of Suitable Data Sets

The goal of multi-modal learning is usually to improve discrimination or regression
accuracy by obtaining complementary information from multiple modalities. The
particular purposes of DGMs is to learn a refined representation of raw and complex
observations that suits downstream applications.31 The scientific focus of multi-
modal DGMs, on the contrary, is mainly dedicated to modality exchange. These
objectives are different from the goal of this study. Furthermore, publications that
particularly investigate the learning of coherent latent spaces that handle modality
dropout remain unknown to the author.
Real world data sets like MIRFLICKR, CelebA, and ImageNet may have differing
dimensions or structures and include very generic object images. The generation of
the generic object images is still a difficult task and demands the application of fur-
ther techniques like GANs. However, the latent representation suffers under these
techniques, which is why complex data sets do not serve the research of this the-
sis. Therefore, only comprehensibly multi-modal data sets are used in this section.
Thus, the datasets from Section 6.1, divided MNIST (2), divided MNIST (4), and
MNIST+SVHN, are applied in the following experiments to conduct comparable
and competitive evaluations.
All proposed data sets from Section 6.2, on the contrary, will be applied to evaluate
the M2VAE because they serve the purpose of this thesis (i.e., fusion during obser-
vation ambiguities and drop-out). Finally, the data sets are comprised as shown in
Table 6.1 in Table 6.3.

29The 1-NN search technique is commonly used for visualization when DGMs are trained on feature
embeddings of an original data set.

30A similar argumentation was performed by Yu et al. [Yu+17] to motivate the necessity of aug-
menting a data set with generated samples from a VAE’s decoder.

31Although another rising objective of DGMs is the disentanglement learning of the underlying
generative factors, its application in multi-modal data remains unknown to the author.
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6.3 Discussion and Choice of Suitable Data Sets

Table 6.3: Overview of proposed multi-modal data sets in Table 6.1. eMNIST has
the tick for src. in brackets because the samples were artificially generated.
X: true, ·: false, –: not applicable

natural multi- nature purpose corr.
data set src. corr. S modal cont. disc. regr. class. attr. class
XOR · X · X(2) · X X · X ·
MoG · X · X(2) X · · X · X

Camera+LiDAR · X · X(2) X X X X X X
eMNIST (X) X · X(2) X X X X X X
Rubiks X X X(1) X(2) X(1) X(1) · X X ·
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The purpose of this chapter is to confirm that

1. the ambiguous modality problem, indeed, occurs and is remedied by the pro-
posed method,

2. a shared representation of different modalities and an implicit manifold align-
ment is obtained, and

3. the shared representation is coherent during modality dropout and ambiguous
observations.

All experiments and results were conducted using a python library called vae_tools
that was written by the author. It uses the TF2 library by Abadi et al. [Aba+15]
with the functional Keras API as the backend.1 It also enables the automated
construction of the M2VAE’s DNN architecture as proposed in Section 5.2.4, with
the objective from Section 5.2.3 by simply specifying the desired encoder and decoder
networks for each modality. The vae_tools library also features a high degree of
customizability to cover any architectural choices besides the M2VAE. Figure 7.1
shows the logo and landing page of the library, as well as the introduction structure
to the library.

Figure 7.1: Landing page of the vae_tools library.
1See Table B.1 for the whole software suite and corresponding versions.
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First, scores and metrics to ascertain high fidelity measurement techniques that
capture the desired features are revisited and evaluated in Section 7.1. Finally, an
evaluating about the impact of the hyperparameters on the M2VAE, an ablation
study, and an analysis against competitive multi-modal DGMs are presented in
Section 7.2.

7.1 Scores and Metrics
This section contains an overview of the metrics applied in multi-modal learning
and a discussion of their proper applications to the M2VAE. The applied metrics
from the publications in Table 4.1 are revisited and extended in Section 7.1.1 via
additional noteworthy metrics. The application and selection of proper metrics is
discussed in Section 7.1.2.

7.1.1 Scores and Metrics in the Wild

The log-likelihood is pursued as an objective by means of the ELBO using the
approaches within this thesis. However, one can estimate the true bound of the
model using Monte Carlo (MC) sample approximation (see Burda et al. [Bur+15]).
The generalized conditional log-likelihood log p

(
M̂|M,M̃

)
is introduced to evaluate

all variations of observations. It can be approximated as follows:

log p
(
M̂|M,M̃

) C.4
≥
∫
q
(
z|M,M̃

)
log p

(
M̂|z

)
dz MC' 1

N

N∑
n=1

log p
(
M̂|zn

)
(7.1)

with zn ∼ q
(
z|m,M̃

)
.2 According to Burda et al. [Bur+15], the sample approxima-

tion of the log-likelihood approaches the true log-likelihood if the number of samples
is sufficiently large. The lower bound, on the contrary, is an unbiased estimator and
is, therefore, not biased concerning the number of samples.
The inception score (IS) proposed by Salimans et al. [Sal+16] offers a way to
quantitatively evaluate the quality of generated image samples. Although the log-
likelihood is often used as the de facto standard for DGMs, it is very susceptible
to noise and does not consider the semantic information in the generated samples.
IS was motivated by two considerations: First, the conditional label distribution of
the samples containing meaningful objects should have low entropy, and second, the
variability of these samples should have entropy. The score can be calculated as
follows:

IS(pθ) = exp
(
EM̂∼pθ DKL

(
p
(
y|M̂

)
, p(y)

))
, (7.2)

2For the common uni-modal log-likelihood, choose M = a, M̂ = â, and M̃ = ∅, for example.
This can be extended to a conditional log-likelihood by choosing M̃ = b.
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with p(y|·) being the Inception Net classifier by Szegedy et al. [Sze+16] trained on
the ImageNet data set (see Section 6.1.2.1).
The Fréchet inception distance (FID) by Heusel et al. [Heu+17] provides an
alternative approach to IS that involves quantifying the quality of generated image
samples. First, the true and generated samples are embedded into a feature space
given by the penultimate layer of Inception Net. Then a multivariate Gaussian
distribution is estimated for both the generated data and the true data. The Fréchet
distance between these two Gaussians distributions is calculated as follows:

FID(M, pθ) = ‖µM − µpθ
‖2

2 + Tr
(
ΣM − Σpθ − 2(ΣMΣpθ)

1/2
)
, (7.3)

with µM,µpθ
,ΣM,Σpθ being the mean and covariances of the estimated multi-

variate Gaussians, respectfully.
Divergencies are a family f of functions Df (p‖q) that measure the distance between
two probability density functions (PDFs) p (i.e., the ground truth) and q (i.e., the
approximator). The most prominent divergence function in this thesis is the KLD,
which was used to compare the latent distributions during the training of the DGMs
(see chapters 3 and 5). However, the JSD3 was chosen over KLD4 for three reasons:
First, KLD is defined on R+ and, therefore, unbounded, while JSD is defined on
the open interval [0, 1] ∈ R. Second, JSD can be used to compare the embedding
between encoders that were trained in different ways. Third, KLD is no true metric
(DKL(p‖q) 6= DKL(q‖p)) while JSD is at least symmetric (DJS(p‖q) = DJS(q‖p)).
The computation of a divergence is only analytically possible for particular PDFs
(see C.2.5), but can be approximated for any distribution using MC as follows:

DJS(p‖q) = 1/2(DKL(p‖pm) + DKL(q‖pm)) with pm = 1/2(p+ q) (7.4)

DKL(p‖pm) MC' 1
N

N∑
n=1

log p(zn)
pm(zn) with zn ∼ p. (7.5)

p and q can be two different encoder networks of different modality sets for which
the embedding is compared by the JSD.
Correlation measures are essential statistical tools used to describe the relation-
ships between two variables as descriptive statistics [Che+02]. However, the quality
of the relationship description is highly susceptible to the data’s representation,
its nature, and moreover, the correlation measures itself. Many different paramet-
ric and non-parametric techniques for investigating the correlations between two
variables concerning their linear (e.g., Pearson’s ρ correlation), monotonous (e.g.,
Kendall’s τ rank correlation), distance (e.g., overview by [Yar+14]), information-
based (e.g., MIC by [Res+11]), and canonical (CCA by Hotelling [Hot36]) relations,
for example.5

3i.e., a symmetrized and smoothed version of the KLD (see Lin [Lin91])
4See appendix C.2.3 for further information about KLD
5see de Siqueira Santos et al. [de +14] for an exhaustive list about correlation measures
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Since the advent of DNNs, neural networks have found their way into the correla-
tion analysis of raw and complex data. In fact, a DNN’s purpose is nothing but
seeking and learning the correlation between the input and output. In particular,
the non-linear activation functions in the hidden layers enable a DNN to correlate
data of any nature, and its capabilities are only limited by the width and depth of
the layers (i.e., the capacity of the DNN). Therefore, so called bottleneck or hour-
glass DNN architectures, like AE or VAE, are commonly applied to create simplified
representations of data, which can then be analyzed using known correlation mea-
sures. The Correlational Neural Network (CorrNet) by Chandar et al. [Cha+16],
for instance, explicitly formalizes a training objective that maximizes correlation in
the represented space.
The canonical correlation analysis (CCA) by Hotelling [Hot36] is an extension of
the common correlation measure that uses a representation learning technique for
finding correlations in multi-variate variables, even those of different dimensional-
ity. Ordinary correlation analysis depends on the coordinate system in which the
observations are described. This means that there may be a very strong correlation
between two multidimensional signals, even if this relationship may not be visible
through ordinary correlation analysis. The CCA puts the linear projection of the
observations into a coordinate system that is optimal for correlation analysis. CCA,
as described by Hotelling [Hot36], identifies the projection vectors w1 and w2 that
maximize the Person’s ρ correlation between the projected pair

(
w

T
1o1, w

T
2o2
)
of the

observation vectors (o1, o2).

ρCCA(o1, o2) =
E
[
w

T
1o1 o

T
2w2

]
√

E
[
w

T
1o1 o

T
1w1

]
E
[
w

T
2o2 o

T
2w2

] (7.6)

The maximum of ρCCA concerning w1 and w2 is the maximum canonical correlation.6

The classical CCA only facilitates linear projections, which are not commonly appli-
cable to raw high-dimensional data like images. Therefore, non-parametric exten-
sions were developed, as described by Michaeli et al. [Mic+15]. Further extensions to
CCA methods that are augmented by DNNs are as follows: Andrew et al. [And+13]
presented a deep canonically correlated autoencoders (DCCAE) that learns a non-
linear transformation of two views of data such that the resulting representations are
linearly correlated by regularizing the total correlation. Furthermore, they extended
their approach to a VCCA that derives an ELBO from the log-likelihood that suits
the CCA framework [Wan+16].
Downstream scores refers to application of regression or classification tasks to the
learned representation as input. As briefly explained in Section 6.1.2.6, using a

6Further information of finding subsequent canonical correlations can be found in Borga [Bor01]
and Uurtio et al. [Uur+18].
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DNN as feature extractor facilitates even comprehensible approaches to perform
well on complex data. Because VAEs tend to create linearizable representations
of the data (see Section 3.3.4.3), one can apply deterministic linear classifiers and
measure statistics that are comparable among different approaches, like precision,
recall, or F1 score.7

7.1.2 Discussion and Choice of Suitable Metrics

The calculation of the log-likelihood is the de facto standard if one wants to evaluate
a VAE because it renders the actual DGM’s objective. However, the value of the
log-likelihood is not comparable between architectures or HP sets, and it does not
give any clue about the practicability of the latent space embeddings or generated
samples.
For the IS, Salimans et al. [Sal+16] found that this score does correlate well with
scores from human annotators. However, as mentioned by Lucic et al. [Luc+18],
the drawbacks of IS include insensitivity to the prior distribution over labels and
not being a proper distance measurement. Furthermore, the FID is more robust to
noise than IS.
The divergence and correlation measures can be directly applied to the latent space
embeddings and render their coherency during modality drop-out. However, the
correlation scores always assume some consecutiveness between samples, which make
them hardly applicable when no GT is available or the data set, like MNIST, does
not have this feature at all. Divergencies, on the contrary, quantitatively evaluate
the coherence of the latent space embeddings per sample. However, it needs to be
considered that divergencies require an additional sanity check because they always
evaluate perfecter coherence, if the model suffers from mode-collapse.
Downstream scores render an actual application purpose of the DGM’s learned latent
representation. Although there are virtually infinite approaches to further processing
the embeddings, it is reasonable to apply a deterministic baseline model. Therefore,
the downstream performance is evaluated by means of the accuracy of a Gaussian
naïve Bayes classifier.

7.2 Results

The proposed M2VAE is evaluated in this section in various manners to under-
stand its architectures’ characteristics and discuss beneficial and disadvantageous

7See https://scikit-learn.org/stable/modules/model_evaluation.html#classificatio
n-metrics by Pedregosa et al. [Ped+11] for an exhaustive overview of classification metrics.
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7 Metrics, Evaluations, and Results

features. First, the HP dependencies of the proposed DNN architecture from Sec-
tion 5.2.4 is investigated in Section 7.2.1. Second, the results of an ablation study
are presented in Section 7.2.2 using comprehensible data sets while revisiting pre-
ceding DGM approaches. Finally, a summarizing evaluation on various data sets
and DGM approaches is performed in Section 7.2.3.

7.2.1 Hyperparameter Analysis

The HP dependencies of the M2VAE architecture, as proposed in Section 5.2.4 con-
cerning the training objectives, coherency, and downstream performance are ana-
lyzed in this section. The analysis mentioned here was performed on the divided
MNIST (2) data set with two modalities because it serves as a baseline data set
in most multi-modal DL publications. Section 7.2.1.1 contains an investigation of
the learning rate behavior of the M2VAE while Section 7.2.1.2 contains an analysis
of the weighting of the mutual losses, dimensionality of the latent space, and the
necessity of an additional latent encoder. Every hyperparameter set was trained on
five different seeds to maintain a sufficient statistic for evaluation.

7.2.1.1 Learning Rate Analysis

The learning rate (LR) is one of the most important HPs to tune when training a
DNN whenever one is facing a new architecture or dataset. Smith [Smi17, Chap-
ter 3.3] described the “LR range test“ technique for estimating reasonable bounds.
It is performed by linearly increasing the LR of the optimization algorithm over a
few epochs and investigating the changes in the optimizers objective. The steepest
change is the base LR, which can be chosen to train the network.

This evaluation is exemplified for the bi-modal M2VAE and the divided MNIST data
set in Fig. 7.2. Various M2VAEs with different Dz were trained over 20 epochs using
the Adam optimizer. Every colored plot shows the average ELBO over five training
runs with different seeds and their corresponding standard deviations as error bars.
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Figure 7.2: Learning rate (LR) evaluation of the bi-modal M2VAE trained on the
divided MNIST data set, as proposed by [Smi17] for various Dz =
{2, 5, 10, 20}. See Table B.7 for the M2VAE setup.
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The left column shows a broad range sweep for [10−5, 10−1] (top), [10−4, 10−1] (mid.),
and [10−3, 10−1] (bot.). All three plots show the characteristic U-curve, as predicted
by Smith [Smi17]. First, the optimization performs well in the first epochs when
the LR is low. Then it flattens out while the LR increases until it starts to diverge
for a too large LR. The mid.- and bot.-figures magnify the divergence phase for the
evaluation of another LR range. They reveal a consistent behavior: the higher the
latent space dimension Dz is, the earlier the divergence toward greater LRs starts.
A closer range sweep for [10−5, 10−3] (top), [10−4, 10−2] (mid.), [10−3, 10−2] (bot.)
is performed in the right column. In contrast to the left column, the right column
magnifies the convergence-phase.
Mentioning the different ordinates reveals the following: The top figure shows the
slowest convergence of the ELBO, starting from 10−5. The bot.-figure shows a
reasonable fast convergence for 10−3, which is also the LR parameter of choice for
the Adam optimizer and, therefore, chosen for further HP optimization within this
thesis. Figure B.2 confirms those findings for the eMNIST data set by showing a
similar trend, but with an earlier convergence due to the higher input dimensionality.
The optimization of the ELBO performs best concerning increasing Dz on all 120
runs,8 besides the divergence artifacts. The next sections reveal whether this trend
also holds true for the other metrics that are not directly optimized.

7.2.1.2 Correlation Analysis

The following are further important HPs to tune for training the M2VAE:
• Dz: the latent dimensionality in the bottleneck
• βm: the mutual loss weighting between the encoder networks
• Denc.ab : size of the latent bi-modal encoder network fenc.ab

Other architectural choices are listed in Table B.9. The HPs’ impacts on the JSD
and downstream performance is analyzed in this section by means of a linear naïve
Bayesian classifier. To perform a sufficient analysis of the effects, parallel coordinates
(pc) are plotted in addition to the Pearson’s ρ correlation.9

The following statistics were analyzed: DJS denotes the JSDs of the trained rep-
resentation in the latent space for the corresponding modalities. P denotes the
downstream performances of the Gaussian naïve Bayes classifiers that were trained
on the projected training sets and evaluated on the corresponding test sets.

8Figure 7.2 consists of 5 seeds/plot · 4 plots/sub-figure · 6 sub-figures.
9Parallel coordinates are an important tool to augment and substantiate the findings in a mul-
tivariate analysis because the Pearson’s ρ correlation can only capture linear dependencies.
Additional information on pcs was summarized by Inselberg [Ins97].

120



7.2 Results

• DJS(a‖b): JSD between modality a and b

• DJS(ab‖a): JSD between modality ab and a

• DJS(ab‖b): JSD between modality ab and b

• Puni.: uni-modal downstream performance of a classifier that was trained on
the same modality

• bi.Puni.: uni-modal downstream performance of a classifier that was trained on
the bi-modal embedding (i.e., dropout performance)

• uni.Puni.: uni-modal downstream performance of a classifier that was trained
on each others modality (i.e., exchange performance)

• Pbi.: bi-modal downstream performance of a classifier that was trained on the
same modalities

• rec.: avg. reconstruction objective

• DKL(·‖·): avg. mutual KLD objective, normalized by βM

• DKL(·‖p(z)): avg. regularization objective
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Figure 7.3: Correlation heatmap visualizing Pearson’s ρ of varied HPs (i.e., βm, Dz,
Denc.ab) and the resulting statistics. Saturated colors indicate significant
correlation (|ρ| > 60 %).
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Figure 7.4: Parallel coordinates with varying HPs (i.e., βm, Dz, Denc.ab). The ar-
chitecture setup is listed in Table B.9. Saturated colors result from
overlaying transparent lines.

The JSDs all behave very similarly to each other, which can be seen by the strong
correlations in Fig. 7.3 and parallel lines in Fig. 7.4. They show significant negative
correlations with the mutual βM, which is an essential feature of the M2VAE.10
This means that the coherence between the uni- and bi-modal embeddings can be
controlled with a single scalar HP.
Dz has a non-significant, but still noticeable, impact on the JSD. This does not
necessarily mean that a low Dz performs better than a high Dz. In fact, a further
dependency on Denc.ab can be suggested by analyzing Fig. 7.4: Although the blue
lines, which indicate a good JSD, show many crossovers for Dz, they assemble ac-
cording to the dimensionality of the latent encoder network Denc.ab . Furthermore,
the JSD naturally degenerates for high dimensions because small deviations in the
distributions have increasingly high negative impacts on similarity scores as the
dimensionality grows.11

The strong correlation of the JSD with Denc.ab is very intriguing because one might
think that an additional non-linear network should help boost the performance. A
reasonable explanation is that the additional non-linearities might further entangle
the latent space of the bi-modal embedding. However, if one leaves them out, then
only the linear regression layers fµ and fσ dominate the embedding.
10DJS ≈ 0 denotes a strong overlap of the corresponding distributions, and DJS ≈ 1 denotes a

poor overlap of the corresponding distributions.
11i.e., the curse of dimensionality
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The downstream performance shows a contradicting behavior between the pure
multi-modal embedding Pbi. and all other uni-modal affected performances. Al-
though a high mutual βM is also positively correlated with uni-modal affected per-
formances, it shows an negative correlation with the bi-modal embedding. In some
ways, this can be attributed to the no-free-lunch theorem as follows: A high mutual
βM demands the embedding with the most information (i.e., the bi-modal one) to
sacrifice itself for the sake of the uni-modal embeddings and to obey the mutual
losses.
Dz has almost no significant impact on performance. However, it tends to correlate
with the pure uni- and bi-modal embeddings, and it slightly anti-correlates with the
exchange performance.
Denc.ab behaves reciprocally to βM, which can be explained in an analog fashion. A
high Denc.ab increases the bi-modal encoder’s capacity to embed information. Al-
though the uni-modal encoders are not equipped with further non-linear layers that
might adapt the more complex bi-modal embedding, the performance degenerates
for them.
The JSD and downstream performance was almost done in an analog fashion
compared to the training objectives. This is an important investigation because
only the training objectives are accessible during the unsupervised training. The
JSD and downstream performances can only be determined if and only if (iff) the GT
labels are accessible. Furthermore, the reconstruction loss behaves in contradiction
to the mutual and regularization losses. This means that one must sacrifice some
reconstruction performance for the sake of obtaining a coherent embedding, which
is a known behavior of VAEs in general (see “VAEs and GANs” talk by Rosca
[Zhu+18]).
The HP recommendations for the proposed M2VAE are as follows: The additional
encoder network should be completely omitted (Denc.ab = None) because it shows a
strong degeneracy of all measures with increasing dimensionality. The mutual βM
should be set to be as high as possible because it strongly controls the coherency in
the latent space embeddings between all modality subsets. This fact is supported by
the left plot in Fig. 7.5, which shows that there is a monotonic correlation between
the JSD and βM. A βM that is too high, on the contrary, let the latent space collapse
such that the downstream performance degenerated as well. This fact is supported
by the three right plots in Fig. 7.5.12 Therefore, one should choose a βM such that
the JSD vanishes to maintain good downstream performance. This recommendation
contradicts the findings by Suzuki et al. [Suz+17]. Suzuki et al. [Suz+17] choose very
low mutual weightings α, which corresponds to βM, to pursue high likelihood scores.
However, the likelihood score is mainly driven by reconstruction loss, which behaves
12Note that βM < 1 is neglected in this plots because the previous sections already revealed a

negative dropout performance.
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reciprocal to the coherency, as in the previously mentioned paragraph. Finally, the
dimensionality Dz of the latent space should be chosen according to the data set in
general. Although Fig. 7.5 shows a drastic drop in downstream performance, this is
outside the βM recommendation.
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Figure 7.5: Surface plots of the two HPs βM and Dz.

7.2.2 Ablation Study

In the context of ML, and especially DNNs, ablation studies have been adopted to
describe procedures whereby certain parts of a network are removed, to improve
the understanding of the network’s behavior.13 Chollet, the inventor of the Keras
framework, highlighted ablation studies as crucial to analysis because they serve as
way to look into a network’s causality.14

Section 7.2.2.1 contains an analysis about the M2VAE by systematically remov-
ing parts of the objective function.15 Furthermore, probabilistic PCA (pPCA) is
introduced as the linear baseline model of the M2VAE, which demonstrates the ne-
cessity of non-linearities in the network’s architecture. Section 7.2.2.2 highlights the
behaviors of the M2VAE in the case of complementary fusion and the absence of
information that is necessary for fusion. Analog to Section 7.2.1, Section 7.2.2.3
contains an analysis on the necessity of the weight sharing approach in the encoder
networks, as well as the absence of the mutual KLD loss in the M2VAE’s objective
function.16

13The term ablation originates from the experimentally and surgical removal of body tissue to
neuropsychological study it effects on a subject.

14https://twitter.com/fchollet/status/1012721582148550662
15This approach results in the M2VAE’s predecessor approaches JMMVAE and JVAE.
16All architectures in this section were trained w/o an additional latent encoder network (i.e.,

Denc.ab = None), as recommended in Section 7.2.1.2.
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7.2 Results

7.2.2.1 XOR Evaluation

This section highlights the advantages of the M2VAE in comparison to its predeces-
sors JMMVAE and JVAE in the most elementary way. It reflects the discussions
from Section 5.1 to 5.2 and empirically shows the validity of the proof in Section 5.3.
Therefore, the XOR fits into the ablation study framework because the architectures
only vary by separate features (see Fig. 5.3). Moreover, the M2VAE is trained with
linear activation functions that mimics the probabilistic PCA to respect the moti-
vation behind the XOR history.17 All architectures for the following results can be
found in Appendix B.2.6.

Figure 7.6 depicts the most commonly learned distributions using the various ap-
proaches.18 The proposed M2VAE and the JMMVAE both show mean-seeking be-
haviors, while only the M2VAE shows the desired property of arranging the em-
beddings in a sufficient fashion without any confusion. The JMMVAE collates the
ambiguous observations from b because it has no feedback about its embedding. Al-
though qφab arranges all embeddings symmetrically around zero, qφb mean-seekingly
puts all its observations to zero on the abscissa as well. This is called mode-collapse
and causes confusion in any observation made by qφb because they are reconstructed
to 0.

The JVAE was adapted from Ngiam et al. [Ngi+11], while the ∅ from Table 6.2 was
substituted with a placeholder in the case of a drop out. Because zeroing ∅ would lead
to catastrophic results because 0 is part of the observation space, it was reasonably
substituted with .5, as the mean value of observations. This led to totally bisected
embeddings, as shown in Fig. 7.6, where each single modality no longer shares any
information with its bi-modal equivalent. That also demonstrates that NNs are not
effective at handling placeholder values in general because these placeholders span
up sub-spaces in the NNs’ weight distributions, which also occupies unnecessarily
additional network capacity. The M2VAE, on the contrary, can handle multi-modal
observations, and the absence of modalities by design, which leads to coherent latent
space embeddings.

Finally, the pPCA shows an almost complete mode collapse in the latent space. This
is due to the linear activation functions, which are not capable of finding the non-
linear relationship between a and b. Therefore, the decoder networks also collate
the sigmoidal output function to average the desired reconstructions.

17As stated by Lucas et al. [Luc+19], the pPCA by Tipping et al. [Tip+99] has a direct corre-
spondence to a VAE with linear activation functions.

18Because the learned representation highly depends on the initial conditions of the DNNs, the
scales, offsets, and even arrangements of the modes may vary.
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Figure 7.6: Representative embeddings and reconstructions over the latent space z
for M2VAE, JMMVAE, JVAE, and pPCA (i.e., linear M2VAE). The
legends of the M2VAE plot are valid for all other models’ plots.

7.2.2.2 MoG Evaluation

The behaviors of the M2VAE in the case of complementary fusion and the absence
of information that is necessary for fusion is highlighted in this section. Therefore,
the MoG data set fits into the ablation study framework because the necessary
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information to form the latent space is ablated during inference. The architectures’
HPs can be found in appendix B.2.7.

The M2VAE inherently enforces its encoder networks qφ∗ to approximate the same
posterior distribution, which can be seen by the strong coherence between all em-
beddings in Fig. 7.7. In the depicted case coherence means that the same obser-
vations lead to the same latent embedding: qφab(a, b) ≈ qφa(a) ≈ qφb(b). However,
this property only holds for non-ambiguous observations. Observations made from
classes that are not separable collapse to a common mean in the latent space, which
is denoted for the uni-modal cases by (+) and (-). Furthermore, the embeddings
show an interesting behavior for samples from class 0: because this class is only am-
biguously detectable in the uni-modal case, the encoder networks learn a separable
and, therefore, unambiguous embedding if both modalities are present (denoted by
(-)).

The depicted behaviors are also rendered by the ELBO, which is the objective for
training the M2VAE. This is an intriguing observation because the samples are no
longer separable (not even non-linearly) in latent space. The ELBO for the observa-
tion goes down (see (∗) and (/)) and, therefore, gives evidence about the embedding
quality and information content. This insight might connect VAEs to the free-energy
principle introduced by Friston [Fri10] and might be fruitful in terms of epistemic
(ambiguity resolving) tasks, where for instance an unsupervised learning approach
could involve the use of the ELBO as a signal for learning epistemic action selection.
However, although the ELBO is not accessible during inference, the accessible KLD
was plotted as well (i.e., the prior loss DKL(qφ∗‖p(z))). Friston [Fri10] stated, that
the KLD is a value that can be interpreted as the learned complexity of an obser-
vation. This quantity, behaves inversely to the ELBO as postulated by Friston, and
will be investigated in later studies.

The last row of Fig. 7.7 shows the interaction between the latent embeddings and
a single naïve Bayes classifier that was trained on these embeddings. Because one
needs three classifiers to classify all permutations of observations ((a, b), (a), (b)),
the M2VAE projects all permutations such that only one naïve classifier is necessary.
This is an interesting insight because this single classifier reaches the same classi-
fication rate (see Table 7.1) as three exclusive classifiers trained on the raw data.
Furthermore, the ambiguous observations lie mainly on the decision boundaries of
the classifier. This behavior can be attributed to the fact that VAEs naturally
project observations onto the prior distribution by maintaining the sampling dis-
tribution. In the depicted case, both are Gaussian and, therefore, seem to interact
seamlessly with a Gaussian naïve Bayes classifier. However, other multi-modal VAE
approaches tend to learn non-coherent latent spaces, which is recognizable by their
relatively low classification scores.
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Figure 7.7: 2-dimensional latent space embeddings of the bi-modal MoG test set.
Plots from left to right show the embeddings of the encoder networks
qφab , qφa , qφb and their corresponding observations. Plots from top to
bottom show different colorizations: classes, ELBO, KLD, and the deci-
sion boundaries of a single naïve Bayes classifier.
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The possibility of using just a single classifier on a multi-modal sensor setup that is
susceptible to sensory dropout is an outstanding feature of the M2VAE. This could
stabilize and optimize future classifying and reinforcement learning approaches,
which commonly learn dropout during training such that they learn from the com-
mon and coherent latent space.

Table 7.1: Classification score (i.e., the ratio of correctly classified samples to the
total number of samples) for the naïve Bayes classification on the raw
and encoded data.

input embedding
raw M2VAE JVAE JMMVAE

a, b .99 .99 .99 .99
a .71 .71 .63 .63
b .90 .90 .09 .28

The architecture and training setup of the M2VAE for Fig. 7.7 can be found in Ap-
pendix B.2.7. It is worth noticing that the VAEs do not learn the identity function,
regardless of their high encoder fan-out (Da = 2 vs. D = 128 of the first hidden
layer), which can be attributed to the sampling layers and the prior loss in the VAE’s
bottleneck.
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Figure 7.8: Trajectory visualization of re-encoding using the jointly trained bi- and
unimodal encoders on the MoG data set with reconstruction loss under-
lay. White markers denote the initial encoding (looks best on screen).

As mentioned in Section 5.4.1, for the linear separable MoG data set, the M2VAE
without the proposed re-encoding loss tends to have a denoising characteristic be-
cause it re-encodes any z as a refined version of its own by means of reconstruction
loss. This behavior is shown in Fig. 7.8 where the re-encoding trajectories are
plotted on the reconstruction loss. One can see naturally learned discrimination
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boarders of the latent space indicated by high losses that separate clusters’ vicini-
ties.19 Furthermore, initial z values are auto re-encoded and draw the trajectories
along their path in latent space. The properties of the various VAE encoders qφ*

during re-encoding show that every observation converges to a fixed-point (i.e., the
corresponding clusters’ mean values while performing descending steps on the loss
manifold).

7.2.2.3 Weight-Sharing and Mutual KLD

The necessity of weight-sharing, as introduced in Section 5.2.4, to facilitate the
training of the full multi-modal subset by one DNN is investigated in this section.20
The ablation in this analysis removes the weight-sharing such that unique encoder
networks are trained for each multi-modal subset. Furthermore, the mutual KLD
losses in the M2VAE’s objective function, which connects the latent embeddings
of all multi-modal subsets, is ablated to analyze its effect. The mutual KLD is
of high interest and analyzed in contrast to the weight-sharing to investigate their
relationships. It is worth mentioning that the decoder networks are not altered and,
therefore, all non-shared-weight encoders use the same decoder network.

The weight-sharing is ablated for the correlation heatmap in Fig. 7.9.21 The
heatmap and the parallel coordinates plot show almost the exact same behavior
for the non-shared variant as for the shared variant in Section 7.2.1.2. This is a
beneficial coincidence because it means the network complexity can be drastically
reduced without any loss in overall performance. Furthermore, Fig. 7.10 shows the
validation error over the first 100 epochs for both approaches, taking five different
seeds into account. The proposed shared-weights approach also significantly im-
proves in the convergence rate, which can be contributed to the reduced network
complexity. Therefore, the shared-weights approach is the method of choice for
building the M2VAE.

19The reconstruction loss plot w/o trajectories can be found in Appendix B.2.7 for improved
traceability.

20The network architecture is analog to that in Section 7.2.1.2.
21See Fig. B.4 for the corresponding parallel coordinates plot.
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Figure 7.10: Convergence of the validation loss during the first 100 training epochs
between the shared and non-shared weights approach. Shaded region
highlights the standard deviation σ off all seeds.
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The mutual KLD was ablated for the shared and non-shared approach to gather the
correlation heatmap in Fig. 7.11.22 Both approaches show the same behavior, that
is, the complete degeneracy of the latent space coherency between the multi-modal
subsets. Even the shared weights approach has no impact on the performance,
because the networks fµ and fσ are not shared in any of the cases. This is an
important outcome because it reveals that the mutual loss is the driving feature of
the coherency between the multi-modal subsets’ embeddings

D
z

D JS
(a
‖b

)

D JS
(a

b‖
b)

D JS
(a

b‖
a)
P un

i.

bi
. P un

i.

un
i. P un

i.
P bi

.

re
c.

DK
L
(·‖
p(
z)

)

Dz

DJS(a‖b)

DJS(ab‖b)

DJS(ab‖a)

Puni.

bi.Puni.

uni.Puni.

Pbi.

rec.

DKL(·‖p(z))

-9 -29 2 1 8 17 26 -97 98

-24 -16 1 -4 -21 3 -10 9 -12

-12 33 0 18 -27 -3 13 27 -28

24 -8 -18 7 5 14 4 1 7

9 -18 -17 -5 -14 -8 87 -4 1

21 -15 -3 3 28 4 -12 -5 7

-2 -24 -14 20 13 4 0 -13 20

34 -12 -3 5 85 30 20 -30 29

-97 23 14 -27 -10 -18 0 -37 -97

98 -21 -13 24 11 19 -4 36 -98

Figure 7.11: Correlation heatmap visualizing Pearson’s ρ of shared (triu.) vs. non-
shared weights (tril.) with βM = .0. Saturated colors indicate significant
correlation (|ρ| > 60 %).

7.2.3 Competitive Evaluation and Other Data Sets

In contrast to the previous sections, this section contains the results of an evalua-
tion of the relatively complex datasets. The bar charts in Fig. 7.12 summarize the
results for all full- and lesser-modal23 evaluations.24 The architecture setups for the
M2VAE are summarized in appendix B.2.9, while the HPs for the other architec-

22See Fig. B.6 and Fig. B.4 for the corresponding parallel coordinates plot.
23The term “lesser-modal” refers to setups, where less modalities were used during inference than

in the full multi-modal observation.
24Because the introspection of high dimensional latent spaces does not add any value to this

evaluation, bar charts were chosen for the sake of comprehensibility.
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tures were adopted from the corresponding publications.25 The VCCA by Wang
et al. [Wan+16] was added as one competitor of the DGM approaches on multi-
modal data because the authors also explicitly studied the coherence of the latent
embedding based on correlation.
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Figure 7.12: Competitive evaluation between five approaches on the data sets. The
legend has to be considered as follows: For the bi-modal data sets (i.e.,
1, 2, and 4), M2 denotes the full bi-modal observation, while M1
denotes the uni-modal scenario during modality drop-out w/o the ques-
tioned modality. For the tetra-modal data sets (i.e., 3), M4 denotes
the full tetra-modal observation while M1, M2, and M3 denote the
corresponding lesser-modal scenarios during modality drop-out w/o the
questioned modality. pPCA denotes the baseline downstream perfor-
mance concerning the data sets 1 – 4 with full observation.

25Further tweaks to improve the visual appearance of the decoded samples, like Suzuki et al.
[Suz+17] applied the VEAGAN by Larsen et al. [Lar+16], were not applied as these techniques
aggravate the latent space (see “VAEs and GANs” talk by Rosca [Zhu+18]). Therefore, the
different architectures can be compared “as is”.
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Every evaluation was performed on five different seeds. The following data sets were
used:

• 1: eMNIST
• 2: divided MNIST (2)
• 3: divided MNIST (4)
• 4: MNIST+SVHN

Only the M2VAE and JVAE approaches enable the training of more than two modal-
ities while also respecting all modality subsets during drop-out. However, their two
different objectives result in slightly different architectures (see Fig. 5.3), which
results in a necessary data set augmentation for the JVAE. Although M2VAE natu-
rally considers all permutations and drop-outs, the drop-outs for the JVAE need to
be rendered by zeroing the corresponding modalities. This results in exponentially
increasing data set size and complexity. Note that divided MNIST (2) forM1 com-
petes with divided MNIST (4) for M2 (i.e., both are half of the MNIST image).
Furthermore, divided MNIST (2) forM2 competes with divided MNIST (4) forM4
(i.e., both are the full MNIST image).

7.2.3.1 Log-Likelihood and FID

The two scores, log-likelihood and FID, are applied to the approaches in this section
because both manly render the reconstruction of the DGMs.26 The log-likelihood
was calculated with M̃ being one of {M1, . . . ,M4} (see Section 7.1.1) while the
dropped modalities were permuted and averaged. Note that the ordinate is inverted
and that high values (i.e., smaller bars) denote good results.
The FID, on the contrary, can only be calculated on the full multi-modal recon-
struction because of the subsequent feature calculation by the Inception Net. Note
that small values (i.e., smaller bars) denote good results.
M2VAE vs. JVAE vs. JMMVAE vs. VCCA on data set 1: Among all approaches,
the eMNIST data set performed tremendously and equally well, at least for the bi-
modal observation. This can be attributed to the data set creation approach which
involves sampling from the latent spaces where the generative factors were aligned.
Thus, the two modalities show almost perfect correlation (see Section 6.2.5.2), which
is resembled by the almost similar results for the bi-modal and drop-out scenario.
However, the JVAE’s log-likelihood drops noticeably, which can be attributed to the
lack of capacity of the DNN for the additional zeroed samples.
M2VAE vs. JVAE vs. JMMVAE vs. VCCA on data sets 2 & 4: The JMMVAE
performs best for bi-modal observations on the bi-modal data sets divided MNIST
26Although the log-likelihood value also renders the mutual and regularization effects, these do

not have a great and only reciprocal influence on the result.
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(2) and MNIST+SVHN while M2VAE, JVAE, and VCCA perform equally well on
the log-likelihood. This behavior was already explained by the no-free-lunch effect
in the previous sections. Although the uni-modal encoder networks of JMMVAE do
not have an additional decoder network, they also do not regularize the bi-modal
encoder in the latent space. Therefore, the bi-modal encoder network has improved
capabilities in embedding more information into the latent space than the uni-modal
encoder networks. However, this initial advantage turns out to be a disadvantage in
the case of drop-out (i.e., M1) because the JMMVAE has never explicitly learned
the uni-modal decoding. The decrease of the log-likelihood in the case of drop-out
for the M2VAE, JVAE, and VCCA can be attributed to the remaining ambiguities
in the data set.
The FID score, on the contrary, is not that susceptible to small errors in the recon-
struction. It displays equally performing scores for all approaches, besides the JVAE,
which leads to the conclusion that the reconstructions are basically equivalent.
M2VAE vs. JVAE on data sets 2 & 3: In the case of the divided MNIST (4)
data set, M2VAE reaches an almost equal performance to the divided MNIST (2)
data set case. Furthermore, the drop-out of an increasing number of modalities is
monotonically rendered by the log-likelihood, which validates a reasonable training
approach. Finally, the JVAE performs comparably poorly, which can be attributed
to the exponentially growing data set complexity and size due to the zeroed samples.

7.2.3.2 Downstream Performance and JSD

The downstream performance was calculated based on the accuracy of a linear Gaus-
sian naïve Bayesian classifier. The classifier was trained on the full multi-modal
embedding and then evaluated on the lesser-modal test sets.
The dashed lines denote the baseline evaluations on the corresponding data sets
while using the pPCA for embedding the data. It is worth mentioning that every
non-linear architecture performs better than the linear pPCA, which legitimize the
effort of using DGMs overall.
The JSD renders similarly to the downstream performance. This effect was already
discussed in the previous sections and was validated in Fig. 7.12 on a large variety
of data sets.
M2VAE vs. JVAE vs. JMMVAE vs. VCCA on data set 1: Among all approaches,
the eMNIST data set performed equally well, at least for bi-modal observation. As
mentioned before, the data set creation enforces a strong correlation between the
generated samples. This results in very coherent latent spaces when the samples are
used for training. However, the JVAE’s performance noticeably drops, which can
be attributed to the tearing of the embeddings due to the zeroed data sets. This
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commonly results in different separated embedding regions that are rendered by the
downstream performance and JSD.
M2VAE vs. JVAE vs. JMMVAE vs. VCCA on data sets 2 & 4: Although all
approaches perform equally well for the bi-modal embedding, the proposed M2VAE
performs significantly better during drop out. This behavior can be attributed to
the holistic objective function of the M2VAE, which considers all permutations of
embeddings and reconstruction loss at once.
M2VAE vs. JVAE on data sets 2 & 3: In the case of the data set divided MNIST
(4), M2VAE achieved almost equal performance as the divided MNIST (2) data set.
Furthermore, the drop-out of an increasing number of modalities is monotonically
rendered by the downstream performance as well as the JSD, which correlates with
the results of the log-likelihood. Finally, the JVAE performs comparably poorly,
and this performance can be attributed to the teared embedding due to the zeroed
samples.

7.3 Discussion

In this chapter, the author demonstrated the benefits of the proposed M2VAE over
its preceding and competing architectures on various data sets. The most beneficial
feature of the M2VAE is that it considers more than two modalities. Although
the JVAE also supports this feature by augmenting the data set, its performance
drops with increasing data set complexity and size. The M2VAE is not affected by
this drawback because it inherently learns all data set permutations and mutual
correlations together.
Compared to the JMMVAE and VCCA approaches, the M2VAE performs equally
well for full multi-modal observations. However, the M2VAE truly shines during
modality drop-out because by that stage, it has learned how to embed the data
in the latent space while maintaining strong coherency to all other observations.
This was proven not only mathematically in Section 5.3 but also practically in the
ablation studies.
The correlation analysis between HPs, training objectives, coherence, and down-
stream performance revealed the satisfactory behaviors of the M2VAE. The in-
troduced mutual β can be facilitated to directly control latent space’s coherency
between the modality subsets’ embeddings. Furthermore, the coherence, by means
of the JSD, correlates with downstream performances that are affected by modality
dropout.
In the following statements, the author concludes and summarizes this chapter: The
true nature of the facilitated multi-modal data set needs to be considered at the
beginning of the design of any multi-modal experiment. Natural phenomena that
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are observed by multiple modalities inevitably cause ambiguities in the samples.
Observation ambiguities are not particular or rare corner cases but, rather, ordinary
cases, and approaches that considering these effects, like the proposed M2VAE,
perform well in general. The M2VAE also performs the most coherent, but still
implicit, manifold alignment between all modality subsets, including drop-out and
observation ambiguities. This coherency was shown in various manners through the
ablation studies and JSD or downstream evaluations.

137
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The investigations in the last chapters of this work concerning the proposed M2VAE
strove to resolve ambiguity, but how further applications can be derived from the
M2VAE’s embeddings if ambiguous measurements were made is also of particu-
lar interest. A qualitative motivation can be seen in the XOR example from Sec-
tion 7.2.2.1. Particularly, the results from the M2VAE in Fig. 7.6 indicate that the
variances of ambiguous embeddings are higher than these of unambiguous embed-
dings. This is due to the mean-seeking property that was investigated by the author
in Section 5.3.2, which always causes the ambiguous embeddings to encapsulate all
related embeddings.
This behavior will be investigated throughout this chapter in detail according to the
following questions:

• How does the proposed concept of ambiguity in the M2VAE relate to active
sensing?

• How can one retrieve the M2VAE latent space properties to derive an applicable
behavior?

• How does the M2VAE approach compare to the intrinsic curiosity module
(ICM), and how does it perform in a real-world scenario?

Section 8.1 contains a discussion of active sensing (AS) and how the M2VAE’s ob-
jective could relate to this. A deep reinforcement learning (DRL) framework is
proposed by the author in Section 8.2, which the M2VAE enables to learn and per-
form active sensing tasks. Finally, Section 8.3 contains a comparison of the M2VAE
against the ICM and demonstrates the interplay by means of the distributed sensing
setup.

8.1 Active Sensing through Ambiguity

Active sensing (AS) is one part of the most fundamental problems in navigation
and exploration according to a survey conducted by The Robot Report in 2018
about the 10 biggest challenges in robotics that may have breakthroughs in 5 –
10 years.1 Briefly AS is used to maximize the efficiency of an estimation task by

1https://www.therobotreport.com/10-biggest-challenges-in-robotics/
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8 Applications

actively controlling the sensing parameters. It can roughly be divided into two
subtask (see [Baj+18; Yu+09; Mih+02; Chu+04; Kre+05]): First, the identification
of an objective to achieve (e.g., an object to sense, estimation of vantage points, or
selection of sensing modality) and second, the navigation of a robot through an
environment to reach a certain goal location without colliding with any obstacles.
The autonomous identification of a point of interest (PoI) (i.e., object or place) for
exploration or to answer the question “where to go next” is no less interesting than
the identification and navigation tasks. Combining navigation and exploration by
means of information retrieval remains a challenging field in research for tasks such
as map building and surveillance operations. This field can be extended to cases in
which multiple robots (i.e., “multi-agent” or “multi-robot”) are used to speed up a
task, or achieve reliability by distributing task specific equipment.

Heterogeneous robot teams that use various sensing modalities are of further interest
in this thesis because particular sensors may only enable the perception of few object
properties, which therefore, become ambiguous observations.2 For instance if two
agents, one with a shape detector and the other with a color detector, have to find
all red boxes in an environment, then they must face the following issue: not all
boxy shapes are red and not all red patches are boxes. Thus, the agents have to
resolve the ambiguities of each other’s observations.

In summary, the goal of AS can be formulated such that an agent would only take the
effort to approach a particular sensor configuration if, and only if, it helps to resolve
an observation ambiguity. Such a behavior can by facilitated through the correlation
between the maximization of the trainable ELBO, by means of a M2VAE, and the
minimization of variational free energy, resulting in active-sensing with epistemic
behaviors. This correlation exists between the actions and resulting observations
and is exploited by embedding it in a RL framework in the upcoming section.

8.2 Embedding M2VAE in a Learning Framework

The embedding of the M2VAE into an DRL framework to enable epistemic (am-
biguity resolving) goal-directed behavior in an AS application is proposed by the
author in this section. AS can be formulated as a Markov decision process (MDP) to
estimate the sensing actions of an agent with different sensor modalities. An MDP
is a framework that can be seen as a stochastic extension of finite automata and as
Markov processes augmented with actions and rewards.

2The term “partial observation” is not used in order to not confuse this expression with the
POMDP framework. Partial observable MDP (POMDP): Partial observation concerning the
agent’s state. Mentioned case: partial observation (i.e., ambiguity) concerning environmen-
tal/object states.
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8.2 Embedding M2VAE in a Learning Framework

The MDP consists of states S, actions A, transitions T between states, and a
reward function definition r. Therefore, an MDP M can be seen as a tuple M =
(S,A,T, r). If the model (r, T ) of the MDP exist, then Bellman’s equation can
be applied to calculate an optimal policy π that maximizes the expected reward.
The RL framework is a model-free solution that can be applied when T and r –
and, therefore, the model of the problem – are not given. RL enables to learn the
correlation between actions and observations by interacting with the environment
while having the reward r as the only feedback signal. However, observations and
actions can be complex, non-linear, and high-dimensional, which is why researches
celebrated the advent of DNNs as powerful function approximators that determine
actions directly from raw observation sequences, which was first published by Mnih
et al. [Mni+15]. RL and DRL have been widely studied, and readers are encouraged
to look at the comprehensive overviews by Sutton et al. [Sut+18] (RL), Tai et al.
[Tai+16] (DRL for robotic control), or Bus et al. [Bus+10] (MARL), for example,
to delve into this chapter. Therefore, an agent could be trained by applying a DRL
approach utilizing deep Q-learning, for example, such that the agent learns the
interplay between the current state of observation, the outcome of its action, and
the resulting reward.

A detailed analysis of the observation–action process and a DRL framework, that
unifies Q-learning and M2VAE, is performed in the following sections. A formulation
of the observation–action process as DGM is performed in Section 8.2.1. Finally, a
unification architecture to embed the M2VAE into a RL framework is proposed in
Section 8.2.2.

8.2.1 Analysis of the Observation–Action Process

The observation–action process based on the intrinsic curiosity module (ICM) ap-
proach by Pathak et al. [Pat+17] is analyzed in this section, but in contrast to
the process used by [Pat+17], the process here will be rendered as a probabilistic
graphical model (PGM).

The Rubiks data set demonstrates that a static state of environment m exists and
is intentionally learned by the ICM. Moreover, an object state s exists and remains
constant during one epoch. That was exclusively learned by the M2VAE in addition
to the static environmental state m. Furthermore, an initial pose p with observa-
tion o exists, which is followed by a subsequent pose p′ with observation o′ after
performing an action a.

Neglecting s, this setup looks very similar to one step of graph-based SLAM as
described by Grisetti et al. [Gri+10]. Thus, the generative model (GM) without any
object s can be directly adapted, as shown in Fig. 8.1 (left).
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Next, the interplay between the environment and the RL framework is analyzed in
this paragraph. Sun et al. [Sun+19] proposed a GM perspective of RL that can be
adapted to the former graph-based SLAM GM. However, RL consists of two alter-
nating phases, namely exploration and exploitation, which are crucial to learning
(see Sutton et al. [Sut+18]). The learning phases are differentiated by the dashed
arrow in Fig. 8.1 (mid.), where the action a is drawn randomly from a distribution
of any choice during exploration and chosen by a DNN given the observation during
exploitation. The process in the Rubiks data set can be formulated with just one
action, while a bag of A actions is drawn.

Finally, the interplay between the object and the RL framework is analyzed in this
paragraph. Grisetti et al. [Gri+10] and Sun et al. [Sun+19] assume a static map,
which needs to be extended by a variable object. As shown in Fig. 8.1 (right), a bag
of objects S is drawn, and it can be analyzed by A actions while the environment
m remains constant. Because the object, environment, and the outcome of actions
are represented by means of observations, a DNN can learn their correlated out-
comes. To learn and differentiate good from bad actions, it is necessary to include
an additional reward signal r that guides the DNN. However, it is worth mentioning
that reward r is omitted because it is intrinsically calculated and deterministically
depends on the observation, which will be further discussed in Section 8.2.2.

static world

observations

action

poses a

m

o′o

p p′

A

o

p p′

a

m

o′
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o

p p′

a

m

o′

s

S

object

exploitation

Figure 8.1: Plate models of the perception–action process. Left: Analog depiction
of the first graph-based SLAM step by Grisetti et al. [Gri+10, Figure 4]
plus the GM’s nomenclature. Mid.: GM for exploration (w/o dashed
arrow) and exploitation (w/ dashed arrow). Right: GM with additional
objects with hidden states.
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8.2 Embedding M2VAE in a Learning Framework

8.2.2 Perceived Environment
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f(St+1|St, At, zt+1)
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r (zt, zt+1)

Perceived Environment Environment with
K = 3 robots and N = 4 PoIs
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Rt
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Enc.

Shared
Network
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Figure 8.2: Overview of the meta-agent–environment interaction. The perceived en-
vironment consists of the simulator that executes actions and returns
sensor readings and a M2VAE structure for calculating the reward and
observation embedding. The meta-agent is requested K times for each
robot, with the corresponding modality dependent head network to build
the joint action A ∈ AK .

The perceived environment is introduced in a comprehensible fashion in this section.
The perceived environment is an environment with observation post-processing that
consists of four parts: the original environment (simulator or real-world), the state
transition function f , the M2VAE, and the reward function r. The original envi-
ronment manages K agents equipped with one of M sensing modalities. It executes
control action At ∈ A for one agent k, and generates its sensor observations Ot+1.
An action A for some chosen agent k enables it to drive and observe PoI n in the
environment.

To facilitate the M2VAE for RL, it needs to be pre-trained on M modalities. The
encoder networks of the M2VAE are used to encode a current observation Ot+1, while
its decoder networks are used to decode a former embedding zt to Ot that can be
fused via re-encoding with the current observations. The state transition function
f(St+1 | St, At, zt+1) produces the new state St+1 based on the taken action At, the
former state St, and the new embedding zt+1. The reward function r is used to
calculate the reward Rt+1 based on the shift between the observations’ embeddings,
zt and zt+1.

The reward function can be based on the epistemic value defined by Friston et
al. [Fri+17], which is the mutual information between hidden states: r (zt, zt+1) ∝
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DKL (zt||zt+1). The epistemic value enables the calculation of the reduction in un-
certainty about hidden states afforded by new observations by calculating the KLD.
Because the KLD (i.e., the information gain) cannot be less than zero, it disappears
when the former embeddings are not informed by new observations.

The meta-agent (see Fig. 8.2) comprises a policy network that maps a state to action.
A single deep Q-network (DQN) can be applied as a meta-agent with M heads for
each sensor modality.

Next, the internal state of the perceived environment can be defined as
S = (Z, V, T1, . . . , TK). The agent-independent environmental state of the
world holds the M2VAE’s embeddings Z = (µ1, . . . , µN , σ1, . . . , σN), and visits
V = (v1, . . . , vN) for every PoI n. A visit vn ∈ {0, 1}M indicates which modalities
have already observed this particular spot. PoIs can be stored by an environmental
representation like a grid-cell or topological map where every cell or node n holds
the information (µn, σn, vn). An agent-dependent known pose Tk is given by the
simulator or any localization system.

The state representation St+1 passed to the policy network is constructed for every
agent k by f as follows: The policy network had a fixed input size and, therefore,
focused only on I PoIs in the vicinity of an agent. However, this approach is just
quasi-myopic because only PoIs that have not been perceived by the same modality,
indicated by V , were considered. Therefore, the states’ respected surroundings can
greedily grow to an arbitrary size. Thus, the agent specific state of the policy network
comprises the world’s state of I out of N PoI-embeddings and its path distances D
for the requested agent k to every PoI: St+1|k = (µ1, . . . , µI , D1, . . . , DI).

For the agent’s network output space A, it can be assumed that each PoI can be
observed by taking one action ai, or the episode could be terminated before observing
all PoIs through the selection of no-operation (NOP): A = (a1, . . . , aI ,NOP). The
agent’s policy πm was calculated based on the shared network and the modality
dependent head, which was always chosen concerning the currently-controlled agent.
PoIs were marked as visited if the policy samples NOP and the task was done if no
more PoIs could be visited.

Finally, an average reward over all agents r̄ = ∑
K rk was calculated as the team

reward for all agents to encourage cooperative behavior. Thus, every agent followed
the policy, which maximized the future expected reward for the team.

8.3 Evaluation

The ICM vs. M2VAE behavior on the Rubiks data set is analyzed in this section in
addition to an AS task in a live scenario.
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8.3.1 Rubiks

Despite the usual way of using complex data sets to show the capabilities of an
approach, this evaluation is used to reduce the state space of observations to a
comprehensible minimum while facilitating expressiveness for the interpretation of
the results.

8.3.1.1 The Rubiks data set

The Rubiks data set is very comprehensible because it only consists of three poses
p, six actions a, and 24 object states s (see Fig. 8.1). Therefore, 432 different
observation-action-observation combinations are possible. Furthermore, the data
set has some very unique properties and they are decisive for this analysis, as shown
in Fig. 8.3:

• Only three poses and, therefore, three VP on the background m are possible
⇒ the action deterministically determines some part of the observation o.

• The left and right VP are redundant for any object state si.

• Performing action left→right and vice versa is deterministic.

• Any other action determines the state of the object.

Le
ft

Fr
on

t
R
ig
ht

Possible view-triplets for s0 . . . s3All possible views for the three poses

Figure 8.3: Visualization of the Rubiks data set. Left: All possible background/ob-
ject combinations demonstrating that the background is static concern-
ing the viewpoint (VP) of the agent. Right: Four different states of
the Rubiks cube and the corresponding observations, which demonstrate
that left and right VP are redundant.
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8.3.1.2 Intrinsic Curiosity Module (ICM) vs. Multi-Modal Variational
Autoencoder (M2VAE)

The common approaches in RL demand a well-engineered extrinsic reward function
r, which results in many pitfalls, such as incorrect specifications, reward sparsity,
or huge parameter space.3 In contrast to the extrinsic reward, one can facilitate
curiosity as an intrinsic reward signal to enable an agent to learn how to explore
its environment on its own. While not following any specific objective, the intrin-
sic reward is often derived from densely available proprioceptive and exteroceptive
signals, which enable an agent to bootstrap its skills that might be useful in later
tasks. In particular, the objective of the ICM by Pathak et al. [Pat+17] is to provide
a reward signal just from the consecutive observations that are caused by its own
action.

ICM

fforward

fenc.

fenc.

concat.

finversest+1

st

at

zt

zt+1 a′t

z′t+1

shared concat.

fenc.a

fenc.b

fσa

fµa

za ∼ qφa

zab∼qφab

zb ∼ qφb

fdec.a

fdec.b

fσab

fµab

fσb

fµb

st+1

at

st

a′t

s′t

s′t+1

M²VAE

Figure 8.4: ICM based on Pathak et al. [Pat+17, Figure 2] vs. M2VAE architecture
for the Rubiks data set.

The ICM is depicted in Fig. 8.4 (left) and consists of an encoder, forward model, and
inverse model that are realized as DNNs. By comparing the actual next state zt+1
to the predicted next state z′t+1, Pathak et al. [Pat+17] derived the reward signal
as rICM = ‖zt+1 − z′t+1‖2

2. The learning objective of the ICM itself is the prediction
of the actions given the observations. Therefore, the ICM has no incentive to learn

3The blog post “Faulty Reward Functions in the Wild” by OpenAI gives an example of this issue:
https://openai.com/blog/faulty-reward-functions/.
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8.3 Evaluation

and represent factors of variation in the environment that do not affect the agent
itself. Pathak et al. [Pat+17] mention a noticeably issue with the ICM that it can
only be facilitated during bootstrapping because the reward signal degenerates as
the DNN learns how to predict the environment. This bring the overall approach
into question because the ICM loses its curiosity property over time. It is also worth
mentioning that the reward signal itself can only be calculated a-posteriori, which
means after the action was performed and the consecutive observation was obtained.
In contrast to the ICM, any VAE tries to learn and represent any information
in general. Figure 8.4 (right) shows an analog M2VAE architecture for providing
an intrinsic reward signal from observations and actions. The incentive for the
design is as follows: The encoder fenc.a handles the joint information (st, at) and is
analog to the forward model of the ICM. The encoder fenc.ab embeds the consecutive
observation st into the same latent space. By means of ambiguity, one only has to
investigate whether the embeddings za and zab are the same (i.e., a non-informative
and non-curious action was performed) or different (i.e., an informative and curious
action was performed): rM2VAE = ‖fµa− fµab‖

2
2. Other than the ICM, this definition

of the reward signal should not degenerate over time because it is a property of the
latent space.

8.3.1.3 Results

The results of the ICM were confirmed concerning the predictions by Pathak et al.
[Pat+17] because the architecture’s objective is to predict the agent’s movement
using the embeddings z. As discussed before, every observation consists of the
static background and a variable object. Pathak et al. [Pat+17] stated that the
ICM has no incentive to represent factors of variation that are independent of the
agent’s movement (i.e., the Rubiks cube). However, the static background correlates
very well with the agent’s movement and is, therefore, represented by the ICM in its
latent space. The three states are clearly separated in Fig. 8.5 and show no variation
concerning the object. Furthermore, Fig. 8.6 shows that the intrinsic reward signal
degenerates as the ICM learns the embedding of the background.
The M2VAE, on the contrary, shows a very rich embedding in its latent space, rep-
resenting all the different states of the Rubiks cube and the background (see Fig. 8.5
(right)). It is worth mentioning that the 2D embedding is not actually applicable
and was just chosen for demonstration because the M2VAE highly entangles the
information in the latent space. However, choosing Dz = 64 let the M2VAE em-
bed the observations such that the reward signal correlates with the observations of
the object. Figure 8.6 (right) depicts two different reward signals that distinguish
the outcome for deterministic and non-informative left to right movements (i.e.,
rM2VAE |left/right) and other informative movements (i.e., rM2VAE |else). Unexpectedly,
do the left to right movements still cause a reward signal (i.e., a shift in the latent
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space) that can be attributed to the object’s pose, which can slightly vary. However,
the other informative movements always cause a high reward, which facilitates the
M2VAE to build proper latent space statistics for AS because RL only pursues the
maximization of future expected rewards.
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Figure 8.5: Latent space of ICM vs. M2VAE for Dz = 2.
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Figure 8.6: Evolution of the reward signal over the first 100 epochs ICM vs. M2VAE.
In comparison to Fig. 8.5 is Dz|ICM = 2 and Dz|M2VAE = 64, as described
in Appendix B.2.10.

Both DNN architectures are summarized in Appendix B.2.10. The findings of the
author about these architectures refute the statement by Pathak et al. [Pat+17] that
VAEs are not suitable for deriving intrinsic motivation signals from observations.
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Figures 8.5 and 8.6 clearly show the superiority of the M2VAE as follows: First,
the M2VAE’s reward signal does not degenerate during training and, therefore, any
agent can learn a stable behavior based on this. Second, instead of static parts
in the observations (i.e., the background), the M2VAE learns the variational parts.
This aligns with the idea of active sensing (AS) with the goal of learning behavior
to resolve observation ambiguities.

8.3.2 Active Sensing with Distributed and Heterogeneous
Robots

An evaluation based on the physically available CITrack and three AMiRos with
different sensor configurations (see Fig. 8.7), RGB camera (a), LiDAR (b), proxim-
ity sensor (c) is performed in this section.4 As previously motivated, AS reduces
ambiguities of observations intrinsically through epistemic (ambiguity resolving) ac-
tions. Friston [Fri10] stated that actions enable the realization of preferred outcomes
based on the assumption that both action and perception are used to maximize the
evidence or marginal likelihood of a generative model, as scored by variational free
energy. Following this principle, if one could directly obtain an estimation of free
energy through the current observation, then this would enable the intrinsically
motivated training of autonomous agents to gather information about their environ-
ment. Moreover, the agent would learn an epistemic goal-directed behavior because
it would only take the effort of driving to a particular vantage point if and only
if (iff) its sensor modality helps to resolve ambiguity.

Figure 8.7: Three different AMiRo sensor setups (left) and exemplary CITrack setup
(right).

Higgins et al. [Hig+17b] proposed a valid approach to train DRL approaches based
on the representations of a VAE, first learn-how-to-see and then learn-how-to-act.
Following this principle, uni-modal VAEs were bootstrapped on the Camera+LiDAR

4Both platforms are introduced in Appendix B.11.
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data set from Section 6.2.3 on each modality. This stabilizes later multi-modal train-
ing by projecting the observations to a latent space. Second, a tri-modal M2VAE
was applied to retrieve a common latent embedding of the observations and estimate
the ELBO as a quantity of free energy, as shown in Fig. 8.8 and Fig. 8.9. Third, a
multi-headed DQN was trained, as described in Section 8.2.2, on the latent embed-
ding of the M2VAE with the M2VAE KLD estimations as reward signal to perform
epistemic actions concerning its modality.
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Figure 8.8: Visualization of jointly trained latent space embeddings z for all seven
encoders qφ∗ of the subsets P(M)\∅ withM = {a, b, c}.

The modality combinations required to achieve the unambiguously classification of
an object is shown in Table B.21. However, Fig. 8.8 shows that the M2VAE is
able to detect ambiguous classifications and develop coherent relations by means of
distribution and log-likelihood.
The upper row of Fig. 8.8 shows that the different embeddings for each modality
subset clearly separate unambiguous observations from each other. Objects that are
unambiguously detectable by a subset share similar distributions among all latent
spaces, which demonstrates the coherence between all encoder networks. One ex-
ample of this case is object (1), which shows a pure scatter for the modality-subsets
(a), (a, c), (a, b), and (a, b, c). This is obviously caused by modality a, which de-
termines the object’s encoding on its own, but it is an important fact that other
information sources do not corrupt or alter the embedding. Ambiguous detections
from any modality subset collapse to the mean value of the separable classes, which
was already observed in earlier experiments. Compared to the previous example,
the collapse can be noticed in any subset concerning object (1) where a is missing.
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The middle row of Fig. 8.8 shows the latent embeddings using the log-likelihood
value for coloring. It can be observed that ambiguous embeddings show high log-
likelihood, which is also rendered in Fig. 8.9. This shows a desirable reward signal,
but it is worth mentioning that the log-likelihood, as calculated in Section 7.1, can
only be retrieved if all modalities are available. Although each agent only carries
one sensor, the log-likelihood cannot be calculated in the later RL scenario, which
legitimates the loss-definition purely on the latent embeddings, as introduced in the
former section. However, Fig. 8.9 shows the decreases with every modality that
joins the subset (e.g., (c) vs. (3) add obs. of (a)−−−−−−−−→ (a,c) vs. (3) add obs. of (b)−−−−−−−−→ (a,b,c) vs.
(3)), whereas a subset that unambiguously detects a class has already the lowest
log-likelihood value (see (b) vs. (2) add obs. of (a)−−−−−−−−→ (a,b) vs. (2) add obs. of (c)−−−−−−−−→ (a,b,c)
vs. (2)).
Finally, and for the sake of completeness, the bottom row of Fig. 8.8 shows the KLD
concerning the regularizer. It behaves reciprocally to the log-likelihood because it
has to tighten its shape against the prior distribution to find a specific encoding
that enables good reconstruction. Although this KLD is always retrievable and
shows correct behavior, its use is not recommended, because it highly depends on
the VAE’s choice of how it embedded the signal. It does not necessarily have to
show any correlation with epistemic observations.
Figure 8.9 (mid.) shows the reward signals between epistemic observations that
render a similar behavior to the log-likelihood. Ambiguity-resolving observations
always cause a higher reward signal then the other cases, which leads to a sufficient
reward definition for any RL task. The evolution of the collected reward by the
agent at the end of every epoch is depicted in Fig. 8.9. This leads to the conclusion
that the agent learns how to perform epistemic actions that lead to AS behavior
just by performing observation facilitated through the proposed M2VAE.

8.4 Discussion

This chapter was used to demonstrate the applicability of the M2VAE to active
sensing (AS) tasks via its epistemic, ambiguity resolving capabilities. First, AS
was introduced and the analogy to epistemic sensing was discussed. Following the
statements by Friston [Fri10] and his introduction to epistemic sensing, a one-to-one
analogy to the introduced properties of ambiguity representation by the M2VAE in
the latent space, as introduced in Section 5.3, and epistemic sensing was argued by
the author.
In the first experiment, the AS property was applied by the author in a curiosity
learning task comparing the results to the SOTA ICM approach by Pathak et al.
[Pat+17] on the Rubiks data set. All features and drawbacks of the ICM were
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Figure 8.9: Evolution of the log-likelihood (left) and reward (mid.) over the training
epochs of the M2VAE. The right figure shows the reward of the DQN
training using the intrinsic reward signal of the M2VAE.

confirmed, and the M2VAE showed major superiority in the curiosity task by first
maintaining a reward signal after convergence and distinguishing informative versus
non-informative observation–action sequences. Furthermore, the inspection of the
actual architectures and hyperparameters (HPs) in Appendix B.2.10 concerning the
ICM reveals the demand of plentiful regularization techniques to facilitate stable
learning results. This was not the case with the M2VAE, demonstrating, again,
its superior applicability to such tasks. However, the Rubiks data set was chosen
because of its comprehensibility and high data dimensionality but limited state space
complexity. Highly complex data sets could also demand great efforts in finding
suitable M2VAE architectures for AS, but the experiment already demonstrated a
promising and plausible results.
The second and final experiment extended the formerly revealed features to an actual
use-case of distributed sensing via three heterogeneous robots. First, the perceived
environment was introduced. It combined a multi-headed meta-agent DQN with a
tri-modal M2VAE for camera, LiDAR, and proximity sensors. Second, the statistics
about the learned sensor observations in the latent space were demonstrated and
revealed promising results based on the ELBO for each modality sub-set by following
the paradigm of epistemic sensing. Finally, the coupling of all components led to
the coordinated and optimized sensing behavior of the whole fleet that was enabled
by first learning-how-to-fuse and then learning-how-to-act.
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9 Conclusion and Outlook
In this thesis, a new approach to derive a deep generative model for multi-modal
machine learning was introduced. Several topics related to multi-modal problem set-
tings were addressed and discussed regarding the formal definition of multi-modality,
ambiguities, modality drop-out, fusion, and the nature of multi-modal observations.
The formal derivations and conclusions about the models’ behaviors, especially those
related to observation ambiguities and drop-out, demonstrated that the models ex-
hibit superior performance compared to earlier approaches.
Chapter 1 contains a description of the background and objectives of this research.
The evaluation of the multi-modal and deep generative topics from the most influen-
tial conferences revealed that there is a young but prospering community surround-
ing multi-modal deep generative models, which also emphasizes the importance of
this thesis. In Chapter 2, the author delved into the addressed topics and points
out the related contributions of the author that led to this thesis.
Chapter 3 contains an introduction to the mathematical foundations and frame-
works around deep learning and generative models. Special attention was drawn to
the unification of both techniques that ultimately became the unsupervised train-
able variational auto encoder (VAE) by Kingma et al. [Kin+13] and Rezende et al.
[Rez+14] to give the reader a deep and concise background for the later derivations
and conclusions.
In Chapter 4, the author demonstrated the necessity of multi-modality and the chal-
lenges that had to be addressed in this thesis. First, a formal definition of multi-
modal perception was derived from Weiss et al. [Wei+16], distinguishing domains,
tasks, correlation, ambiguity, and heterogeneity in multi-modal setups. Second, the
multi-modal deep generative model approach was drawn into the extended taxon-
omy canvas by Baltrušaitis et al. [Bal+19]. A discussion of ambiguous observations
particularly during modality dropout revealed that ambiguity has not been studied
in deep generative models yet. However, this may become a crucial aspect in future
resilient and trustworthy machine learning and artificial intelligence applications,
which demonstrates the necessity of the conducted research.
Chapter 5 contains the proposal of the multi-modal variational autoen-
coder (M2VAE) as a multi-modal deep generation model that was derived from
the full marginal joint log-likelihood. The author showed that the multi-modal
variational autoencoder (M2VAE) is a general evolution from the joint multi-modal
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variational autoencoder (JMMVAE) by Suzuki et al. [Suz+17], who derived
their approach from the variation of information to address bi-modal exchange.
Compared to the joint multi-modal variational autoencoder (JMMVAE), the
multi-modal variational autoencoder (M2VAE) not only introduces additional
reconstruction paths but also enables generalization to arbitrary modality subsets
that handle modality-drop-out. Special attention was placed on the mathematical
derivations for observation ambiguities and modality drop-out, which were
introduced by the conscious and unconscious objectives of the VAE. The approach
revealed two tremendous results for the applicability and behavior of the latent
space during training using unsupervised multi-modal deep generative models.
First, ambiguous observations are represented by mean-seeking behavior in
the latent space, such that all related observations are consolidated but still
distinguishable through their latent statistics. Second, knowing the ground truth
labels for ambiguous observations would not improve the results because the
unsupervised and hypothetically supervised objectives are both concave and share
the same optima. Furthermore, an architectural choice for training the M2VAE
based on weight-sharing was proposed to handle the exponentially-increasing
number of network weights, depending on the utilized number of modalities.
Finally, a new training approach based on re-encoding was introduced. It was not
found to improve the VAE in general, but enabled the visualization of the latent
statistics and consecutive fusion of observations in the latent space.

In Chapter 6, the author bootstrapped the evaluation by investigating available
multi-modal data sets and proposing new ones that comprehensibly demonstrate
the results of the M2VAE. A proper categorization of multi-modal data sets was
developed with sufficient definitions of properties, which can be used to match avail-
able data sets to any experiment. The author provided an exhaustive insight into a
multitude of data sets and pointed out that state-of-the-art multi-modal data sets
are by no means comprehensible because of their high complexity or lack of true
multi-modal nature. This ultimately led to the introduction of the proposed multi-
modal data sets XOR (which should be the gold-standard baseline anyway), Mixture
of Gaussians (MoG), Camera+LiDAR, Rubiks, and eMNIST. The last data set also
comes with a multi-modal data set generating technique based on the latent space
consolidation of uni-modal CVAEs.

In Chapter 7, the author demonstrated the benefits of the proposed M2VAE over
its preceding and competing architectures on various data sets. First, the behavior
based on the M2VAE’s hyperparameter was analyzed, revealing that the coherence
of the latent space embeddings between modality subsets can be well controlled by
introducing a single scalar as mutual beta. The second experiment was an exhaustive
ablation study, which revealed that the M2VAE truly shines during modality drop-
out because it learns how to embed the data in the latent space while maintaining
strong coherency to all other observations. This was not only proven mathematically
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in earlier chapters but also practically demonstrated within this chapter. Finally,
the experiments on the complex visual data showed that the proposed model is
more effective in the case of latent space coherence than competitive models. All
experiments were conducted using the vae_tools library, which was developed by
the author to facilitate the M2VAE. However, it became a powerful and convenient
tool that is easily adaptable to new VAE architectures and enables the conduction
of experiments with deep generative models in just a few lines of code.
In Chapter 8, the author looked beyond the horizon of the common deep generative
evaluations and applied the M2VAE in two curiosity driven active sensing tasks.
Curiosity, in this case, is the derivation of an intrinsic reward signal, which was
achieved by analyzing the alternations of the latent space statistics in the case of
ambiguity-resolving observations. This enabled the researcher to draw analogies to
epistemic sensing and, therefore, extended this thesis by relating the M2VAE to the
work by Pathak et al. [Pat+17] on intrinsic curiosity and the free energy principle,
including epistemic sensing by Friston et al. [Fri+16; Fri+17].
VAE approaches already play a fundamental role in anomaly detection, feature ex-
traction, modality-exchange, and much more because of their robust, unsupervised,
and data-driven architectures. In the field of deep generative models, the author
of this thesis fundamentally extended state-of-the-art multi-modal deep generative
models by analytically and practically investigating observation ambiguities during
during training. Furthermore, the author proposed the M2VAE that handles drop-
out and ambiguities better than any comparable approach. These findings may play
a significant role in upcoming multi-sensory architectures that pursue resilient ar-
tificial intelligence by facilitating the informative fusion outcomes of observations,
even when sensors break.
Handling very complex or high dimensional data is still a big challenge and often
results in mode collapses. However, research is already underway and actively drives
related conferences and news around the world. Considering the various fields of
deep generative models, this work contributes new mathematical frameworks, fun-
damental findings, and promising results that will actively shape the current and
future discussions on multi-modal machine learning.
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Acronyms and Abbreviations

acc. accuracy
approx. approximately
attr. attribute
art. artificial
ADGM auxiliary deep generative models
AE auto encoder
AGI artificial general intelligence
AGV autonomous ground vehicle
AI artificial intelligence
aka also known as
ANN artificial neural network
AMiRo Autonomous Mini-Robot
API application programming interface
AR augmented reality
AS active sensing
avg. average
AVSR audio-visual speech recognition
βVAE beta variational autoencoder
BA bundle adjustment
BCE binary cross-entropy
beh. behavior
bMNIST binarized MNIST
bot. bottom
BP backpropagation
brv. brevity
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ca. circa
CAD computer aided design
CCA canonical correlation analysis
ccw counter-clockwise
CE conditional entropy
c.f. confer, compare
CITrack cognitive interaction tracking
class. classification
CMMA conditional multi-modal autoencoder
CNN convolutional neural network
col. column
concat. concatenation
cond. condition/conditional
cont. continues
conv convolutional
corr. correlation
CorrNet Correlational Neural Network
CT coordinate transformation
CUAVE Clemson University Audio Visual Experiments
CV computer vision
CVAE conditional variational autoencoder
cw clockwise
DAE denoising autoencoder
DBM deep Boltzmann machine
DC-IGN deep convolution inverse graphics network
DCCAE deep canonically correlated autoencoders
dec. decoder/decoding
deconv deconvolutional
DGM deep generative model
disc. discrete

158



DL deep learning
DNN deep neural network
DoF degree of freedom
DQN deep Q-network
DRL deep reinforcement learning
DTW dynamic time warping
DVAE denoising variational autoencoder
e.g. exempli gratia, for example
ELBO evidence lower bound
ELU exponential linear unit
EM expectation–maximization
eMNIST entangled-MNIST
enc. encoder/encoding
env. environment
et al. et alii, and collegues
etc. et cetera, and so on
FAE facial attribute estimation
FAM facial attribute manipulation
FFNN feedforward neural network
FID Fréchet inception distance
FM fiducial marker
FMNIST Fashion-MNIST
FOV field of view
GAN generative adversarial network
GM generative model
GN Gauss–Newton
GNB Gaussian naïve Bayes
GNSS global navigation satellite system
GQN generative query network
GT ground truth
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HAR human activity recognition
HMI human machine interaction
HMM hidden Markov models
HP hyperparameter
ICM intrinsic curiosity module
i.e. id est, that is
iff if and only if
IMU inertial measurement unit
IoU intersection over union
IS inception score
ISM inverse sensor model
JE joint entropy
JVAE joint variational autoencoder
JMMVAE joint multi-modal variational autoencoder
JSD Jensen–Shannon divergence
KDE kernel density estimation
KLD Kullback–Leibler divergence
lhs. left hand side
lin linear
LiDAR light detection and ranging
LM Levenberg–Marquardt
LR learning rate
M3L multi-modal machine learning
MAE mean absolute error
MAP maximum a posteriori probability
MARL multi-agent RL
max. maximum/maximization/maximal
MC Monte Carlo
MCI mutual conditional information
MCMC Markov chain Monte Carlo
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MDP Markov decision process
mid. middle
min. minimum/minimization/minimal
M2VAE multi-modal variational autoencoder
MNIST Modified National Institute of Standards and Technology
MNIST-A MNIST-with-attributes
ML machine learning
MLP multi-layer perceptron
MoG mixture of Gaussians
MoCap motion capture
MSE mean squared error
mul. multiply/multiplied
MI mutual information
MIC maximal information coefficient
MV-AE multi-view autoencoder
nat. nature
NN nearest-neighbor
NIR near infrared
NN neural network
norm. normalization
NTP Network Time Protocol
O orthogonal group
obj. object
p. page
pc parallel coordinates
PC point cloud
PCA principal component analyses
PDF probability density function
PGA perceptual generative autoencoder
PGM probabilistic graphical model
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proxy approximator
PoI point of interest
POMDP partial observable MDP
pp. pages
pPCA probabilistic PCA
PTP Precision Time Protocol
R translatory group
RADAR radio detection and ranging
rec. reconstruction
reg. regularization
regr. regression
ReLU rectified linear unit
reo. reorder/reordering/reordered
RGB red/green/blue
RGBD RGB/depth
rhs. right hand side
RL reinforcement learning
ROS Robot Operating System
RMSE root mean squared error
RNN recurrent neural network
RSB Robotics Service Bus
SBA sparse bundle adjustment
SDGM skip deep generative model
SE special Euclidean group
sec. section
SGD stochastic gradient decent
sig sigmoid
SO special orthogonal group
SOTA state-of-the-art
src. source
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s.t. such that
sub. substitute
SLAM simultaneous localization and mapping
SVM support vector machine
tanh hyperbolic tangent
TCVAE total correlation variational autoencoder
TELBO triple ELBO
TF TensorFlow
triu. upper triangle
tril. lower triangle
t-SNE t-distributed stochastic neighbor embedding
UNIT unsupervised image-to-image translation
VAE variational auto encoder
VCCA variational canonical correlation analysis
VI variational inference
VP viewpoint
VoI variation of information
vs. versus, against
w/ with
w/o without
wrt. with respect to
WWW world wide web
XOR exclusive or
1D one dimensional
2D two dimensional
3D three dimensional
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A Most Influential Conferences and
Journals

The lists represent the 20 most influential engineering and computer science plat-
forms in robotics (see table A.1) and AI (see table A.2) according to gScholar. Ranks
are from top to bottom with the highest to the lowest ranked conference/journal
with respect to h5-index/median.

Table A.1: 20 most influential engineering and computer science conferences in
robotics according to gScholar [Goo20c].

Publication index median
IEEE International Conference on Robotics and Automation 82 113

IEEE/ASME Transactions on Mechatronics 64 80
The International Journal of Robotics Research 63 90

IEEE Transactions on Robotics 58 87
IEEE/RSJ International Conference on Intelligent Robots and Systems 58 77

Robotics and Autonomous Systems 49 75
Robotics: Science and Systems 47 80

Journal of Intelligent & Robotic Systems 43 60
Robotics and Computer-Integrated Manufacturing 42 57

Journal of Field Robotics 41 69
ACM/IEEE International Conference on Human Robot Interaction 40 58

Autonomous Robots 38 54
Mechatronics 37 54

Bioinspiration & Biomimetics 36 52
International Journal of Social Robotics 36 50
IEEE Robotics and Automation Letters 36 49

Soft Robotics 34 60
IEEE Robotics & Automation Magazine 34 49

IEEE-RAS International Conference on Humanoid Robots 33 46
International Conference on Unmanned Aircraft Systems 30 40

The Robotics and Autonomous Systems conference was substituted one time in
table A.2 by the most influential conference in Engineering and Computer Sci-
ence on Computer Vision & Pattern Recognition according to gScholar [Goo20b]:
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A Most Influential Conferences and Journals

IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR) with
h5-index of 240 and h5-median of 383.

Table A.2: 20 most influential engineering and computer science conferences in AI
according to gScholar [Goo20a].

Publication index median
Neural Information Processing Systems 169 334

International Conference on Learning Representations 150 276
International Conference on Machine Learning (ICML) 135 254

Expert Systems with Applications 105 139
IEEE Transactions On Systems, Man And Cybernetics Part B, Cybernetics 100 132

IEEE Transactions on Neural Networks and Learning Systems 96 127
AAAI Conference on Artificial Intelligence 95 153

Applied Soft Computing 83 113
Neurocomputing 83 105

The Journal of Machine Learning Research 81 143
IEEE Transactions on Fuzzy Systems 81 130

Knowledge-Based Systems 79 107
International Joint Conference on Artificial Intelligence (IJCAI) 67 100

Neural Computing and Applications 60 87
Neural Networks 57 90

International Conference on Artificial Intelligence and Statistics 52 77
Journal of Intelligent & Fuzzy Systems 51 80

Engineering Applications of Artificial Intelligence 50 68
Robotics and Autonomous Systems 49 75

Conference on Learning Theory (COLT) 48 65

202



B Supplemental Material

B.1 List of Applied Software

Table B.1: Applied software within this thesis.

Software Version Info
TensorFlow [Aba+15] 2.0.3
NumPy [Har+20] 1.17.4
vae_tools [Kor+19c] 1.0.0
Python 3.5.2 shipped with Ubuntu 16.04.5
SciPy [Vir+20] 1.2.0
scikit-learn [Ped+11] 0.21.3
Matplotlib [Hun07] 3.0.3
pandas [McK10] 0.24.1
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B.2 Architecture Setups and Assets

B.2.1 VAE Training Setup
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Figure B.1: Training and validation losses for the regularization and reconstruction
term. The reconstruction term dominates the overall loss, due to the
high dimensionality (Dx = 28 · 28 = 784 vs. Dz = 2). The losses do
scale linear with the dimensions, since they are not normalized of the of
training a VAE losses MNIST images randomly generated by the VAE
decoder.

Table B.2: VAE architecture and training setup.

data set MNIST by LeCun et al. [LeC+98]
input norm. min. 0 / max. 1
input format flattened
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Dz 2
Dx 784
fenc. input@784 → ReLU@256 → ReLU@128
fdec. input@2 → ReLU@128 → ReLU@256 → sig@784
fµ input@128 → lin@2
fσ input@128 → lin@2
rec. loss BCE
β 1.0
epochs 100
batch size 128
optimizer Adam
LR 0.001

B.2.2 CVAE Training Setup

Table B.3: CVAE architecture and training setup.

data set MNIST (image, label) by LeCun et al. [LeC+98]
input norm. (min. 0 / max. 1, one-hot-encoding)
input format (flattened, flattened)
Dz 2
Dx (784, 10)
fenc. input@(784, 10) → ReLU@256 → ReLU@128
fdec. input@(2, 10) → ReLU@128 → ReLU@256 → sig@784
fµ input@128 → lin@2
fσ input@128 → lin@2
rec. loss BCE
β 1.0
epochs 100
batch size 128
optimizer Adam
LR 0.001

B.2.3 Re-Encoding Training Setup

Table B.4: Common VAE architecture and training setup.

data set MNIST by LeCun et al. [LeC+98]
input norm. min. 0 / max. 1
input format flattened
Dz 2
Dx 784
fenc. input@784 → ReLU@256 → ReLU@128
fdec. input@2 → ReLU@128 → ReLU@256 → sig@784
fµ input@128 → lin@2
fσ input@128 → lin@2
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rec. loss BCE
β 1.0
epochs 400
batch size 1024
optimizer Adam
LR 0.001

Table B.5: Re-encoding VAE architecture and training setup.

data set MNIST by LeCun et al. [LeC+98]
input norm. min. 0 / max. 1
input format flattened
Dz 2
Dx 784
fenc. input@784 → ReLU@256 → ReLU@128
fdec. input@2 → ReLU@128 → ReLU@256 → sig@784
fµ input@128 → lin@2
fσ input@128 → lin@2
rec. loss BCE
β 1.0
D DKL
α .0 for the first 200 epochs, .01 afterwards with pinned decoder weights
epochs 400
batch size 1024
optimizer Adam
LR 0.001

B.2.4 eMNIST CVAE Training Setup

Table B.6: CVAE architecture and training setup for MNIST and FMNIST.
(de)conv. denotes (de)convoutional layers with the following nomencla-
ture: (#filter)(kernel-size)(stride)(padding)(activation)

data set MNIST (image, label) [LeC+98] or FMNIST (image, label) [Xia+17]
input norm. (min. 0 / max. 1, one-hot-encoding)
input format (original, flattened)
Dz 2
Dx ((28, 28), 10)
fenc. input@((28,28)) →

conv@(1)(2,2)(1)(same)(ReLU) →
conv@(64)(2,2)(2)(same)(ReLU) →
conv@(64)(3,3)(1)(same)(ReLU) →
conv@(64)(3,3)(1)(same)(ReLU) →
flatten & concat. w/ label input@10 → ReLU@128
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fdec. input@(2, 10) →
ReLU@128 →
ReLU@12544 →
reshape to (64, 14, 14) →
deconv@(64)(3,3)(1)(same)(ReLU) →
deconv@(64)(3,3)(1)(same)(ReLU) →
deconv@(64)(3,3)(2)(valid)(ReLU)→
deconv@(1)(2,2)(1)(valid)(sig)

fµ input@128 → lin@2
fσ input@128 → lin@2
rec. loss BCE
β 4.0
epochs 2500
batch size 1024
optimizer Adam
LR 0.001

B.2.5 Hyperparameter Dependencies Training Setup

Table B.7: M2VAE architecture and training setup for Fig. 7.2.

data set divided MNIST (2), vertical split
input norm. min. 0 / max. 1
input format flattened
Dz see Fig. 7.2
Da 392
Db 392
fenc.a input@392 → ReLU@500
fenc.b input@392 → ReLU@500
fenc.ab None
fdec.a input@<see Fig. 7.2> → ReLU@500 → sig@392
fdec.b input@<see Fig. 7.2> → ReLU@500 → sig@392
fµa

input@500 → lin@<see Fig. 7.2>
fσa input@500 → lin@<see Fig. 7.2>
fµb

input@500 → lin@<see Fig. B.2>
fσb input@500 → lin@<see Fig. B.2>
fµab

input@500 → lin@<see Fig. B.2>
fσab input@500 → lin@<see Fig. B.2>
rec. loss BCE
β 1.0
epochs 20
batch size 1024
optimizer Adam
LR see Fig. 7.2
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Figure B.2: Learning rate (LR) evaluation of the bi-modal M2VAE trained on the

eMNIST data set for various Dz = {2, 5, 10, 20}. See Table B.8 for the
M2VAE setup.

Table B.8: M2VAE architecture and training setup for Fig. B.2.

data set eMNIST
input norm. min. 0 / max. 1
input format flattened
Dz see Fig. B.2
Da 784
Db 784
fenc.a input@784 → ReLU@500
fenc.b input@784 → ReLU@500
fenc.ab None
fdec.a input@<see Fig. B.2> → ReLU@500 → sig@784
fdec.b input@<see Fig. B.2> → ReLU@500 → sig@784
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fµa
input@500 → lin@<see Fig. B.2>

fσa input@500 → lin@<see Fig. B.2>
fµb

input@500 → lin@<see Fig. B.2>
fσb input@500 → lin@<see Fig. B.2>
fµab

input@500 → lin@<see Fig. B.2>
fσab input@500 → lin@<see Fig. B.2>
rec. loss BCE
β 1.0
epochs 20
batch size 1024
optimizer Adam
LR see Fig. B.2

Table B.9: M2VAE architecture and training setup for Fig. 7.4 and 7.3.

data set divided MNIST (2)
input norm. min. 0 / max. 1
input format flattened
Dz (2, 5, 10, 15, 20, 40, 80)
Denc.ab (0 := None, 64, 128, 256)
Da 392
Db 392
fenc.a input@392 → ReLU@500
fenc.b input@392 → ReLU@500
fenc.ab input@500 → ReLU@<Denc.ab>
fdec.a input@<Dz> → ReLU@500 → sig@392
fdec.b input@<Dz> → ReLU@500 → sig@392
fµa

input@500 → lin@<Dz>
fσa input@500 → lin@<Dz>
fµb

input@500 → lin@<Dz>
fσb input@500 → lin@<Dz>
fµab

input@500 → lin@<Dz>
fσab input@500 → lin@<Dz>
rec. loss BCE
βnorm 1.
βM (0.001, 0.01, 0.1, 1.0, 10, 20, 30)
epochs 5000
batch size 512
optimizer Adam
LR 0.001

B.2.6 XOR Training Setup

Table B.10: M2VAE architecture and training setup for Section 7.2.2.1.

data set XOR
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input norm. None
input format flattened
Dz 1
Da 2
Db 1
fenc.a input@2 → ReLU@4
fenc.b input@1 → ReLU@4
fenc.ab None
fdec.a input@1 → ReLU@4 → sig@2
fdec.b input@1 → ReLU@4 → sig@1
fµa

input@4 → lin@1
fσa input@4 → lin@1
fµb

input@4 → lin@1
fσb input@4 → lin@1
fµab

input@4 → lin@1
fσab input@4 → lin@1
rec. loss BCE
βnorm 0.001
βM 0.001
epochs 10,000
batch size 32
optimizer RMSprop
LR 0.001

Table B.11: JMMVAE architecture and training setup for Section 7.2.2.1.

data set XOR
input norm. None
input format flattened
Dz 1
Da 2
Db 1
fenc.a input@2 → ReLU@4
fenc.b input@1 → ReLU@4
fenc.ab None
fdec.a input@1 → ReLU@4 → sig@2
fdec.b input@1 → ReLU@4 → sig@1
fµa

input@4 → lin@1
fσa input@4 → lin@1
fµb

input@4 → lin@1
fσb input@4 → lin@1
fµab

input@4 → lin@1
fσab input@4 → lin@1
rec. loss BCE
βnorm 0.001
α (i.e., βM) 0.001
epochs 10.000
batch size 32
optimizer RMSprop
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LR 0.001

Table B.12: JVAE architecture and training setup for Section 7.2.2.1.

data set XOR
input norm. None
input format concat. & flattened w/ x=.5
Dz 1
Dab 3
fenc. input@3 → ReLU@8
fdec. input@1 → ReLU@8 → sig@3
fµa

input@8 → lin@1
fσa input@8 → lin@1
fµb

input@8 → lin@1
fσb input@8 → lin@1
fµab

input@8 → lin@1
fσab input@8 → lin@1
rec. loss BCE
βnorm 0.001
epochs 10.000
batch size 32
optimizer RMSprop
LR 0.001

Table B.13: pPCA architecture and training setup for Section 7.2.2.1.

data set XOR
input norm. None
input format flattened
Dz 1
Da 2
Db 1
fenc.a input@2 → lin@4
fenc.b input@1 → lin@4
fenc.ab None
fdec.a input@1 → lin@4 → sig@2
fdec.b input@1 → lin@4 → sig@1
fµa

input@4 → lin@1
fσa input@4 → lin@1
fµb

input@4 → lin@1
fσb input@4 → lin@1
fµab

input@4 → lin@1
fσab input@4 → lin@1
rec. loss BCE
βnorm 0.001
epochs 10.000
batch size 32
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optimizer RMSprop
LR 0.001

B.2.7 MoG Training Setup

Table B.14: M2VAE architecture and training setup for Section 7.2.2.2. The other
VAEs JMMVAE and JVAE are configured accordingly.

data set MoG
input norm. min. 0 / max. 1
input format flattened
Dz 2
Da 2
Db 2
fenc.a input@2 → ReLU@64
fenc.b input@2 → ReLU@64
fenc.ab None
fdec.a input@2 → ReLU@64 → lin@2
fdec.b input@2 → ReLU@64 → lin@2
fµa

input@64 → lin@2
fσa input@64 → lin@2
fµb

input@64 → lin@2
fσb input@64 → lin@2
fµab

input@64 → lin@2
fσab input@64 → lin@2
rec. loss MSE
βnorm 0.01
βM 0.01
epochs 400
batch size 128
optimizer RMSprop
LR 0.001
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Figure B.3: Plain reconstruction loss w/o trajectories (c.f. Fig. 7.8).
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B.2.8 Shared Weights Training Setup
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Figure B.4: Parallel coordinates for non-shared weights in Section 7.2.2.3 and analog
to Fig. 7.4.
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Figure B.5: Parallel coordinates for non-shared weights from Section 7.2.2.3 and
analog to Fig. 7.4 with βM = .0.
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Figure B.6: Parallel coordinates for shared weights from Section 7.2.2.3 and analog
to Fig. 7.4 with βM = .0.

B.2.9 Competitive Evaluation Setup

Table B.15: M2VAE architecture and training setup for Section 7.2.3 on eMNIST.

data set eMNIST
input norm. min. 0 / max. 1
input format flattened
Dz 64
Da 784
Db 784
fenc.a input@392 → ReLU@500
fenc.b input@392 → ReLU@500
fenc.ab None
fdec.a input@64 → ReLU@500 → lin@784
fdec.b input@64 → ReLU@500 → lin@784
fµa

input@500 → lin@64
fσa input@500 → lin@64
fµb

input@500 → lin@64
fσb input@500 → lin@64
fµab

input@500 → lin@64
fσab input@500 → lin@64
rec. loss BCE
βnorm 0.01
βM 10.0
epochs 50,000
batch size 512
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optimizer Adam
LR 0.001

Table B.16: M2VAE architecture and training setup for Section 7.2.3 on divided
MNIST (2).

data set divided MNIST (2), vertical split
input norm. min. 0 / max. 1
input format flattened
Dz 64
Da 392
Db 392
fenc.a input@392 → ReLU@500
fenc.b input@392 → ReLU@500
fenc.ab None
fdec.a input@64 → ReLU@500 → lin@392
fdec.b input@64 → ReLU@500 → lin@392
fµa

input@500 → lin@64
fσa input@500 → lin@64
fµb

input@500 → lin@64
fσb input@500 → lin@64
fµab

input@500 → lin@64
fσab input@500 → lin@64
rec. loss BCE
βnorm 0.01
βM 10.0
epochs 50,000
batch size 512
optimizer Adam
LR 0.001

Table B.17: M2VAE architecture and training setup for Section 7.2.3 on divided
MNIST (4).

data set divided MNIST (4) vertical and horizontal split
input norm. min. 0 / max. 1
input format flattened
Dz 64
Da 196
Db 196
Dc 196
Dc 196
fenc.a input@196 → ReLU@500
fenc.b input@196 → ReLU@500
fenc.c input@196 → ReLU@500
fenc.d input@196 → ReLU@500
fenc.|m|>1 None
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fdec.a input@64 → ReLU@500 → lin@196
fdec.b input@64 → ReLU@500 → lin@196
fdec.c input@64 → ReLU@500 → lin@196
fdec.d input@64 → ReLU@500 → lin@196
fµa

input@500 → lin@64
fσa input@500 → lin@64
fµb

input@500 → lin@64
fσb input@500 → lin@64
fµc

input@500 → lin@64
fσc input@500 → lin@64
...

...
fµcd

input@1000 → lin@64
fσcd input@1000 → lin@64
...

...
fµabcd

input@2000 → lin@64
fσabcd input@2000 → lin@64
rec. loss BCE
βnorm 0.01
βM 10.0
epochs 50,000
batch size 512
optimizer Adam
LR 0.001

Table B.18: M2VAE architecture and training setup for Section 7.2.3 on
MNIST+SVHN.

data set MNIST+SVHN
input norm. min. 0 / max. 1 and RGB to gray conversion for SVHN
input format flattened
Dz 64
Da 784
Db 1025
fenc.a input@392 → ReLU@500
fenc.b input@392 → ReLU@500
fenc.ab None
fdec.a input@64 → ReLU@500 → lin@784
fdec.b input@64 → ReLU@500 → lin@1025
fµa

input@500 → lin@64
fσa input@500 → lin@64
fµb

input@500 → lin@64
fσb input@500 → lin@64
fµab

input@500 → lin@64
fσab input@500 → lin@64
rec. loss BCE
βnorm 0.01
βM 10.0
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epochs 50,000
batch size 512
optimizer Adam
LR 0.001

B.2.10 Rubiks Data Set Evaluation Setup

Table B.19: ICM architecture and training setup for Section 8.3.1 on Rubiks.

data set Rubiks
input norm. min. 0 / max. 1 for all channels in RGB
input format flattened
Dz 2 (i.e., feature)
Ds 30 · 40 · 3 = 3600 (i.e., image)
Da 3 (i.e., action)
fenc. input@3600 → ELU@32 → Dropout@0.4 → ELU@16 → Dropout@0.4 →

lin@2 → BatchNorm
finverse concat. (input@2, input@2) → ELU@16 → Dropout@0.4 → ELU@16 →

Dropout@0.4 → lin@3
fforward concat. (input@2, input@3) → ELU@16 → Dropout@0.4 → ELU@16 →

Dropout@0.4 → lin@2
β 0.1
inverse rec. loss (1.− β) MSE(at, a′t)
forward rec. loss β MSE(zt+1, z

′
t+1)

epochs 1000
batch size 128
optimizer Adam
LR 0.0001

Table B.20: M2VAE architecture and training setup for Section 8.3.1 on Rubiks.

data set Rubiks
input norm. min. 0 / max. 1 for all channels in RGB
input format flattened
Dz 2 (i.e., feature)
Da 30 · 40 · 3 + 3 = 3603 (i.e., image + action)
Db 30 · 40 · 3 = 3600 (i.e., image)
fenc.a concat. (input@3600, input@3) → ReLU@256 → ReLU@128
fenc.a concat. input@3600 → ReLU@256 → ReLU@128
fenc.ab None
fdec.a input@128 → ReLU@256 → lin@3603
fdec.b input@128 → ReLU@256 → lin@3600
fµa

input@128 → lin@64
fσa input@128 → lin@64
fµb

input@128 → lin@64
fσb input@128 → lin@64
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fµab
input@128 → lin@64

fσab input@128 → lin@64
rec. loss MSE
β 1.0
βM 1.0
epochs 1000
batch size 128
optimizer Adam
LR 0.001

B.2.11 AMiRo-CITrack Evaluation Setup

Table B.21: VAE architecture for downs-sampling the camera data.

class vs. modality a b c
green, mat, cyl. (1) X
red, mat, cube (2) X
red, mat, cyl. (3) X X X
red, shiny, cyl. (4) X

Table B.22: VAE architecture for downs-sampling the camera data.

data set Camera+LiDAR with Camera only for bootstrap
input norm. min. 0 / max. 1
input format flattened
Dz 64
Dx 307,200
fenc. input@307200 → ReLU@256 → ReLU@128
fdec. input@64 → ReLU@128 → ReLU@256 → sig@307200
fµ input@128 → lin@64
fσ input@128 → lin@64
rec. loss BCE
β 1.0
epochs 50000
batch size 128
optimizer Adam
LR 0.001

Table B.23: VAE architecture for downs-sampling the LiDAR data.

data set Camera+LiDAR with LiDAR only for bootstrap
input norm. min. 0 / max. 1
input format flattened
Dz 2
Dx 320 (frontal lobe of the LiDAR, i.e., 1⁄3 of whole scan)
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fenc. input@320 → ReLU@256 → ReLU@128
fdec. input@64 → ReLU@128 → ReLU@256 → sig@320
fµ input@128 → lin@64
fσ input@128 → lin@64
rec. loss BCE
β 1.0
epochs 50000
batch size 128
optimizer Adam
LR 0.001

Table B.24: Tri-modal M2VAE architecture and training setup for Section 8.3.2.

data set Camera+LiDAR+proximity
input norm. None
input format flattened
Dz 2
Da 64 (down-sampled camera)
Db 64 (down-sampled LiDAR)
Dc 2 (two frontal proximity sensors)
fenc.a input@64 → ReLU@32 → ReLU@16
fenc.b input@64 → ReLU@32 → ReLU@16
fenc.b input@2 → ReLU@8 → ReLU@4
fenc.|m|>1 None
fdec.a input@2 → ReLU@16 → ReLU@32 → lin@64
fdec.a input@2 → ReLU@16 → ReLU@32 → lin@64
fdec.a input@2 → ReLU@4 → ReLU@8 → lin@2
fµa

input@16 → lin@2
fσa input@16 → lin@2
fµb

input@16 → lin@2
fσb input@16 → lin@2
fµc

input@4 → lin@2
fσc input@4 → lin@2
...

...
fµbc

input@20 → lin@2
fσbc input@20 → lin@2
...

...
fµabc

input@36 → lin@2
fσabc input@36 → lin@2
rec. loss MSE
βnorm 0.01
βM 10.0
epochs 50,000
batch size 512
optimizer Adam
LR 0.001
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Table B.25: DQN architecture according to Mnih et al. [Mni+13].

input norm. min. 0 / max. 1
input format flattened
γ .95
εstart 1.
εmin. .01
εdecay .995
fshared input@21 → ReLU@24 → ReLU@24
fheada input@24 → ReLU@24 → lin@5
fheadb input@24 → ReLU@24 → lin@5
fheadc input@24 → ReLU@24 → lin@5
rec. loss see [Mni+13]
epochs 2000
batch size 128
optimizer Adam
LR 0.001

B.3 Latent Space Statistics

Table B.26: Further statistics about the perturbation zdiff wrt. MNIST test and
training data set.

minimum maximum mean median
MNIST test set

common .0002165 .715 .0974 .06512
proposed .0000866 .397 .0117 .00902

MNIST training set
common .0002615 1.1810 .1076 .07208
proposed .0000538 0.0942 .0102 .00847
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Figure B.7: Quantitative latent space statistics for the common VAE approach
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B.4 Semi-Supervised VAE

In this section, the approach of the generative semi-supervised model M2, proposed
by Kingma et al. [Kin+14b], is described. Similar to the CVAE, two observables
x and y are considered. The only difference in the semi-supervised ELBO is the
additional p(y) (compare Eq. (3.38) and Eq. (B.1)).

L(x,y;φ, θ) = Eqφ(z|x,y) log
(
pθ(x|z,y)p(z)p(y)

qφ(z|x,y)

)
, (B.1)

However, in the case of K-class classification problem, p(y) becomes a categorical
distribution, which is often a constant (i.e., p(y) = 1/K) Thus, the ELBO becomes
the same as for the CVAE, so that the lower bounds can be optimized in the same
way.

Although Eq. (B.1) is learned in the labeled set OL, in the framework of semi-
supervised learning, the unlabeled set OU is also used for learning. Therefore, the
ELBO of the marginal distribution pθ(x) without label information is obtained,
which becomes one part of the objective function. To this objective function, the
discriminative model qφ(y|x) is introduced:

log pθ(x) ≥ Eqφ(z,y|x) log
(
pθ(x|z,y)p(z)p(y)

qφ(z|x,y)

)
:= U(x). (B.2)

with qφ(z,y|x) = qφ(z|x,y)qφ(y|x).

In order to learn the discriminative model on the labeled set, the log likelihood of
the discriminative model in the labeled set is added to Eq. (B.2) to obtain the other
part of the objective function as follows:

L(x,y) = L(x,y;φ, θ) + α log qφ(y|x), (B.3)

where α is a parameter that controls the ratio of the discriminative model to the
generative model.

Therefore, the final objective function J in both the labeled and unlabeled unifies
to

J = 1
O

∑
(xo,yo)∈OL

L(xo,yo) + 1
O′

∑
xo′∈OU

U(xo′). (B.4)
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z

O +O′

θ

φ

x

y

x

Figure B.9: GM of the M2 model by Kingma et al. [Kin+14b]. Note that the label
y is half black and half white, in order to consider both labeled and un-
labeled variables (i.e., both observed and latent variables). The dotted
line represents the discriminative model.

B.5 List of Data Set Websites

Table B.27: Non-exhaustive list of data set hosting and searching websites.

Radish http://radish.sourceforge.net/
MRPT https://www.mrpt.org/robotics_datasets
IJRR https://journals.sagepub.com/topic/collections-ijr/ijr

-3-datapapers/ijr
CVonline http://homepages.inf.ed.ac.uk/rbf/CVonline/Imagedbase.

htm
CVPapers http://www.cvpapers.com/datasets.html
YACVID http://riemenschneider.hayko.at/vision/dataset/
Computer Vision Online https://computervisiononline.com/datasets
Kaggle https://www.kaggle.com/datasets
UCI https://archive.ics.uci.edu/ml/datasets.php
CMU https://guides.library.cmu.edu/machine-learning/datase

ts
VisualData https://www.visualdata.io/
Google’s Dataset Search https://datasetsearch.research.google.com/
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B.6 Alternative nomenclature for the Variational
Autoencoder

This section is a one-to-one derivation of the VAE, but with an alternative nomen-
clature that suits the nomenclature of Chapter 5. First, the derivation of the vanilla
Variational Autoencoder by [Kin+13] is recaped.

B.6.1 The Variational Bound

L = log(p(a)) (B.5)
=
∑
z

q(z|a) log(p(a)) (C.6) w/o cond. (B.6)

=
∑
z

q(z|a) log
(
p(z, a)
p(z|a)

)
Eq. (C.1) (B.7)

=
∑
z

q(z|a) log
(
p(z, a)
p(z|a)

q(z|a)
q(z|a)

)
mul. by 1 (B.8)

=
∑
z

q(z|a) log
(
p(z, a)
q(z|a)

q(z|a)
p(z|a)

)
reo. (B.9)

=
∑
z

q(z|a) log
(
p(z, a)
q(z|a)

)
+
∑
z

q(z|a) log
(
q(z|a)
p(z|a)

)
Eq. (C.3) (B.10)

= L+ DKL(q(z|a)‖p(z|a)) C.2 & (C.5) (B.11)
≥ L DKL ≥ 0 (B.12)

B.6.2 Approximate Inference (i.e. rewriting L)

L =
∑
z

q(z|a) log
(
p(z, a)
q(z|a)

)
(B.13)

=
∑
z

q(z|a) log
(
p(a|z)p(z)
q(z|a)

)
Eq. (C.1) (B.14)

=
∑
z

q(z|a) log
(
p(z)
q(z|a)

)
+
∑
z

q(z|a) log(p(a|z)) Eq. (C.3) (B.15)

= −DKL(q(z|a)‖p(z)) + Eq(z|a) log(p(a|z)) C.2 (B.16)

If the variable a is replaced by some real valued sample a(i) (e.g., image or LiDAR
scan), two terms can be identified:
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B.7 Derivation for the Joint Multi-Modal VAE via Variation of Information

L = −DKL
(
qφ
(
z|a(i)

)
‖p(z)

)
︸ ︷︷ ︸

Regularization

+ Eqφ(z|a(i)) log
(
pθ
(
a(i)|z

))
︸ ︷︷ ︸

Reconstruction

(B.17)

B.7 Derivation for the Joint Multi-Modal VAE via
Variation of Information

LMa +LMb =
∑
z

q(z|a, b) log
(
p(z, a|b)
q(z|a, b)

)
(B.18)

+
∑
z

q(z|a, b) log
(
p(z, b|a)
q(z|a, b)

)
(B.19)

=
∑
z

q(z|a, b) log
(
p(a|z)p(z|b)
q(z|a, b)

)
(B.20)

+
∑
z

q(z|a, b) log
(
p(b|z)p(z|a)
q(z|a, b)

)
(5.24) (B.21)

=
∑
z

q(z|a, b) log
(
p(a|z)
q(z|a, b)

)
(B.22)

+
∑
z

q(z|a, b) log
(
p(z|b)
q(z|a, b)

)
(B.23)

+
∑
z

q(z|a, b) log
(
p(b|z)
q(z|a, b)

)
(B.24)

+
∑
z

q(z|a, b) log
(
p(z|a)
q(z|a, b)

)
reo. (B.25)

= Eq(z|a,b) log(p(a|z))−DKL(q(z|a, b)‖p(z|b)) (B.26)
+ Eq(z|a,b) log(p(b|z))−DKL(q(z|a, b)‖p(z|a)) C.2 (B.27)

= Eq(z|a,b) log(p(a|z))−DKL(q(z|a, b)‖p(z|b)) (B.28)
+ Eq(z|a,b) log(p(b|z))−DKL(q(z|a, b)‖p(z|a)) (B.29)
+ DKL(q(z|a, b)‖p(z|a, b))−DKL(q(z|a, b)‖p(z|a, b)) add 0 (B.30)

= LJ −DKL(q(z|a, b)‖p(z|b))−DKL(q(z|a, b)‖p(z|a)) (B.31)
+ DKL(q(z|a, b)‖p(z|a, b)) (5.16) (B.32)
≥ LJ −DKL(q(z|a, b)‖p(z|b))−DKL(q(z|a, b)‖p(z|a)) (B.33)
=: LM (B.34)
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B.8 Derivation of KLD-Derivative Inequality

∇θ
1
K

K∑
k

?= ∇θ DKL(p‖pM) (B.35)

∇θ

(
−H[pθ]−

1
K

K∑
k

∫
p log pMk

)
?= ∇θ

(
−H[pθ]−

∫
pθ log

K∑
k

λkpMk

)
(B.36)

∇θ
1
K

K∑
k

∫
p log pMk

?= ∇θ

∫
pθ log

K∑
k

λkpMk
(B.37)

1
K

K∑
k

∫
∇θp log pMk

6=
∫
∇θpθ log

K∑
k

λkpMk
(B.38)

∇θ DKL(p‖pM) = ∇θ − H[pθ]−
∫
pθ log

K∑
k

λkpMk
(B.39)

. . . (B.40)

= ∇θ

∫
pθ log

K∑
k

λkpMk
(B.41)

=
∫
∇θpθ log

K∑
k

λkpMk
(B.42)

B.9 Variation of Information

• VI(A,B): variation of information (VoI) between some properties A and B
• I(A): information of A
• I(A,B): mutual information (MI) of A and B
• I(A,B|C): mutual conditional information (MCI) of A and B given C
• H(A): entropy of A
• H(A,B): joint entropy (JE) of A and B
• H(A|B): conditional entropy (CE) of A given B

The variation of information (VoI) between some random variables can be written
as

VI(A,B) = H(A) + H(B)− 2 I(A,B) = H(A|B) + H(B|A), (B.43)
VI(A,B,C) = H(A) + H(B) + H(C)− 3 I(A,B) (B.44)
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= H(A|B,C) + H(B|A,C) + H(C|A,B), (B.45)
VI(A,B,C, . . .) = . . . . (B.46)

I(A,B,C)

H(B|A,C)H(A|B,C)

H(C|A,B)

I(B,C|A)I(A,C|B)

I(A,B|C)

H(C)

H(A)

H(B)
VI(A,B,C)

H(B|A)H(A|B) I(A,B)

H(A) H(B)

VI(A,B)

Figure B.10: Visualization of variation of information (VoI) as Venn digram.

B.10 Lie Groups

In general, the notion of Lie groups are applied in modern geometry which are
commonly used in robotics to express the degree of freedom (DoF). The reader is
advised to the literature by Hilgert and Neeb [Hil+11] for in depth information and
notion. However, the most common groups and their meaning within this thesis are
summarized in the Table B.28.

Table B.28: Lie groups and their applications within this work.

R2 translatory group in two dimensions (e.g., translation on a plane)
R3 translatory group in three dimensions (e.g., translation in a room)

SO(2) special orthogonal group with n = 2 denoting the rotation in two
dimensions (i.e., orientation on a plane as yaw angle)

SO(3) special orthogonal group with n = 3 denoting the rotation in
three dimensions (i.e., orientation in a room as roll, pitch, and
yaw angle)

R3 × SO(2) denoting the translation in three dimensions with only one pos-
sibility for orientation (i.e., translation in a room plus the yaw
angle)

SE(2) special Euclidean group with n = 2 denoting the rotation and
translation in two dimensions (i.e., combination of R2 and SO(2))

SE(3) special Euclidean group with n = 3 denoting the rotation and
translation in three dimensions (i.e., combination of R3 and
SO(3))
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B.11 CITrack & AMiRo

This section gives an overview of the two experimental platforms CITrack and
AMiRo. CITrack was developed and published in by the author [Kor+19b].1 AMiRo
was partially developed and published by the author [Her+16].2

B.11.1 CITrack

The CITrack comprises a main experiment area of 6 m×6 m×1.5 m (width × depth
× height) that is perceived by five cameras as depicted in Fig. B.11 (top). The
operative hight of 1.5 m is explained by the cameras’ overlapping fields of view such
that a 10 cm×10 cm fiducial marker (FM) does never go out of sight. The mentioned
volume is covered by all cameras so that experiments can be performed sufficiently
among the laboratory (see label-experiments Fig. B.11 (bottom-left) or tracking-
experiment3 (bottom-right)). The area can also be partitioned into four sub-fields
running up to four independent experiments in parallel4. Robots and objects are
attached with FM for position and orientation detection as well as for identification.
Four SP-5000M-GE2 grayscale cameras with 8 mm lenses and one SP-5000C-GE2
color camera with 6 mm lens, with a resolution of 2560×2048pixels each, are mounted
above the experiment area. Each camera is connected via Ethernet to the university
network and is grabbed via GigE-Vision by a common server running Ubuntu 16.04
and ROS Kinetic. Furthermore, all computer based systems are time-synchronized
via the Network Time Protocol (NTP) while the cameras are time-synchronized via
the Precision Time Protocol (PTP) and synchronously hardware triggered to achieve
exact time stamping which is crucial for any later fusion. The server also runs the
multimaster_fkie5 [Kou16] to advertise ROS communication in the network. Thus,
experiments and recordings can be conducted by any common PC in the network.

1The open-source project is comprised in https://github.com/cognitiveinteractiontracki
ng.

2The open-source project for ROS compatibility is comprised in https://github.com/autonom
oussystemsengineering.

3Video of MIELE RX1 CITrack traversal: https://youtu.be/6qwv8iizoIU
4VR experience: https://youtu.be/ezJA2EgBLyk
5http://wiki.ros.org/multimaster_fkie
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B.11 CITrack & AMiRo

Figure B.11: Exemplary setup of the CITrack. Top: four different experiments,
including the AMiRos, running in parallel. Bottom-left: birds-eye view
from the centered color camera with labeled objects and robot (bottom-
left). Bottom-right: fused tracking (green trajectory) of a MIELE RX1
vacuum cleaning robot transitioning continuously across all cameras
(single current and neglected tracks in yellow, red, blue, and orange).

B.11.2 AMiRo Applications in the CITrack

The CITrack has been applied in education and research. While educational pur-
poses concentrate on the trajectory’s evaluation and as an indoor localization for
control and mapping, it served in various publications for the AMiRo [Kor+18c;
Kor+17a; Kor+16c; Kor+17a; Kor+16c; Kor+15]. Therefore, this section is dedi-
cated to the applications which induce the work with the AMiRo. Section B.11.2.2
describes the model identification, which is the calibration of AMiRo’s kinematic
parameters. Automated data labeling for exteroceptive sensors which is fundamen-
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Figure B.12: Setup architecture of CITrack within an AMiRo based multi-robot ap-
plication. Left: Depiction of the physical CITrack (see B.11.1). Up-
per structure: Tracking pipeline advertising the absolute poses and
images (completely ROS based). Lower structure: RSB interfaces of
A= 2 AMiRo are advertised by every single robot through the com-
mon network. Right: Common workstation PC, running arbitrary
applications (Apps), allocating K≤A robots via amiro_bridges that
advertise ROS compliant sensor messages and control interfaces. The
whole physical setup can be substituted by the Gazebo simulator and
the provided models. Worth mentioning, multiple workstations can
run the setup in parallel and all ROS topics are automatically names-
paced by the robots domain name. Major open-source contributions
are highlighted in green, minor contributions and implementations of
third parties in partial green, and third party implementation neces-
sary for the setup in gray. Transport types are written in italic and
package names in teletype.

tal for supervised machine learning algorithms and evaluation is explained in section
B.11.2.3.

B.11.2.1 AMiRo–CITrack Interaction

The main robotic platform currently used on the CITrack is the Autonomous Mini-
Robot (AMiRo) developed by Herbrechtsmeier et al. [Her+16]. To apply AMiRo in
multi-robot scenarios with heterogeneous sensor setups, failure-proof, and efficient
communication is sufficient. Therefore, the Robotics Service Bus (RSB) runs on all
robots. To be further ROS complaint, RSB-ROS bridges translate messages (e.g.,
sensor percepts or velocity commands) between the two communication frameworks
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as explained in [Bor+17]. Thus, the CITrack can also directly act as an indoor
GNSS-system for the robots. A common setup architecture of the CITrack within
a multi-robot setup is illustrated in Fig. B.12. It is worth mentioning that the
provided gazebo simulation models introduced in this chapter are able to completely
substitute the physical robot and CITrack setup.

B.11.2.2 Model Identification

Model identification concerns the determination of the robots physical parameters,
like dimensions as well as static and dynamic behaviors. For applying the AMiRo
in multi-robot applications, it is important that all robots have a similar kinematic
behavior. Since the fabrication lacks from accuracy and calibration, velocity and
turn commands do always have an offset since the essential parameters of a differ-
ential kinematic, which are base width b and wheel radius r, differ of each robot.
Even the radii of the two wheels on one robot differ, which leads to the well known
odometry drift. Therefore, Borenstein and Feng [Bor+95] introduced a calibration
method for finding the size factor of the robot’s wheels to avoid drift. After this
factor has been calibrated, the new absolute wheel radius r̃ and base-width b̃ can
be derived from differential kinematics:

rnew = vexp.
|v̄rec.|

rold, bnew = rnew
rold

|ω̄rec.|
ωexp.

bold. (B.47)

To accomplish these calibration techniques, the expected linear and angular veloci-
ties, vexp. and ωexp., for driving a square clockwise (cw) and counter-clockwise (ccw)
are send to the robot. The resulting averaged velocities |vexp.| and |ωexp.| trajectories
are recorded by CITrack to set the new parameters of AMiRo. Figure B.13 shows
the resulting trajectories and landing-spot-distribution before and after calibration.

B.11.2.3 Data Labeling and Verification

One of the main tasks in autonomous systems is the detection and classification
of the environment. Currently, machine learning is a famous technique which al-
lows the parametrization of classification algorithms like a neural network (NN) or
support vector machine (SVM). However, all state-of-the-art techniques which learn
from data need labeled ground-truth data for parameter optimization (depends on
supervised or unsupervised technique), testing, and validation. This still demands
exhaustive human labor and is commonly done on single recorded datasets which
serve as benchmarks for years. The approach by the CITrack allows an online data
labeling in simulation and real-life and thus, allows researchers to design their ex-
periments as intended, and as demanded by any dataset.
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Figure B.13: Trajectory of AMiRo before and after calibration (top) and positioning
errors after single rounds (bottom)

LiDAR sensor

obj. 1

obj. 2

online labeling

⇒
PC relation

Figure B.14: Schematic depiction of labeling LiDAR data online via known registra-
tion between the sensor and an object (obj.) (top). Live online data
labeling of RGB data via depth channel (point cloud (PC)) of RGBD
camera (bottom). Detections outside of CITrack are neglected and not
labeled.
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Currently, every exteroceptive sensor which allows a spatial registration of the
recorded data can be used in this approach. Further, all objects are attached with
FM and the registration between both is known. Since all spacial relations between
sensors and objects are observed by CITrack plus the fact the dimensioning of ob-
jects is known, the sensor data can be associated to objects as depicted in Fig. B.14.
Noise in images and depth data is handled, such that RGBD points are associated
to objects in a nearest-neighbor approach. It is worth mentioning that the current
approach in simulation is much simpler, as the object ID can be encoded in the
reflective channel of each object. Further, the known object poses can also be used
for automated simulation building, since the objects can be parametrized by their
known poses.
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C Mathematical Foundations
Variants of Bayes equation:

p(a) = p(z, a)
p(z|a) , p(z|a) = p(z, a)

p(a) , p(z, a) = p(a)
p(z, a) (C.1)

p(a|b, c) eq. C.1= p(a, b|c)
p(b|c)

eq. C.1= p(a, b, c)
p(b|c)p(c)

eq. C.1= p(a, b, c)
p(b, c) (C.2)

Logarithm rules:

log(ab) = log(a) + log(b) (C.3)

a log(b) = log(ba) (C.4)

Evidence lower bound:

L =
∑
z

q(z|a) log
(
p(z, a)
q(z|a)

)
(C.5)

Marginal likelihood:

p(a|b) =
∑
z

p(a|z)p(z|b) (C.6)

Independent and identically distributed random variables (i.i.d. or iid or IID):

p(a, b, c) = p(a)p(b)p(c) (C.7)

C.1 Expected Value of a Random Variable

The expected value of a random variable X represents the average of a large num-
ber of independent realizations X = {x1, x2, . . .} ∼ X. If X is discrete, then the
expectation of X is defined as

EP [X] =
∑
x∈X

P (x)x, (C.8)
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where P is the probability mass function of X and X is the support that is a subset
of the domain on which X is defined, of X. If X is continues, then the expectation
of X is defined as

Ep[X] =
∫
X
p(x)x dx =: µ, (C.9)

where p is the probability density function of X. Thus we can interpret E[X] as a
weighted integral of the values x of X, where the weights are the probabilities p(x).
Since all properties for continues case hold for the discrete case as well, the explicit
staging for discrete variables is neglected in the following for brevity. Furthermore,
the braces of the E-operator and the support or range of the integral are neglected:

EX := E[X] := Ep[X] and
∫
p(x)x dx :=

∫
X
p(x)x dx (C.10)

If the random variable is perceived through some function g, then, the expected
value of a function (aka Law of the Unconscious Statistician) of a random variable
becomes

E g(X) =
∫
p(x)g(x) dx. (C.11)

This leads to the moment, analogue to mechanical systems, as a quantitative mea-
sure of the shape of the distribution.

E(X − c)n =
∫
p(x)(x− c)n dx ∀n ∈ N (C.12)

The value of the integral above is called the n-th moment of the probability distribu-
tion p centered about a value c. Known moments are the total probability (n ≡ 0)
which is 1 by definition, mean (µ ∈ R with n ≡ 1 and c ≡ 0) denoting the most
representative value of a distribution, variance (σ2 ∈ R+ with n ≡ 2 and c ≡ µ)
representing the distribution of probability mass around c, skewness (γ ∈ R with
n ≡ 3 and c ≡ µ) revealing if p is more tailed to the left (γ < 0) or to the right
(γ > 0), and kurtosis (κ ∈ R+ with n ≡ 3 and c ≡ µ) measuring the heaviness
of the distribution’s tail. The MSEof a distribution can be written as the sum of
the variance and the squared mean, providing a useful way to calculate the MSE
and implying that in the case of unbiased distribution, the MSE and variance are
equivalent:

σ2 = E
[
X2
]
− E[X]2 = E

[
X2
]

+ µ2 ⇔ E
[
X2
]

= σ2 + µ2 (C.13)

For now, the probability density p is supposed to be a distribution over an uni-modal
quantity. However, it can be more complex as well by being a joint or conditional
density f . Therefore, the expected value is generalized to

Ef(X) g(X) =
∫
f(x)g(x) dx. (C.14)
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This results for example in the expected value, evaluated at y, of the conditional

Ep(x|y)[X|Y = ŷ] =
∫
p(x|ŷ)x dx =:︸︷︷︸

brevity

EX|Y [X|Y = ŷ]. (C.15)

To conclude the definition, the identity of the introduced nomenclature can be used
as follows:

Ep(x)[X] = EX [X] = E[X] = EX. (C.16)

C.2 Further Quantities of a Random Variable

C.2.1 Entropy

The entropyH is the expected surprise of – or average rate at which information is
produced by – a random variable X:

H[X] = −E logb(p(X)) = −
∫
p(x) logb(p(x)) dx (C.17)

Since one can find the entropy operator defined as H for discrete – and the differential
entropy operator h for continuous – random variable, H is introduced interchange-
ably. The differences lie in the basis of the logarithm and unit of entropy that is,
for example, [H] = bit with b = 2 and [h] = nat with b = exp.

C.2.2 Cross Entropy

In information theory, the cross entropy between two probability distributions p
and q measures the average amount of information, measured in nats or bits (c.f.
section C.2.1), needed to identify an event drawn from the set if a coding scheme
used for the set is optimized for an estimated probability distribution q, rather than
the true distribution p. The cross entropy is defined as follows:

H[p, q] = −Ep[log q] = −
∫
X
p(x) log q(x) dx (C.18)

It relates to the Kullback–Leibler divergence and entropy (c.f. section C.2.3 and
C.2.1) as follows:

H[p, q] = DKL(p‖q) + H[p] (C.19)
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C.2.3 Kullback–Leibler Divergence (KLD)

In statistics, the Kullback–Leibler divergence (also called relative entropy) is a mea-
sure of surprise on how one probability distribution q is different from a second,
reference probability distribution p. In the simple case, a Kullback–Leibler diver-
gence of 0 indicates that the two distributions are identical. It was introduced by
Solomon Kullback and Richard Leibler [Kul+51; Kul59] as the directed divergence
between two distributions. In general, if p and q are probability measures over a
set X , and p is absolutely continuous with respect to q, then the Kullback–Leibler
divergence from q to p is defined as

DKL(p‖q) = H[p, q]− H[p] =
∫
X
p(x) log p(x)

q(x) dx ≥ 0 (C.20)

(see [Bis07b, p. 55]).
It is a nonnegative, additive, asymmetric, measure and coincides with the family of
f -divergences Df (p‖q) =

∫
f(dp/ dq) dp introduced by Csiszár [Csi67], with all its

properties. This integral needs to be solved numerically in general, but there exists
a closed-formed expression for Gaussian distributions and others (see Lexa [Lex04])
For two uni-variate Gaussians with p(x) = N (x;µ1, σ1) and q(x) = N (x;µ2, σ2), the
KL-divergence can be written as

DKL(p||q) = log σ2

σ1
+ σ2

1 + (µ1 − µ2)2

2σ2
2

− 1
2 , (C.21)

DKL(p||N (0, 1)) =− log σ1 + σ2
1

2 + µ2
1

2 −
1
2 , (C.22)

DKL(N (0, 1)||q) = log σ2 + 1 + µ2
2

2σ2
2
− 1

2 (C.23)

(see section section C.2.5 for full derivation). Interestingly, the equations C.22 and
C.23 directly reveal that the KLD is not symmetric and therefore not a metric.
Furthermore, pinning the parameters of q in Eq. (C.22) demonstrates that the KLD
is convex at least in the parameters of p and q.

C.2.4 Jensen–Shannon Divergence (JSD)

To overcome the issue of asymmetry in the KLD, one can define its symmetrized
version DKL(p‖q) + DKL(q‖p). This comes, however, with the drawback that the
calculation of the KLD is unstable and even undefined for q(x) = 0 and p(x) 6= 0,
if it needs to be evaluated numerically. Furthermore, there are certain bounds that
the KLD cannot provide for the variational distance and the Bayes probability of
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error. Therefore, Lin [Lin91] introduced the L divergence as a special case of the
JSD for two continues distributions:

DJS(p‖q) = DJS(q‖p) = 1
2 DKL

(
p
∥∥∥p+ q

2

)
+ 1

2 DKL

(
q
∥∥∥p+ q

2

)
(C.24)

C.2.5 KLD for two Gaussian distributions

Let p(x) = N (x;µ1, σ1) brv.=: p and q(x) = N (x;µ2, σ2) brv.=: q. Calculating the
KL-divergence for two different Gaussian distributions is restricted to solving the
two integrals

DKL(p||q) =
∫
p log p−

∫
p log q C.18= −H[p] + H[p, q]. (C.25)

while integration is done over all real values, the solution for H[p] is given from
[Bis07b] with

H[p] = −
∫
p log p = −1

2(1 + log 2πσ2
1) (C.26)

H[p, q] can be expanded as

H[p, q] =−
∫
p log 1

(2πσ2
2)(1/2) e

− (x−µ2)2

2σ2
2 (C.27)

=1
2 log(2πσ2

2)−
∫
p log e

− (x−µ2)2

2σ2
2 (C.28)

=1
2 log(2πσ2

2) +
∫
p

(x− µ2)2

2σ2
2

(C.29)

=1
2 log(2πσ2

2) +
∫
px2 − 2µ2

∫
px+ µ2

2
∫
p

2σ2
2

(C.30)

=1
2 log(2πσ2

2) + Ep[X2]− 2 Ep[X]µ2 + µ2
2

2σ2
2

. (C.31)

Ep[X2] can be substituted via eq. C.13 by Ep[X2] = σ2
1 + µ2

1:

H[p, q] =1
2 log(2πσ2) + σ2

1 + µ2
1 − 2µ1µ2 + µ2

2
2σ2

2
(C.32)

=1
2 log(2πσ2

2) + σ2
1 + (µ1 − µ2)2

2σ2
2

. (C.33)

Putting everything together:

DKL(p||q) = H[p, q]− H[p] (C.34)
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(C.35)

= 1
2 log(2πσ2

2) + σ2
1 + (µ1 − µ2)2

2σ2
2

− 1
2(1 + log 2πσ2

1) (C.36)

(C.37)

= log σ2

σ1
+ σ2

1 + (µ1 − µ2)2

2σ2
2

− 1
2 . (C.38)

C.3 Positiveness of Entropy for a Gaussian
Distribution

Putting equation C.20 and equation C.25 together reveals that the entropy of the
distribution p is always greater than the cross-entropy between p and the proxy q:

DKL(p||q) = −H[p] + H[p, q] ≥ 0 ⇒ H[p, q] ≥ H[p]. (C.39)
While this inequality does not allow further deduction of the entropies’ sign in
general, it is possible to make a statement, if p is Gaussian:

H[p] C.26= log 2eπσ ⇒ H[p] ≥ 0 ∧ H[p, q] ≥ 0 ∀σ ≥ 1
2eπ ≈ 0.0585 (C.40)

This statement is true irregardless of the shape of q.

C.4 Jensen’s Inequality
Jensen’s inequality, published by Johan Jensen [Jen06], is an elementary inequality
for convex and concave functions. Because of its generality, it is the basis of many
significant inequalities, especially in analysis and information theory. Jensen’s in-
equality states that the function value f(x) of a convex function at a finite convex
combination of its arguments x is always less than or equal to a finite convex com-
bination of the function values of the arguments. Therefore, the inequality can be
formulated for any function under the following constraints: a function f needs to
be convex with f(tx1 + (1− t)x2) ≤ tf(x1) + (1− t)f(x2)∀t ∈ [0, 1] meaning convex,
a function g needs to be concave with −g being convex, there exist non-negative
and real valued λi with

∑
i λi = 1. Given these constraints, the inequality can be

formulated as follows:

f

(∑
i

λixi

)
≤
∑
i

λif(xi) and g

(∑
i

λixi

)
≥
∑
i

λig(xi) (C.41)

As depicted in eq. C.41, the difference between convex and concave functions is that
Jensen’s inequality holds in the opposite direction. These inequalities also hold, if
the argument remains constant with xi = const.∀i.
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C.5 Mixture of Gaussian versus Gaussian - Derivation
via Jensen’s Inequality

The following derivation shows the application of Jensen’s inequality to Eq. (5.130).

H[pM] =
∫
pM log pM =

∫
pM log

K∑
k

λkpMk
(C.42)

≥
∫
pM

K∑
k

λk log pMk
C.41 (C.43)

=
K∑
k

λk

∫
pM log pMk

= −
K∑
k

λk H[pM, pMk
] (C.44)

= −H[pM]−
K∑
k

λk DKL(pM‖pMk
) (C.45)

≤ −H[pM] E (C.46)

Jensen’s inequality is applied in eq. C.42 and further, the sum and integral are
swapped. Therefore, the term can be rewritten as:

H[pM] ≥ −
K∑
k

λk H[pM, pMk
] 5.130⇒

K∑
k

λk H[pMk
, pM] ≤

K∑
k

λk H[pM, pMk
] (C.47)

Dropping the KLD would lead to an insufficient inequality, since the resulting term
would then become bigger as shown in eq. C.46 (−DKL ≤ 0). the opposing directed
inequalities do then not allow to make any further deduction on the relation ship
between H[pM] and −∑K

k λk H[pM]
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