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1 Introduction 

Most humans perceive their environment primarily visually. Therefore, it is not 

surprising that a significant part of science and engineering is concerned with the 

development and application of visualization techniques [1]. Human eyes provide a 

spatial resolution of about one arc second, which corresponds to about 0.03 mm at a 

distance of 10 cm (minimum visual range) and serve to visualize the surroundings. In 

order to be able to resolve more details than possible with the human eye, technical 

aids such as magnifying glasses and microscopes are needed. Since magnifying glasses 

reach their limits in practical use for magnifying very small objects, the first light 

microscopes were developed in the 17th century by arranging lenses cleverly [2–5]. 

With help of the first light microscopes, it was possible to discover cells, the 

fundamental structure of a biological unit that underlies all known organisms [6]. 

Today's light microscopes are further developments of those devices. In addition to 

better optics, they use modern light sources (LEDs and lasers instead of sunlight) and 

digital detectors (e.g. camera chips) [7]. 

The field of modern light microscopy, especially fluorescence microscopy, offers the 

possibility to investigate biological structures and processes on different length scales 

and with different complexities [1]. The techniques presented in the course of this thesis 

are intended to complement the tools and methods used in biological and biomedical 

research. With the super-resolution and mesoscopic imaging systems developed in this 

thesis, images of subcellular dynamics [8] and the anatomical structure of human liver 

have already been successfully obtained [9]. 

Typically, light microscopy, including the fluorescence microscopy which is presented in 

this thesis, is employed with light in the visible to near-infrared spectrum (400 nm to 

800 nm). Due to its wave nature and the related diffraction effects, there is a 

fundamental resolution limit for optical imaging systems such as microscopes. In 

general, this depends on the wavelength of the light, the aperture angle of objective 

lens, and the refractive index of the medium between the objective lens and the sample. 

This limit was first formulated by Ernst Abbe in 1873 and is known as the Abbe limit [10]. 

Microscopes optimized for high resolution typically achieve resolutions of about 200 nm 

in the lateral direction [11]. The Abbe limit is of physical origin and therefore even 

applies to the technical and optical highest quality lens-based microscopes. 

Due to continuous development, various methods for contrast generation (including: 

bright/dark field, phase contrast, polarization, fluorescence) are available in light 

microscopes nowadays [12]. Fluorescence microscopy is used to generate specific 

contrasts for biomolecules. Samples can be stained with fluorescent molecules called 
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fluorophores, which are functionalized to bind specifically to the biomolecules of 

interest. Noncovalent binding can be achieved by specific chemical structures of 

fluorophores or by using specific antibodies. Another possibility, i.e., labeling with 

fluorescent proteins, is typically accomplished genetically. A fusion of gene sequences 

coding for the desired target covalently bind to a fluorescent protein, is introduced into 

the target cell or organisms (Nobel Prize in Chemistry 2008 [13]). In opposition to other 

contrast mechanisms, this enables the targeted observation of specific structures and is 

therefore superior for answering biomedical questions. For this reason, fluorescence 

microscopy has become a standard technique used in biomedical research. Both, in vitro 

and in vivo, fluorescence microscopy is used to answer biomedical questions [14]. The 

structures imaged range from pieces of tissue to individual cells and viruses [15–18]. 

Typically, standard wide-field or confocal (laser scanning) fluorescence microscopes are 

used to image biomedical samples [19]. 

In addition to (fluorescence) light microscopy, electron microscopy (EM), focused ion 

beam microscopy (FIB) and atomic force microscopy (AFM) have also established 

themselves as imaging methods [12,20–22]. While they provide structural information 

at very high spatial resolution, they lack the specificity offered by fluorescent labelling. 

For this reason, EM, FIB and AFM are often combined with fluorescence microscopy to 

form the field of correlative microscopy. In this way, specificity and very high resolution 

can be combined in a roundabout way [23–25].  

Super-resolution microscopy 

Unfortunately, the length scale of many biological processes and subcellular structures 

is well below the Abbe limit [26,27]. The Abbe limit, however, makes it impossible to 

obtain information below this fundamental physical resolution limit by only using 

optical imaging. Nevertheless, there is a set of methods that can resolve structures 

below the Abbe limit without violating it. These methods are based on either shifting 

spatial sample information into the time domain and/or introducing pre-known 

information about the sample or illumination. These methods are collectively referred 

to as super-resolution microscopy (or optical nanoscopy) and represent a wide-ranging 

interdisciplinary field of research [28]. For the successful development of the broadly 

applicable methods to overcome the Abbe limit, the Nobel Prize in Chemistry was 

awarded in 2014 "for the development of super-resolved fluorescence microscopy" 

[29]. The methods STED (stimulated emission depletion) [30] and SMLM (single 

molecule localization microscopy) [31,32] considered by the Nobel Prize are today, 

along with SIM (structured illumination microscopy) [33,34], among the three best-

known representations of super-resolution microscopy [28,35–37]. Each of these 

methods uses a different concept to overcome the Abbe limit. 
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STED belongs to the superordinate concept RESOLFT (reversible saturable optical 

fluorescence transitions), which uses deterministic switchable fluorophores [38]. 

Specifically for STED, the focus of the excitation laser scanning over the sample is 

enclosed by a second donut-shaped depletion laser that suppresses the fluorescence, 

reducing the effective excitation volume for the fluorescence to about 50 nm in 

diameter in typical biological applications [28,39,40]. The superordinate concept SMLM 

uses the concept of stochastically switchable (blinking) fluorophores [41]. To be more 

precisely, the intensity distribution (point spread function) of individual blinking 

fluorescence molecules (point emitters) is fitted using appropriate functions [32]. From 

these fits, the position of the fluorescent molecules can be determined with a resolution 

down to tens of nanometers [32,42]. The field of SMLM includes, among others, the 

established methods PALM (photo-activatable localization microscopy) [43], STORM 

(stochastic optical reconstruction microscopy) [44] and dSTORM (direct stochastic 

optical reconstruction microscopy) [45,46]. STED and SMLM have in common that 

usable additional information about the sample, more precisely about the switchable 

fluorescent response of the sample, is known and can ultimately be converted into a 

gain in resolution. 

SIM uses the concept of structured and varying illumination. Illuminating the sample 

with spatially structured light patterns shifts high frequency information (small 

structures) in frequency space (Fourier domain) to lower frequencies (larger structures). 

This allows information, that would actually be below the Abbe limit to be collected by 

the microscope [33,34]. The most common implementation of SIM, introduced by 

Gustafsson and Heintzmann [33,47] uses sinusoidal intensity distributions and their 

harmonics. In this case, 9 or 15 raw images with different phases and angles of the 

sinusoidal pattern are needed to directly extract the high frequency information and 

shift them back to their originally high frequency position in frequency domain 

[33,34,48]. The images reconstructed in this way achieve resolutions of about 100 nm 

[28]. 

The three concepts, respectively their methods (RESOLFT, SMLM and SIM) just 

presented, form a kind of foundation for super-resolution microscopy. In addition, there 

is a great variety of other methods (GSD, MINFLUX, SOFI, nonlinear SIM, …) that also 

enable super-resolution. In general, these are derived from one or more of the 

fundamental methods or the concepts behind them [49–59]. 

Regardless of the concept and the specific method, more time is required to acquire a 

super-resolution image compared to conventional microscopy methods. Either because 

the sample has to be scanned pointwise (STED) or because several raw image 

acquisitions are needed to reconstruct one super-resolved image (SMLM and SIM). 
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Thus, the additional spatial resolution is ultimately achieved at the expense of temporal 

resolution. 

Depending on the application, the choice of the right super-resolution technique is 

essential. There often is a trade-off between temporal and spatial resolution, while 

SMLM and STED allow particularly high resolutions, they are not or only conditionally 

suitable for the investigation of living cells [60]. The main reason for this, is the 

comparatively slow acquisition speed and the need for relatively high excitation 

intensities, which often result in cell death or fluorophore bleaching [60,61]. SIM does 

not achieve the particularly high resolutions of SMLM and STED, but it allows the 

acquisition of several super-resolution images per second. Depending on the system, it 

is possible to achieve up to 60 super-resolved frames per second with SIM [8,62–64]. 

For this reason, SIM is the super-resolution technique, which is particularly suitable for 

the study of living cells [60,65]. 

Mesoscopic optical projection tomography 

In addition to the drive of super-resolution microscopy for higher resolutions in 

biological applications, there is an area of research moving in a different direction. The 

field of microscopic imaging enables the observation of biological structures and 

processes on comparatively small length scales and sample sizes. The corresponding 

counterpart for large biological organisms, such as the human body, is macroscopic 

imaging. Its best known representatives, X-ray computed tomography (CT) [66,67] and 

magnetic resonance imaging (MRI) [68], are mostly associated with medical diagnostics 

and researches [69–72]. The area between microscopic and macroscopic imaging is 

called mesoscopy or mesoscopic imaging. As with macroscopic procedures, mesoscopy 

is concerned with obtaining three-dimensional volumetric images. This provides an 

advantage to the mostly section-based approaches of microscopy because rarer events 

or anomalies are more likely to be observed due to the much larger volume viewed. In 

addition, three-dimensional tracing of anatomical structures, e.g. of blood vessels, is 

possible. 

Optical projection tomography (OPT) is a technique that allows mesoscopic imaging of 

centimeter-sized samples, such as (human) tissues, rodent organs, and rodent embryos 

[9,73–76]. It is the optical equivalent of computed tomography [76]. The images 

acquired by an OPT setup, are projections of the sample from different viewing angles. 

These are then reconstructed into virtual cross-sections through the sample, which is 

known as filtered back-projection. In this way, complete three-dimensional images of 

samples are obtained without the need of being cut up. Despite the comparatively large 

samples, optical projection tomography can achieve resolutions of tens of micrometers 

down to 7 µm [77]. To ensure the required transparency of the samples, they are usually 

clarified by using organic solvents [73,78]. Depending on the application, either 
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absorption or fluorescence can be used as contrast mechanisms, providing the 

invaluable benefit of specificity in optical projection tomography as well. 

Main contributions to optical nanoscopy and mesoscopy of this thesis 

The research presented here pertains to the implementation of microscope systems, 

more specifically, to the still growing field of developing bespoke microscope systems 

and the efforts in democratizing fluorescence microscopy [79–84]. Although many high-

end optical imaging systems (microscopes) are commercially available today (from well-

known optic manufacturers such as Zeiss, Olympus, Leica, and Nikon), custom-made 

systems are often needed to answer individual biomedical questions and to meet 

specific requirements. In addition, the high purchase and operating costs for 

commercial devices are a hurdle for individual research groups or small facilities, which 

require cost-effective alternatives [80–83]. All cost-efficient custom-made optical 

systems developed within the scope of this thesis are described holistically and in detail. 

Likewise, the software developed for simulations, imaging, or post-processing is open-

source and freely available on GitHub. This should enable other scientists to easily 

reproduce the presented systems and/or to further evolve them for their specific 

application. 

In the beginning of this thesis, the relevant theoretical background of light and 

fluorescence microscopy is introduced (section 2.1). Among other things, the imaging 

process of optical systems, resolution limits and fluorescence will be discussed. 

Subsequently, the concepts of super-resolution microscopy will be presented by 

introducing three prominently used super-resolution techniques, named STED, SMLM 

and SIM (section 2.2). However, the focus is primarily on SIM, as it is the particularly 

relevant technique for this thesis. The theoretical basics are concluded with an 

introduction to mesoscopic imaging via OPT (section 2.3). Both, the peculiarities of 

acquiring projections (raw data) and the reconstruction by means of filtered back-

projection are explained on that note. 

In section 3 the implementation and further development of a SIM microscope is 

described. The special feature of this microscope is the generation of illumination 

patterns by a digital micromirror device (DMD). These are of great interest due to their 

small structure-size, low costs, and extremely high speed. DMDs belong to the generic 

term of spatial light modulators (SLMs), which act as robust and fast electronically 

controllable diffraction gratings in SIM microscopes [85]. Commonly, ferroelectric liquid 

crystal on silicon (FLCoS) are used as SLMs to realize fast custom-made SLM-based SIM 

microscopes [62,63,86–89]. DMDs, in contrast to FLCoSs, exhibit the so-called blazed 

grating effect (BGE) due to their jagged surface structure [90,91]. It is responsible for 

asymmetric intensity distribution in the diffraction pattern and therefore ultimately for 
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poor modulation depths of the structured illumination in the sample. The BGE becomes 

particularly problematic when it comes to more than one color channel. 

Within the scope of this thesis, a mathematical-physical model for the theoretical 

investigation of the BGE was evolved and transferred into a framework for the 

simulation of DMDs with coherent light [92]. The simulation results could be verified 

and confirmed by measurements in the laboratory. Based on these, a fast (60 super-

resolved fps), compact and cost-efficient DMD-SIM microscope with one color channel 

could be built, and put into operation [8]. Due to further developments of the 

simulations and the evaluation of their results, the DMD-SIM microscope could be 

successfully extended to two colors in the next step. If necessary, this can even be 

extended to three colors in the future. The functionality, quality, and the achieved super 

resolution below the Abbe limit of the DMD-SIM microscope, both with one and two 

color channels, was successfully demonstrated by various measurements on artificial 

reference samples and biological samples (cells). For the operation of the DMD-SIM 

microscope the open-source software fairSIM-VIGOR was further developed and 

applied [63,93]. 

In section 4, imaging of mesoscopic samples (rodent organs and human tissues) with 

optical projection tomography (OPT) is presented. Since OPT systems are not 

commercially available, a fluorescence OPT setup was built and put into operation. It is 

based on a setup originally developed by David Nguyen [74] and differs primarily in the 

choice of another high-resolution 20 megapixel camera. The system can measure 

samples up to 17.5 mm in diameter. Depending on the sample size, the acquired 

projections and reconstructed cross sections can reach resolutions down to 10 µm. Also, 

for the fluorescence OPT setup, the functionality and quality were proven by 

measurements of artificial reference samples and biological samples (mouse organs). 

The first biomedical relevant data was acquired from human liver tissue, which allows 

the three-dimensional tracing of blood vessels and bile ducts. These could be compared 

with light sheet data from the same sample [9]. Beyond this thesis and the work of the 

author, the fluorescence OPT setup is in constant development and application. For 

example, the setup has been extended to include mesoscopic light sheet illumination 

and has been used to investigate human nasal polyps and mouse embryos. 

Sections 3 and 4 represent the scientific work related to this thesis and are built 

around five publications (3 as first author [8,64,92], 2 as contributions [9,63]) in which 

the author of this thesis was significantly involved (see Section B).  
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2 Theoretical background 

The general idea of light microscopy is the study of small (biological) structures. Photons 

from the visible or near-infrared range of the electromagnetic spectrum serve as 

carriers of the information of the object being observed. The unavoidable diffraction 

effects are essential for understanding the achievable resolution (Abbe limit) and the 

image formation using optical systems such as microscopes.  

In order to understand the concepts and methods used later in this thesis, it is first 

necessary to go into the theoretical background of microscopy. Starting with the basics 

of light and fluorescence microscopy, it goes on to super-resolution methods with a 

special focus on structured illumination microscopy and ends with an introduction to 

optical projection tomography. 

2.1 Basics of light and fluorescence microscopy 

A fundamental understanding of the optical imaging process in microscopes is 

important before delving into the concepts of advanced microscopy techniques. The 

introduction to conventional light and fluorescence microscopy with fundamental 

considerations of resolution limits and image formation prepares for the understanding 

of optical projection tomography and super-resolution methods, especially structured 

illumination microscopy. 

2.1.1 Conventional light microscopy 

The aim of microscopes is to observe objects with a certain magnification. Simple lenses 

already offer an easy way to do this. If you place an object with the object size 𝐺 at a 

distance 𝑔 (object distance) from a lens with a focal length 𝑓, a real image of the object 

with the image size 𝐵 is formed at the image distance 𝑏. (see Figure 1) The magnification 

results from the ratio of 𝐵 to 𝐺 and of 𝑏 to 𝑔: 

𝑀 =
𝐵

𝐺
=
𝑏

𝑔
 (1) 

From geometrical optics, the application of the ray theorem results in the lens equation, 

which describes the relationship between 𝑏, 𝑔 and 𝑓: 

1

𝑏
+
1

𝑔
=
1

𝑓
 (2) 
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Figure 1: Image formation by a single convex lens 

The lens with focal length 𝑓 ≥ 0 images the object 𝐺 on the right at distance 𝑔 onto the left side at distance 
𝑏 as real image 𝐵. 

Modern microscopes are usually built with so-called infinity optics (see Figure 2). The 

first lens (objective lens) is positioned at its focal distance from the object or sample. 

This means that the image distance b is infinite. With the help of the second lens (tube 

lens), the image can be focused from infinity onto a camera chip. Instead of a camera 

chip, a third lens (eyepiece) can also be used to view the sample with the eye. Objective 

lenses, tube lenses and eyepieces usually do not consist of a single lens, but of a lens 

system of several lenses. This serves to correct aberrations (imaging errors). In the 

context of this section, however, it is sufficient to consider these as a single thin lens. 

The ratio of the focal lengths of the objective and tube lenses determine the 

magnification: 

𝑀 =
𝑓𝑡𝑢𝑏
𝑓𝑜𝑏𝑗

 (3) 

  

Figure 2: Infinity optics 

The light emanating from the object/sample in the focal plane is collected by the objective lens and 
transmitted as a parallel beam at the angle 𝛼. The tube lens collects the parallel beams again and focuses 
them in its focal plane. A camera chip can be used to acquire the image created at this point. Optionally, 
instead of the camera chip, an eyepiece can be placed behind the focal plane of the tube lens at its focal 
length to allow the image to be viewed by eye. 
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In terms of ray optics, each point in the object and image plane can be assigned a parallel 

ray bundle between the objective and the tube lens. The angle of incidence or angle of 

emergence of the rays is related to the position in the object and image plane. 

𝐺

𝑓𝑂𝑏𝑗
= tan(𝛼)     and    

𝐵

𝑓𝑇𝑢𝑏
= tan(𝛼) (4) 

2.1.2 Resolution and its limits 

If a point-like light source (e.g. a fluorescence molecule of a few nanometers in size) is 

transmitted through an optical system, its image is not point, but an extended structure. 

This is due to the wave nature of light and the associated diffraction effects, which 

smear the light distribution of each point source into an Airy disk. This intensity 

distribution is called the point spread function (PSF, see Figure 3). 

 

Figure 3:Point spread function 

(a) Schematic representation of a simple infinity optics microscope with a circular aperture diaphragm in 
the back focal plane of the objective lens. 𝛽 is the maximum opening angle of the objective, 𝑎 corresponds 
to the radius of the aperture diaphragm, 𝜃 and 𝑟 indicate the observation angle and observation radius. (b) 
yz-cross-section through the center of a PSF [94]. (c) xy-cross-section through the center of a PSF. (d) 
Intensity distribution of a lateral radial cross-section through the center of a PSF. For better visibility of the 
side maxima of the PSF, (b) and (c) are shown with a gamma correction of 0.5. 
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To derive the PSF from the wave propagation of light, we consider a point light source 

which is located on the optical axis in the front focal plane of an idealized objective lens 

(fulfilling Abbe's sine condition [95]). The spherical waves with wavelength 𝜆 emitted by 

the point light source are collimated by the objective lens. The maximum (half) opening 

angle 𝛽 under which an objective lens can collect light is closely related to the size of 

the aperture of the objective lens in the back focal plane. Often the size of the aperture 

is limited by the diameter or the mount of the objective lens. The collimated planar 

wavefronts of the light collected by the objective lens are diffracted at the aperture. The 

resulting intensity distribution can be calculated in the far field (Fraunhofer 

approximation) via the absolute square of the Fourier transformation of the circular 

aperture diaphragm with radius 𝑎 as a function of the viewing angle 𝜃 [96]: 

𝑃𝑆𝐹(𝜃) = 𝑃𝑆𝐹𝑚𝑎𝑥 ⋅ (2
𝐽1(

2𝜋𝑎

𝜆
sin(𝜃))

2𝜋𝑎

𝜆
sin(𝜃)

)

2

     with     𝑃𝑆𝐹𝑚𝑎𝑥 = (
𝜋𝑎2

𝜆𝑏
)
2

 (5) 

𝐽1 is the first order Bessel function of the first kind. The highest intensity 𝑃𝑆𝐹𝑚𝑎𝑥 is 

observed in the center (𝑟 = 0). If the angle-dependent diffraction image is imaged with 

the aid of a lens (tube lens), the observation angles 𝜃 can be transferred to distances 𝑟 

in the image plain (e.g. on a camera chip). With sufficient distance between the back 

focal plane of the objective and the tube lens, the small-angle approximation (𝑠𝑖𝑛(𝜃) ≈

𝑡𝑎𝑛(𝜃) = 𝑟/𝑏 ) is fulfilled. For the intensity distribution in the image plane (e.g. on a 

camera chip) it follows: 

𝑃𝑆𝐹(𝑟) = 𝑃𝑆𝐹𝑚𝑎𝑥 ⋅ (2
𝐽1 (

2𝜋𝑎
𝜆
𝑟
𝑏
)

2𝜋𝑎
𝜆
𝑟
𝑏

)

2

 (6) 

If both, the point light source and the camera chip, are within the focal distance of the 

objective and the tube lens, the two-dimensional description of the PSF in the xy-plane 

is sufficient. If the point light source is above or below the focal plane of the lens, the 

third spatial dimension (𝑧) must also be taken into account. There are several models 

for approximating optical systems that can be used to calculate three-dimensional PSFs 

[94].  

For the characterization of objective lenses and optical systems, not the previously used 

(half) aperture angle 𝛽 is usually used, but the numerical aperture 𝑁𝐴. This additionally 

considers the refractive index 𝑛 of the immersion medium between the objective and 

the sample (air, water, immersion oil), whereby the effective opening angle of the 

objective can be increased. In case there are different media with relevant thickness 

(more than a few nanometers) between objective lens and sample (e.g. air and glass), 



17 
 

the lowest refractive index applies. The NA decisively determines the width of the point 

spread function and thus also the resolution of optical systems and microscopes.  

𝑁𝐴 = 𝑛 ⋅ sin(𝛽) (7) 

The answer to the question at what distance two incoherent point light sources can be 

distinguished from each other has become established as one of the common methods 

for determining the resolution of an optical system. However, since this distance is not 

clearly defined, two frequently mentioned criteria have become popular. The Sparrow 

criterion (Figure 4a) describes the distance from which a minimum is formed in the 

center of the superimposed intensity profile of the imaged point light sources [97]. The 

Rayleigh criterion (Figure 4c) is defined by the distance at which the maximum of the 

PSF of one imaged point light source is located in the minimum of the other [98]. 

𝑑𝑆𝑝𝑎𝑟𝑟𝑜𝑤 =
0.47 𝜆

𝑁𝐴
          𝑑𝑅𝑎𝑦𝑙𝑒𝑖𝑔ℎ =

0.61 𝜆

𝑁𝐴
 (8) 

 

 

Figure 4: Resolution limits in comparison 

Top: Two-point light sources image by an optical system at a distance of 𝑑𝑆𝑝𝑎𝑟𝑟𝑜𝑤 (a), 𝑑𝐴𝑏𝑏𝑒  (b) and 

𝑑𝑅𝑎𝑦𝑙𝑒𝑖𝑔ℎ  (c) are shown with a gamma correction of 0.5. Bottom: The intensity distribution of the cross-

sections through the center of the corresponding images. The red and black graphs each represent a single 
PSF, while the blue graph indicates the superposition of the two PSFs. The dotted vertical lines in (c) indicate 
that the main maximum of each PSF lies in the first minimum of the other. 
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Ernst Karl Abbe chose a different approach to determine the resolution of optical 

systems. If one tries to observe a coherently exposed grating structure through an 

optical system, it can only be imaged if at least the zeroth and one of the two first orders 

of diffraction can be collected by the optical system [10]. 

|𝛽0| ≤ 𝛽𝑜𝑏𝑗          |𝛽1| ≤ 𝛽𝑜𝑏𝑗 (9) 

As shown in Figure 5, we consider an optical grating with grating constant 𝑑. This is 

exposed to coherent light of wavelength 𝜆 along the optical axis (angle of incidence 𝛾 =

0). For the angle of emergence 𝛽𝑚 of the mth diffraction order applies [99]: 

sin(𝛽𝑚) + sin(𝛾) =
𝑚𝜆

𝑛𝑑
 (10) 

 

 

Figure 5: Coherent Abbe limit 

Coherent light of wavelength 𝜆 falls parallel to the optical axis on a grating located in the focal plane of the 
objective lens. The diffraction orders collected by the objective lens are parallelised. In case (a), the grating 
constant is 𝑑 > 𝑑𝐴𝑏𝑏𝑒𝑐𝑜ℎ, so that only the zeroth order is transmitted, resulting in no image on the screen. 

In case (b), the grating constant is 𝑑 ≤ 𝑑𝐴𝑏𝑏𝑒𝑐𝑜ℎ  the zeroth and the two first diffraction orders are 

transmitted, with the result that the grating is imaged on the screen as a sinusoidal structure. 
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For 𝑚 = 1 and 𝛾 = 0 eq. (10) follows: 

𝑑 =
𝜆

𝑛 ⋅ sin(𝛽1)
≥

𝜆

𝑛 ⋅ sin(𝛽𝑜𝑏𝑗)
=

𝜆

𝑁𝐴
 (11) 

The limiting case 𝛽1  = 𝛽𝑜𝑏𝑗  eq. (11) leads to the coherent Abbe limit: 

𝑑𝐴𝑏𝑏𝑒𝑐𝑜ℎ =
𝜆

𝑁𝐴
 (12) 

As shown in Figure 6, if the optical grating is exposed at an angle 𝛾, the angle of 

incidence is always equal to the angle of emergence for the zeroth order of diffraction. 

𝛽0 = −𝛾 (13) 

In order for the zeroth diffraction order to be acquired by the optical system, the 

exposure angle 𝛾 must not exceed half the aperture angle of the lens. 

|𝛽0| = 𝛾 ≤ 𝛽𝑜𝑏𝑗  (14) 

 

Figure 6: Coherent Abbe limit with angle of incidence  

Coherent light of wavelength 𝜆 falls at the maximum opening angle of the objective 𝛾 = 𝛽𝑜𝑏𝑗  on a grating 

which is in the focal plane. In case (a) the grating constant is 𝑑 ≥ 𝑑𝐴𝑏𝑏𝑒𝑐𝑜ℎ , so that the zeroth, one first and 

one second diffraction order are transmitted. In case (b), the grating constant is exemplarily 𝑑 ≥ 𝑑𝐴𝑏𝑏𝑒, so 
that the zeroth and one of the first diffraction orders are transmitted. In both cases, the grating is imaged 
as a sinusoidal structure. 
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The following relation results from eq. (10) for the first diffraction order: 

𝑑 =
𝜆

𝑛 ⋅ (sin(𝛽1) + sin(𝛾))
≥

𝜆

𝑛 ⋅ (sin(𝛽𝑜𝑏𝑗) + sin(𝛽𝑜𝑏𝑗))
=

𝜆

2𝑁𝐴
 (15) 

The limiting case 𝛽1 = 𝛽𝑜𝑏𝑗 and 𝛾 = 𝛽𝑜𝑏𝑗 leads to what is generally known as Abbe limit 

(Figure 4b) [10]: 

𝑑𝐴𝑏𝑏𝑒 =
𝜆

2𝑁𝐴
 (16) 

This limit applies not only to coherent exposure but also to incoherent exposure. As 

shown in Figure 7, one way to model incoherent light is to have coherent light coming 

from all directions. The relationships shown above apply to each of these directions. 

Based on eq. (15), each angle of incidence 𝛾𝑖  produces an image with the resolution: 

𝑑𝑖 =
𝜆

𝑛 ⋅ (sin(𝛽𝑜𝑏𝑗) + sin(𝛾𝑖))
 (17) 

Summing up all these images, we get the image that is imaged by the optical system 

with incoherent light. We assume that the numerical aperture (effective opening angle) 

of our exposure 𝑁𝐴𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟 is at least equal to that of the lens. 

𝑛 ⋅ sin(𝛾𝑚𝑎𝑥) = 𝑁𝐴𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟 ≥ 𝑁𝐴𝑜𝑏𝑗  (18) 

 

 

Figure 7: Incoherent Abbe limit 

Incoherent light is modelled as coherent light of wavelength 𝜆 from all directions (−𝛽𝑜𝑏𝑗 ≤ 𝛾 ≥ 𝛽𝑜𝑏𝑗) and 

exposes a grating located in the focal plane. The grating constant is 𝑑 ≥ 𝑑𝐴𝑏𝑏𝑒 . All angles of incidence for 
which the zeroth and one of the first diffraction orders is transmitted contribute to the contrast of the image 
as a sinusoidal pattern. 
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In this case, all angles of incidence -𝛽𝑜𝑏𝑗 ≤ 𝛾𝑖 ≤ 𝛽𝑜𝑏𝑗 contribute to the image and thus 

also to the resolution. From eq. (17), this leads to: 

𝑑𝐴𝑏𝑏𝑒𝑖𝑛𝑐𝑜ℎ  = min(𝑑𝑖 =
𝜆

𝑛 ⋅ (sin(𝛽𝑜𝑏𝑗) + sin(𝛾𝑖))
) 

=
𝜆

𝑁𝐴 + 𝑁𝐴𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟
=

𝜆

2𝑁𝐴
= 𝑑𝐴𝑏𝑏𝑒  

(19) 

For decreasing structure-sizes, however, the achievable contrast decreases more and 

more until it finally falls to zero for 𝑑𝐴𝑏𝑏𝑒  [65]. Figure 8 serves as a comparison 

between a coherent and incoherent image with a diffraction-limited optical system. 

Which of the three resolution criteria presented is the supposedly correct one remains 

controversial to this day. In the further course of this thesis, the (incoherent) Abbe limit 

(eq. (16)) will be considered as the one resolution limit. The argumentation based on 

structures (gratings) with grating constants and the associated spatial frequencies 𝑘 =

1/𝑑 is more appropriate in the context of this thesis than the argumentation about 

point light sources. In addition, all microscopy images shown in this document are 

subject to incoherent image formation. 

 

 

Figure 8: Comparison of coherent and incoherent images 

Simulated image of the test object (a) through a diffraction-limited optical system with coherent (b) and 
incoherent (c) illumination incident parallel to the optical axis (𝛾 = 0). While the contrast in the coherent 
image decreases abruptly with decreasing structure-sizes, the contrast in the incoherent image decreases 
gradually. 
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2.1.3 Optical transfer function and image formation 

The so-called optical transfer function (OTF) indicates how well an optical system can 

map the spatial frequencies k of an object. For the idealised coherent case, with angle 

of illumination 𝛾 = 0, the OTF is constant 1 for spatial frequencies whose absolute value 

is below the coherent abbe limit, otherwise 0 [96]: 

𝑂𝑇𝐹𝑐𝑜ℎ(𝑘) =

{
 
 

 
 1     𝑖𝑓     |𝑘| <

1

𝑑𝐴𝑏𝑏𝑒𝑐𝑜ℎ
=
𝑁𝐴

𝜆

0     𝑖𝑓     |𝑘| >
1

𝑑𝐴𝑏𝑏𝑒𝑐𝑜ℎ
=
𝑁𝐴

𝜆

 (20) 

In general, the incoherent OTF of an optical system can be calculated by the Fourier 

transform of the PSF or by autocorrelating the back focal plane aperture of the objective 

lens. The Fourier transform of the PSF of an idealized optical system (eq. (5) & (6)) yields 

the corresponding incoherent OTF [96]: 

𝑂𝑇𝐹𝑖𝑛𝑐𝑜ℎ(𝑘) = ℱ(𝑃𝑆𝐹(𝑟)) = 𝑃𝑆�̃�(𝑘) 

=
2

𝜋
(arccos (|

𝑘

𝑘𝑚𝑎𝑥
|) − |

𝑘

𝑘𝑚𝑎𝑥
|√1 − (

𝑘

𝑘𝑚𝑎𝑥
)
2

) 
(21) 

 

Figure 9: Coherent and incoherent OTF 

Representation of an idealized coherent (red) and incoherent (blue) OTF of an optical system. 
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In general, the OTF is a complex-valued function that can be divided into the modulation 

transfer function (MTF) and phase transfer function (PhTF). The MTF corresponds to the 

amplitude and the PhTF to the phase. OTF and MTF are often used synonymously in 

microscopy, typically using the term OTF also when referring (only) the amplitude (MTF) 

and explicitly stating when the phase component (PhTF) is of interest. 

𝑂𝑇𝐹(𝑘) = 𝑀𝑇𝐹(𝑘) ⋅ 𝑒𝑖⋅𝑃ℎ𝑇𝐹(𝑘) (22) 

The shape of the incoherent OTF (see Figure 9) also clarifies why the contrast in the 

incoherent case continues to decrease with increasing spatial frequency up to the Abbe 

limit. In frequency space, the frequency of the Abbe limit is called the cut-off frequency: 

𝑘𝑚𝑎𝑥 =
1

𝑑𝐴𝑏𝑏𝑒
=
2𝑁𝐴

𝜆
 (23) 

Mathematically, the formation of the image 𝐷(𝑟) in the spatial domain 𝑟 can be 

described as a convolution (convolution operator: ∗) of the sample 𝑆(𝑟) (including 

illumination 𝐼(𝑟)) with the point spread function 𝑃𝑆𝐹(𝑟): 

𝐷(𝑟) = [𝑆(𝑟) ⋅ 𝐼(𝑟)] ∗ 𝑃𝑆𝐹(𝑟) (24) 

In Fourier space �⃗⃗� (frequency domain) we get: 

ℱ(𝐷(𝑟)) = �̃�(�⃗⃗�) = [�̃�(�⃗⃗�) ∗ 𝐼(�⃗⃗�)] ⋅ 𝑃𝑆�̃�(�⃗⃗�) = [�̃�(�⃗⃗�) ∗ 𝐼(�⃗⃗�)] ⋅ 𝑂𝑇𝐹(�⃗⃗�) (25) 

Using the convolution theorem for Dirac delta functions 𝛿(�⃗⃗� − �⃗�), 

�̃�(�⃗⃗�) ∗ 𝐼(�⃗⃗�) = 𝑐𝑜𝑛𝑠𝑡 ⋅ ℱ(𝑆(𝑟) ⋅ 𝐼(𝑟))          �̃�(�⃗⃗�) ∗ 𝛿(�⃗⃗� − �⃗�) = �̃�(�⃗⃗� − �⃗�) (26) 

we obtain, for spatially constant illumination 𝐼(𝑟) = 𝐼0: 

�̃�(�⃗⃗�) = [�̃�(�⃗⃗�) ∗ 𝛿(�⃗⃗�) ⋅ 𝐼0] ⋅ 𝑂𝑇𝐹(�⃗⃗�) = 𝐼0 ⋅ �̃�(�⃗⃗�) ⋅ 𝑂𝑇𝐹(�⃗⃗�) (27) 

Equation (24) in the spatial domain and (27) in the frequency domain are equivalent in 

their meaning. The description in Fourier space, however, has certain advantages that 

make procedures such as deconvolution and super-resolved SIM microscopy possible 

(section 2.1.5 & 2.2.3). Figure 10 illustrates the formation of the image in spatial and 

frequency domain. 
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Figure 10: Image formation in spatial and frequency domain 

With spatially constant exposure, the formation of an image (c) can be described mathematically in spatial 
domain as the convolution of the sample (a) with the PSF (b). Equivalently, in frequency domain the Fourier 
transform of the image (e) can be described as multiplication of the Fourier transform of the sample (c) with 
the (incoherent) OTF (d). The Fourier transform and its inverse enable the change between spatial and 
frequency domain. 

So far, we have only considered two-dimensional OTFs from the focal plane of an optical 

system. Outside the focus (𝑧 ≠ 0), the image formation can still be described by 

equations (24) and (27), as long as a three-dimensional OTF (see Figure 11) is 

considered. This is also obtained by the Fourier transformation of the three-dimensional 

PSF (see 2.1.2). Three-dimensional OTFs usually have the so-called missing cone. This 

describes the disappearance of the OTF near 𝑘𝑟 = 0 for 𝑘𝑧 ≠ 0. This means that low 

frequencies (coarse structures) can be poorly resolved along the optical axis (z). This 

"missing cone problem" manifests itself in practice as a background or out-of-focus 

signal.  

 

Figure 11: Three dimensional OTF 

(a) Schematic representation of the scope of a three-dimensional OTF (blue) and the missing cone (red). (b) 
Exemplary representation of a real OTF [100]. 
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2.1.4 Fluorescence microscopy 

For a long time, microscopy was limited to unspecific contrast generation with methods 

such as bright-field, dark-field, polarization, and phase-contrast microscopy. It was not 

until the development of fluorescence microscopy that it became possible to specifically 

obtain a strong contrast of the desired structures in biological samples [101]. 

Fluorescence 

The discovery and first description of fluorescence goes back to George Gabriel Stokes 

in 1852 [102]. Fluorescent molecules (fluorophores) are usually described using the 

Born-Oppenheimer approximation and the Franck-Condon principle. The change of 

state of the electrons (approx. 10−15 𝑠) compared to the nuclei (approx. 10−13 𝑠) can 

be assumed to be instantaneous [101]. This results in the so-called Jablonski diagrams, 

which visually describe the electronic energy levels and the possible transitions (see 

Figure 12a). A distinction is made between the singlet states 𝑆 with spin multiplicity one, 

which is important for fluorescence, and the triplet states 𝑇 with spin multiplicity three, 

which is important for phosphorescence. The energy of a photon results from the Planck 

constant h and its frequency 𝜈, which can be determined from the speed of light 𝑐 and 

the wavelength 𝜆. 

𝐸 = ℎ𝜈 =
ℎ𝑐

𝜆
 (28) 

Through the absorption of a photon 𝜆𝑎𝑏𝑠, valence electrons can be brought from the 

singlet ground state 𝑆0 into one of the vibrational levels 𝑣0−𝑚 of the excited singlet 

states 𝑆1−𝑛 [101]. Due to radiation less vibrational relaxation, however, the higher 

vibrational levels have a comparatively short lifetime, so that the electron is in the 

lowest vibrational level 𝑣0 of the excited state 𝑆1−𝑛 after approx. 10−12 𝑠 [103,104]. If 

the electron is not in the first excited state, but in a higher one, it can reach the 𝑆1 state 

by means of internal conversion. After a lifetime of approx. 10−8 𝑠 [101], a fluorescence 

photon 𝜆𝑓𝑙  is emitted during the transition from 𝑆1𝑣0 to a vibrational level 𝑣0−𝑚 of the 

singlet ground state 𝑆0. 

In the case of strong spin-orbit coupling, an actually spin-forbidden transition from an 

excited singlet state to a triplet state and finally to 𝑇1 is possible through so-called inter-

system crossing [101]. Since the transition from 𝑇1 to 𝑆0 is also spin-forbidden, the 

lifetime in 𝑇1 can last from a few microseconds to one second after excitation [105]. 

During the transition from 𝑇1𝑣0 to a vibronic level 𝑣0−𝑚 of the singlet ground state 𝑆0, 

a phosphorescence photon 𝜆𝑝ℎ is emitted [103,104,106]. 

There are three rules for fluorescence, which do not apply without exception and 

therefore serve more as a guideline for understanding fluorescence: 
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• Kasha’s rule: Due to the very short lifetime (approx. 10−12 𝑠) of higher (𝑣 ≠ 𝑣0) 

vibronic states, fluorescence transitions usually take place from the lowest 

vibronic level (𝑣 = 𝑣0) of the first excited singlet state. Therefore, the 

wavelength of the exciting photon has no effect on the wavelength of the 

fluorescence [107]. 

• Mirror image rule: Due to the Franck-Condon principle, the absorption and 

emission spectra of fluorophores often exhibit mirror symmetry to each other 

(see Figure 12b) [101,106]. 

• Stokes shift: Due to the radiation less transitions between the absorption and 

emission of a photon, the energy of the emitted photons is smaller than that of 

the absorbed photons. As a result, the wavelength of the emission is red-shifted 

compared to the absorption, 𝜆𝑓𝑙 ≥ 𝜆𝑎𝑏𝑠 (see Figure 12b) [102,106]. 

 

 

Figure 12: Jablonski diagram & absorption and emission spectrum of fluorophores 

(a) The Jablonksi diagram illustrates the possible transitions of valence electrons in fluorescent molecules. 
Upon interaction with a photon 𝜆𝑎𝑏𝑠, the molecule can be brought from the electronic singlet ground state 
𝑆0𝑣0 to the first excited singlet state 𝑆1𝑣0−𝑚. Due to radiationless vibrational relaxation, the electron is in 
the vibrational ground state 𝑆1𝑣0 shortly afterwards (Kasha's rule). If the molecule is excited into a higher 
singlet state 𝑆𝑛, it can also reach 𝑆1 by internal conversion. With strong spin-orbit coupling, the actually spin 
forbitten transition from 𝑆𝑛 to the triplet state 𝑇1 is possible through intersystem crossing. The emission of 
a photon 𝜆𝑓𝑙  during the transition from 𝑆1𝑣0 to 𝑆0𝑣0−𝑚 is called fluorescence. Phosphorescence describes 

the emission of photons 𝜆𝑝ℎ during the transition from 𝑇1𝑣0 to 𝑆0𝑣0−𝑚. Due to the energy dissipation of the 

non-radiative transitions before the fluorescence and phosphorescence transition, the wavelength of the 
emitted photons is greater than that of the absorbed ones (Stokes shift). (b) Absorption and emission 
spectrum using the example of Alexa Fluor 488. An almost mirror-symmetrical shape of the two spectra is 
recognizable (mirror rule). The wavelength difference between the maxima of the absorption and emission 
illustrates the Stokes shift. 
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Equivalent to radioactive decay, the fluorescence process can be described by an 

exponential decay law [99]. The number of excited fluorophores 𝑁 at time 𝑡 results from 

the number of excited fluorophores 𝑁0 at time 𝑡 = 0 and the mean lifetime of excitation 

𝜏. 

𝑁(𝑡) = 𝑁0 ⋅ 𝑒
−𝑡/𝜏 (29) 

The emission of a photon by an excited fluorophore is (usually) an independent 

stochastic process, meaning the time of each emission is random and not influenced by 

other emissions. Thus, the phase information of the absorbed (possibly coherent) 

photons cannot be obtained. Therefore, fluorescence can be considered incoherent. 

Consequently, the resolution limit for fluorescence microscopy is the (incoherent) Abbe 

limit from eq. (16). 

Biological structures are fluorescent themselves (autofluorescence) due to the nature 

of cellular structures and components. For example, amino acids such as tryptophane, 

tyrosine and phenylalanine in high concentration can lead to significant 

autofluorescence in proteins. These can be observed in a fluorescence microscope 

without further preparation (staining). Nevertheless, autofluorescence is usually very 

weak. However, if desired structures require visualization, strong stable efficient 

fluorophores should be added to the molecule of interest. The staining then also 

provides the necessary specificity. Depending on the fluorophore, these are 

functionalized either directly or with the help of tags such as antibodies or small 

structures with affinity to the desired molecules [101]. Fluorophores can reach the 

molecule of interest through diffusion in a medium containing the target. These can 

stain the desired structures through non-covalent interactions or covalently bound after 

induced chemical reactions. Another important possibility for fluorescent staining is the 

genetic engineering of the gene coding for of the desired target protein to a gene coding 

for a fluorescent protein of choice, such as eGFP (enhanced green fluorescent protein) 

[108]. The resulting chimeric gene expresses the protein of interest fused to a 

fluorescent protein. Due to its great importance in the research applications in biology, 

especially cell biology, the Nobel Prize in Chemistry was awarded in 2008 for the 

discovery, further development, and application of GFP [13]. If the fluorophores used 

have weak signal, the autofluorescence, which is actually weak, may be strong enough 

to cause undesirable non-specific (background) signal. 

With the longer exposure, one often observes a bleaching of the fluorophores. The 

reason for this is usually the reaction of a fluorophore in the triplet state with molecular 

oxygen 𝑂2. The reaction product is usually not fluorescent and therefore bleached. 

Fluorophores that bleach comparatively little are called photostable. If the application 

permits, these should be used primarily for fluorescent labelling. 
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As of today, there is a wide range of fluorophores with different properties [109,110]. 

Especially for advanced techniques, it is sometimes necessary that the fluorophores can 

be made to blink [111], or that they can be specifically switched off (quenching) [101]. 

Wide-field fluorescence microscope 

Modern standard widefield microscope essentially consists of four components: A light 

source, an objective lens, a tube lens, and a camera. Fluorescence microscopes 

additionally have a special component, a dichroic mirror. these reflect or transmit light 

depending on the wavelength and are available in various configurations [112]. For 

example, a simple dichroic mirror could reflect all wavelengths below 500 nm and 

transmit all above. Thus, thanks to the Stokes shift, the light of excitation (usually lasers 

or LEDs, e.g. a 488 nm laser) can be separated from that of fluorescence (e.g. from Alexa 

Fluor 488, Figure 12b). This makes it possible to use the objective lens for both 

illumination and detection (see Figure 13) [101,103,106]. 

Wide-field fluorescence microscopes can be operated in different illumination 

configurations depending on how the excitation light is shone into the objective. If it is 

focused in the center of the back focal plane, the result is a collimated transmitted light 

illumination known as epi-illumination (Figure 13b). This allows structures to be 

acquired anywhere in the field of view, but comparatively much unwanted background 

signal is obtained from outside the focal plane. 

The further out the focus is created in the back focal plane, the larger the angle Θ at 

which the excitation light falls into the sample. When Θ becomes so large that total 

internal reflection occurs at the interface between the cover glass with refractive index 

𝑛1 and the sample with refractive index 𝑛2 (eq.(30), Θ ≥ Θ𝑇𝐼𝑅𝐹), light no longer 

propagates into the sample (Figure 13c). To achieve this, two technical conditions have 

to be fulfilled: The objective lens must support a sufficiently large opening angle Θ (so-

called TIRF objectives), and the refractive index of the immersion medium between the 

objective lens and the sample must be greater than that of the sample. 

Θ𝑇𝐼𝑅𝐹 = arcsin (
𝑛2
𝑛1
) (30) 

On the sample side, an evanescent electromagnetic field of the excitation light is formed 

at the interface, which decreases exponentially with distance and penetrates about 

100nm deep into the sample [113]. This TIRF (total internal reflection fluorescence) 

exposure excites only fluorophores within this evanescent field and is therefore 

particularly well suited for imaging structures within the sample that are very close to 

the coverslip (bottom). Background signal is practically non-existent here, since only 

fluorophores within the focal plane are excited [114]. 
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Figure 13: Wide-field fluorescence microscope and illumination configurations 

(a) Schematic representation of a wide-field fluorescence microscope. The excitation light from the light 
source (laser) is expanded by a telescope and, if necessary, purified by an excitation filter. After redirection 
by a mirror, the light is focused by means of a lens via the reflection at the dichroic mirror into the center of 
the back focal plane of the objective (epi-illumination). The collimated fluorescence light collected by the 
objective is transmitted through the dichroic mirror and cleaned up by a detection filter before being focused 
through the tube lens onto the camera chip. (b) Schematic representation of epi-illumination. The excitation 
light is focused into the center of the back focal plane of the objective lens, flooding the sample with 
collimated excitation light. (c) Schematic representation of TIRF illumination. The excitation light is focused 
very far out in the back focal plane, so that total internal reflection occurs at the interface between the 
coverslip and the sample. Fluorophores are excited only very close to the coverslip within the sample (about 
100 nm) by an evanescent field. (d) Schematic representation of the HILO illumination. The excitation light 
is focused outside in the back focal plane, but in such a way that there is no total internal reflection, but a 
slightly oblique excitation light sheet inside the sample. (e) Schematic representation of the illumination in 
a confocal laser scanning microscope (CLSM). The collimated excitation light is shone into the back focal 
plane of the objective, causing it to be focused in the focal plane in the sample (diffraction limited). Scanning 
mirrors can be used to vary the angle of incidence in the back focal plane, allowing scanning of the focus 
over the sample. 
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If the advantages of TIRF illumination are not to be used close to the cover glass, but 

rather deeper in the sample, HILO (highly inclined and laminated optical sheet) exposure 

is a compromise (Figure 13d) [115]. The focus in the back focal plane is off-center, 

similar to TIRF illumination. The angle Θ at which the sample is exposed remains smaller 

than in TIRF exposure (Θ ≤ Θ𝑇𝐼𝑅𝐹). As a result, a slightly oblique excitation light sheet 

is formed in the sample, which produces less background signal compared to wide-field 

illumination. 

Another possibility of illumination is offered by light sheet fluorescence microscopy 

(LSFM) or single plane illumination microscopy (SPIM) [116,117]. Here, a thin (a few 

micrometers thick) light sheet is usually shone into the sample perpendicular to the 

detection objective. The simplest way to generate this is to focus an expanded 

collimated laser beam along one direction using a cylindrical lens. Since the 

fluorophores are excited only within the thin light sheet, light sheet images have a very 

low amount of out-of-focus signal and allow better sectioning (z-resolution) than wide-

field images. For the same reason, photobleaching and phototoxicity of the whole 

sample is significantly reduced. 

Light sources 

While the first microscopes used the sun as a light source, today various artificial light 

sources can be used for illumination. The first representative for this were incandescent 

lamps. These heat a filament by means of electric current, so incoherent 

omnidirectional blackbody radiation (up to 3400 K in halogen lamps [118]) is emitted by 

them. Since it is blackbody radiation, i.e., approximately white light with a very broad 

spectrum, incandescent lamps are not very suitable for fluorescence excitation. Spectral 

filtering can be used to obtain a narrow enough portion of the spectrum for 

fluorescence excitation, but then a large part of the light output is lost. 

The successor to incandescent lamps were gas-discharge lamps. Here, a gas in a 

transparent cylinder is ionized by means of an electric discharge. The transitions of the 

electronic energy levels of the atoms or molecules of the ionized gas yields an 

incoherent omnidirectional emission at specific spectral lines emitted by the lamp. 

Appropriate splitting and/or filtering of those spectral lines results in nearly 

monochromatic light. This is well suited for fluorescence excitation, particularly because 

the visible emission spectrum (especially 405 nm, 436 nm, 546 nm, and 578 nm [119]) 

of mercury vapor lamps is compatible for excitation of various fluorophores. 

Nowadays, modern microscopes that do not require a coherent light source mainly use 

LEDs (light-emitting diodes). A Nobel Prize in Physics was awarded in 2014 "for the 

invention of efficient blue light-emitting diodes which has enabled bright and energy-

saving white light sources" [120], which greatly enhanced the applicability of LEDs for 
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scientific and general lighting applications by greatly enhancing the available spectrum. 

LEDs are based on semiconductor diodes whose band gap corresponds to the spectral 

energy of the desired light. The incoherent and for most applications monochromatic 

(20nm typical spectral width) light is emitted omnidirectionally, but in contrast to 

incandescent lamps and gas discharge lamps, it can easily be given a direction with the 

help of appropriate optics due to the comparatively small luminous surface. LEDs are 

efficient, cost-effective and have a high light output. For this reason, they are widely 

used not only in microscopy but have replaced most other forms of illumination in 

everyday life. 

Lasers (Light Amplification by Stimulated Emission of Radiation) are the go-to light 

source as soon as the microscopy technique used requires or benefits from a coherent 

light source. The principle of operation of lasers is based on the pumping medium (gas, 

solid crystal or semiconductor), which has a multi-level system, pumped by an (external) 

energy source (e.g. an LED), so that a population invasion occurs. The pumping medium 

is usually surrounded by two mirrors (one fully reflective, the other partially reflective) 

aligned parallel to each other, forming an optical resonator (cavity). Stimulated emission 

triggers an avalanche effect, whereby the atoms or molecules of the pump medium emit 

photons coherently (same wavelength, phase and direction). The optical resonator 

further enhances this effect. 

Diode lasers are often used in microscopes and are nowadays available in many 

wavelengths. Diode lasers use an LED semiconductor as pump medium, which requires 

a more complex band structure than for ordinary LEDs. Due to the dimensions of the 

LED semiconductor, the size of the optical resonator is correspondingly small here, 

resulting in lower coherence lengths of the emitted laser light. However, for most 

microscopy applications, even a low coherence length is usually still sufficient. Diode 

lasers are comparatively inexpensive and enable very high output powers (up to 1 W 

and more). An important feature that distinguishes diode lasers from gas or solid-state 

lasers is the possibility of tuning the lasing wavelength via the diode temperature. The 

main reason for this is the temperature dependence of the refractive index of the 

semiconductor and the length of the laser cavity. 

Diode lasers can furthermore be used to pump a solid-state crystal. This leads to the 

term DPSS (diode pumped solid state) lasers. These then have the lasing wavelength of 

the solid-state crystal and a much larger coherence length than pure diode lasers. DPSS 

lasers are usually spectrally cleaned to ensure that no light from the pumping diode 

laser leaks out. 
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Detectors 

Wide-field fluorescence microscopes typically use semiconductor-based camera chips 

as detectors. These consist of a two-dimensional pixel array of light-sensitive 

photodiodes that convert incident photons of the visible spectrum into electrical 

charges using the internal photoelectric effect. 

The basis of the square pixels is a (usually positively) doped semiconductor (e.g. silicon). 

Above this is an insulating layer (e.g. silicon dioxide). The top layer of each pixel is an 

electrode made of an optically transparent and conductive material (e.g. polycrystalline 

silicon) [121]. By applying a (positive) voltage to the electrode, a potential well for the 

minority charge carriers (electrons) is formed in the top of the semiconductor. Incident 

photons, whose energy is greater than that of the bandgap of the semiconductor, can 

lift electrons from the valence band to the conduction band in the depletion region via 

the internal photoelectric effect, creating an electron-hole pair. The released minority 

carriers (electrons) accumulate in the potential well of the pixel, while the majority 

carriers (holes) flow away into the interior of the semiconductor. The number of carriers 

in the potential well is proportional to the amount of photons interacted, as long as the 

potential well is not full. Nowadays there are two dominant types of camera chips (CCD 

and CMOS) [122], which differ primarily in the process of reading out the charge carriers 

(hereinafter electrons) collected in the pixels. 

CCD (charged-coupled device) chips have one readout amplifier. Each pixel is therefore 

read out via the same electronics. By switching electric fields, the electrons of each pixel 

are shifted one line down.  At the bottom is a non-light-sensitive shift register. From the 

shift register, the electrons of each pixel are shifted one by one into the readout 

amplifier, where they are finally amplified and counted with the help of an analog-to-

digital converter [123]. CCD cameras have a comparatively low dark current, which 

results in a good signal-to-noise ratio. Therefore, they are particularly well suited for 

images with few photons (1 to 5) per pixel. If the chip is exposed during the readout 

process, so-called rolling readout effects occur, which can, however, be avoided by 

shifting the electrons to a light-insensitive duplicate of the chip that is subsequently 

read out (frame-transfer camera). If a pixel is overexposed (potential well overfilled), 

electrons can get stuck during shifting, causing so-called blooming as an artifact. Due to 

the low speed of CCD chips, they are not well suited for observing fast dynamics [124]. 

An emCCD (electron multiplying charged coupled device) chip is a CCD chip with an 

additional electron multiplication register. There, the electrons are amplified with the 

help of high voltages. This makes it possible to detect even single photons, but then the 

noise of the readout electronics increases significantly [125]. 
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CMOS (complementary metal-oxide semiconductor) chips are active pixel sensors (APS) 

in which each pixel has three transistors. Two of these transistors are used for electronic 

communication with the readout electronics via a row and column matrix. Each column 

of the chip has its own readout amplifier and analog-digital converter, so that they can 

be read out in parallel. For this purpose, each pixel is connected row by row to the 

readout amplifier responsible for each column. During this process, the electrons do not 

leave their pixel, which is why a reset of the pixels, after the readout, is necessary before 

the next acquisition. By switching the third transistor of a pixel, the electrons in the 

potential well can flow away. CMOS chips allow high frame rates compared to CCD 

chips. Since each pixel has its own transistors and each column its own amplifier and 

analog-to-digital converter, inhomogeneities occur in the images due to the respective 

manufacturing tolerances. However, these can be measured and corrected in the 

camera's firmware or software. High-quality CMOS cameras calibrated in this way are 

known as sCMOS (scientific CMOS) and are characterized by high speed, low noise, 

homogeneity, wide dynamic range (grayscale) and high quantum efficiency (probability 

of detecting a photon). 

Wide-field fluorescence microscopes can be operated with both CCD and (s)CMOS chips 

[126]. While in the past, CCD and emCCD camera systems outperformed CMOS sensors, 

as of today, advances in CMOS design and manufacturing techniques have made them 

the preferred technology for most scientific and commercial imaging applications. 

Every camera has a certain amount of unwanted noise. There are three main causes of 

noise (shot, read-out and dark current), which can vary in severity depending on the 

camera. Shot noise, also called Poisson noise, is caused by the statistical nature of the 

detection process. Since each photon is detected only with a certain probability 

(quantum efficiency), the number 𝑁 of detected photons has an uncertainty of √𝑁 if 

𝑁 ≫ 1. The read-out noise arises from the electronics of the read-out process and can 

be reduced by the quality of the corresponding components (amplifier, analog-digital 

converter). The mainly thermally induced dark current noise is based on the tunneling 

of electrons into or out of the potential well and can be reduced by cooling the camera 

chip. Read-out noise and dark current are influenced by the camera sensor, and for 

example, better sensor designs, and temperature control (cooling) can improve these 

factors. However, shot noise is a fundamental effect of light quantization, and cannot 

be improved upon by technical development. As of today, when using a high quality 

sCMOS sensor, the dominating noise contribution is shot noise. 

The Nyquist-Shannon sampling theorem states that a spatial (or temporal) signal must 

be sampled at twice its maximum frequency (band limit) to fully reconstruct it [127,128]. 

Thus, for use as detectors in microscopes, the size of the pixels projected into the 

sample should be at most half the resolution limit (eq. (16)). This results in a projected 
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pixel size of at most 𝑎 (eq. (31)). By considering the quadratic nature of the pixels, an 

additional factor √2 might be considered for the diagonal. The adjustment of the 

projected pixel size can be realized by choosing a tube lens with a corresponding focal 

length depending on the focal length of the objective [122]. 

𝑎 =
𝑑𝐴𝑏𝑏𝑒
2

=
𝜆

4 ⋅ 𝑁𝐴
 (31) 

At this point it should be mentioned that the Nyquist-Shannon sampling theorem 

actually only applies to point sampling. Strictly speaking, the value of a camera pixel is 

the integrated signal over its square area. In addition, when imaging incoherently (as in 

fluorescence microscopy), frequencies close to the cut-off frequency (eq. (23)) are very 

strongly attenuated, which in turn suppresses aliasing artifacts. Thus, it is often viewed 

as an acceptable compromise if the projected pixel size is approximately equal and not 

strictly smaller than half the Abbe limit. 

Confocal laser scanning microscopes 

Confocal laser scanning microscopes (CLSM), in contrast to the classic wide-field 

microscope, do not illuminate the entire field of view simultaneously, but with a focused 

laser beam. The laser focus is created by shining collimated light into the back focal 

plane (see Figure 13e). The illumination volume is diffraction limited and therefore has 

the intensity distribution of a point spread function (PSF). Since only one point is 

illuminated, it is sufficient to use a point detector such as a photomultiplier tube (PMT). 

To acquire a two-dimensional (or three-dimensional) image, the laser focus is scanned 

over the sample using two scanning mirrors (one each for the x and y directions) 

synchronized with the detector [19,99].  

Common scanning microscopes are very slow compared to wide-field microscopes. The 

acquisition speed varies depending on the scanning speed, the desired resolution, and 

the field of view. Typically, only a few frames per second (fps) are possible. At high 

scanning speeds, very high local intensities are required to excite the fluorescence, 

which is technically difficult to realize and can damage the biological sample [19,99].  

By inserting a pinhole in the intermediate image plane in front of the detector, a large 

part of the out-of-focus signal can be blocked, while signal within the focus is hardly 

blocked [129]. In addition, there is a gain in resolution the smaller the pinhole is closed. 

With an infinitesimally small opening, the theoretical cut-off frequency doubles, which 

cannot be achieved in practice due to the very strong attenuation of high frequencies 

that are lost in the noise. In addition, with a closed pinhole, no more light reaches the 
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detector, so no image can be acquired [130]. Because both the excitation volume and 

the detection of the fluorescence are diffraction limited, the effective PSF is the product 

of the PSF for excitation 𝑃𝑆𝐹𝑒𝑥(𝑟) and the PSF for detection 𝑃𝑆𝐹𝑑𝑒𝑡(𝑟): 

𝐷(𝑟) = [𝑆(𝑟) ⋅ 𝐼(𝑟)] ∗ (𝑃𝑆𝐹𝑒𝑥(𝑟) ⋅ 𝑃𝑆𝐹𝑑𝑒𝑡(𝑟)) ≈ [𝑆(𝑟) ⋅ 𝐼(𝑟)] ∗ 𝑃𝑆𝐹
2(𝑟) (32) 

Neglecting the Stokes shift between excitation and detection, the effective PSF can be 

taken as the square of the actual PSF. This effective PSF is narrower, which is why the 

effective optical transfer function (OTF) becomes wider, and generally leads to a gain in 

contrast and resolution. If the PSF is approximated by a Gaussian bell curve and squared, 

this results in a reduced half-width by a factor of √2 for an infinitesimally small pinhole 

[19], which is often mentioned as a resolution criterion for confocal (and similar) 

microscopes: 

𝑑𝑐𝑜𝑛𝑓 =
𝑑𝐴𝑏𝑏𝑒

√2
=

𝜆

2√2 ⋅ 𝑁𝐴
 (33) 

In practice, this maximum resolution is not achieved with classical confocal 

microscopes, since the aperture in the detection must be completely closed for this 

purpose and thus all signal is blocked before detection [130]. Modern systems based on 

the confocal approach are known under the generic term ISM (image scanning 

microscopy). They often use small camera chips, with few pixels (e.g. 32 concentrically 

arranged pixels), instead of a point detector with a pinhole. This allows the pinhole to 

be digitally adjusted, solving the closed aperture problem. Ultimately, however, such 

systems must always make tradeoffs between background reduction, effective 

resolution gain, signal-to-noise ratio, and speed.  

Whether confocal or ISM microscopes are considered super-resolution is ultimately a 

matter of definition. They achieve resolutions just beyond the Abbe limit but are still 

diffraction limited. Their strengths lie primarily in high-contrast and low-background 

images and are therefore standard equipment in many laboratories alongside wide-field 

fluorescence microscopes. 
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2.1.5 Deconvolution 

Based on eq. (24), we know that the formation of an image in a microscope can be 

described as a convolution of the sample (multiplied by the illumination) with the point 

spread function (PSF). The (fluorescent) emission 𝐸(𝑟) of the sample can be understood 

as multiplication of the sample by the exposure. Considering the noise of the detector 

(camera) a noise term 𝑛(𝑟) must be added: 

𝐷(𝑟) = [𝑆(𝑟) ⋅ 𝐼(𝑟)] ∗ 𝑃𝑆𝐹(𝑟) + 𝑛(𝑟) = 𝐸(𝑟) ∗ 𝑃𝑆𝐹(𝑟) + 𝑛(𝑟) (34) 

In frequency space, the result is therefore: 

�̃�(�⃗⃗�) = �̃�(�⃗⃗�) ⋅ 𝑂𝑇𝐹(�⃗⃗�) + �̃�(�⃗⃗�) (35) 

The idea behind deconvolution is to get a better smoothed or sharper image by undoing 

the convolution operation [131]. It should be noted that for the ranges where the OTF 

is zero (above the cut-off frequency eq. (23)) no information is detected and therefore 

cannot be recovered without further assumptions. This means that deconvolution 

generally does not provide an increase in resolution but can only increase the contrast 

of attenuated signals [131]. Nowadays, a wide range of algorithms are available [132]. 

A popular approach for the estimation 𝐴(𝑟) of the real signal 𝐸(𝑟) is done by the 

convolution of the measured signal 𝐷(𝑟) with a filter function 𝐹(𝑟): 

𝐴(𝑟) = 𝐷(𝑟) ∗ 𝐹(𝑟)      ↔      �̃�(�⃗⃗�) = �̃�(�⃗⃗�) ⋅ �̃�(�⃗⃗�) (36) 

For most methods, the three-dimensional PSF (or OTF in frequency space) is elementary 

for deconvolution. Ideally, one measures this for the particular microscope with which 

the image was acquired. Often, however, it is not possible to measure the PSF or it 

requires a lot of effort. In this case, various models (e.g. the Born-Wolf Model) are 

available to estimate the PSF [94,131,133]. 

An intuitive but at the same time naive choice of 𝐹(𝑟) is to simply invert the convolution 

by dividing the OTF in frequency space: 

�̃�𝑖𝑛𝑣(�⃗⃗�) =
1

𝑂𝑇𝐹(�⃗⃗�)
 (37) 

This leads to: 

�̃�(�⃗⃗�) =
�̃�(�⃗⃗�)

𝑂𝑇𝐹(�⃗⃗�)
= �̃�(�⃗⃗�) +

�̃�(�⃗⃗�)

𝑂𝑇𝐹(�⃗⃗�)
 (38) 
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With this approach, the noise is amplified very strongly, since the noise usually has high 

frequencies and especially at these frequencies the OTF is very small and thus the noise 

term grows disproportionately. 

Wiener deconvolution 

A cleverer variant is the Wiener deconvolution, also called Wiener filter. In contrast to 

eq. (37), it is also suitable for filtering images with a poor signal-to-noise ratio. The 

original idea of the associated filter function is based on minimizing the mean square 

deviation between 𝐸(𝑟) and 𝐴(𝑟) and ultimately leads to [134]: 

�̃�𝑤𝑖𝑒𝑛𝑒𝑟(�⃗⃗�) =
1

𝑂𝑇𝐹(�⃗⃗�)
⋅

|𝑂𝑇𝐹(�⃗⃗�)|
2

|𝑂𝑇𝐹(�⃗⃗�)|
2
+
�̃�(�⃗⃗�)

𝑃(�⃗⃗�)

 

=
1

𝑂𝑇𝐹(�⃗⃗�)
⋅

|𝑂𝑇𝐹(�⃗⃗�)|
2

|𝑂𝑇𝐹(�⃗⃗�)|
2
+

1

𝑆𝑁𝑅(�⃗⃗�)

 

(39) 

With 𝑃(�⃗⃗�) as power spectral density and 𝑆𝑁𝑅(�⃗⃗�) = 𝑃(�⃗⃗�)/�̃�(�⃗⃗�) as frequency-

dependent signal-to-noise ratio. Without noise or when the signal-to-noise ratio is very 

high, the Wiener filter simplifies to division by the OTF, as eq. (37). Since the signal-to-

noise ratio is mostly unknown, this value must be estimated by an appropriate 

parameter in practical applications. 

Richardson-Lucy deconvolution 

Using the maximum likelihood approach with a Poisson distribution for the noise [135] 

yields the iterative Richardson-Lucy deconvolution [136,137]: 

𝐴𝑛+1(𝑟) = 𝐴𝑛(𝑟) ⋅ (
𝐷(𝑟)

𝐴𝑛(𝑟) ∗ 𝑃𝑆𝐹(𝑟)
∗ 𝑃𝑆𝐹∗(𝑟)) (40) 

With 𝑃𝑆𝐹∗(𝑟) as the flipped PSF (mirrored at the origin). The assumption of Poisson 

noise is legitimate especially when the dominant noise is shot noise. However, 

acquisitions with other noise distributions (e.g. Gaussian distribution) can also be 

filtered using Richardson-Lucy deconvolution. 
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2.2 Super-resolution microscopy 

The field of super-resolution microscopy, also known as optical nanoscopy, 

encompasses, with more or less sharp delineation, all those microscopy techniques that 

enable spatial resolutions below the Abbe limit. Depending on the method and effort, 

resolutions down to a few nanometers are possible [28,36,138]. 

First of all, however, it must be emphasized again at this point that the Abbe limit is 

physically fundamental. Even with the highest quality components (objective, camera, 

...) spatial frequencies above the cut-off frequency eq. (23) are attenuated to zero. 

Therefore, the information reaching the camera is always band-limited. Thus, no 

structures below the Abbe limit can be resolved with a single acquisition. In abstract 

terms, super-resolution microscopy is based on converting spatial sample information 

into temporal information. Therefore, many techniques require more than a single 

image of the sample to decode the temporal information back into spatial information. 

From eq. (24), it is known that the PSF is convolved not only with the sample, but with 

the product of the sample and illumination. By introducing additional information about 

the illumination or the fluorescent response of the sample (and often its deterministic 

or stochastic variation over multiple acquisitions), additional information about the 

sample can be obtained [60]. 

In 2014, the Nobel Prize in Chemistry for the development of super-resolved 

fluorescence microscopy was awarded [29] to Eric Betzig [139,140], Stefan W. Hell 

[30,57,141] and William E. Moerner [142,143]. Due to the continuous development of 

super-resolution techniques, diverse methods are available today [144]. These can be 

classified into three basic techniques: SMLM, STED, and SIM. Each approach brings its 

strengths and weaknesses, which is why different methods are suitable depending on 

the application [28]. In most cases, compromises must be made between imaging 

speed, resolution, and observation time due to bleaching of fluorophores or 

degradation of the biological sample (cell death). Each method or microscope requires 

specific conditions. Accordingly, super-resolution measurements are often associated 

with high costs, special know-how, adaptations of the microscope, and/or special 

sample preparation. In addition, not all methods are live-cell compatible and some 

require fluorophores with special properties, such as nonlinearity or blinking [36,60]. 
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2.2.1 Stimulated emission depletion 

STED (stimulated emission depletion) microscopy is based on confocal microscopes (see 

section 2.1.4) [19]. The idea of the method was developed in 1994 by Stefan W. Hell and 

Jan Wichmann [30]. The first experimental realization was achieved in 1999 by Thomas 

Klar and Stefan W. Hell [145]. By using the donut-shaped STED beam, the linear 

response of the sample to light is modified. Specifically, the STED beam causes excited 

fluorophores to transition from the 𝑆1𝑣0 level to a high vibrational level 𝑣𝑚 of the 

ground state 𝑆0 with a probability that depends on the STED intensity. As a result, these 

fluorophores are no longer available for fluorescence and are effectively turned off. 

With sufficient intensity, the usual fluorescence can even be completely suppressed 

[146]. The STED wavelength is chosen as short as possible so that the transition from 

𝑆1𝑣0 to 𝑆0𝑣𝑚 is favored. However, care must be taken to ensure that the STED 

wavelength is sufficiently red-shifted relative to the excitation wavelength to avoid re-

excitation of the fluorophores [147]. The use of a high quality optical long pass filter 

with a steep slope just above the STED wavelength ensures that only the fluorescence 

photons and not the STED photons are detected. 

The donut-shaped STED beam is shaped using a special phase mask and positioned so 

that the excitation focus of the confocal microscope is in the center, at the minimum, 

of the donut. In order for the scanning mirrors to allow scanning of the sample for both 

the excitation and STED beams, it is necessary for the two beams to have been 

superimposed beforehand with extremely precise alignment. Only ultrashort 

(picosecond) pulsed lasers are suitable as light sources for the STED beam so that the 

required local STED intensities can be achieved. The STED pulse is irradiated 

immediately after excitation to deplete the excited fluorophores in the STED donut. This 

reduces the effective excitation volume in the center of the STED donut, which 

ultimately results as a narrowing of the point spread function (PSF). Since the size of the 

STED donut is diffraction limited, it cannot be reduced arbitrarily. Nevertheless, the 

effective excitation volume and thus the PSF can be reduced by increasing the intensity 

of the STED donut [30,148]. The STED resolution results from an additional STED term 

in the denominator of the Abbe limit: 

𝑑𝑆𝑇𝐸𝐷 =
𝑑𝐴𝑏𝑏𝑒

√1 + 𝐼𝑆𝑇𝐸𝐷/𝐼𝑠𝑎𝑡 
=

𝜆

2𝑁𝐴 ⋅ √1 + 𝐼𝑆𝑇𝐸𝐷/𝐼𝑠𝑎𝑡 
 (41) 

Here, 𝐼𝑠𝑎𝑡 corresponds to the fluorophore-specific saturation intensity at which the 

probability of a fluorescence process has dropped to ∼ 1/𝑒 [149]. By increasing maximal 

focal intensity 𝐼𝑆𝑇𝐸𝐷, infinite resolution can theoretically be achieved [150]. However, 

in practice, technical hurdles exist that limit 𝐼𝑆𝑇𝐸𝐷 and biological samples are damaged 

or destroyed at such high intensities. Typically, resolutions of 120 nm to 60 nm are 
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achieved with commercial STED microscopes [28]. With custom-made STED 

microscopes optimized for the specific biological application, resolutions below 50 nm 

can be achieved [39,40]. By artificial preparation with carbon dots, even resolutions of 

30 nm could be achieved [151]. The highest resolution of 2.4 nm could be achieved 

when studying non-biological nitrogen vacancies in diamonds [152]. 

Since STED is based on confocal microscopes, this method has a low acquisition speed. 

In addition, a compromise must be made between the achievable resolution and live 

cell compatibility, due to photo-toxicity. Once the very complicated STED microscope 

with its sensitive and precise opto-mechanics is in place, it is possible to directly 

generate super-resolution images. These do not necessarily have to be post-processed 

or reconstructed, as is the case with many other super-resolution methods. STED offers 

a wide range of biological applications [148,149,153–155]. Despite the high STED 

intensities required, it is possible to obtain life cell images and dynamic processes 

[156,157]. During observations of colloidal-crystal nanostructures, STED was able to 

achieve up to 200 frames per second (fps) [158]. Due to continuous development, the 

first two-color STED microscopes now exist [159,160]. 

In the zoo of super-resolution methods, STED belongs to the generic term RESOLFT 

(reversible saturable optical fluorescence transitions). RESOLFT describes all those 

methods that deterministically suppress the fluorescence process using light [161]. 

However, STED is by far the best known RESOLFED method. Among others, GSD 

(ground-state depletion, uses triplet states) and the use of fluorophores (often proteins) 

that can be deterministically turned on or off also belong to the RESOLFT methods 

[57,161]. 

2.2.2 Single molecule localization microscopy 

SMLM (single molecule localization microscopy) is based on the stochastic blinking or 

switching of fluorophores [32]. This can be considered as additional information about 

the fluorescent response of the sample, which can ultimately be converted into 

additional sample information. The basic idea is that very few individual (separable) 

fluorophores are active at any given time, so the position of the fluorophore can be 

determined by fitting the point spread function (PSF) [32]. Usually, Gaussian fits are 

used to approximate the PSF [162,163]. The lateral xy position, height, and width of the 

PSF resulting from the fit provide information about the xy position, photon number, 

and defocus of the fluorophore. The error estimate of the fit results is related to the 

achievable resolution and depends on multiple parameters [164]. The localization 

accuracy 𝜎𝑙𝑜𝑐 depends mainly on the number of photons 𝑁 emitted and detected by the 

fluorophore [140]: 
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𝜎𝑙𝑜𝑐~
1

√𝑁
 (42) 

Thomson et al. and Mortensen et al. demonstrated that localization accuracy is as 

follows [165,166]: 

𝜎𝑙𝑜𝑐 = √
𝜎𝑃𝑆𝐹
2 +

𝑎2

12
𝑁

(
16

9
+
8𝜋𝑏 (𝜎𝑃𝑆𝐹

2 +
𝑎2

12
)

𝑁𝑎2
) (43) 

Using the Gaussian standard deviation of the PSF 𝜎𝑃𝑆𝐹, the area of a camera pixel 𝑎2 

and the average background noise per pixel b. The higher 𝜎𝑙𝑜𝑐, the higher the labeling 

density must be, to ensure that areas without localization are not due to missing 

fluorophores but in fact correspond to the structure under investigation. In biological 

applications, tens of nanometers of resolution are achieved [32]. 

To obtain a super-resolution image, several thousand individual frames are usually 

acquired in which only a few fluorophores are active. This so-called blinking [41] ensures 

that there is sufficient distance between the fluorophores in each individual frame so 

that their PSFs do not overlap, i.e. they can be separated [167,168]. 

To achieve the blinking of fluorophores, there are different approaches. dSTORM (direct 

stochastic optical reconstruction microscopy) [45,46] uses special fluorophores [169], 

which after a certain average amount of emitted fluorescence photons are randomly 

switched to the triplet state 𝑇1 by intersystem crossing and thus are not available for 

fluorescence for a longer time until the phosphorescence process is completed. STORM 

(stochastic optical reconstruction microscopy) [44] is based on a similar approach, but 

the fluorophores are not switched off randomly after a certain number of fluorescence 

processes but are switched off stochastically for a longer time by illumination with an 

additional (usually blue) laser. PALM (photo-activated localization microscopy) [43] also 

uses switchable fluorophores (mostly proteins) that are switched off by default [140]. 

By a pulse with an additional activation laser (often 405 nm) these fluorophores can be 

activated stochastically. The pulse duration can be used to adjust the number of 

activated fluorophores. After activated fluorophores have been excited by the 

excitation laser and have subsequently completed the fluorescence process, they are 

usually photo-destroyed and, in contrast to dSTORM and STORM, cannot be reactivated 

or excited. While dSTORM and STORM use mostly red lasers for excitation, PALM uses 

rather blue lasers for excitation. There are also methods that work with much higher 

blink rates. SOFI (super-resolution optical fluctuation microscopy), as an example, is 

based on the temporal correlation of the pixels and not on a localization approach 

[58,170,171]. 
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Regardless of the specific method for blinking, all that is needed for SMLM is a standard 

wide-field fluorescence microscope equipped with the appropriate lasers and a good 

camera. Especially due to the development of the camera market in the last 10 years, 

SMLM can be implemented comparatively inexpensively. Thus, SMLM images could 

already be acquired with industry-grade and cell phone cameras [81,172]. 

Strictly speaking, the measurement result of an SMLM image is not a super-resolved 

image, but a list of localizations. From this list the super-resolved images can be 

rendered with various settings and filters [173]. The creation of the localization list is 

computationally and time consuming, while the rendering is comparatively fast. 

QuickPALM [174], RapidSTORM [175] and ThunderSTORM [176] are available as 

appropriate software, each with special features and drawbacks [177]. 

There are a variety of biological and medical applications for SMLM [178–182]. The 

comparatively long acquisition time and high laser intensities for one super-resolved 

image make the technique especially interesting for fixed samples. Nevertheless, there 

is some live cell compatibility conditionally at, for example, 60 nm resolution and 25 s 

per super-resolved frame [168,183]. There are also approaches to generate super-

resolution SMLM images in real time [184]. By introducing asymmetries along the 

optical axis (z dimension) into the PSF, it is possible to obtain three-dimensional SMLM 

images [185,186]. Multi-color acquisitions are also feasible to a certain extent [187,188]. 

2.2.3 Structured illumination microscopy 

The third basic super-resolution technique is Structured Illumination Microscopy (SIM). 

This is based on sample illumination with varying sinusoidal intensity patterns and can 

recover sample information above the cut-off frequency [28]. The (linear) SIM [189] 

presented here, developed by Heintzmann et al. [47] and Gustafsson et al. [33], permits 

doubling of lateral resolution down to about 100 nm and further enables axial resolution 

enhancement down to 300 nm [28]. SIM has established itself in the zoo of super-

resolution techniques and continues to be developed today [28,65,190]. Since STED and 

SMLM require high excitation intensities, very long illumination times and/or special 

dyes (fluorophores), SIM could establish itself mainly as the super-resolution method 

for live cell experiments [28,65,86,87,190]. The excitation intensities required for SIM 

are comparable to those of a wide-field microscope. For the reconstruction of one 

super-resolved image, only 9 or 15 individual raw images with different phase shifts and 

orientations of the illumination pattern are required to unmix the frequency 

components introduced by the structured illumination [33,34,48]. 

Non-linear SIM, which requires fluorophores with a non-linear response of fluorescence 

to illumination intensity, typically achieved by employing switchable fluorophores and 

introducing an additional (also structured) switching wavelength, enables resolutions as 
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low as 50 nm [52,191]. The tradeoff is a limited selection of suitable fluorophores, a 

higher number of raw images needed, and more complex instrumentation.  

SIM can also be combined with SMLM, resulting in a doubling of localization accuracy 

[49–51]. Here, all drawbacks of SMLM, mainly the very high count of raw images needed 

for a reconstruction, still apply. 

The superposition of the structures of the sample with the illumination pattern results 

in so-called moiré effects, from which actually hidden information about the sample can 

be obtained [33]. Illustratively, by illuminating the sample with sinusoidal patterns, 

which have a spatial frequency close to the cut-off frequency, high-frequency sample 

information (above the cut-off frequency) is shifted to lower ones. This allows them to 

be collected by the optical system (microscope) and recovered using a reconstruction 

algorithm. In order to understand SIM, it is necessary to know the mathematical basis 

behind the process. The following explanations are based on the lecture of Dr. Marcel 

Müller, who is the leading developer of the SIM reconstruction software fairSIM 

[192,193]. 

General principle 

From section 2.1.3 we know that the image formation in a microscope can be 

formulated via the convolution of the sample �̃�(�⃗⃗�) with the illumination pattern 𝐼(�⃗⃗�) 

multiplied by the OTF [34,194,195]: 

�̃�(�⃗⃗�) = [�̃�(�⃗⃗�) ∗ 𝐼(�⃗⃗�)] ⋅ 𝑂𝑇𝐹(�⃗⃗�) (44) 

In general, a sinusoidal illumination pattern 𝐼𝑞,𝑛(𝑟) can be described as a sum of cosine 

terms: 

𝐼𝑞,𝑛(𝑟) = 𝐼0 ∑ 𝑎𝑞,𝑚

𝑀

𝑚=0

⋅ cos (2𝜋𝑚(𝑟𝑝𝑞 + 𝜙𝑛)) (45) 

The following definitions are used: 

▪ 𝑝𝑞: Wave vector, spacing and orientation of the SIM pattern 

o 𝑞: Pattern orientation index 

o 𝑄: Amount of orientations 

▪ 𝜙𝑛: Phase shift of the SIM pattern 

o 𝑛: Phase shift index 

o 𝑁: Amount of phases 

▪ 𝑚: Harmonic index 

o 𝑀: Amount of harmonics 

▪ 𝑎𝑞,𝑚: Modulation strength of a certain harmonic 
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Figure 14: Example of SIM illumination patterns measured in the sample plane 

SIM illumination patterns acquired via the detection camera of a two-beam SIM microscope with an 
excitation wavelength of 631 nm. To obtain good visibility of the pattern, a reflective metal surface was 
positioned in the sample plane. The phase shifts and orientations differ by 2/3 π and 60°, respectively. 
Although the frequency of the pattern here is close to the Abbe limit, the images are very high in contrast 
thanks to the coherent imaging process. In the case of incoherent imaging, e.g. with a fluorescent surface 
layer, the contrast would be much worse. 

It is important that the sum starts at 𝑚 = 0 and not at 1, yielding the addition of a 

constant off-set intensity 𝑎𝑞,0. Thus, by choosing 𝑎𝑞,0 appropriately, negative 

illumination intensities can be mathematically excluded, which are physically 

impossible. For the description of a simple sinusoidal pattern 𝑀 = 1 is chosen (see 

Figure 14). For the following calculations, the representation of the illumination pattern 

in frequency domain via the Fourier transform is essential:  

𝐼𝑞,𝑛(�⃗⃗�) = 𝐼0 ∑ 𝑎𝑞,𝑚 ⋅ 𝑒
±𝑖𝑚𝜙𝑛 ⋅ 𝛿(�⃗⃗� ∓ 𝑚 ⋅ 𝑝𝑞)

𝑀

𝑚=0

 (46) 

Here, the sum over cosine terms becomes a sum over the multiplication of an 

exponential function with two delta peaks. The exponential function reflects the phase 

shift 𝜙𝑛, while the two delta peaks represent the frequency and the orientation of the 

pattern. In frequency domain, the image formation for a SIM microscope results in the 

following: 

�̃�𝑞,𝑛(�⃗⃗�) = [𝐼0 ∑ 𝑎𝑞,𝑚 ⋅ 𝑒
±𝑖𝑚𝜙𝑛 ⋅ 𝛿(�⃗⃗� ∓ 𝑚𝑝𝑞) ∗ �̃�(�⃗⃗�)

𝑀

𝑚=0

] ⋅ 𝑂𝑇𝐹(�⃗⃗�) (47) 
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Using the convolution theorem for Dirac delta functions eq. (26), the convolution of the 

delta peaks 𝛿(�⃗⃗� ∓ 𝑚𝑝𝑞) with the sample �̃�(�⃗⃗�) can be described as a shift of the sample 

information to the positions of the delta peaks: 

�̃�𝑞,𝑛(�⃗⃗�) = [𝐼0 ∑ 𝑎𝑞,𝑚 ⋅ 𝑒
±𝑖𝑚𝜙𝑛 ⋅ �̃�(�⃗⃗� ∓ 𝑚𝑝𝑞)

𝑀

𝑚=0

] ⋅ 𝑂𝑇𝐹(�⃗⃗�) (48) 

This transition of convolution into a shift of sample information is the central aspect 

that makes SIM microscopy possible. By shifting high frequency sample information to 

lower frequencies, this information is preserved when imaged by a band-limited optical 

system (microscope). However, to obtain a super-resolution image, it is necessary to 

make this high-frequency sample information visible. More precisely, the sample 

information shifted to lower frequencies must be separated (band separation) and 

shifted back to the high original frequencies. The band separation process is based on a 

linear system of equations which can be derived from eq. (48). For this purpose, it is 

useful to define the band vector �̃�𝒒
′ (�⃗⃗�) with 𝑚 = −𝑀…− 0,+0…𝑀 entries (with 

double 0): 

�̃�𝒒
′ (�⃗⃗�) → �̃�𝑚,𝑞(�⃗⃗�) = �̃�(�⃗⃗� − 𝑚𝑝𝑞) ⋅ 𝑂𝑇𝐹(�⃗⃗�) ⋅ 𝐼0 (49) 

These measurements �̃�𝑞,𝑛(�⃗⃗�) can be taken as the measurement vector �̃�𝒒
′ (�⃗⃗�): 

�̃�𝒒
′ (�⃗⃗�) → �̃�𝑞,𝑛(�⃗⃗�) (50) 

Furthermore, we define a band separation matrix 𝑬: 

𝑬 → 𝐸𝑚𝑛 = 𝑎𝑞,𝑚 ⋅ 𝑒
𝑖𝑚𝜙𝑛  (51) 

In a summation notation, eq. (48) for 𝑁 measurements result in the following linear 

system of equations: 

∑�̃�𝑞,𝑛(�⃗⃗�)

𝑁

𝑛=1

= ∑ ∑ 𝐸𝑚𝑛 ⋅ �̃�𝑚,𝑞(�⃗⃗�)

𝑀

𝑚=−𝑀

𝑁

𝑛=1

 (52) 

Equivalently, the linear system of equations can be formulated compactly: 

�̃�𝒒
′ (�⃗⃗�) = 𝑬 �̃�𝒒

′ (�⃗⃗�) (53) 

To obtain �̃�𝒒
′ (�⃗⃗�) this system of equations can be solved by inverting the band separation 

matrix 𝑬: 

𝑬
−1
 �̃�𝒒
′ (�⃗⃗�) = �̃�𝒒

′ (�⃗⃗�) (54) 



46 
 

In order that 𝑬 is really invertible and thus the system of equations becomes uniquely 

solvable, 𝑁 = 𝑀 + 1 measurements �̃�𝑞,𝑛(�⃗⃗�) with different phase shifts 𝜙𝑛 must be 

acquired [194]. For the matrix 𝑬 to be well conditioned, the phases 𝜙𝑛 should be equally 

spaced, so usually implementations aim to achieve 𝜙𝑠ℎ𝑖𝑓𝑡 = 𝑛 ⋅
2𝜋

𝑁
+ 𝜙𝑔𝑙𝑜𝑏𝑎𝑙. For the 

case 𝑀 = 1 with 𝑁 = 3 (e.g. for the three-phase two-beam SIM), eq. (54) looks as 

follows: 

(

2𝑎𝑞,0 𝑎𝑞,1𝑒
𝑖𝜙1  𝑎𝑞,2𝑒

−𝑖𝜙1

2𝑎𝑞,0 𝑎𝑞,1𝑒
𝑖𝜙2 𝑎𝑞,2𝑒

𝑖𝜙2

2𝑎𝑞,0 𝑎𝑞,1𝑒
𝑖𝜙3 𝑎𝑞,2𝑒

𝑖𝜙3

)

−1

(

�̃�𝑞,1(�⃗⃗�)

�̃�𝑞,2(�⃗⃗�)

�̃�𝑞,3(�⃗⃗�)

) = (

�̃�(�⃗⃗�) ⋅ 𝑂𝑇𝐹(�⃗⃗�) ⋅ 𝐼0

�̃�(�⃗⃗� − 𝑝1) ⋅ 𝑂𝑇𝐹(�⃗⃗�) ⋅ 𝐼0

�̃�(�⃗⃗� + 𝑝2) ⋅ 𝑂𝑇𝐹(�⃗⃗�) ⋅ 𝐼0

) (55) 

The parameters 𝑎𝑞,𝑚 and 𝜙𝑛 can usually be calculated or estimated from the raw SIM 

images. Note that the separated bands �̃�𝑚,𝑞(�⃗⃗�) can be extracted from the raw data 

�̃�𝒒
′ (�⃗⃗�) without knowledge of the wave vector 𝑝𝑞, so the band separation step can be 

carried out without knowledge of the precise pattern orientation and spacing. 

In the right part of eq. (55) (the band vector �̃�𝒒
′ (�⃗⃗�)) the first row corresponds to the 

wide-field spectrum. The second and third rows correspond to the frequency-shifted 

spectra containing sample information above the cut-off frequency. These can now be 

shifted back to the position in frequency space: 

�̃�𝑚,𝑞(�⃗⃗�) = �̃�(�⃗⃗� − 𝑚�⃗�𝑞) ⋅ 𝑂𝑇𝐹(�⃗⃗�) ⋅ 𝐼0      →      �̃�𝑚,𝑞(�⃗⃗� + 𝑚𝑝𝑞) = �̃�(�⃗⃗�) ⋅ 𝑂𝑇𝐹(�⃗⃗� + 𝑚�⃗�𝑞) ⋅ 𝐼0 (56) 

The resulting frequency space thus becomes larger (Figure 15a,c,d), which results in a 

resolution increase along the orientation of the wave vector 𝑝𝑞 in the spatial domain 

(Figure 15b,f,g). For an isotropic resolution increase it is therefore necessary to acquire 

the sample with different orientations 𝑞 (mostly 𝑄 = 3) with 𝑁 = 𝑀 + 1 phase shifts 

𝜙𝑛 of the illumination pattern each (Figure 15e,h) [195]. The number of required SIM 

raw images is therefore formed by the product of 𝑄 and 𝑁. For the two most frequent 

SIM realizations, the following requirement of SIM raw images results for the 

reconstruction of one super-resolved image: 

• Two-beam SIM: 𝑀 = 1 → 𝑁 = 3 with 𝑄 = 3 → 9 SIM raw images 

o Pure sine pattern, only the fundamental frequency without additional 

harmonics 

• Three-beam SIM: 𝑀 = 2 → 𝑁 = 5 with 𝑄 = 3 → 15 SIM raw images 

o Sinusoidal pattern, composed of the fundamental frequency and the 

first harmonic 
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Figure 15: SIM-OTF, effective SIM-PSF and image formation 

(a) Example OTF with ideal modulation contrast of a two-beam SIM microscope 𝑀 = 1, with the two 
frequency-shifted SIM bands (𝑚 = +1,−1), the wide-field band (𝑚 = +0,−0) and the resulting entire SIM 
OTF. The whole SIM OTF is much wider than that of the wide-field, so higher-frequency information is 
preserved. (b) Wide-field and effective SIM PSF, the effective SIM PSF is obtained by the (inverse) Fourier 
transform of the total SIM OTF. The effective SIM-PSF is much narrower than that of the wide-field, resulting 
in higher lateral resolution. (c) Lateral wide-field OTF in frequency domain. (d) Lateral SIM OTF in frequency 
domain for 𝑄 = 1 angles. (e) Lateral SIM OTF in frequency domain for 𝑄 = 3 angles, each 60° apart, so that 
the OTF increases nearly isotropically with respect to the wide-field OTF. The SIM OTF fills the frequency 
space significantly more than the wide-field OTF, which provides in an increase in resolution by up to a factor 
of two. (f-h) Simulated image formation of a test object in wide-field (f), with SIM for 𝑄 = 1 angles (g) and 
with SIM for 𝑄 = 3 angles (h). The high frequencies (fine structures) in the center of the test object are 
attenuated much more in the wide-field and fall to zero sooner than is the case for SIM. This allows 
structures to be resolved that cannot be seen in the wide-field. 
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Both the relative phase shifts and the pattern orientations should be equidistant to each 

other to allow the best possible reconstruction. For a two-beam SIM microscope, for 

example, this means [34]: 

Δ𝜙 = 𝜙2 − 𝜙1 = 𝜙3 − 𝜙2 = 𝜙1 −𝜙3 =
2

3
𝜋       Δ𝑞 = 𝑞2 − 𝑞1 = 𝑞3 − 𝑞2 = 𝑞1 − 𝑞3 = 60° 

Display and deconvolution of SIM images 

A simple, yet at the same time naive, representation of a SIM reconstruction in 

frequency domain would be the sum over the back-shifted spectra �̃�𝑚,𝑞(�⃗⃗� + 𝑚𝑝𝑞): 

�̃�𝑛𝑎𝑖𝑣𝑒
𝑆𝐼𝑀 (�⃗⃗�) = ∑ �̃�𝑚,𝑞(�⃗⃗� + 𝑚𝑝𝑞)

𝑀,𝑄

𝑚=−𝑀,𝑞=1

= ∑ �̃�(�⃗⃗�) ⋅ 𝑂𝑇𝐹(�⃗⃗� + 𝑚𝑝𝑞) ⋅ 𝐼0

𝑀,𝑄

𝑚=−𝑀,𝑞=1

 (57) 

Just as with wide-field images, the attenuation by the OTF in each band can be partially 

compensated for SIM images by means of deconvolution. A simple division of the bands 

by the OTF and the intensity 𝐼0, however, would unintentionally strongly amplify the 

noise. To circumvent this problem, the Wiener filtering from eq. (39) can be used, which 

allows the SIM reconstruction to be represented as follows: 

�̃�𝑊𝑖𝑒𝑛𝑒𝑟
𝑆𝐼𝑀 (�⃗⃗�) =

∑ �̃�𝑚,𝑞(�⃗⃗� + 𝑚𝑝𝑞) ⋅ 𝑂𝑇𝐹(�⃗⃗� + 𝑚𝑝𝑞)
𝑀,𝑄
𝑚=−𝑀,𝑞

𝜔2 + ∑ 𝑂𝑇𝐹2(�⃗⃗� + 𝑚𝑝𝑞)
𝑀,𝑄
𝑚=−𝑀,𝑞 ⋅ 𝐼0

 (58) 

Here 𝜔 is the Wiener parameter which describes the signal-to-noise ratio based on 

Gaussian noise and must be chosen accordingly. The Gaussian noise is a sufficient 

approximation for the dominating Poisson noise if the signal-to-noise ratio is sufficient. 

Often, �̃�𝑊𝑖𝑒𝑛𝑒𝑟
𝑆𝐼𝑀 (�⃗⃗�) is further multiplied by an apodization function 𝐴(�⃗⃗�), which serves 

to reduce the ringing artifacts of the first side maxima of the SIM PSF (Figure 15b) and 

make the filtered SIM reconstruction look like a wide-field image with more resolution 

[194]. One of several possibilities for 𝐴(�⃗⃗�) is: 

𝐴(�⃗⃗�) = 1 −
|�⃗⃗�|

𝑘𝑚𝑎𝑥 +𝑀|𝑝|
 (59) 

In particular, this minimizes the noise in the reconstructed images. This ultimately leads 

to the super-resolved standard representation of SIM reconstructions [34,194]: 

�̃�𝑠𝑡𝑑.
𝑆𝐼𝑀(�⃗⃗�) = �̃�𝑊𝑖𝑒𝑛𝑒𝑟

𝑆𝐼𝑀 (�⃗⃗�) ⋅ 𝐴(�⃗⃗�) (60) 

Filtering of SIM data is also possible with other filters (e.g. Richardson-Lucy 

deconvolution eq. (40)) and can be a better or nicer representation, depending on the 

case [196]. The representation and filtering of SIM reconstructions are constantly 
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developed further whereby today among other things special filters for SIM (e.g. 

Hessian filtering [197]), different reconstruction algorithms [198,199], and tools for the 

quality analysis of SIM reconstructions are available [200]. 

The reconstruction procedure presented above can be performed among others [201–

203] with the software "fairSIM" [193]. In addition to the reconstruction algorithm, this 

software contains many other features, such as estimation of the parameters required 

for the reconstruction from the raw images [199,204]. 

 

Figure 16: SIM compared to wide-field and Wiener-filtered wide-field 

Actin cyto-skeleton of U2OS imaged at approximately 525nm fluorescence [93] using a (three-beam) 
DeltaVision OMX v4 SIM microscope reconstructed via fairSIM [193]: wide-field (a, d), Wiener-filtered wide-
field (b, e), and SIM reconstruction (c, f) in the spatial domain (a-c) and frequency domain (d-f). In the spatial 
domain, it can be seen how the SIM reconstruction can resolve structures not seen in the wide-field, or 
Wiener-filtered wide-field. The frequency space of the wide-field initially appears to be larger than that of 
the Wiener-filtered wide-field, but these regions are above the cut-off frequency in the wide-field and 
therefore contain only noise and no sample information, which is why they were specifically filtered out in 
the Wiener-filtered wide-field. The frequency space of the SIM reconstruction is significantly larger than that 
of the wide-field or Wiener-filtered wide-field. 

Besides the Gustafsson & Heintzmann approach of SIM microscopy presented here 

[33,47], deconvolution-based approaches also exist [205]. These often work with 

numerical, iterative solvers to obtain additional sample information, given a known 

structured illumination. Methods that work with unknown structured illuminations are 
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called blind SIM [206]. The use of neural networks in recent research has significantly 

improved the quality of SIM reconstructions (especially in terms of noise) [207]. 

Illumination and pattern generation 

Usually, the illumination patterns required for SIM microscopy are generated by the 

interference of two (Figure 17b) or three (Figure 17c) mutually coherent laser beams 

within the sample [33,208]. This allows the generation of high contrast (modulation 

depths) sinusoidal illumination pattern, which are desirable for good reconstructions 

with few artifacts [48,199]. Usually, the illumination of the sample takes place through 

the objective through which the fluorescence is also collected. For this purpose, two or 

three coherent laser beams are focused into the back focal plane of the objective in 

such a way that they interfere with each other in the sample. For two-beam SIM, the 

spatial wavelength of the pattern produced in the sample is given by the wavelength 

and the angle to the optical axis θ at which the two outer beams interfere: 

Λ𝑠𝑝𝑎𝑡𝑖𝑎𝑙 =
𝜆𝑒𝑥

2 ⋅ sin(𝜃)
≥

𝜆𝑒𝑥
2 ⋅ 𝑁𝐴

 (61) 

Similar to the Abbe limit for detection, the NA of the objective lens limits the spatial 

wavelength of the pattern generated in the sample. To generate the focused spots in 

the back focal plane, often optical gratings or spatial light modulators (SLM) are used, 

on which a grating is displayed, which are irradiated by a collimated laser (see Figure 

17a). The resulting diffraction orders are coherent with each other and can be collected 

by a lens (L1) and focused as a Fourier plane. Filtering with a Fourier mask can be used 

to filter out all unwanted diffraction orders if required, for example when using binary 

SLMs that produce spurious interference orders. The filtered Fourier plane of the 

focused coherent beams is then projected through a telescope (L2, L3) into the back 

focal plane of the objective, producing the desired pattern in the sample by 

interference. The pattern generation in the sample can also be understood of as a 

Fourier-filtered mapping of the grating into the sample. To obtain a pattern with the 

highest possible modulation depths (contrast), the polarization of the individual beams 

must also be controlled so that the polarization of the beams in the sample is ideally 

parallel to each other [209,210]. The achievable resolution increase can be calculated 

from the wavelength of the pattern in the sample and the wavelength of the 

fluorescence: 

𝑟 = 1 +
Λ𝑠𝑝𝑎𝑡𝑖𝑎𝑙

𝜆𝑓𝑙
 (62) 
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Figure 17: SIM-Microscope 

(a) Schematic setup of a two-beam SIM microscope. The collimated coherent excitation laser is directed at 
a reflective grating or SLM at the smallest possible angle. The diffraction orders produced by the grating or 
SLM are focused into the Fourier plane by the lens L1. All diffraction orders except the -1st and +1st (and 0th 
for three-beam SIM) are blocked by the Fourier filter. Through the telescope of L2 and L3, and the two 
dichroic mirrors DC1 and DC2, the filtered Fourier plane is projected into the back focal plane of the objective 
lens. The objective lens collimates the two focused beams from the back focal plane so that they interfere 
with each other in the sample plane, producing a sinusoidal intensity distribution. The fluorescence is 
collected by the objective lens, separated from the excitation light using the dichroic mirror DC2, spectrally 
cleaned by the detection filter (DF), and focused onto the camera chip using the tube lens L4. For reasons of 
polarization conservation, a dichroic mirror DC1 (same batch as DC2, see section A.II) is used between L2 
and L3 to deflect the excitation beams. (b) Exposure scheme for a two-beam SIM microscope. By focusing 
two coherent beams into the outer back focal plane of the objective, they interfere collimated in the sample 
plane. The result is a laterally pure sinus pattern (only the fundamental frequency) which has no modulation 
along the optical axis. (c) Exposure scheme for a three-beam SIM microscope. By focusing three beams (two 
outside, one centered) into the back focal plane of the objective, they interfere collimated in the sample 
plane. A sinusoidal pattern of two frequencies (fundamental & first harmonic) in a 1:2 ratio is created 
laterally.  In addition, there is an axial modulation of the pattern along the optical axis. 

Modern SIM microscopes use both gratings and SLMs for pattern generation. 

Mechanical gratings [33] (e.g. made of glass) are efficient in light yield for the desired 

diffraction orders, but unlike SLMs have a fixed grating constant, orientation, and phase. 

Therefore, the use of mechanical motion to adjust these quantities during operation is 

necessary.  Spatial light modulators (SLMs) [195] can circumvent this problem. They 

have a pixel structure and can adjust the displayed gratings without mechanical motion. 

SLMs for pattern generation in SIM microscopy are further subdivided. Liquid crystal 

displays (LCDs) assign a freely selectable phase shift to each pixel. Binary LCDs such as 

Ferroelectric Liquid Cristal on Silicon (FLCoS) [87,88] can only assign two different states 

(phase shifts) to each pixel. This makes them less efficient in light output for the desired 

diffraction orders, but much faster than LCDs (<400µs switching cycle) [62,63,211]. 
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FLCoS SLMs also do not allow continuous display of patterns, since each displayed 

pattern must be rebalanced by the negative of the pattern within a few milliseconds, 

which is an undesirable drawback. For Digital Micromirror Devices (DMDs) [212], the 

pixels correspond to small micromirrors that can flip between two orientations. The 

resulting jagged surface of DMDs leads to the so-called "blazed grating effect" and 

therefore makes them problematic, especially when using multiple excitation 

wavelengths. Nevertheless, DMDs are interesting, especially for high-speed SIM 

microscopes, due to their very high speed (<250µm switching cycle) and comparatively 

low cost. 

Optical sectioning and 3D SIM microscopy 

From section 2.1.3 we know that an ordinary incoherent wide-field OTF has a so-called 

missing cone for lateral frequencies close to zero (see Figure 18a,b). By illumination with 

SIM patterns, the wide-field OTF is copied laterally (along 𝑘𝑟) in the frequency domain 

and shifted to the positions of the SIM delta peaks, which increases the effectively 

usable frequency space and thus the achievable resolution. If the illumination pattern 

chosen for the two-beam SIM corresponds to the maximum resolution increase by a 

factor of two, missing cones appears for lateral frequencies near zero as well as near 

the wide-field cut-off frequency (see Figure 18c). If, on the other hand, the resolution 

increase is chosen to be slightly smaller than the maximum factor of two, the copies of 

the wide-field OTF caused by the SIM illumination are not shifted quite so far outward. 

As a result, the wide-field and SIM OTFs then overlap, avoiding the missing cones (see 

Figure 18d). During reconstruction, the algorithm can be adjusted accordingly with a so-

called OTF attenuation or notch filtering (see Figure 19 & Figure 20), so that frequencies 

lying in the missing cone of the wide-field are not filled with information from the wide-

field OTF, but with information from the SIM OTF. This allows better axial resolution 

along the optical axis (optical sectioning). For three-beam SIM, there is an additional 

harmonic (𝑀 = 2). In addition to the laterally shifted copies of the wide-field OTF, the 

three-beam SIM OTF also has axially shifted copies (see Figure 18e) [34]. Thus, the 

missing cones from (c) are filled and disappear. Thus, with the three-beam SIM, even 

with full lateral resolution increase by a factor of two, a higher axial resolution (optical 

sectioning) can be achieved than is possible in wide-field or with two-beam SIM. 

Three-beam SIM is generally more suitable when axial resolution is important. However, 

this usually involves more complicated opto-mechanics and is slower due to the 15 raw 

images required per z slice, instead of 9 for two-beam SIM. Also, entire z-stacks of the 

sample must be acquired with 15 images per slice, respectively, which also takes time 

and exposes the sample to more excitation light in terms of photo-toxicity. Therefore, 

two-beam SIM microscopes are particularly useful for observing fast dynamic processes 

in living cells. 
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Figure 18: Three-dimensional SIM-OTF 

(a) Schematic representation of the scope of a three-dimensional OTF (blue) and the missing cone (red). (b) 
Exemplary representation of a real OTF [100]. (c) Schematic representation of the scope of a two-beam SIM-
OTF with the maximum increase in resolution by a factor of two. The wide-field OTF (blue) is copied by the 
SIM illumination to the SIM delta peaks (magenta dots) resulting in the SIM OTF (beige). A missing cone is 
produced not only for lateral frequencies near zero, but also for lateral frequencies near the wide-field cut-
off frequency. (d) Schematic representation of the scope of a two-beam SIM-OTF with a resolution increase 
slightly below the maximum factor of two. Because the wide-field and SIM OTFs now overlap, the missing 
cones disappear. The magenta dashed circles indicate the position of the delta peaks (magenta dots) from 
(c). (e) Schematic representation of the scope of a three-beam SIM-OTF with the maximum resolution 
increase of two. The wide-field OTF is copied not only laterally but also axially to the magenta points. This 
results in no missing cones, which is why the sectioning, i.e. the axial resolution, is generally better with the 
three-beam SIM than with the two-beam SIM. 

In addition to the previously mentioned possibilities, it is also possible to combine TIRF 

(section 2.1.4) and two-beam SIM to form TIRF-SIM [213,214], in which the two SIM 

beams for pattern generation both totally reflect at the interface between cover glass 

and sample. This limits the penetration depth of the illumination pattern to about 100 

nm within the sample, thus defining the axial resolution. A combination of light sheet 

microscopy with SIM has also already been demonstrated to improve optical sectioning 

[215]. SIM, with an appropriately designed microscope, even allows the detection of 

multiple z-sections in parallel, making the acquisition of z-stacks much faster [216,217]. 
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Figure 19: Optical sectioning in SIM images, with a standard SIM pattern 

U2OS cells stained with Vybrant DiD (cell membrane), excited at 631 nm. Raw images (a) show a fine SIM 
pattern, with a pattern spacing of 305nm (Abbe limit approx. 265nm for 700nm emission), the widefield 
image (b) hints at significant out-of-focus background. A SIM reconstruction without OTF attenuation (c) 
shows severe out-of-focus artifacts, but also a reconstruction using OTF attenuation (d) still shows 
patterning artifacts that are likely due to out-of-focus background not being sufficiently suppressed, as the 
overlap between SIM bands needed for this to work is too low (see Figure 20 for increased overlap by using 
a coarser SIM pattern). Scale bar 10 μm. Figure taken from our publication [8]. 
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Figure 20: Optical sectioning in SIM images, with an optimized, coarse SIM pattern 

U2OS cells stained with Vybrant DiD (cell membrane), excited at 631 nm. Raw images (a) show a coarser 
SIM pattern, with a pattern spacing of 360nm (Abbe limit approx. 265nm for 700nm emission), the widefield 
image (b) hints at significant out-of-focus background. A SIM reconstruction without OTF attenuation (c) 
shows noticeable out-of-focus artifacts (but less severe than in Figure 19, hinting at more OTF overlap 
between the SIM bands) and a reconstruction using OTF attenuation (d) quite successfully suppresses 
artifacts that usually arise from out-of-focus light. When directly comparing the raw data (a) and the 
reconstruction with optical sectioning (d), it also becomes very apparent that background is removed in 
regions where the raw data shows less or (to the eyes) no SIM pattern modulation. This is expected, as 
regions with out-of-focus background still receive SIM modulated excitation light (using coherent excitation, 
the pattern is stable over a wide axial range), but out-of-focus detection does not have enough resolution 
to still show this pattern. Using the OTF attenuation, this allows to remove such background contributions, 
and lead to the darkened areas observed in (d). Scale bar 10 μm. Figure taken from our publication [8]. 
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2.3 Mesoscopic imaging with optical projection tomography 

After the previous introduction to super-resolution microscopy, it might almost seem 

that it is always about obtaining even higher resolution images of biological samples. 

However, better resolution usually comes with a smaller Field of View. In optical 

microscopy and nanoscopy, the sample size is usually between 100 µm and 1 mm with 

resolutions from 5 µm down to a few nanometers [218]. Especially when imaging 

comparatively large biological samples (e.g. whole rodent organs), super-resolution and 

classical microscopy methods thus reach their limits. 

The counterpart to microscopy for small samples are the macroscopic three-

dimensional imaging techniques, such as X-ray computed tomography (CT) [66,67], 

positron emission tomography (PET) [219] and magnetic resonance imaging (MRI) [68], 

among others. Usually, these methods are used for diagnosis in medicine and can image 

the whole human body. Depending on the respective method, different levels of 

specificity and resolutions between 0.2 mm and 8 mm can be achieved [220]. 

The range of three-dimensional imaging techniques between microscopic and 

macroscopic techniques is called mesoscopy [221]. The two best known techniques are 

micro-CT [222] and micro-MRI [223] with resolutions down to about 50 µm [220]. Due 

to the different contrast mechanisms, the techniques have different specificities in 

imaging. Both techniques have applications in in vivo veterinary medicine, including 

small animal cancer research [224]. Other representatives of mesocopy include 

functional ultrasound imaging [225], optoacoustic tomography [226,227], and 

bioluminescence imaging [228]. 

Light-sheet microscopy [229] or Ultramicroscopy [230] is the most widely used 

technique of mesoscopic fluorescent imaging. Here, a thin light sheet is used for 

fluorescence excitation in (usually) optically transparent samples, whereas the 

fluorescent light is collected perpendicular to the light sheet. While the field of light-

sheet microscopy is more concerned with increasing resolution towards super-

resolution [215], the efforts of Ultramicroscopy are to develop imaging capabilities for 

small animals [231–238]. In some cases, cellular resolutions can be achieved [239]. 

Optical projection tomography (OPT) is a solid alternative to Ultramicroscopy and is 

based on the same principle as computed tomography (CT) [76]. The main difference 

lies in the wavelength of the electromagnetic radiation used. CT uses X-rays (10 pm to 

10 nm), whereas OPT uses visible light (400 nm to 700 nm). The technique was 

developed in 2002 for 3D imaging of mesoscopic samples (5 mm - 20mm) by James 

Sharpe [240]. The achievable isotropic resolution of centimeter-sized samples is down 

to 6.8 µm [77]. Fluorescent dyes can be used for specific contrasting [240]. OPT has been 

successfully applied to observe the zebrafish vasculature in vivo [241]. Furthermore, 
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mouse pancreas, mouse brain neuroanatomy and mouse embryos could be examined 

[76,242–245]. 

To obtain an OPT image it is necessary to take projections of the transparent sample 

from all directions with respect to one axis of rotation. In medical CT, the detector is 

rotated around the patient for this purpose. In OPT, on the other hand, the transparent 

sample is usually rotated with the help of a motorized stage [246,247]. In practice, 400 

[240] to 1200 [245] individual projections are acquired for this purpose, representing 

the raw data. Final OPT images are usually computed using filtered back-projection 

(FBP) of the raw data [248]. However, there are also more advanced approaches to 

reconstruct the raw data [249,250]. Since biological tissue is generally not transparent 

(10-20 µm penetration depth for light [221]), samples are often cleared using organic 

solvents to minimize the scattering and absorption of light [78,251]. 

2.3.1 Transmission vs. emission OPT 

Basically, there are two different physical mechanisms how the contrast of the 

projections (raw data) can be generated. In transmission OPT (tOPT), the sample is 

homogeneously irradiated with light. The shadows cast by the absorbing tissue generate 

the contrast, similar to X-ray or CT acquisitions. The tissue of the sample absorbs the 

radiation from the light source. Lambert-Beer's law describes the absorption 𝐴 of 

radiation (e.g. X-ray or light) when passing through a medium with the material and 

wavelength dependent absorption coefficient µ with the thickness 𝑙 [252]: 

𝐴 = log10 (
𝐼0
𝐼
) = µ𝑙 (63) 

Here with the radiation intensity 𝐼0 in front of and 𝐼 behind the medium. In emission 

OPT (eOPT), the sample is illuminated homogeneously with fluorescence-exciting light, 

but here the contrast is created specifically via fluorescent dyes or autofluorescence, 

comparable to emission computed tomography. 

2.3.2 Tomographic reconstruction from projections 

This section (2.3.2 Tomographic reconstruction from projections) is largely based on the 

lecture "Reconstruction from parallel projections and the Radon transform" by Richard 

J. Radke, Professor in the ECSE (Electrical, Computer, and Systems Engineering) 

department at Rensselaer Polytechnic Institute (RPI) in Troy, NY, USA [253]. 
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In order to understand how an image of a 2D object 𝑓(𝑥, 𝑦) can be reconstructed by 

taking multiple (400 - 1200) 1D projections of the object, it is first important to describe 

the projection itself mathematically (see Figure 21). Usually, straight line equations in a 

two-dimensional coordinate system are described as follows: 

𝑦 = 𝑎𝑥 + 𝑏 (64) 

However, if you want to describe a line using polar coordinates, i.e. the arbitrary 

projection angle 𝜃 and the distance of the line to the origin 𝑡, the following equivalent 

form can be used: 

𝑥 cos(𝜃) + 𝑦 sin(𝜃) = 𝑡 (65) 

Radon transform 

Each value of a projection 𝑃𝜃(𝑡) can be described as a line integral of the object 𝑓(𝑥, 𝑦) 

along a straight line (eq. (65)) using the Dirac delta function 𝛿 and is called Radon 

transform: 

𝑃𝜃(𝑡) = ∬ 𝑓(𝑥, 𝑦) ⋅ 𝛿(𝑥 cos(𝜃) + 𝑦 sin(𝜃) − 𝑡) 𝑑𝑥 𝑑𝑦
∞

−∞

 (66) 

This was introduced in 1917 by Johann Radon [254], who also provided a formula for 

the inverse transformation. 

 

Figure 21: Projection as Radon transform 

Schematic representation of the projection at angle 𝜃 of a 2D section of an object 𝑓(𝑥, 𝑦) (Shepp–Logan 
phantom) by line integrals. Figure created using the Radon Transform Fiji plugin [255]. 
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A simple but at the same time naive method for the inversion the projection or Radon 

transform is the direct inverse Radon transform. This simply copies the values of the 

projection 𝑃𝜃(𝑡) (Figure 22a) to all locations of the corresponding straight lines (Figure 

22b): 

𝑓𝑏𝑝𝜃
(𝑥, 𝑦) = 𝑃𝜃(𝑥 cos(𝜃) + 𝑦 sin(𝜃)) (67) 

Since all depth information along the projection lines (eq. (65)) is lost when taking the 

1D projection of a 2D object, it can only be recovered by back-projecting many 

projections from different angles. This is the reason why so many images (400 - 1200) 

are needed to produce a satisfactory back-projection. The projections 𝑃𝜃 and 𝑃𝜃+𝜋 

taken at 180° to each other logically contain the same information: 

𝑃𝜃+𝜋(𝑡) = 𝑃𝜃(−𝑡) (68) 

Therefore, it is sufficient to sum up or integrate the back-projections over a half circle, 

which leads to the direct inversion of the Radon transform: 

𝑓𝑏𝑝(𝑥, 𝑦) = ∫ 𝑃𝜃(𝑥 cos(𝜃) + 𝑦 sin(𝜃))
𝜋

0

𝑑𝜃 (69) 

 

 

Figure 22: Direct inverse radon transform – unfiltered back-projection 

Three acquired projections (a) for 𝜃 = {60°, 120°, 180°} generate via the direct inversion of the Radon 
transform, the unfiltered back-projection (b). Each projection is copied along the direction of its acquisition 
throughout the entire depth of the reconstruction space. The unfiltered back-projection (c), obtained from 
180 raw projections with 1° step size, produces a blurred image of the object. Figure created using the Radon 
Transform Fiji plugin [255]. 
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As can be seen in Figure 22c, an image of the object can be reconstructed via the 

(unfiltered) back-projection. However, this image is very blurred, which leads to a kind 

of halo around the object and prevents fine structures (high spatial frequencies) from 

being visible. To reduce these unwanted effects, the filtered back-projection, which 

includes an additional filter step, is a good method. The central slice theorem is essential 

for this. 

Central slice theorem 

As shown below, the central section theorem (also called Fourier-slice theorem or 

projection-slice theorem) states that the 1D Fourier transform of a 1D projection 

corresponds to a 1D central section through the 2D Fourier image of the 2D object [256]. 

The 1D Fourier transform of a 1D projection 𝑃𝜃(𝑡) is: 

�̃�𝜃(𝑘) = ∫ [∬ 𝑓(𝑥, 𝑦) ⋅ 𝛿(𝑥 cos(𝜃) + 𝑦 sin(𝜃) − 𝑡) 𝑑𝑥 𝑑𝑦
∞

−∞

] 𝑒−2𝜋𝑖𝑘𝑡𝑑𝑡
∞

−∞

 (70) 

 =∬ 𝑓(𝑥, 𝑦) [∫ 𝛿(𝑥 cos(𝜃) + 𝑦 sin(𝜃) − 𝑡)𝑒−2𝜋𝑖𝑘𝑡𝑑𝑡
∞

−∞

] 𝑑𝑥 𝑑𝑦
∞

−∞

 (71) 

 =∬ 𝑓(𝑥, 𝑦) ⋅ 𝑒−2𝜋𝑖𝑘(𝑥 cos(𝜃)+𝑦 sin(𝜃)) 𝑑𝑥 𝑑𝑦
∞

−∞

 (72) 

By a change to the following polar coordinates in Fourier space, 

𝑘𝑥 = 𝑘 cos(𝜃)    and      𝑘𝑦 = 𝑘 sin(𝜃) 

with     𝑘 = √𝑘𝑥
2 + 𝑘𝑦

2     and     𝜃 = arctan (
𝑘𝑥

𝑘𝑦
) 

(73) 

it becomes clear that the Fourier transform of a projection (Radon transform) 

corresponds to a central section with angle 𝜃 in the Fourier space of the object (see 

Figure 23a,b): 

�̃�𝜃(𝑘) =∬ 𝑓(𝑥, 𝑦) ⋅ 𝑒−2𝜋𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦) 𝑑𝑥 𝑑𝑦
∞

−∞

 

= 𝑓𝜃(𝑘𝑥, 𝑘𝑦) = 𝑓𝜃(𝑘 cos(𝜃) , 𝑘 sin(𝜃)) 

(74) 

If many projections of the object are taken at different angles 𝜃, this results in just as 

many central slices of the Fourier space belonging to the object, which all intersect at 

the origin. The information density is thus very large for low frequencies near 𝑘 = 0, 

while it decreases outward for high frequencies (see Figure 23c). For this reason, the 

unfiltered back-projection appears blurred (see Figure 22c), which can be avoided or 

reduced by an appropriate filtering. 
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Figure 23: Central slice theorem 

(a) One projection at angle 𝜃 as Radon transform 𝑃𝜃(𝑡) of the Shepp-Logan phantom. The Fourier transform 
of 𝑃𝜃(𝑡) corresponds in Fourier space (b) to the central slice with angle 𝜃. By taking many projections (Radon 
transforms) at different angles 𝜃, the Fourier space (c) can be filled up with central slices. Here it is noticeable 
that the data density in the center is much higher than at the outer region. 

Filtered back-projection 

Via the inverse Fourier transform, the object can be reconstructed from the Fourier 

image 𝑓(𝑘𝑥, 𝑘𝑦): 

𝑓(𝑥, 𝑦) = ∬ 𝑓𝜃(𝑘𝑥, 𝑘𝑌) ⋅ 𝑒
2𝜋𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦) 𝑑𝑘𝑥  𝑑𝑘𝑦

∞

−∞

 (75) 

Due to the polar coordinates in Fourier space (eq. (73)) applies: 

𝑑𝑘𝑥  𝑑𝑘𝑦 = 𝑘 𝑑𝑘 𝑑𝜃 (76) 

This transfers eq. (75) to: 

𝑓(𝑥, 𝑦) = ∫ ∫ 𝑓𝜃(𝑘 cos(𝜃) , 𝑘 sin(𝜃)) ⋅ 𝑒
2𝜋𝑖𝑘(𝑥 cos(𝜃)+𝑦 sin(𝜃))𝑘 𝑑𝑘

∞

−∞

𝑑𝜃

2𝜋

0

 (77) 

Using the Fourier-slice theorem (eq. (74)), this leads to: 

𝑓(𝑥, 𝑦) = ∫ ∫ �̃�𝜃(𝑘) ⋅ 𝑒
2𝜋𝑖𝑘(𝑥 cos(𝜃)+𝑦 sin(𝜃))𝑘 𝑑𝑘

∞

−∞

𝑑𝜃

2𝜋

0

 (78) 
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Equivalent to eq. (68) is also valid in Fourier space: 

�̃�𝜃+𝜋(𝑘) = �̃�𝜃(−𝑘) (79) 

Therefore, eq. (75) can also be written as follows: 

𝑓(𝑥, 𝑦) = ∫ ∫|𝑘|�̃�𝜃(𝑘) ⋅ 𝑒
2𝜋𝑖𝑘(𝑥 cos(𝜃)+𝑦 sin(𝜃))𝑑𝑘

∞

−∞

𝑑𝜃

𝜋

0

 (80) 

With the equation of straight lines (65) this results in the filtered back-projection: 

𝑓𝑓𝑏𝑝(𝑥, 𝑦) = ∫ ∫|𝑘|�̃�𝜃(𝑘) ⋅ 𝑒
2𝜋𝑖𝑘𝑡𝑑𝑘

∞

−∞

𝑑𝜃

𝜋

0

 (81) 

The integral over 𝑘 is here just the inverted Fourier transform of �̃�𝜃(𝑘) multiplied by 

the filter function |𝑘| (called Ram-Lak filter). Since in practice not infinitely many 

projections 𝑃𝜃 are available for a reconstruction with the filtered back-projection, gaps 

in the Fourier space still occur for high frequencies (see Figure 23c). These cause 

reconstruction artifacts which can be reduced by attenuating high frequencies of the 

filter function |𝑘| → |𝑘|ℎ(𝑘): 

𝑓𝑓𝑏𝑝(𝑥, 𝑦) = ∫ ∫|𝑘|ℎ(𝑘) ⋅ �̃�𝜃(𝑘) ⋅ 𝑒
2𝜋𝑖𝑘𝑡𝑑𝑘

∞

−∞

𝑑𝜃

𝜋

0

 (82) 

The Shepp-Logan filter with ℎ(𝑘) = 𝑠𝑖𝑛𝑐(𝜋𝑘) is often used to attenuate higher 

frequencies (see Figure 24). 

 

Figure 24: Ram-Lak vs. Shepp-Logan 

When comparing the two filter functions, it is noticeable that the Shepp-Logan filter attenuates the high 
frequencies compared to the Ram-Lak filter. This reduces possible high frequency reconstruction artifacts 
that can occur with the filtered back-projection. 
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Practical implementation 

Based on eq. (82), the following algorithm can be formulated for the mathematically 

correct reconstruction of an object via its projections: 

1. Calculation of the 1D Fourier transform �̃�𝜃(𝑘) of each projection 𝑃𝜃(𝑡) 

2. Multiplication with the filter function |𝑘|ℎ(𝑘) 

3. Calculation of the inverse 1D Fourier transform 

4. Integrate (summing up) over all angles to get the object 𝑓(𝑥, 𝑦) 

So-called sinogams have established themselves as a representation of all 1D 

projections of a 2D object. They have the respective projection angle 𝜃 on the x-axis and 

the projection coordinate 𝑡 on the y-axis. Figure 25a shows a 2D object whose 1D 

projections can be seen as a not yet filtered sinogram (Figure 25b) and filtered sinogram 

(Figure 25c). The back-projection of the filtered projections (Figure 25d) results in a 

sharp and non-blurred image of the object (Figure 25a) compared to Figure 22c. 

 

Figure 25: Main reconstruction steps of the filtered back-projection algorithm 

The 2D plane of the object (a) is acquired via projections (Radon transforms) from all angles 𝜃. Each of these 
1D projections is then mapped into a matrix called a sinogram (b). This sinogram is then filtered (c) column 
by column with a filter (in this case a Ram-Lak filter) in the Fourier domain. The back-projection of the filtered 
sinogram yields the filtered back-projection (d), which corresponds to a comparatively sharp representation 
of the object. Figure created using the Radon Transform Fiji plugin by [255] 

Since |𝑘| = 0 is valid for 𝑘 = 0, the DC value of the filtered back-projection is lost. This 

means that the brightness scaling of each filtered back-projection must be chosen 

freely. This becomes problematic if reconstructions are to be compared with each other, 

as is the case, for example, with the reconstruction of 3D objects. 

Projections of 3D objects are two-dimensional and can be considered as a string of 1D 

projections of cross-sections along the rotation axis. For example, the rotation axis of a 

3D object could be along the y-axis in space. For captured 2D projections (Figure 26a), 

each row of pixels (in the t direction) then corresponds to the 1D projection of a 2D xz 
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cross-section of the object at location y. Thus, for each pixel row y, a sinogram (Figure 

26c) and reconstruction (Figure 26c) of an xz cross-section of the 3D object can be 

created independently of the other pixel rows. Stacking the xz cross-sections in an image 

stack then results in the reconstruction of the entire 3D object (Figure 26d). In order to 

be able to compare e.g. two neighboring xz cross-sections it is necessary to match the 

brightnesses of the reconstructions (e.g. by histogram matching algorithms, see section 

4.2).   

 

Figure 26: Reconstruction of three-dimensional samples via filtered back-projection 

The projections taken from the sample at different angles 𝜃 result in a stack of projections (a). This is 
transformed into a stack of sinograms (b). Each sinogram belongs to a pixel line (y) of the projection stack. 
From this, a virtual cross-section through the sample can be calculated using filtered back-projection. The 
result is a stack of cross sections. This can be used to create three-dimensional models and visualizations. 
Like for example in this case a maximum intensity projection (d). 

The filtered back-projection presented here is based on projections with parallel beams. 

However, modern CT systems do not use parallel beams but so-called fan beams, for 

which the filtered back-projection must be adapted accordingly [257]. 

2.3.3 Depth of focus and resolution 

OPT systems are basically wide-field microscopes (see section 2.1) with a comparatively 

small numerical aperture (NA). This is necessary because the point spread function (PSF, 

see section 2.1.2) must be extended along the optical axis so that it roughly corresponds 

to the sample thickness. This is essential because otherwise the conditions for 

tomographic reconstruction (see section 2.3.2) are not given. The extended PSF can be 

considered as the line integral of the Radon transform (eq. (66)) through the sample, 

which is ultimately detected by a camera pixel. The extent of the PSF along the optical 

axis is called depth of focus (DOF) and can be defined as follows [258]: 

𝐷𝑂𝐹 = 𝑛𝑏𝑎𝑡ℎ (
𝜆

𝑁𝐴2
+

𝑒

𝑀 ⋅ 𝑁𝐴
) (83) 



65 
 

Here with the refractive index 𝑛𝑏𝑎𝑡ℎ of the surrounding sample medium, the (emission) 

wavelength 𝜆, the pixel size 𝑒 of the detector and the magnification of the optical 

imaging system 𝑀. For projected pixel sizes (sampling rates) below the Nyquist-Shannon 

sampling theorem (eq. (31)), the DOF can be approximated as follows [259]: 

𝐷𝑂𝐹 ≈ 𝑛𝑏𝑎𝑡ℎ ⋅
5

4

𝜆

𝑁𝐴2
 (84) 

The thicker the sample to be examined, the larger the NA must be selected. This is at 

the expense of the achievable resolution (see section 2.1.2) [259]. However, the DOF 

can also be set to about half the sample thickness. The focal plane of the objective lens 

must then be placed in the center of the front half (1/4) of the sample. However, 

projections must then also be taken along a full 360° rotation, instead of the 180° 

required according to eq. (82) [260]. This allows the NA to be chosen larger, increasing 

the achievable resolution. In practice, the NA can be set by the radius 𝑟 of an aperture 

in the back focal plane of the objective lens with focal length 𝑓. It is important to note 

that the smaller the aperture is chosen, the more light is blocked, resulting in less light 

reaching the detector (camera chip), which results in a poorer signal-to-noise ratio. In 

paraxial approximation, the NA can be determined as follows: 

𝑁𝐴 ≈
𝑟

𝑓
 (85) 

For the DOF and the achievable resolution 𝑑 the following expressions result: 

𝐷𝑂𝐹 ≈ 𝑛𝑏𝑎𝑡ℎ ⋅
5

4

𝜆𝑓2

𝑟2
     and     𝑑 ≈

𝜆𝑓

2𝑟
 (86) 

Over the range of the DOF along the optical axis, it is imperative that the magnification 

remains constant, otherwise the acquired projections will not satisfy the Radon 

transform. This property of an imaging system is called telecentric. This can be ensured 

by positioning the aperture diaphragm in the back focal plane (Fourier plane). 

2.3.4 Image artefacts 

The filtered back-projections of OPT images can be afflicted with various artifacts that 

degrade the quality. For example, it is important that each projection is taken under the 

same lighting conditions. Otherwise, unequal weighting of the projections will occur, 

resulting in shadowing of the reconstructed images [261]. However, by using LEDs [262] 

with high quality power sources, fluctuations of the light source can be avoided [263]. 

In fluorescence (emission) OPT, photobleaching of the fluorophores additionally occurs, 

which also results in shadow-like artifacts in the filtered back-projections [261]. This can 
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be avoided in the post-process before reconstruction by exponential brightness 

correction. However, an increase of the noise level must be accepted. 

Non-uniformities in the photon response of the camera pixels lead to concentric ring 

artifacts in the reconstructions [261]. These can be circumvented mainly by choosing a 

high-quality camera (e.g. sCMOS, see section 2.1.4). Possible hot or cold pixels should 

be filtered out in the acquired projections during post-processing. Median filters or 

binning can be used to reduce pixel variations, but with regard to the Nyquist-Shannon 

sampling theorem (eq. (31)) a loss of resolution may occur. The edges of the camera 

chip (or the selected region of interest) also produce concentric ring artifacts on the 

outside, but these can be eliminated by subtracting a reconstruction without a sample 

[261]. 

The positioning of the center of rotation for the filtered back-projection is of major 

importance. If this is not precisely matched, shadow-like smearing artifacts will occur 

[261]. To avoid this, reconstruction with different centers of rotation with the goal of 

minimal variance in the reconstructed image is a good option. Furthermore, there are 

correlation-based approaches that can determine the center of rotation from the 

acquired projections.  
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3 DMD based coherent SIM microscopy 

This section (3 DMD based coherent SIM microscopy) and its subsections are based in 

major parts on the following publications: 

Markwirth, A., Lachetta, M., Mönkemöller, V., Heintzmann, R., 

Hübner, W., Huser, T., & Müller, M. (2019). Video-rate multi-color 

structured illumination microscopy with simultaneous real-time 

reconstruction. Nature communications, 10(1), 1-11. 

Lachetta, M., Sandmeyer, H., Sandmeyer, A., Schulte am Esch, J., 

Huser, T., & Müller, M. (2021). Simulating digital micromirror 

devices for patterning coherent excitation light in structured 

illumination microscopy. Philosophical Transactions of the Royal 

Society A, 379(2199), 20200147. 

Sandmeyer, A.*, Lachetta, M.*, Sandmeyer, H., Hübner, W., 

Huser, T., & Müller, M. (2021). Cost-Effective Live Cell Structured 

Illumination Microscopy with Video-Rate Imaging. ACS Photonics 

8(6), 1639–1648. (*equal contribution) 

Lachetta, M., Wiebusch, G., Hübner, W., Schulte am Esch, J., 

Huser, T. & Müller, M. Dual color DMD-SIM by temperature-

controlled laser wavelength matching. Optics Express, accepted, 

submitted September 2021. 

SIM is based on the spatial modulation of fluorescence excitation light, which is 

achieved by the targeted interference of coherent laser beams in the sample plane 

[195]. For this purpose, spatial light modulators (SLMs) are often used as robust and fast 

electronically controllable gratings [85]. In particular, for high-speed SIM, the use of 

ferroelectric liquid crystal on silicon SLMs (FLCoS) is very popular [62,63,86–89]. 

However, their main drawback is, the necessary compensation of each pattern shown 

by the corresponding negative, which limits illumination and system timing. In addition, 

FLCoS SIM systems are often less cost-effective and only available in a limited number 

of models and from currently one manufacturer (Forth Dimension Displays). 

Digital micromirror devices (DMDs) form a special subcategory of SLMs based on a pixel 

array of electro-mechanical micromirrors. These can tilt between two predefined states 

(e.g. ±12° tilt angle [264]), allowing them to steer and modulate light. Compared to 

other SLMs (such as FLCoS), DMDs are widely available in various versions, cost-

effective, extremely fast (10 kHz switching time) and, depending on the coating, 



68 
 

insensitive to light polarization. Therefore, they are popular not only in consumer 

electronics such as video projectors, but also in scientific applications such as SIM 

microscopy [49,265–268]. Choosing a relatively small pixel size (<10 µm) from the wide 

range of DMD models enables compact designs of SIM systems that are less complex 

and significantly less expensive compared to similarly fast FLCoS systems. 

When using coherent light sources (lasers), as is usually the case for SIM, DMDs have a 

disadvantage that cannot be neglected. Due to the tilted micromirrors, DMDs have a 

jagged surface, which introduces the so-called blazed grating effect (BGE) [90,91]. 

Unlike other SLMs, when designing a DMD-based SIM microscope, it is important to 

understand and consider the BGE. Otherwise, an asymmetric intensity distribution will 

occur in the Fourier plane, resulting in poor interference contrast for pattern generation 

in the sample plane. 

Within the scope of this thesis, in order to understand the BGE, DMDs were 

mathematically modeled, and different approaches were developed to simulate the 

diffraction patterns (Fourier plane) generated by coherent light. The evaluation of the 

simulation results allowed to first design and optimize a fast, compact and cost-effective 

one-color DMD-SIM microscope. This setup also has the capability for instantaneous 

parallel GPU-based reconstruction of the raw images into super-resolution SIM images 

that can be displayed in real time, during acquisitions. To enable this, the operating 

software of a FLCoS SIM microscope was adapted and ported accordingly. Based on the 

simulations, it was subsequently possible to find setup configurations that enable 

multicolor SIM microscopes with a DMD as SLM. This could be demonstrated by 

extending the one-color DMD-SIM microscope to two colors. 

3.1 Coherent illumination of DMDs and blazed grating effect 

3.1.1 Description of the blazed grating effect 

To obtain an ideal interference contrast (high modulation depths) in the sample plane 

of a two-beam SIM microscope, the two laser beams interfering in the sample should 

have the same intensity (and polarization). Otherwise, poor interference will occur, 

resulting in a superposition of the sinusoidal pattern with a constant offset. As a result, 

the signal to noise ratio (SNR) of the reconstructed signal drops, as it is directly linked 

to the modulation depth of the SIM pattern. This results in a poor reconstruction with 

undesirable artifacts [48,199].  

When using incoherent light (e.g. an LED) with DMDs, the interference effects of the 

phase shift produced by the micromirrors can be neglected. Thus, the DMD can be 

considered as a reflective amplitude modulating SLM for the incoherent case [212]. 
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When coherent light (laser) is used, the DMD can no longer be described as amplitude 

modulating, but must be considered as a phase modulating SLM. Unlike LCD-based 

SLMs, the phase shift of DMDs is not constant over a pixel, which is ultimately the cause 

of the BGE. A one-dimensional description of the BGE can be traced back to Harvey & 

Pfisterer [90]. However, due to the two-dimensional nature of DMDs, this model needs 

to be extended. Texas Instruments (a large manufacturer of DMDs) provides a white-

paper that serves as an introduction to the BGE for the use of DMDs with lasers [269]. 

In parallel with this thesis, a (semi-)analytical framework for modeling DMDs was 

developed by Brown et al. [270]. This is based on the same physical model describing 

the interaction of electromagnetic waves with the DMD surface. The results shown in 

this thesis are consistent with those of Brown et al. [270].  

Briefly and illustratively, the BGE arises from the fact that the entire diffraction pattern 

of the DMD results from the superposition of an envelope with the grating diffraction 

(see Figure 27), similarly as it is the case in the Young double-slit experiment. The 

envelope corresponds to the diffraction pattern of a single micromirror (see Figure 27b), 

whose intensity distribution in the far field can be described simplified by a sinc function 

[269]: 

𝐼(𝜃) = 𝑠𝑖𝑛𝑐2 (𝜋
𝑤

𝜆
sin(𝜃)) = [

sin (𝜋
𝑤
𝜆
sin(𝜃))

𝜋
𝑤
𝜆
sin(𝜃)

]

2

 (87) 

 

Here with 𝜃 as observation angle, 𝑤 the slit width respectively the mirror edge length, 

and λ as wavelength of the coherent light. The grating diffraction splits again into the 

native diffraction orders and the diffraction produced by the displayed patterns. The 

native diffraction orders result from the native grating structure of the DMD with the 

pixel pitch as the grating constant (see Figure 27a), while the diffraction pattern of the 

pattern displayed on the DMD forms around the native diffraction orders (see Figure 

27d) [271,272]. 

The positions of the envelope and the native diffraction orders both depend on the 

angle of incidence, but they do not move congruently to each other. The position (of 

the center) of the envelope results from the reflection at the surface of a micromirror 

and depends on the angle of incidence and the tilt angle of the micromirrors. Therefore, 

there is an envelope for both the ON and OFF states of the micromirrors. The positions 

of the native diffraction orders result from the interference of all micromirrors 

(independent of the ON-OFF state), which can be described as diffraction at a reflective 

grating and thus depends on the angle of incidence, the pixel pitch (grating constant) 

and the wavelength. This has the consequence that the center of the envelope in most 

cases does not coincide with the position of a diffraction order, which then in turn has 
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the consequence that the diffraction images of the patterns displayed on the DMD show 

asymmetric intensity distributions (see Figure 27d). When using a DMD as SLM in a SIM 

microscope, this effect is undesirable. Therefore, the blaze condition must be fulfilled 

when using DMDs in SIM microscopes. The blaze condition is fulfilled if the center of the 

envelope coincides with the position of a native diffraction order. Since the pixel pitch 

and tilt angle for a DMD are usually constant, the angle of incidence and wavelength of 

light remain as adjustable parameters to satisfy the blaze condition. 

 

Figure 27: Simulated blazed grating effect of DMDs with coherent light 

(a) Diffraction image of the native DMD grating without consideration of the envelope. (b) Diffraction image 
of a single micromirror (envelope) in the "on" position on the DMD. (c) Diffraction image of the native DMD 
grating resulting from multiplying (a) with (b). (d) Diffraction image of the DMD integrated over typical SIM 
patterns (inlays) for three SIM angles. All diffraction images shown are in logarithmic intensity 
representation and were simulated by using 50 x 50 micromirrors at 631 nm wavelength using parameters 
of the DLP® LightCrafter™ 6500 (Texas Instruments) [264]. The laser beam hits the DMD surface 
perpendicularly (𝜑𝑎 = 𝜗𝑎 = 0°). The diffraction images have a field of view of 17.5° x 17.5° ( 7.5° ≤
𝜑𝑏 , 𝜗𝑏 < 25°). Images (a-c) were simulated using the grating approach, while image (d) was simulated 
using the analytic phase shifting approach. Figure taken from our corresponding publication [92]. 
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3.1.2 The blazed grating effect in the laboratory 

To approach the BGE from more than just the theoretical side, my colleague Dr. Alice 

Sandmeyer measured the native diffraction pattern of the DMD DLP® LightCrafter™ 

6500 at various angles of incidence (Figure 28). Since the DLP® LightCrafter™ 6500, like 

many other DMDs, has the tilt axis of the micromirrors along the diagonal, the DMD was 

rotated 45° so that the incident and emergent angles are parallel to the optical table. 

The angle of emergence 𝛽 of the brightest diffraction order (main order, mathematically 

4th diffraction order along the 45° diagonal) of the DMD and the intensity of the four 

nearest diffraction orders (side orders, see Figure 28b) were measured. It was observed 

that the intensity of the side orders changes asymmetrically when the angle of incidence 

𝛼 is varied (see Figure 28c,d). For the OFF state at 𝛼 = 24.5° ± 1° a nearly symmetric 

intensity distribution of the secondary orders is obtained (blaze condition fulfilled). For 

the ON position, no clear incident angle 𝛼 could be determined under which the side 

orders show a symmetric intensity distribution. The angle of emergence 𝛽 of the main 

order changes almost linearly as a function of the angle of incidence 𝛼 (see Figure 28e). 

From Figure 28c-e it can be seen that the ON and OFF states of the DMD do not behave 

identically, which is due to different tilt angles for ON and OFF. In the data sheet of the 

DLP® LightCrafter™ 6500, the tilt angle variance is given as ±1°. The asymmetric 

behavior of the side orders confirms the BGE described before. If the (invisible) 

envelope is centered in the main diffraction order (blaze angle: 𝛼 ≈ 24.5°), the blaze 

condition is fulfilled and a symmetric intensity distribution of the side orders results. 

Slightly elliptical polarization after the DMD 

During the measurements, it was also noticed that the DMD slightly changes the 

polarization of incident laser light. Specifically, the S-polarized light in front of the DMD 

was slightly elliptically polarized behind the DMD. Presumably, this effect stems from 

the cover glass located immediately in front of the micromirror array. Since the 

polarization can have a significant effect on the modulation depths that can be achieved 

in the sample plane [209,210], it is recommended to restore the desired polarization 

(e.g. by using a linear polarization filter).  
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Figure 28: Investigation of the blazed grating effect of a coherently illuminated DMD 

(a) Schematic drawing of the experiment. All mirrors of the DMD are tilted in one direction, where a tilt 
angle of +12° represents the ON state and a tilt angle of −12° represents the OFF state. 𝛼 is the incident 
angle, whereas 𝛽 is the diffraction angle of the main (4th) diffraction order. (b) Photograph of the experiment 
in the laboratory. Here, the entire DMD is rotated by 45°, so that the diffraction pattern is also rotated. The 
side diffraction orders of the underlying structure are labeled with symbols and colors which are also 
represented in (c) and (d). Normalized intensity measured at the side diffraction orders if all mirrors are 
switched to the OFF-state (c) or ON-state (d). (e) Absolute value of the diffraction angle 𝛽 of the main 
diffraction order depending on the angle of incidence 𝛼. Figure taken from our corresponding publication 
[8]. 
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3.2 Coherent DMD simulation software 

For the use of DMDs in coherent SIM microscopes, it is necessary to understand the BGE 

in order to be able to consider it correctly in the design of a corresponding setup. 

Measurements in the laboratory (see Figure 28) are only suitable to a limited extent for 

this purpose, since the parameters (wavelength, angle of incidence, ...) can only be 

adjusted with great effort or comparatively low precision. For this purpose, a simulation 

framework was developed within the scope of this thesis, which is able to numerically 

simulate the interaction of coherent light with the DMD surface and the resulting far 

field (intensity distribution). The simulations are based on a physical model of 

propagating (coherent) electromagnetic fields interacting with the mathematically 

modeled DMD surface. From this, three simulation algorithms can be derived, each with 

different assumptions and thus constraints on the simulated system, but also different 

numerical complexity, i.e. simulation runtime. Along the 45° diagonal of DMDs, an 

analytical description of the BGE could also be found, which is particularly relevant for 

practical implementation in the laboratory. The simulation framework is motivated by 

DMD-based SIM microscopy but is generally applicable to other light pattern 

applications. 

3.2.1 Mathematical and physical model of DMDs and coherent light 

Choice of coordinates 

First of all, it is important to find suitable coordinates to describe vectors (rays) and the 

resulting diffraction patterns. It has been found useful to place the DMD in the center 

of a Cartesian coordinate system (x, y, z) so that the DMD surface lies within the xy-

plane (Figure 29a). When describing diffraction patterns in the far-field, a paraxial small-

angle approximation is usually adopted, allowing for a Euclidean Cartesian coordinate 

system (x, y, z) of the diffraction space. This approximation is generally not satisfied for 

vectors pointing toward or away from the DMD. Angular coordinates (𝜑, 𝜗) can be 

chosen that can be associated with the x and y axes of a Cartesian coordinate system 

(Figure 29b). The normalized vectors �⃗� = (𝑎𝑥 , 𝑎𝑦, 𝑎𝑧) and �⃗⃗� = (𝑏𝑥 , 𝑏𝑦, 𝑏𝑧) with the 

angular coordinates (𝜑𝑎 , 𝜗𝑎) and (𝜑𝑏 , 𝜗𝑏) are used to describe the angles of incidence 

and emergence: 

�⃗�(𝜑𝑎, 𝜗𝑎) = (
𝑎𝑧 ⋅ tan(𝜑𝑎)

𝑎𝑧 ⋅ tan(𝜗𝑎)
𝑎𝑧

)     with     𝑎𝑧 = √
1

tan2(𝜑𝑎)+tan
2(𝜗𝑎)+1

 

�⃗⃗�(𝜑𝑏, 𝜗𝑏) = (

𝑏𝑧 ⋅ tan(𝜑𝑏)

𝑏𝑧 ⋅ tan(𝜗𝑏)

𝑏𝑧

)     with     𝑏𝑧 = √
1

tan2(𝜑𝑏)+tan
2(𝜗𝑏)+1

 

(88) 
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To obtain a diffraction pattern for one angle of incidence �⃗� it is necessary to consider all 

angles of incidence �⃗⃗� (e.g. 45° x 45°). 

 

Figure 29: Visualization of angle parameterized vectors 

(a) Visualization of light input and output vectors in the 3-dimensional space of the DMD. (b) Visualization 

of the tip/tilt angular coordinate system used to represent directionality of e.g. the directions �⃗� and �⃗⃗�. Figure 
taken from our corresponding publication [8]. 

DMD surface modeling 

DMDs are essentially a two-dimensional array of small tilting micromirrors. The surface 

area of a quadratic micromirror 𝑐 can be parameterized using its edge length 𝑤, and the 

parameters 𝑠 and 𝑡 (see Figure 30a): 

𝑐(𝑠, 𝑡) = (𝑠, 𝑡, 0)     with     0 ≤ 𝑠 ≤ 𝑤, 0 ≤ 𝑡 ≤ 𝑤 (89) 

The tilting of the micromirrors can be described as a rotation by the angle 𝛾 around the 

normalized diagonal axis �⃗⃗� = (𝑛𝑥, 𝑛𝑦, 𝑛𝑧) =
1

√2
(1,1,0) using the following rotation 

matrix: 

 𝑅𝑛(𝛾) = (
𝑛𝑥
2(1 − cos 𝛾) + cos 𝛾 𝑛𝑥𝑛𝑦(1 − cos 𝛾) − 𝑛𝑧 sin 𝛾 𝑛𝑥𝑛𝑧(1 − cos 𝛾) + 𝑛𝑦 sin 𝛾

𝑛𝑦𝑛𝑥(1 − cos 𝛾) + 𝑛𝑧 sin 𝛾 𝑛𝑦
2(1 − cos 𝛾) + cos 𝛾 𝑛𝑦𝑛𝑧(1 − cos 𝛾) − 𝑛𝑥 sin 𝛾

𝑛𝑧𝑛𝑥(1 − cos 𝛾) − 𝑛𝑦 sin 𝛾 𝑛𝑧𝑛𝑦(1 − cos 𝛾) + 𝑛𝑥 sin 𝛾 𝑛𝑧
2(1 − cos 𝛾) + cos 𝛾

) (90) 

To be able to move the individual micromirrors to their corresponding position on the 

DMD, the native grid of the DMD �⃗⃗⃗�(𝑚𝑥,𝑚𝑦) = 𝑚(𝑚𝑥 ,𝑚𝑦, 0) is used. The micromirror 

pitch 𝑚 = 𝑤 + 𝑔 is given by the edge length 𝑤 and the gap 𝑔 between the 

micromirrors. Thus, each micromirror on the DMD can be described by the following 

expression (see Figure 30): 

𝑑𝑚𝑥,𝑚𝑦
(𝛾𝑚𝑥,𝑚𝑦

, 𝑠, 𝑡,𝑚) = 𝑅 (𝛾𝑚𝑥,𝑚𝑦
) ⋅ 𝑐(𝑠, 𝑡) + 𝑚(𝑚𝑥 ,𝑚𝑦, 0) (91) 
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Figure 30: Surface modeling of DMDs 

(a) Physical dimension and rotation axis of the micromirrors. (b) Resulting height profile of the DMD surface, 
which corresponds to phase delay. Figure taken from our corresponding publication [8]. 

Coherent light propagation 

For modeling the diffraction behavior of monochromatic coherent light (laser) in the far 

field, the far field/Fraunhofer approximation is suitable. This allows the time-

independent scalar description of the electric field, as planar wavefronts, which 

depends on the intensity distribution of the beam profile 𝐼0(�⃗�, 𝑑) = |𝐸0(�⃗�, 𝑑)|
2

 

projected onto the DMD: 

𝐸(𝐸0(�⃗�, 𝑑), Φ) = 𝐸0(�⃗�, 𝑑) ⋅ 𝑒
𝑖Φ     with     Φ = 𝑙 ⋅

2𝜋

𝜆
= 𝑑(�⃗� − �⃗⃗�)

2𝜋

𝜆
 (92) 

Here with 𝐸0 as input amplitude and Φ as resulting phase, which depends on the path 

length 𝑙𝑎 + 𝑙𝑏 = 𝑑�⃗� − 𝑑�⃗⃗� and the wavelength 𝜆 (Figure 31). 

 

Figure 31: Phase shift of planar wavefronts to the DMD surface 

(a) General determination of the phase shift for different points of a planar wave front, which is incident on 

the DMD in direction �⃗� and is diffracted in direction �⃗⃗�. This approach is correct in the far field/Fraunhofer 
approximation. Figure taken from our corresponding publication [92]. 
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Consequently, for the electric field diffracted at any defined point on the DMD, the 

following is obtained: 

𝐸𝑚𝑥,𝑚𝑦

𝑜𝑛𝑒 𝑝𝑜𝑖𝑛𝑡
(�⃗�, �⃗⃗�, 𝛾𝑚𝑥,𝑚𝑦

, 𝑠, 𝑡, 𝑚, 𝜆) = 𝐸𝑚𝑥,𝑚𝑦
0 (�⃗�, 𝛾𝑚𝑥,𝑚𝑦

, 𝑠, 𝑡) 

⋅ exp (
2𝜋𝑖

𝜆
𝑑𝑚𝑥,𝑚𝑦

(𝛾𝑚𝑥,𝑚𝑦
, 𝑠, 𝑡, 𝑚) ⋅ (�⃗� − �⃗⃗�)) 

(93) 

To obtain the resulting field distribution of the diffraction pattern it is necessary to 

integrate over each individual micromirror and then sum up the fields of all 

micromirrors (𝑁𝑥  x 𝑁𝑦): 

𝐸𝐷𝑀𝐷 (�⃗�, �⃗⃗�, 𝛾𝑚𝑥,𝑚𝑦
, 𝑤,𝑚,𝑁𝑥, 𝑁𝑦, 𝜆) =  ∑ ∬ 𝐸𝑚𝑥,𝑚𝑦

0 (�⃗�, 𝛾𝑚𝑥,𝑚𝑦
, 𝑠, 𝑡)

𝑤

0

𝑁𝑥−1,𝑁𝑦−1

𝑚𝑥=0,𝑚𝑦=0

⋅ exp (
2𝜋𝑖

𝜆
𝑑𝑚𝑥,𝑚𝑦

(𝛾𝑚𝑥,𝑚𝑦
, 𝑠, 𝑡, 𝑚) ⋅ (�⃗� − �⃗⃗�))𝑑𝑠 𝑑𝑡 

(94) 

This expression depends on many parameters and cannot be further analytically 

simplified without additional assumptions. In order to be able to calculate diffraction 

images of a DMD in adequate time, it is possible to make certain assumptions, which 

can simplify and accelerate the calculation. Depending on how these are chosen, 

different numerical simulation approaches (ray tracing, analytic phase shifting, grating) 

with different system constraints can be derived from eq. (94). 

The diffraction patterns shown in the following sections were generally simulated with 

an array of only 50 x 50 micromirrors. Of course, the algorithms can also consider 

significantly more micromirrors. However, the diffraction orders then become smaller 

and smaller, whereby a clear visualization becomes noticeably worse (Fourier 

broadening). When choosing a comparatively small angular section of the diffraction 

space, with a correspondingly high angular resolution, more micromirrors can and 

should be taken into account. 

3.2.2 Ray tracing approach 

The first approach presented here is the ray tracing approach. Here, the sum and 

integral of eq. (94) is approximated by a Monte Carlo simulation with random rays. 

Further assumptions or restrictions are not necessary. Since each ray has to be 

calculated individually, the required computational effort is relatively large and thus the 

simulation is comparatively slow. To generate an incident collimated Gaussian laser 

beam, a Gaussian probability distribution is used to generate 𝐾 random beams with the 

following equation of line: 

𝑓𝑘 = ℎ⃗⃗𝑘 + 𝑢�⃗�     with     𝑘 ∈ N0,     𝑢 ∈ ℝ     and     𝑘 < 𝐾 (95) 
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Here with ℎ⃗⃗𝑘 as support vector and �⃗� as normalized incidence direction vector with the 

parameter 𝑢. For simplicity, all ℎ⃗⃗𝑘 lie in a plane through the origin, which is why ℎ⃗⃗𝑘 and 

�⃗� are perpendicular to each other and ℎ⃗⃗𝑘 ⋅ �⃗� = 0. The support vector ℎ⃗⃗𝑘 of each ray is 

randomly Gaussian distributed. The intersection points 𝑝𝑘 = (𝑚𝑥,𝑚𝑦, 𝑠, 𝑡, 𝑢) of the 

rays 𝑓𝑘 with the DMD surface 𝑑 can be determined by solving the following linear system 

of equations: 

(

 
 
 
𝑚 0

1

2
(1 + cos𝛾)

1

2
(1 − cos 𝛾) −𝑎𝑥

0 𝑚
1

2
(1 − cos𝛾)

1

2
(1 + cos 𝛾) −𝑎𝑦

0 0 −
1

√2
sin𝛾

1

√2
sin𝛾 −𝑎𝑧

)

 
 
 

(

 
 

𝑚𝑥

𝑚𝑦

𝑠
𝑡
𝑢 )

 
 
= (

ℎ𝑥
ℎ𝑦
ℎ𝑧

) (96) 

This system of equations is underdetermined without restriction to one micromirror. 

Therefore, each micromirror (𝑚𝑥 ,𝑚𝑦) must be considered individually to solve it: 

(

 
 
 

1

2
(1 + cos 𝛾)

1

2
(1 − cos 𝛾) −𝑎𝑥

1

2
(1 − cos 𝛾)

1

2
(1 + cos 𝛾) −𝑎𝑦

−
1

√2
sin𝛾

1

√2
sin 𝛾 −𝑎𝑧

)

 
 
 

(
𝑠
𝑡
𝑢
) = (

ℎ𝑥
ℎ𝑦
ℎ𝑧

) −𝑚(

𝑚𝑥

𝑚𝑦

0
) (97) 

This system of equations can be solved analytically for each micromirror (see ray-dmd-

intersection.nb [273]). The only valid solution can then be found by restricting 𝑠 and 𝑡 

to the mirror edge length 𝑤. If there is still more than one solution left, the solution with 

the smallest 𝑢 is the valid one, since the resulting intersection of the ray with the DMD 

is the first one in the ray direction. 

Since the Gaussian beam profile is already considered by the Gaussian random 

distribution of the beams an intensity of 𝐸𝑚𝑥,𝑚𝑦
0 = 1 can be assumed for all beams, 

which eq. (93) simplifies as follows: 

𝐸𝑚𝑥,𝑚𝑦

𝑜𝑛𝑒 𝑟𝑎𝑦
(�⃗�, �⃗⃗�, 𝑝𝑘 , 𝜆) = 𝐸𝑖𝑛(�⃗�, 𝑝𝑘 , 𝜆) ⋅ 𝐸𝑜𝑢𝑡(�⃗⃗�, 𝑝𝑘 , 𝜆) 

= exp (
2𝜋𝑖

𝜆
𝑑(𝑝𝑘)�⃗�) ⋅ exp (−

2𝜋𝑖

𝜆
𝑑(𝑝𝑘)�⃗⃗�) 

(98) 

An illustration of the phase shift of individual rays is shown in Figure 32. Summing up 

the individual rays yields the final ray tracing equation with which the field distribution 
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of the resulting diffraction pattern can be calculated. Thus eq. (94) can be rewritten as 

follows: 

𝐸𝐷𝑀𝐷 (�⃗�, �⃗⃗�, 𝛾𝑚𝑥,𝑚𝑦
, 𝑤,𝑚, 𝑁𝑥 , 𝑁𝑦, 𝜆) = ∑ exp(

2𝜋𝑖

𝜆
𝑑(𝑝𝑘)(�⃗� − �⃗⃗�))

𝐾−1

𝑘=0

 (99) 

With respect to the beam profile and in particular the assumption of completely 

monochromatic (i.e. coherent) light, the ray tracing approach can be easily extended. 

The beam profile can be adjusted by changing the support vector distribution. By 

introducing a wavelength and phase distribution of the individual beams, the 

monochromatic coherent boundary condition could be softened (e.g. for LEDs as light 

source). 

 

Figure 32: Schematic representation of the ray tracing approach 

Modeling of rays and their phase shift, which are incident on the DMD in the direction �⃗� and diffracted in 

the direction �⃗⃗�. For the sake of clarity, only one angle of emergence is shown for one angle of incidence. To 
obtain a complete diffraction image for one angle of incidence, however, it is necessary to consider all angles 
of emergence. Figure taken from our corresponding publication [92]. 

3.2.3 Analytic phase shifting approach 

For the analytic phase shifting approach, we assume that the field amplitude across a 

micromirror is constant 𝐸𝑚𝑥,𝑚𝑦
0 (�⃗�, 𝛾𝑚𝑥,𝑚𝑦

, 𝑠, 𝑡) → 𝐸𝑚𝑥,𝑚𝑦
0 (�⃗�, 𝛾𝑚𝑥,𝑚𝑦

). Moreover, it is 

assumed that each micromirror is either in tilt state 𝛾− or 𝛾+, which is a reasonable 

assumption for the steady state of a micromirror of a DMD. The desired Gaussian beam 

profile can be approximated by adjusting 𝐸𝑚𝑥,𝑚𝑦
0  over the different micromirrors. Since 

usually enough mirrors are illuminated, the approximation error is negligible. With 

these assumptions, the integral over a single micromirror from eq. (94) becomes 

solvable for 𝛾− and 𝛾+ and leads to the analytic determined field distribution (see 

dmd.nb [273]): 

𝐸𝑠𝑖𝑛𝑔𝑙𝑒 𝑚𝑖𝑟𝑟𝑜𝑟 (�⃗�, �⃗⃗�, 𝛾𝑚𝑥,𝑚𝑦

± , 𝑤, 𝜆) = ∬ exp(
2𝜋𝑖

𝜆
(𝑅 (𝛾𝑚𝑥,𝑚𝑦

± ) ⋅ (𝑠, 𝑡, 0)) ⋅ (�⃗� − �⃗⃗�))
𝑤

0

𝑑𝑠 𝑑𝑡 (100) 

Instead of calculating the field distribution for each micromirror, it is possible to 

calculate the field distribution once for 𝛾− and 𝛾+ for a reference micromirror on the 
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DMD and then shift the phase with respect to the reference micromirror according to 

the grating position (𝑚𝑥 ,𝑚𝑦) (see Figure 33): 

𝐸𝑚𝑥,𝑚𝑦

𝑠ℎ𝑖𝑓𝑡
(�⃗�, �⃗⃗�, 𝑚, 𝜆) = exp(

2𝜋𝑖

𝜆
�⃗⃗⃗�(𝑚𝑥 ,𝑚𝑦) ⋅ (�⃗� − �⃗⃗�)) (101) 

This simplifies eq. (94) to: 

𝐸𝐷𝑀𝐷 (�⃗�, �⃗⃗�, 𝛾𝑚𝑥,𝑚𝑦
, 𝑤,𝑚,𝑁𝑥 , 𝑁𝑦, 𝜆) = ∑ 𝐸𝑚𝑥,𝑚𝑦

0 (�⃗�, 𝛾𝑚𝑥,𝑚𝑦
)

𝑁𝑥−1,𝑁𝑦−1

𝑚𝑥=0,𝑚𝑦=0

⋅ 𝐸𝑠𝑖𝑛𝑔𝑙𝑒 𝑚𝑖𝑟𝑟𝑜𝑟 (�⃗�, �⃗⃗�, 𝛾𝑚𝑥,𝑚𝑦

± , 𝑤, 𝜆)

⋅ 𝐸𝑚𝑥,𝑚𝑦

𝑠ℎ𝑖𝑓𝑡
(�⃗�, �⃗⃗�,𝑚, 𝜆) 

(102) 

This expression is significantly less computationally intensive compared to the ray 

tracing approach (eq. (99)), while only small negligible approximations were made. 

Chronologically, this was the first simulation approach implemented and was therefore 

used to design and optimize the one-color DMD-SIM microscope (section 3.4). 

 

Figure 33: Schematic representation of the analytic phase shifting approach 

Simplified modelling of diffraction images in the form of wave fronts reflected by micromirrors, where the 
diffraction image of a single mirror is analytically known. Figure taken from our corresponding publication 
[92]. 

Ray tracing vs. analytic phase shifting 

Both the ray tracing approach and the analytic phase shifting approach can be used to 

simulate arbitrary patterns on the DMD. Figure 34 compares the simulation results of 

the ray tracing approach for different amounts of rays with those of the analytic phase 

shifting approach. The more rays are used for ray tracing, the more distinct the 

diffraction orders are compared to the background noise. From about 100000 rays on 

(with 50 x 50 micromirrors), there is hardly any qualitative difference between ray 

tracing and analytic phase shifting. Therefore, both approaches are well suited to 

perform simulations with patterns (e.g. for SIM). However, due to its noticeably shorter 

runtime, the analytic phase shifting approach is usually preferable. However, the ray 

tracing approach remains interesting for variations of the beam profile or the 

introduction of wavelength and phase shift distributions (incoherence). 
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Figure 34: Comparison between ray tracing and analytic phase shifting approach 

(a) shows a 50x50 pixel section of a typical SIM pattern, which is displayed on a SLM (DMD). (b-e) show 
diffraction images of (a) which have been simulated using the raytracing approach with 100, 1000, 10000 
and 100000 rays. (f) shows the diffraction image of (a) which was simulated using the Analytic Phase Shifting 
Approach. All diffraction images shown are in logarithmic intensity representation and were simulated via 
an array of 50 x 50 micromirrors at 𝜆 = 532 𝑛𝑚. Each micromirror has a size of 7.56 µm x 7.56 µm. 𝜑𝑎 =
−𝜗𝑎 = −21°  (blaze condition) was chosen as angle of incidence. The diffraction images are shown for both 
angles 𝜑𝑏 and 𝜗𝑏 with an angle range of -15° to 15°. Figure taken from our corresponding publication [92]. 
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For the sake of completeness, Figure 35 demonstrates that not only SIM patterns can 

be simulated with the analytic phase shifting approach, but also any other patterns on 

the DMD. Of course, the same is true for the ray tracing approach, but it requires 

significantly more computing time. 

 

Figure 35: Comparison of diffraction patterns generated with a DMD 

(a) Different DMD patterns. From left to right: Horizontal lines; MAP-SIM example; MAP-SIM calibration 
pattern [202,203,274]; concentric circles. (b) Diffraction images of the DMD patterns shown in (a), simulated 
with the analytic phase shift approach with 50 × 50 micromirrors at 532 nm wavelength. For the angles of 
incidence 𝜑𝑎 = −𝜗𝑎 = −21° (blaze condition) was chosen. The diffraction images are shown for a range of 
−1.8° to 8.2° for 𝜑𝑏 (x-axis) and −8.2° to 1.8° for 𝜗𝑏 (y-axis). The intensity distribution corresponds to a 
logarithmic scale. Figure taken from our corresponding publication [92]. 

 

3.2.4 Grating approach 

In addition to the assumptions of the analytic phase shifting approach, we assume in 

the following that the field amplitude of the incident wavefront is constant over the 

entire DMD (𝐸𝑚𝑥,𝑚𝑦
0 (�⃗�, 𝛾𝑚𝑥,𝑚𝑦

) = 1). Furthermore, we assume that all micromirrors 

are in either 𝛾− or 𝛾+ state. The field of a single micromirror 𝐸
𝛾±
𝑠𝑖𝑛𝑔𝑙𝑒 𝑚𝑖𝑟𝑟𝑜𝑟

(�⃗�, �⃗⃗�, 𝑤, 𝜆) 

from eq. (100) can now be viewed as an envelope over the field of the native DMD 



82 
 

lattice 𝐸𝑔𝑟𝑎𝑡𝑖𝑛𝑔(�⃗�, �⃗⃗�,𝑚,𝑁𝑥 , 𝑁𝑦, 𝜆). The field of the native DMD lattice is given by the 

sum over the phase shifts from eq. (102), which can be written down as follows: 

 

𝐸𝑔𝑟𝑎𝑡𝑖𝑛𝑔(�⃗�, �⃗⃗�, 𝑚,𝑁𝑥 , 𝑁𝑦, 𝜆) = ∑ 𝐸𝑚𝑥,𝑚𝑦

𝑠ℎ𝑖𝑓𝑡
(�⃗�, �⃗⃗�, 𝑚, 𝜆)

𝑁𝑥−1,𝑁𝑦−1

𝑚𝑥=0,𝑚𝑦=0

= ∑ exp(
2𝜋𝑚𝑖

𝜆
((𝑎𝑥 − 𝑏𝑥)𝑚𝑥 + (𝑎𝑦 − 𝑏𝑦)𝑚𝑦))

𝑁𝑥−1,𝑁𝑦−1

𝑚𝑥=0,𝑚𝑦=0

=
(−1 + exp (

2𝜋𝑚𝑖
𝜆

(𝑎𝑥 − 𝑏𝑥)𝑁𝑥)) (−1 + exp (
2𝜋𝑚𝑖
𝜆

(𝑎𝑦 − 𝑏𝑦)𝑁𝑦))

(−1 + exp(
2𝜋𝑚𝑖
𝜆

(𝑎𝑥 − 𝑏𝑥)))(−1 + exp(
2𝜋𝑚𝑖
𝜆

(𝑎𝑦 − 𝑏𝑦)))

 

(103) 

Thus, eq. (94) can be written as follows: 

𝐸𝐷𝑀𝐷(�⃗�, �⃗⃗�, 𝛾
±, 𝑤,𝑚,𝑁𝑥, 𝑁𝑦 , 𝜆) = 𝐸

𝑠𝑖𝑛𝑔𝑙𝑒 𝑚𝑖𝑟𝑟𝑜𝑟(�⃗�, �⃗⃗�, 𝛾±, 𝑤, 𝜆) ⋅ 𝐸𝑔𝑟𝑎𝑡𝑖𝑛𝑔(�⃗�, �⃗⃗�, 𝑚, 𝑁𝑥 , 𝑁𝑦, 𝜆) (104) 

Similar to what is known from the Young double-slit experiment, the intensity 

distribution of the total diffraction pattern can be calculated as multiplication of the 

intensity distribution of the single slit diffraction (single micromirror diffraction) 

𝐼𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 with the native grating diffraction 𝐼𝑔𝑟𝑎𝑡𝑖𝑛𝑔 (see Figure 36): 

𝐼𝐷𝑀𝐷 = |𝐸𝐷𝑀𝐷|
2 = |𝐸𝑠𝑖𝑛𝑔𝑙𝑒 𝑚𝑖𝑟𝑟𝑜𝑟|

2
⋅ |𝐸𝑔𝑟𝑎𝑡𝑖𝑛𝑔|

2
= 𝐼𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 ⋅ 𝐼𝑔𝑟𝑎𝑡𝑖𝑛𝑔 (105) 

 

Figure 36: Schematic representation of the grating approach 

In the upper row the native grating of the DMD array (a), and a single mirror (b, c) are shown schematically. 
In the lower row the corresponding diffraction images (d, e) and their product (f), which results in the 
diffraction image of the entire DMD, are shown. All diffraction images shown are in logarithmic intensity 
representation and were generated with an array of 50 x 50 micromirrors at 532 nm wavelength. Each 
micromirror has a size of 7.56 µm x 7.56 µm. 𝜑𝑎 = −𝜗𝑎 = −21° (blaze condition) was chosen as angle of 
incidence. The diffraction images are shown for both angles 𝜑𝑏 and 𝜗𝑏 with an angle range of -15° to 15°. 
Figure taken from our corresponding publication [92]. 
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Due to the restriction of all micromirrors to be in tilt state 𝛾− or 𝛾+ the grating approach 

is not able to simulate arbitrary patterns on the DMD in contrast to the ray tracing 

approach and the analytic phase shifting approach. On the other hand, the approach is 

very efficient in terms of computational effort and the associated computational time. 

It is particularly well suited for investigating the general diffraction properties of a DMD. 

3.2.5 Blaze condition approach 

Restricting the incidence angles to the 45° diagonal perpendicular to the tilting axis of 

the micromirrors �⃗⃗� and that all micromirrors are either in 𝛾− or 𝛾+ state, the problem 

of BGE and finding the blaze angle to fulfill the blaze condition simplifies to a one-

dimensional analytically solvable problem. As seen in Figure 37a, the DMD can be 

considered rotated by 45°, which satisfies the following for the incident and the 

emergent angles along the 45° diagonal: 

�⃗� = (𝑎𝑥 , −𝑎𝑥, 𝑎𝑧)     and     −𝜑𝑎 = 𝜗𝑎 

�⃗⃗� = (𝑏𝑥, −𝑏𝑥, 𝑏𝑧)     and     −𝜑𝑏 = 𝜗𝑏 
(106) 

Due to the 45° rotation, the transition from the previously used angular coordinates 

(𝜑, 𝜗) to the angles 𝛼 and 𝛽 (see Figure 37b) lends itself to the description of the 

incidence and emergence angles: 

𝛼 = arctan(√2 ⋅ tan (𝜑𝑎))     ;      𝛽 = arctan(√2 ⋅ tan (𝜑𝑏)) (107) 

The axis �⃗⃗� = (1,−1,0) is defined in the direction of the 45° diagonals. Along this, a new 

effective lattice constant 𝑚′ =
1

√2
𝑚 is obtained. As illustrated in Figure 37b, this results 

in a path length for planar wavefronts (collimated coherent light) diffracted by the DMD 

of: 

𝑙 = 𝑙𝑖𝑛 − 𝑙𝑜𝑢𝑡 = 𝑚
′(sin(𝛼) − sin(−𝛽𝑔𝑟𝑎𝑡𝑖𝑛𝑔)) (108) 

As it is known for diffraction at gratings, this path length must be just the integer 

multiple of the wavelength 𝜆 to get perfect constructive interference: 

𝑛𝜆 = 𝑚′(sin(𝛼) + sin(𝛽𝑔𝑟𝑎𝑡𝑖𝑛𝑔)) (109) 
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Figure 37: Blaze condition approach 

(a) Schematic illustration of a DMD rotated by 45° around the z-axis. Furthermore, the tilt axes of the 
micromirrors, the grid constants m and m' and the coordinate axis k are shown. (b) Graphical representation 
of the calculation of the phase shift for light, which is incident along the kz-plane on a DMD. Figure taken 
from our corresponding publication [92]. 

The blaze condition is satisfied exactly when the emergence angle 𝛽𝑔𝑟𝑎𝑡𝑖𝑛𝑔 for perfect 

constructive interference coincides with the emergence angle 𝛽𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 of the center 

of the envelope (𝛽𝑔𝑟𝑎𝑡𝑖𝑛𝑔 = 𝛽𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒). 𝛽𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 can be determined by the reflection 

of 𝛼 at the micromirror surface: 

𝛽𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 = −𝛼 + 2𝛾 (110) 

By substituting eq. (110) into eq. (109) the generally non-integer lattice diffraction order 

for the diffraction angle of the envelope 𝛽𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 can be determined: 

𝑛 =
𝑚′

𝜆
(sin(𝛼) + sin(−𝛼 + 2𝛾)) (111) 

In case 𝑛 is an integer, the nth diffraction order lies in the center of the envelope. The 

blaze condition is therefore fulfilled. To visualize the blaze condition, the quantity 𝑣 is 

introduced with the help of the sine function: 

𝑣 = |sin(𝑛𝜋)| = |sin(
𝜋𝑚′

𝜆
(sin(𝛼) + sin(−𝛼 + 2𝛾)))| (112) 

A blaze condition is always satisfied when 𝑣 = 0. The choice of |sin(𝑛𝜋)| lends itself to 

visualization, since both negative and positive deviations are considered equally 

nonlinear (small deviations around 𝑣 = 0 contribute more strongly). 
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3.2.6 Discussion of the different simulation approaches 

All the approaches presented are used depending on the problem and have certain 

advantages and disadvantages. Figure 38 shows that the ray tracing approach, the 

analytic phase shifting approach, and the grating approach deliver qualitatively the 

same results. The positions of the individual diffraction orders are identical in all three 

approaches.  

 

Figure 38: Simulation approaches in comparison 

Comparison of the diffraction images (from left to right): Ray tracing approach (a), analytic phase shifting 
approach (b), grating approach (c). Simulated at 532 nm, with 𝜑𝑎 = −𝜗𝑎 = −21° (blaze condition), for a 

micromirror pitch of 7.56 µm and a micromirror tilt angle of 𝛾± = ±12° with 50 x 50 micromirrors, 
corresponding to the dimensions of the DLP® LightCrafter™ 6500 (Texas Instruments) [264]. The diffraction 
images are shown for both angles 𝜑𝑏 and 𝜗𝑏 with an angle range of -15° to 15°. Figure taken from our 
corresponding publication [92]. 

The ray tracing approach is the most flexible with the fewest assumptions or constraints, 

but it is also the slowest. Therefore, it is particularly suitable for further development 

for the investigation of partially incoherent light, as is the case for LEDs. As of now, the 

introduction of wavelength and phase distributions for modeling the incoherent case 

has not yet been implemented but would be comparatively easy to implement. In 

addition, with a corresponding extension, it would be possible to use this approach to 

investigate the influence of deformations of the DMD surface (i.e. non-flat surface 

structure) and the influence of arbitrary incident (collimated, convergent or divergent) 

beam profiles. 

Both the ray tracing approach and the analytic phase shifting approach are able to 

consider arbitrary patterns on the DMD. However, since the latter is much more 

efficient and faster, it is preferable in the general coherent case (section 3.3). The 

extensions proposed for the ray tracing approach could also be implemented for the 

analytic phase shifting approach under restrictions, but the required computational 

effort would become immense, so that there would be no more advantages compared 

to an extended ray tracing approach. 
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Compared to the first two approaches, the grating approach seems unimportant at first 

due to its lack of ability to consider patterns on the DMD. However, it is much faster 

compared to the previous two. Therefore, it is particularly suitable for the general 

investigation of the diffraction properties of a DMD. It allows the search for blaze angles 

satisfying the blaze condition for arbitrary entrance and emergence angles in an 

efficient way and provides valuable insights for the design and optimization of DMD 

based SIM microscopes (section 3.5). 

Due to the reduction to one dimension along the 45° diagonal �⃗⃗�, the blaze condition 

approach is suitable for visualizing the blaze condition for different wavelengths 𝜆 

against different angles of incidence 𝛼. The practical implementation of DMD-based SIM 

systems often takes place along the 45° diagonal �⃗⃗� as well, as this simplifies the opto-

mechanical construction of the setups. Thus, this approach provides important insights, 

especially for multicolor DMD-based SIM microscopy, despite its seemingly far-reaching 

limitations (see section 3.5). Since it is a purely analytical approach, it requires negligible 

computational power, making the results instantaneously computable. 

All four approaches presented were implemented in the Java programming language as 

well as partially graphics card accelerated via CUDA and are provided as a Fiji plugin 

[273]. Table 1 compares the four approaches and summarizes their strengths and 

weaknesses. 

Table 1: Comparison of the four discussed approaches. 

This table gives a compact summary of the discussed approaches. The runtimes for the approaches were 
measured with 50 × 50 mirrors at a resolution of 1500 × 1500 pixels in diffraction space on an Intel Core i5 
4690 4×3.50 GHz with a NVIDIA GeForce GTX1060 6GB. The ray tracing approach was measured with 
100 000 rays. The runtimes can vary significantly depending on the approach, the number of mirrors, the 
resolution and the computer used. Table taken from our corresponding publication [92]. 
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(Time CPU/GPU) 
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All four approaches have contributed to the understanding and handling of the BGE in 

relation to DMD based SIM microscopy. The simulation results shown in section 3.3 have 

led to the design and optimization of a one-color DMD SIM microscope (section 3.4). 

With further simulation results shown in section 3.5 it was subsequently possible to 

extend the one-color DMD-SIM microscope to two colors (section 3.6). A subsequent 

extension to three colors is also being planned based on the simulation results. 

3.2.7 Software architecture and Fiji-Plugin 

The four simulation approaches presented in the previous sections were implemented 

using the Java and CUDA programming languages. A Fiji plugin is available under open-

source license for easy access without required programming skills [273]. The results of 

the algorithms invoked via the Fiji plugin are stored on disk as TIFF files and can be 

opened and further processed via Fiji. The underlying software architecture is presented 

in the following Figure 39. 

 

Figure 39: Schematic overview of the coherent DMD simulation framework 

The four simulation approaches presented above were each implemented within a separate Java class and 
embedded in a Fiji plugin (see Figure 40). In addition to being called via Fiji, the simulations can also be 
started via the command line or a development environment. GPU support is currently implemented only 
for the analytic phase shifting approach and the grating approach via call from command line or 
development environment. The classes of the simulation approaches are derived from an abstract 
superclass, the AbstractSimulator. This includes a method to start a simulation and the class 
DmdSimulationCore, which contains the surface model of the DMD and provides the basic mathematical 
algorithms for the simulations. In addition to the CPU-based DmdSimulationCore, there is also a GPU-based 
variant, the GpuDmdSimulationCore. The simulation algorithms for the GPU were implemented as CUDA 
kernels, which can be called via the interface to CUDA, the JCudaEngine [275]. 
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A quick guide to the installation of the Fiji plugin can be found in the supplemental 

material of the corresponding publication [92]. After successful installation, all four 

simulation algorithms are available via the plugins menu of Fiji (see Figure 40a). Due to 

the required computing capacity, the ray tracing approach and the analytic phase 

shifting approach simulate only a single diffraction image (see e.g. Figure 34).  

The grating approach, on the other hand, is designed to compute many diffraction 

images and examine them at runtime with respect to the BGE and the possible 

fulfillment of the blaze condition. For this purpose, the position of the brightest 

diffraction order and the distance to the center of the envelope are stored (see Figure 

52b). The stored data can then be further processed via the "Diffraction Space Analysis" 

to images like Figure 53, so that statements can be made about the diffraction angles in 

the diffraction space at which the blaze condition can be fulfilled. 

The blaze condition approach is primarily used to investigate the blaze condition along 

the 45° diagonal for different wavelengths and angles of incidence and emergence. As 

a result, images similar to Figure 54b are obtained. After selecting a simulation 

approach, an input mask appears in which the system constraints can be defined (Figure 

40b) before the simulation is started. 

 

Figure 40: Plugins menu of Fiji and input mask to start a simulation 

(a) After opening the plugins menu of Fiji, the four presented simulation approaches can be started via the 

tab "Coherent DMD Simulator" with a few mouse clicks. The results are saved on the hard disk as TIFF files. 

The "Diffraction Space Analysis" is used for further analysis of the results of the grating approach. (b) Input 

mask before starting a simulation, exemplified by the analytic phase shifting approach. 
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3.3 One-color simulation results 

The simulation results shown in this section are all based on the analytic phase shifting 

approach, because this was the first one developed and implemented. The simulations 

were all performed with a wavelength of 532 nm for the DMD DLP® LightCrafter™ 6500 

(Texas Instruments) [264] to advance the development of the one-color dmd-sim 

microscope (see section 3.4). 

By calculating the diffraction pattern of a single micromirror (Figure 41a, for OFF- and 

ON-state 𝛾− and 𝛾+), the envelope could be visualized for the first time using the 

simulations. As expected, the envelope has the intensity distribution of a sheared two-

dimensional sinc function (eq. (87)). 

By simulating 100 x 100 micromirrors, all in the OFF-state, it was possible for the first 

time to display the native diffraction pattern (superimposed with the OFF-envelope) 

(see Figure 41b). Apart from the fact that the brightest diffraction order has the shape 

of a cross due to the logarithmic intensity representation, the simulated native 

diffraction pattern qualitatively corresponds to what can be observed in the laboratory 

(see section 3.1.2). Through various comparisons between the simulation results and 

the experience with DMDs in the laboratory, it can be assumed that the simulations 

produce valid results. 

 

Figure 41: Wave propagation and interference pattern simulation of a DMD surface 

A fully coherent light source is simulated illuminating the DMD head-on (angle of incidence 0°) and with a 
Gaussian intensity profile (b and c). The diagrams show the reflected intensity plotted against the output 
angle (Figure 29), on a logarithmic scale. (a) Diffraction pattern of a (hypothetical) single mirror, in its two 
possible tilt states (“teal” is OFF and “magenta” is ON). (b) Diffraction pattern of the DMD surface (100 x 
100 micromirrors) when all micromirrors are oriented into the same OFF position (native diffraction orders). 
(c) DMD displaying a typical SIM pattern, while illuminated with coherent light. The full diffraction pattern 
arises from the inert diffraction properties of the DMD (mechanical mirror size and tilt) with the pixelated 
and binary SIM pattern superimposed. The three colors indicate a different SIM pattern for each typical 
angle used for SIM. Figure taken from our corresponding publication [8]. 
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Regarding the use of a DMD as SLM in a SIM microscope, the next logical step was to 

simulate typical SIM patterns (three angles, each rotated by 60°) on the DMD (see Figure 

41c). As expected, the diffraction orders of the native diffraction pattern are modulated 

by the structure displayed on the DMD. 

For the simulations of Figure 41, no further thought was initially given to the angle of 

incidence and the BGE. Looking at Figure 41c, it seems at first glance that the BGE is 

negligible, since the diffraction orders appear equally bright. However, this is a fallacy, 

since for the simulated wavelength of 532 nm the angle of incidence of 𝜑𝑎  = 𝜗𝑎 = 0° 

fortuitously lies near a blaze condition (𝛼𝑏𝑙𝑎𝑧𝑒 = 5°, see Figure 42d,e). With an 

appropriately chosen intensity plot, it would be noticeable that the ±1st diffraction 

orders of the SIM patterns have an asymmetric intensity distribution, which would 

result in poor modulation depths in the sample plane. 

The effect of the BGE on the intensity of the ±1st diffraction orders of the SIM patterns 

is again clearly illustrated in Figure 42a-c using simulation results. The closer the center 

of the envelope is to a native diffraction order, the more symmetrical the intensity 

distribution of the ±1st diffractions order relevant for SIM becomes. The distance 

between the center of the envelope and the brightest native diffraction order can be 

considered as a metric for satisfying the blaze condition. If a native diffraction order and 

the center of the envelope are exactly on top of each other, the blaze condition is 

fulfilled. 

Diffraction images without patterns on the DMD (all micromirrors in OFF-state) were 

simulated as a function of the angle of incidence with -40° to +40° for 𝜑𝑎 and 𝜗𝑎 

respectively. The distance between the brightest native diffraction order and the 

envelope was determined for each diffraction image and plotted as a heat map (Figure 

42d). The dark ring-shaped structures in Figure 42d mark angles of incidence where the 

blaze condition is fulfilled. The 45° diagonal (𝜑𝑎 = −𝜗𝑎) is of particular importance 

here, because the tilt angles are then perpendicular to the plane of incidence (and thus 

also the plane of emergence), which makes practical implementation in the laboratory 

much easier. From Figure 42e it can be seen that the blaze condition along the 45° 

diagonal is fulfilled for 𝛼 ≈ {−30°, 5°, 34°, 56°}, which according to eq. (110) for 𝛾− =

−12° results in the emergence angles 𝛽 ≈ {6°,−19°,−58°,−80°}. The smaller the 

emergence angle, the smaller the shear of the SIM pattern and thus the ellipticity of the 

Fourier plane. The smallest possible emergence angle (𝛽 ≈ 6° with 𝛼 ≈ −30°), for 

which the blaze condition is fulfilled, is the ideal basis for the setup shown in section 3.4 

Here, the slight shear could even be neglected due to the small angle of emergence. 
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Figure 42: Simulations of DMD wave propagation for optimized use with SIM 

For all panels, the envelope of the OFF state is the relevant one. (a) Visualization of the diffraction orders 
generated by a SIM pattern (magenta/blue/white) and the envelope (cyan). The top row shows the 
undesired case for SIM: The 0th diffraction order of the SIM pattern (native diffraction order of the DMD) 
and the center of the envelope do not coincide. The ±1st diffraction orders of the SIM pattern show an 
asymmetric intensity distribution. The lower row shows the ideal case, the blaze condition: The 0th diffraction 
order of the SIM pattern (native diffraction order of the DMD) and the center of the envelope coincide. The 
±1st diffraction orders of the SIM pattern show a symmetric intensity distribution. In (b, c), cross-section 
plots through the SIM diffraction orders are plotted for the undesired (blaze condition not satisfied) and 
desired (blaze condition satisfied) case. (d) Misalignment between the brightest native diffraction order and 
center of the envelop, depending on the input angles and along the 45° diagonal cross-section (dotted line 
in (d), plot in (e)). Alignments close to -30° and 5° on the 45° diagonal yield equal intensities in the SIM side 
orders. The 45° line was chosen as it allows for an easy alignment of all angles in one plane (DMD mounted 
to a table). Figure taken from our corresponding publication [8]. 
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3.4 One-color DMD-SIM microscope 

In parallel to the development of the simulations and the gradually emerging knowledge 

(see section 3.3), my colleague Dr. Alice Sandmeyer and the author of this thesis started 

to develop the (two-beam) one-color dmd-sim microscope. While Dr. Sandmeyer's 

focus was mainly on the optical setup and measurements, the athor was primarily 

responsible for the simulations, the (electronic) control and the operating software. The 

theoretical ideal incidence angle of 𝛼 ≈ −30° found in section 3.3 provided a solid basis 

for the first iteration of the later final setup (see Figure 43a). The one-color dmd-sim 

microscope features inexpensive green 532 nm excitation laser (which is actually used 

in light shows), the DMD DLP® LightCrafter™ 6500 (Texas Instruments) [264] as SLM, 

and an industry-grade CMOS camera (detailed component list: Table 4 in section A.I). 

This makes it a low-cost compact (40 cm x 90 cm) high-speed SIM microscope that sets 

new standards in terms of speed (60 super-resolved fps). The industry-grade CMOS 

camera is an appropriate choice because it has been used successfully in super-

resolution microscopy before [81,276]. With a total cost of about 20 k€, the setup is far 

below the cost of typical custom-made FLCoS-based SIM microscopes (60 k€ - 100 k€) 

and commercial SIM solutions (multiple 100 k€). 

The microscope is operated with the open-source software fairSIM-VIGOR [63]. This 

runs on a computer, which is responsible for control, acquiring and live reconstruction 

(see Figure 43b). A microcontroller (Arduino Uno) forms the core for the precise timing 

of DMD, laser and camera. A detailed description of the operating software and the 

timings using the microcontroller can be found in section 3.7. 

In addition to the DMD, the industry-grade global shutter CMOS camera used plays a 

significant role in the high achievable speed of the one-color DMD-SIM microscope. As 

a rule, sCMOS cameras with a rolling shutter are used for scientific microscopes. This 

significantly reduces the global exposure time of the camera chip due to the rolling 

readout and reset process. For example, FLCoS-based SIM microscopes with rolling 

shutter cameras achieve a duty cycle of only 28% at 63 super-resolution fps, because 

the camera chip is only completely sensitive to light for 0.5 ms, while 1.78 ms is actually 

available for each raw image. Our setup achieves exposure times of 1.75 ms, while 1.84 

ms are available per raw image. This corresponds to a duty cycle of 95%. This means 

that our system is not only similarly fast, but also has a much higher light yield per raw 

image. This allows our system to acquire images about three times faster than usual 

with the same photon dose. The global shutter camera is the main reason for the high 

duty cycle. With FLCoS-based SIM microscopes, duty cycles of up to 85% at 47 fps with 

2 ms exposure at 2.35 ms per raw image could be realized, depending on system 

conditions (QXGA implementation). The comparatively high switching speeds of DMDs 
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(11.547 kHz) of course also increase the duty cycle, but the influence is noticeably less 

than that of the global shutter camera. 

 

Figure 43: Phot of the one-color DMD-SIM microscope and schematic data stream 

(a) A 532 nm laser beam (green) is coupled into a fiber before illuminating the DMD at the blaze angle. 
Polarization optics are required to achieve the same linear polarization in the corresponding SIM angles. 
Two dichroic mirrors from the same batch are used to maintain the polarization state and to separate the 
excitation light from the fluorescence (red) signal. The same objective lens is used to excite the sample and 
to collect the fluorescence signal, which is detected with an industry-grade CMOS camera. (b) Timing control 
and image data flow. Binary SIM pattern are stored on-board the DMD and selected in sequence by sending 
TTL trigger pulses to the DMD control board. The DMD, camera, and laser light source are synchronized 
using a microcontroller. The raw image data is fed into a GPU-based, real-time data processing system [63]. 
Figure taken from our corresponding publication [8]. 
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Figure 44: Dependence of the blaze angle on the tilt angle of the micromirrors 

Misalignment between main SIM diffraction order and maximum of envelope depending on 𝛾 (a: −11°, b: 
−11.7°, c: −12°, d: −13°). In each simulated panel the incident angle has been changed in order to find the 
blaze angle. Again, cross-sections at the 45° diagonal were chosen to compare the simulation results (e) to 
the experimental data. The blaze condition at 𝑦 =  0, where the plotlines come down to the x-axis, shifts 
clearly due to small changes of 𝛾. For a direct comparison to the experimental results (𝛼 = −23.9°, 𝛾 =
−11.7°), the same case is simulated (f). Again, a log scale was set for a better visualization. Same colors of 
the first orders belong to the same SIM angle. The mean of the side orders in the displayed ROI is listed and 
directly compared to the experimental data of Figure 45c (g). Figure taken from our corresponding 
publication [8]. 

The final realization of the setup (Figure 43a) shows an angle of incidence of 𝛼 ≈ 24° to 

fulfill the blaze condition. Using eq. (111), it is easy to understand that this is probably 

due to a deviation of the tilt angles to 𝛾± = ±11.75°, instead of ±12° of the 

micromirrors. According to the DLP® LightCrafter™ 6500 (Texas Instruments) datasheet 

[264], the tolerance of the tilt angles is ±1°. Which further emphasizes the assumption 

of deviations in the tilt angle. Since even small deviations within the manufacturer's 

tolerance result in significant effects in the setup alignment, it is worth analyzing these 

more closely with the help of simulations. Figure 44a-e, using evaluated simulations 

similar to Figure 42d,e, shows how small deviations from 𝛾± affect the blaze angle. Since 

at the time of completion of the one-color DMD-SIM microscope eq. (111) of the blaze 

condition approach was not yet available, we used the simulation results of the analytic 

phase shifting approach as a guide. 

Since a symmetrical intensity distribution in the Fourier plane of a SIM microscope is 

essential for high modulation depths, we measured this experimentally for the blaze 

angel for both the OFF and ON states (see Figure 45). The deviations for the OFF-state 

are much smaller than for the ON-state. Therefore, this was used for the final 

implementation of the one-color DMD-SIM microscope. A comparison between the 



95 
 

simulated Fourier plane (Figure 44f) and the measured OFF Fourier plane is shown in 

Figure 44g. It is noticeable that, as would be expected for the blaze angle, only negligible 

deviations of at most 6% occur in the intensities of the diffraction orders in both the 

simulated and the measured Fourier planes. Thus, the Fourier plane generated is ideally 

suited for SIM. 

 

Figure 45: Fourier plane with fulfilled blaze condition 

Measured diffraction intensity pattern in the Fourier plane with the SIM pattern displayed on the DMD. With 

a lens the intensity pattern is focused on a camera chip (IDS uEye UI-3060CP-M-GL Rev.2). In both cases 

((a) ON and (b) OFF, exposure time 5 ms, DMD display time 105 μs) the measured blaze angle is chosen as 
the incident angle, which is +25.3° for ON and −23.9° for OFF. The difference compared to the simulated 
data is due to a different tilt angle. For a better visualization a log scale was set. The mean value of the 
circled area in (a and b) was analyzed to evaluate the quality of the found blaze angle (c). Figure taken from 
our corresponding publication [8]. 

During the development of the one-color DMD-SIM microscope, we found that both 

DMDs and FLCoS-based two-beam SIM microscopes do not require light source 

modulation. Until recently, it has been assumed that during pattern restructuring on a 

phase modulating SLM, the light source should remain off to ensure that the sample is 

not illuminated with incorrect or unmodulated light. However, using modulation depths 

determined via fairSIM [93], we were able to demonstrate that this is unnecessary for 

both DMD and FLCoS SLMs (see supporting information of our related publication [8]). 

In our opinion, the reason for this is the filter mask of the Fourier plane, which, as soon 

as the pattern on the SLM changes, blocks all diffraction orders that do not contribute 

to the desired pattern. This is amplified in the case of a DMD by the fact that by tilting 

the micromirrors, the envelope is tilted out of the optical path, and thus hardly any 

excitation light ends up in the optical path. This is generally not true for three-beam 

SIM, since the central diffraction order is not blocked by the Fourier mask, and this 

cannot be specifically switched on or off by the SLM. Due to the high switching speed of 

11.547 kHz and the possibility to switch all micromirrors in such a way that the envelope 

disappears from the excitation beam path of the microscope, it might be possible with 

DMDs to do without light source modulation also for three-beam SIM. 
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One-color DMD-SIM microscope measurements of synthetic samples 

To demonstrate the quality and function of the setup, my colleague Dr. Alice 

Sandmeyer, in close collaboration with the author of this thesis, performed and 

evaluated various measurements with the one-color DMD-SIM microscope. Dried 

monolayer fluorescent beads (200 nm & 100 nm, see Figure 46) are ideal samples to 

investigate the pattern quality in the sample of a two-beam SIM microscope [277]. Using 

Fourier Ring Correlation [278] for resolution estimation, we were able to achieve a 

resolution increase by a factor of 1.62 using the 100 nm beads, which fits well with the 

expected factor of 1.75 that results from the spatial frequency of the patterns displayed 

on the DMD. 

 

Figure 46: 200 nm fluorescent beads and FRC statistics on 100 nm fluorescent Beads 

Fluorescence images of 200nm TetraSpeck (TS) beads (a-c) and FRC statistics (d). (a) Summed up wide-field 
image of the acquired nine SIM frames and filtered wide-field image (c) determined by Wiener filtering. (b) 
Reconstructed SIM image of the 200nm TS beads by fairSIM [193]. The inset clearly shows that single beads 
can be distinguished through SIM (scale bar 5 μm, inset 2.1 μm x 1.4 μm, exposure time per raw frame 20 
ms). Quantification of the resolution enhancement via FRC analysis on 100nm beads (see inset (e) WF, (f) 
SIM), which are approximate point sources better than 200nm beads (scale bar 5 μm, exposure time per 
raw frame 50 ms). Two successive SIM images were acquired, reconstructed and analyzed via frc analysis 
[62,88]. The resulting graph (d) for both wide-field and SIM can be interpreted as the available signal (y-
axis) at any given structure-size (x-axis). By fitting both WF and SIM, a shift of 1.62× is found, which 
corresponds well with the expected resolution enhancement of 1.75×. Figure taken from our corresponding 
publication [8]. 

The next step was to demonstrate not only the function and quality of the system, but 

also the very high acquisition speed of up to 540 raw images per second (60 super-

resolved fps, at 3 angles with 3 phases). With a region of interest of 256 x 256 pixels (18 

x 18 µm) at 1.75 ms exposure time, 200 nm fluorescent beads could be observed in 

Brownian motion in a mixture of glycerol and water (see Figure 47). Two adjacent beads 
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moving together through the sample cannot be distinguished from each other in the 

wide-field but can be distinguished in the (live) SIM reconstruction. By using interleaved 

reconstructions [214], the effective super-resolved fps could even be increased by a 

factor of 3 or 9 to 180 fps or 540 fps. However, this is purely a post-processing step, the 

applicability of which is still under discussion. Thus, our presented system achieves the 

same speed as the current generation of SIM microscopes trimmed for speed [62,63] 

and is well above fast commercial systems that achieve about 15 fps at 1 ms exposure 

time. 

 

Figure 47: High speed (60 super resolved fps) diffusing 200 nm beads 

High speed SIM at 16 ms (60fps) per reconstructed frame, with 1.84 ms (540 fps) raw data rate, and 1.75 
ms illumination per frame (95% duty cycle). Diffusing 200 nm fluorescent beads, full field of view 20 µm 
square, here zoomed in to two beads (for full data, see Supporting Information, video 1 of our corresponding 
publication [8]). Each frame contains the widefield view (top) and SIM reconstruction (bottom) of the two 
beads that apparently move and turn as a cluster. While the shape visible in the widefield hints at more than 
one bead, only the SIM reconstruction makes both of them clearly visible. The high duty cycle achieved 
through the combination of a fast-switching DMD and a global shutter camera made these measurements 
possible at modest laser powers and without an active light source power modulation. Scale bar 1 μm. Figure 
taken from our corresponding publication [8]. 

One-color DMD-SIM microscope measurements of fixed cells 

To demonstrate that the one-color DMD-SIM microscope is compatible with biological 

samples, we first imaged the actin cytoskeleton of fixed U2OS cells stained with 

phalloidin Atto532 and reconstructed it with fairSIM [93] (Figure 49). We did the same 

with the actin skeleton (Figure 48a,b) and the outer membrane of lysosomes (Figure 

48c-g) of fixed HEK293T cells using the red fluorescent protein mScarlet by gene 

transfection. The increase in resolution enabled by SIM can be seen directly in the 

images and is also further emphasized by the cross-section plots in Figure 48f,g. 
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Figure 48: Actin and lysosomes of fixed HEK293T cells 

Fixed HEK293T cells transfected with the fluorescent protein mScarlet, to either label actin (a, b) or 
lysosomes (c−e). Actin filaments that are very close to each other cannot be distinguished in the WF image 
(a), but the SIM image reveals that more than one filament is present (b; scale bar 5 μm, inset 2.1 μm × 2.1 
μm, exposure time per raw frame 50 ms). Lysosomes have different diameters, and with the used plasmid, 
the outer membrane was stained. The membrane structure of bigger lysosomes (cross-section Ly1, plot f) 
can be revealed with conventional WF imaging (c) and additional filtering (d), but for smaller lysosomes 
(cross-section Ly2, plot g), SIM imaging (e) is required (scale bar 250 nm, exposure time per raw frame 50 
ms). Figure taken from our corresponding publication [8]. 
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Figure 49: Actin filaments of fixed U2OS cell 

Fixed U2OS cell labeled with Phalloidin Atto532, WF (a) and SIM (b) image (exposure time per raw frame 20 
ms). The size of the images is 36 μm x 36 μm which is also the possible field of view with the microscope. 
The actin filaments are now distinguishable in the SIM image (scale bar 5 μm, inset 2.8 μm x 2.8 μm). Figure 
taken from our corresponding publication [8]. 

However, not only synthetic and fixed biological samples can be imaged in super-

resolution with the one-color DMD-SIM microscope, but also living cells. Using 

MitoTrackerRed stained mitochondria in U2OS cells, with Richardson-Lucy as filter [196] 

and Hessian denoising in post-process [197], we were able to resolve the folded 

membrane (so-called cristae, see Figure 50). In the wide-field, the cristae cannot be 

resolved. A video belonging to the measurement and further details can be found in our 

related publication and the supporting information [8]. 

 

Figure 50: Live cell images of mitochondrial motility in U2OS cells 

The organelle was stained with MitoTrackerRed and the data were acquired at room temperature. The 
insets show clearly that their inner structure cannot be resolved with WF imaging (a). For the SIM 
reconstruction, background signal from the raw data was subtracted and Richardson-Lucy deconvolution 
(10 iterations) was applied to the input and output images (b). Hessian denoising [197] leads to further 
improvement of the image quality (c; scale bar 5 μm, inset 1.4 μm × 1.4 μm, exposure time per raw frame 
100 ms). Figure taken from our corresponding publication [8]. 
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In addition, we were able to demonstrate live cell compatibility by acquiring movements 

of the endoplasmic reticulum of U2OS cells stained with ER-TrackerRed (see Figure 51). 

Thanks to the deliberately low acquisition rate of 4 fps (36 raw fps), we were able to 

acquire a live cell video of 2 min length, which can also be found in the supporting 

information of our related publication [8]. 

 

Figure 51: Endoplasmic reticulum (ER) network in a living U2OS cell 

The organelle was stained with ER-TrackerRed and the data was acquired with a delay of 250 ms between 
each SIM sequence at room temperature. (a) SIM image at time point 0 s reveals many filaments. (b) Hessian 
denoising of the SIM frame reduces the background signal and smoothes the filaments (scale bar 5 μm, 
exposure time per raw frame 50 ms). The time sequence (c) is at inset 1 and shows the elongation of a fiber 
(scale bar 500 nm). In addition, a detachment can be observed with a subsequent attachment to another 
point and a further elongation (d, inset 2, scale bar 500 nm). Both insets display the Hessian denoised data. 
Figure taken from our corresponding publication [8]. 
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3.5 Multi-color simulation results 

After the successful implementation of a DMD (DLP® LightCrafter™ 6500 (Texas 

Instruments) [264]) in a one-color SIM microscope, the next step was to approach the 

multi-color problem from the theoretical side using simulations. In contrast to the 

position (center) of the envelope, the positions of the (native) diffraction orders depend 

on the excitation wavelength. This means that the blaze angles of one excitation 

wavelength do not generally coincide with those of other wavelengths. Figure 52a 

illustrates with the help of simulations via grating approach that the native diffraction 

orders at the same angle of incidence are at different positions relative to the envelope 

depending on the wavelength, so that the blaze condition is fulfilled only for one 

wavelength (532 nm in this case). In Figure 52b (similar to Figure 42d), the black circular 

structures for the wavelengths 488 nm, 532 nm and 561 nm show the angles of 

incidence (𝜑𝑎 , 𝜗𝑎) for which the blaze condition is fulfilled. Since these circular 

structures generally do not overlap, a multi-color DMD-SIM microscope is not readily 

implementable. The same becomes clear when looking at the diffraction space (angle 

of emergence, 𝜑𝑏 , 𝜗𝑏) in Figure 52c. Similar to the case for the angles of incidence 

(Figure 52b), circular structures of the angles of emergence, for which the blaze 

condition is fulfilled, are also formed in the diffraction space depending on the 

wavelength. 

Each of the circular structures corresponds to the blaze condition of a diffraction order 

of the native DMD grating. For multi-color SIM it is mandatory that the central (native) 

diffraction order of the SIM pattern of all used wavelengths is superimposed. This means 

that the circular structures from Figure 52c would have to overlap or intersect. In 

general, however, they do not (see Figure 53a). It is possible to find intersections of the 

circular structures by using the OFF and ON states (𝛾− and 𝛾+) for one wavelength each 

(see Figure 52a), but these lie outside the 45° diagonal and are therefore very difficult 

to realize in the laboratory. If the wavelengths are cleverly chosen, the blaze conditions 

of the -4th and -3th diffraction order (circular structures) of two wavelengths can be 

superimposed for the same (OFF) state (see Figure 52b). With a clever choice of a third 

wavelength for the (ON) state, it is even possible to find configurations for a DMD-based 

SIM microscope which simultaneously fulfills the blaze condition for three excitation 

wavelengths along the 45° diagonal. 
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Figure 52: Displacement between the envelope and the brightest diffraction order 

The columns from left to right correspond to the wavelengths 488 nm, 532 nm and 561 nm. Row (a) 
illustrates the displacement between the center of the envelope (grey, linear intensity representation) and 
the brightest diffraction order of the native DMD grating (cyan, green, yellow, logarithmic intensity 
representation) using red arrows. The field of view ranges from −1° to 7° for 𝜑𝑏 and −7° bis 1° for 𝜗𝑏 with a 
sampling rate of 0.1° at an angle of incidence of 𝜑𝑎 = −𝜗𝑎 = −21°. Row (b) visualizes the displacement 
which can be determined from (a) for the angles of incidence 𝜑𝑎 and 𝜗𝑎 ranging from −60° to 60° with a 
sampling rate of 0.2°. The dark areas with a displacement close to 0° indicate angles which fulfil a blaze 
condition and are well suited for SIM illumination with coherent light. The cyan dotted lines between (a) and 
(b) indicate an angle of incidence of 𝜑𝑎 = −𝜗𝑎 = −21° for the diffraction images seen in (a). Row (c) shows 
the areas in the diffraction space of 𝜑𝑏 and 𝜗𝑏 from −80° to 80°, each, in which the displacement between 
the centre of the envelope and the brightest diffraction order of the DMD is not more than 0.1°. Therefore, 
angles of incidence in a range of −60° to 60° used in (b) were used for 𝜑𝑎 and 𝜗𝑎. The red boxes mark the 
diffraction space shown in (a). The white dotted lines in (b) and (c) correspond to the 45° diagonal angles of 
incidence that are considered in the blaze condition approach. Figure taken from our corresponding 
publication [92]. 
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Figure 53: Multicolor diffraction angles with blaze condition 

Areas in the diffraction space for 𝜑𝑏 and 𝜗𝑏 of −80° to 80°, each, in which the displacement between the 
center of the envelope and the brightest diffraction order of the DMD is not more than 0.1°. Therefore, 
angles of incidence in a range of −60° to 60° were used for 𝜑𝑎 and 𝜗𝑎. The white dotted lines correspond to 
the 45° diagonal angles of incidence that are considered in the blaze condition approach. The colored 
numbers near the ring structures represent the corresponding diffraction orders. (a) Typical wavelengths 
488 nm (displayed in cyan) & 638 nm (displayed in magenta) with 𝛾− = −12° and 561 nm (displayed in 
yellow) with 𝛾+ = 12° are not well suited for multicolour applications. The green boxes mark possible 
configurations for two colour configurations of 488 nm & 561 nm or 638 nm & 561 nm. (b) Optimized 
multicolor wavelengths 488 nm (cyan) and 651 nm (magenta) with 𝛾− = −12° and 554 nm (yellow) with 
𝛾+ = 12°. The green boxes mark possible configurations for three color configurations. Figure taken from 
our corresponding publication [92]. 

In order to understand how to select the wavelengths, it is useful to take a closer look 

at the blaze condition along the 45° diagonal. For this purpose, both the grating 

approach (Figure 54a) and the blaze condition approach (Figure 54b) are suitable to 

analyze the blaze condition depending on the excitation wavelength 𝜆, the angle of 

incidence 𝛼 and thus also the angle of emergence 𝛽. As can be seen in Figure 54, both 

approaches deliver qualitatively the same results along the 45° diagonal. However, since 

the blaze condition approach is analytically accessible, it is preferable for the further 

multi-color analysis along the 45° diagonal. 
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Figure 54: Blaze condition along the 45° diagonal 

Visualization of the blaze condition along the diagonals shown in Figure 52b for the visible spectrum. In the 
dark areas the blaze condition can be considered fulfilled. For orientation, the wavelength range is shown 
on the left-hand side. The angles of incidence and diffraction are shown at the bottom and the top of the 
graph. The vertical red dashed line marks the diffraction angle of 90°. Angles above 90° are irrelevant for 
practical applications. (a) The blaze condition is measured by the distance between the center of the 
envelope and the brightest diffraction order of the DMD, which was simulated by the grating approach. The 
measured distances in degrees are shown as logarithmic intensity distribution. (b) Visualization 𝑣 =
|𝑠𝑖𝑛(𝑛𝜋)| of the blaze condition using the blazed grating approach. The integer diffraction orders belonging 
to the blaze conditions are shown in the middle between (a) and (b). The blue, red and green arrows point 
to an exemplary three-color combination for a DMD-SIM microscope with 488 nm, 651 nm and 554 nm. The 
black vertical dotted line is intended to illustrate that 488 nm and 651 nm fall on the DMD at the same angle 
of incidence. See also [267] for a visualization in similar style, obtained by Li et al. with their DMD modelling 
approach. Figure taken from our corresponding publication [92]. 
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It is possible to use two different wavelengths 𝜆1 and 𝜆2 with the same angle of 

incidence 𝛼1,2 and angle of emergence 𝛽 with the same tilting state 𝛾−. From eq. (109) 

the following relation can be derived for this purpose: 

𝑛1𝜆1 = 𝑛2𝜆2 (113) 

Formulated this means nothing else than that the two wavelengths must be in the 

integer ratio which corresponds to the ratio of the diffraction orders used. As can be 

seen in Figure 54, only the following combinations are suitable in the visible 

electromagnetic spectrum: (-3, -2); (-4, -3); (-5, -4). Of these, (-4, -3) is particularly 

interesting, since it allows typical wavelengths from the blue and red spectra to be 

combined. For a DMD with a tilt angle of 𝛾− = −12°, with 𝑛1 = −4 and 𝑛2 = −3, 

choosing 𝜆1 = 488 𝑛𝑚 gives the following as an example: 

𝜆2 =
𝑛1

𝑛2
⋅ 𝜆1 = 650.67 𝑛𝑚     with     𝛼1,2 = −40.6°     and     𝛽 = 16.6° (114) 

To obtain the possible third wavelength using the other tilt state 𝛾+ = 12°, we must 

first determine the incident angle 𝛼3 = −𝛽 + 2𝛾
+ = 7.4° resulting from the emergent 

angle 𝛽. To obtain a wavelength from the green spectrum, 𝑛3 = 4 should be chosen. 

The third wavelength is then obtained from eq. (87): 

𝜆3 =
𝑚′

𝑛3
(sin (𝛼3) + sin(𝛽)) = 553.93 𝑛𝑚 (115) 

The combination of these three wavelengths (-40.6°, 488 nm), (-40.6°, 651 nm) and 

(7.4°, 554 nm) is indicated in Figure 54b by corresponding arrows for three-color DMD-

SIM. Other possible three-color combinations that are close to typical excitation 

wavelengths are 473 nm, 631 nm and 551 nm or 491 nm, 655 nm and 555 nm. At this 

point it is important to mention that the third wavelength 𝜆3 is strongly dependent on 

the actual tilt angle of the particular DMD used. As already shown in section 3.4 the tilt 

angle can vary by a few tenths of a degree, therefore corresponding deviations should 

be measured and considered accordingly in the design of a three-color DMD-SIM 

microscope. For the first two wavelengths, the tilt angle is of secondary importance, 

since it only changes the angle of incidence and angle of emergence, while the blaze 

condition is maintained for both wavelengths. 

3.6 Dual-color DMD-SIM microscope 

As previously shown and suggested in section 3.5 there is the possibility for DMD-based 

SIM microscopes to use two (or even three) excitation wavelengths despite the blazed 

grating effect (BGE). For this, the excitation wavelengths 𝜆1 and 𝜆2 have to be matched 

into a certain integer ratio. The DMD we used, the DLP® LightCrafter™ 6500 (Texas 
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Instruments) [264], has a micromirror tilt angle of 12° and a 7.56 µm pixel pitch. For the 

reasons stated in section 3.5, the following matching condition is the most promising 

for the design of a dual-color DMD-SIM microscope: 

𝜆1
𝜆2
=
𝑛2
𝑛1
=
3

4
 (116) 

If this matching condition is fulfilled, the 4th and 3rd diffraction order of 𝜆1 and 𝜆2 lie 

exactly on each other along the 45° diagonal. If now by appropriate choice of the angle 

of incidence 𝛼 the envelope is placed congruent to it, the blaze condition is 

automatically fulfilled for both wavelengths. Based on eq. (116), the choice of a 

combination of a blue and a red laser is reasonable, since otherwise the visible range of 

the electromagnetic spectrum, which is of interest for biological applications, would be 

left. Table 2 (left-hand column) lists typical potential laser wavelengths that are 

commercially available. 

Blue 
wavelength 

Red 
wavelength 

 Chosen blue 
wavelength 

Chosen red 
wavelength 

𝜆1
𝜆2

 

425 nm 594 nm  445 nm 594 nm 0.749 
445 nm 633 nm  473 nm 633 nm 0.747 
450 nm 637 nm  488 nm 647 nm 0.754 
457 nm 638 nm  491 nm 660 nm 0.744 

458 nm 639,7 nm     
460 nm 640 nm     
473 nm 642 nm     
488 nm 647 nm     
491 nm 660 nm     
505 nm      

Table 2: Available and chosen laser wavelength combinations 

Left: Selection of laser wavelengths available from different manufacturers (Toptica, Oxxius, Coherent, 
Qioptiq, HÜBNER Photonics). With regard to wavelength matching, the blue and red wavelength range was 
defined as 425 nm to 505 nm and 594 nm to 660 nm. Right: Laser wavelength combinations and their ratios 
that fulfill the matching condition most closely. Table taken from our corresponding publication [64]. 

When considering all possible combinations of blue and red wavelengths (see Figure 

55a), it is noticeable that four combinations lie very close to the matching condition 

(Table 2, right-hand column). However, the matching condition is not exactly fulfilled, 

as is mandatory for a SIM microscope, because the 4th and 3rd diffraction orders of blue 

and red are not exactly superimposed. By shifting the wavelength of a laser by a few 

nanometers, however, it would be possible to fulfill the matching condition exactly. The 

red laser wavelengths are suitable for this purpose, since they are often available as 

diode lasers whose wavelength can be shifted by a few nanometers via temperature. 

Other important requirements for such a diode laser are a single transverse spatial 

mode (TEM-00 mode), i.e. a Gaussian beam profile, with at least 50 mW output power. 
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Figure 55: Matching wavelength and shifting diffraction orders 

(a) Graphical representation of all possible combinations of commercially available blue and red laser 
wavelengths (black dots). The blue line shows the required matching condition, where the blue wavelength 
is 3/4 of the red wavelength. The lasers represented by red dots almost fulfill the matching condition. (b) 
Lasing wavelength of the laser diode (HL63163DG) from data sheet (blue) and measured (black) with RGB-
Photonics Qwave Compact Spectrometer as a function of the case temperature measured by the control 
unit. During the measurement, the laboratory temperature was 20°C and the diode current was kept at a 
constant 170 mA. The red line corresponds to the linear fit through all measured data points. The deviation 
between the measured data points and the data sheet can be explained by the usual manufacturing 
tolerance of 633 nm ± 3 nm for the lasing wavelength of the laser diode. Both the measured data and the 
data from the data sheet show mode jumps, as is usual for a laser diode (details in section A.II). (c) Color-
coded measured diffraction images (1.3° × 1.3° / 4.5 mm x 4.5 mm) of the DMD as a function of the lasing 
wavelength (628.6 nm to 634.8 nm) of the laser diode in logarithmic intensity representation. Measured 
with an IDS uEye UI-3060CP-M-GL Rev.2 CMOS camera in the Fourier plane of the setup (Figure 56 & Figure 
57). The small irregularities are caused by mode hops in the laser diode. (d) Color-coded simulated 
diffraction images (1.3° × 1.3°) of the DMD as a function of the lasing wavelength (628.6 nm to 634.8 nm) 
of the laser diode in logarithmic intensity representation. The simulation was conducted with 350×350 
individual mirrors, with a grating constant of m=7.56 µm, a tilt angle of 𝛾 = 12° and an incidence angle of 
𝛼 = 43.7° (𝜑𝑎 = −𝜗𝑎 = 34.05°). The SIM patterns used are those of the 631 nm channel. All diffraction 
images shown are integrated over the three SIM angles. Figure taken from our corresponding publication 
[64]. 
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The most promising candidate for our project turned out to be the laser diode 

HL63163DG 633nm/100mW. This can be tuned from 629 nm to 636 nm via the case 

temperature (see Figure 55b, details in section A.II) [279]. Setting the red diode laser to 

630.67 nm, this should perfectly match a 473 nm DPSS (diode pumped solid state) laser 

to satisfy the blaze condition (eq. (116)). To verify whether temperature tuning can be 

used to shift the Fourier plane of typical SIM patterns as expected, we performed and 

compared corresponding measurements (Figure 55c) and simulations (Figure 55d). The 

measurements matched the simulations with impressive accuracy. 

The blue laser used is the Spectra Physics Excelsior 473, 473nm/50mW, with a measured 

wavelength of 𝜆1 = 473.1 𝑛𝑚. At a case temperature of 19°C, the red diode laser has a 

wavelength of 𝜆2 = 630.8 𝑛𝑚. Thus, the matching condition from eq. (116) is exactly 

fulfilled, making the two lasers ideal for the setup of a dual-color DMD-SIM microscope: 

𝜆1
𝜆2
=
473.1 𝑛𝑚

630.8 𝑛𝑚
=
3

4
= 0.75 (117) 

With the previously selected lasers we were able to extend our two-beam DMD-SIM 

microscope with originally one excitation wavelength (532 nm, see section 3.4) to two 

excitation wavelengths (473.1 nm and 630.8 nm) (see Figure 56 & Figure 57, detailed 

component list Table 5 in section A.I). Just like its one-color predecessor, the DMD is 

rotated by 45° so that the tilt axis of the micromirrors is perpendicular to the plane of 

the excitation lasers (45° diagonal). The operating software for control and live 

reconstruction is also fairSIM-VIGOR [63] (see section 3.7). As this is a typical two-beam 

SIM microscope, nine raw images (3 angles with 3 phases each) are required per 

channel, per super-resolution image. Since due to the use of a DMD the fast modeling 

of the lasers between the raw images is not necessary (see section 3.4), the high 

precision timing control of the microcontroller (Arduino Uno) is limited to the DMD and 

the camera. To ensure that there is no crosstalk between the channels during an 

acquisition despite the Fourier filter mask, the laser that is not needed is shuttered. 
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Figure 56: The dual-color DMD SIM Microscope 

(a) Schematic representation of the setup (photo of the setup, see Figure 57). For excitation, 473 nm (blue) 
and 631 nm (red) laser beams are coupled into two separate single mode fibers. Behind the fibers, the two 
s-polarized and collimated beams with diameters of 18.5 mm FWHM are superimposed (purple) by means 
of dichroic mirror DC1 before they hit the DMD at an angle of approx. 𝛼 = 43.7°. The laser beams 
reflected/diffracted by the DMD at an angle of approx. 𝛽 = −19.7° create the Fourier plane at the position 
of the Fourier filter by passing through lens L1. The linear polarizer, the λ/4 plate and the pizza-polarizer 
ensure the correct linear alignment of the polarization of the individual SIM angles [210]. Lenses L2 and L3 
act as a telescope, focusing the laser beams filtered by the Fourier mask into the back focal plane of the 
objective. The objective collimates the focused laser beams and causes them to propagate through each 
other in the sample plane, resulting in the desired sinusoidal SIM pattern in the sample due to interference. 
Two dichroic mirrors DC2 and DC3 are used to compensate the different phase delay off s- and p-polarized 
light and thus maintain the linear polarization of the excitation light (details in the appendix section A.II).  
The fluorescence emitted by the sample is collected by the objective. The dichroic mirror DC3 separates the 
fluorescence light (green) from the excitation light. The detection filter DF additionally blocks excitation light 
before the fluorescence light is focused on the camera by means of the tube lens L4. (b) Photo of the DMD 
in operation, while various diffraction orders are generated natively by the DMD itself and by the patterns 
displayed on it. (c) Photo taken from above the objective lens with 473 nm excitation while two beams for 
each of the three SIM angles propagate through each other in the sample (in this case water on a cover 
glass). Figure taken and modified from our corresponding publication [64]. 
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Figure 57: Photo of the custom-built dual-color DMD-SIM microscope 

The designations and description are equivalent to Figure 56a. Figure taken and modified from our 
corresponding publication [64]. 

The dual-color DMD-SIM microscope is essentially an extension of its one-color 

predecessor (see section 3.4). Thus, many features that characterize the one-color 

DMD-SIM microscope have been retained. Up to 540 raw images per second can still be 

captured. This corresponds to 60 super-resolution SIM reconstructions per second in 

one channel or 30 in both channels. This continues to outperform current commercial 

systems and is on par with FLCoS-based SIM microscopes optimized for high-speed 

[62,63]. The high duty-cycle of the previous system is also maintained, thanks to the 

global-shutter camera and DMD. By using a faster camera or two cameras (one for each 

channel), the speed of the system could be further increased. From the technical side, 

the setup would then be essentially limited by the switching speed of the DMD (105 µs) 

[264]. However, the biological samples or the fluorescent dyes for staining then limit 

the acquisition speed, as these only allow a certain level of brightness and 

photostability. 

Based on eq. (111) of the blaze condition approach, for 473 nm and 631 nm for the 4th 

and 3rd diffraction orders, the incident angle is 𝛼 ≈ 43.7° and the emergence angle is 

𝛽 ≈ −19.7° to fulfill the blaze condition. These are consistent with the final design of 

the dual-color DMD-SIM microscope in terms of measurement accuracy. For the one-

color version (see section 3.4), which had an emergence angle close to zero, the shear 

of the patterns shown on the DMD due to an emergence angle could be neglected. 

However, for the dual-color version with 𝛽 ≈ −19.7°, this shear must be taken into 

account, otherwise there would be an elliptical distribution of the ±1st SIM diffraction 

orders in the Fourier plane, resulting in an unequal (anisotropic) increase in resolution 
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for the different SIM angles. For this purpose, the Fiji plugin "fastSIM-GratingSearch", 

which allows the calculation of multi-color SIM patterns on SLMs, was extended 

accordingly (details can be found in the corresponding GitHub repository: [280]). 

To ensure that the Fourier plane of the dual-color DMD-SIM microscope meets the 

requirements of a SIM microscope, it was measured for both channels with one camera 

(see Figure 58). The desired diffraction orders of both channels are superimposed. The 

±1st diffraction orders of the three SIM angles are equidistantly arranged around the 

central 0th diffraction order. With a deviation of the average intensities of less than 9% 

(15% brightest pixel deviation) between the ±1st diffraction orders (see Table 3) the 

generated Fourier plane meets the requirements of a SIM microscope. 

 

Figure 58: Fourier plane and diffraction order analysis 

Diffraction image (1.3° × 1.3° / 4.5 mm x 4.5 mm) in the Fourier plane of the setup of the individual three 
SIM angles at 473 nm (a-c) and 631 nm (e-g) in logarithmic intensity representation. All images were 
acquired with an industrial grade CMOS camera (IDS uEye UI-3060CP-M-GL Rev.2) held in the Fourier plane 
of the setup. (I-III) Cross-section plots (10 pixels / 0.017° wide) through the diffraction maxima in the Fourier 
plane at 473 nm (blue) and 631 nm (red). (d, h, i) Summed diffraction images at 473 nm (d), 631 nm (h) and 
superimposed (i) in logarithmic intensity representation. The small yellow circle in (d, h) indicates the area 
for the measured spot intensities in Table 3. Figure taken from our corresponding publication [64]. 
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Side order Normalized mean Normalized max 

1 0.95 0.93 
2 0.92 0.88 
3 0.93 0.99 
4 1.00 1.00 
5 0.96 0.93 
6 0.91 0.85 

1 0.95 0.89 
2 0.99 0.95 
3 0.97 0.87 
4 0.99 0.95 
5 1.00 1.00 
6 0.99 0.93 

Table 3: Diffraction order intensities in the Fourier plane 

Average and maximum normalized diffraction order intensities in the Fourier plane at 473 nm (upper half) 
and 631 nm (lower half) measured in a circle with 30 pixels / 0.05° diameter around the diffraction maxima. 
The symmetrical intensity distribution of the diffraction order in both channels with deviations of less than 
9% in the average and 15% in the maximum can be a good quality feature for the correct angle of incidence 
(blaze angle) of 43.7° on the DMD. Table taken from our corresponding publication [64]. 

As an additional cross-check for quality assurance of the Fourier plane, we compared 

the measured and simulated Fourier planes of 473.1 nm and 630.8 nm (see Figure 59). 

The Fourier planes of both wavelengths were created using the SIM pattern set of the 

red channel so that the ±1st diffraction orders of both channels land at different 

positions to distinguish them. The measured and simulated Fourier planes agree well 

except for the third SIM angle. The small deviation is presumably due to non-linearities 

in the diffraction space of the simulations, especially along the 45° diagonal (see Figure 

78 in section A.II). 
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Figure 59: Comparison of the measured and simulated diffraction orders 

(a) Measured diffraction image of the DMD with 473.1 nm (cyan) and 630.8 nm (magenta) in logarithmic 
intensity representation. Measured with an IDS uEye UI-3060CP-M-GL Rev.2 in the Fourier plane of the 
setup. (b) Simulated diffraction image of the DMD with 473.1 nm (cyan) and 630.8 nm (magenta) in 
logarithmic intensity representation. Simulated with 350×350 individual mirrors, with a grating constant of 
𝑚 = 7.56 µ𝑚, a tilt angle of 𝛾 = 12° and an incidence angle of 𝛼 = 43.7° (𝜑𝑎 = −𝜗𝑎 = 34.05°). The 
measured and simulated diffraction images are integrated over the three SIM angles and were formed using 
the SIM patterns intended for the 631 nm channel. For this reason, the intensity of the central diffraction 
order is higher by a factor of three than it would be for a single SIM angle. The position of the first side 
orders do not overlap because the pattern of the 631 nm channel was used for both channels. As a result, 
the first side orders of the 473 nm channel are closer to the central diffraction order. (I-III) Cross-section 
plots (10 pixels / 0.017° wide) through the measured (black) and simulated (green) diffraction maxima in 
the Fourier plane. For SIM angles I and II, the measurements and simulations agree very well. SIM angle III 
deviates slightly from the simulations in the measurement. We see non-linearities in the diffraction/angle 
space of the simulations as the reason for this. These increase along the diagonals as soon as the small angle 
approximation is no longer fulfilled (𝛽 = −19.7°). SIM angle III is oriented almost identically to the diagonal. 
Figure taken from our corresponding publication [64]. 
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The SIM patterns and the Fourier mask for the dual-color DMD-SIM microscope are 

selected in such a way that they increase the resolution by a factor of 1.65 relative to 

the excitation wavelengths. This corresponds to a pattern spacing in the sample plane 

of 274 nm (for 473 nm excitation) and 365 nm (for 631 nm excitation), respectively. Due 

to the Stokes shift of the fluorescence to longer wavelengths, the cut-off frequency 

(Abbe limit) of the detection is reduced, so that an effective lateral resolution increase 

by a factor of 1.70 can be expected. Even though lateral resolution increases up to a 

factor of 2 (even more with TIRF-SIM) are possible with SIM, this has to be weighed 

against the possible optical sectioning (axial resolution) with two beam SIM (see section 

2.2.3, OTF attenuation / notch filtering) [281,282]. Figure 19 & Figure 20 from section 

2.2.3 were acquired with the dual-color DMD-SIM microscope to demonstrate the 

improvement of optical sectioning. However, with SLM-based SIM microscopes (such as 

the one presented here), the trade-off between lateral and axial resolution 

enhancement can be varied comparatively easily by adjusting the SIM patterns and 

Fourier mask accordingly [283]. 

To demonstrate the functionality and quality of the dual-color DMD-SIM microscope, 

images of 200 nm fluorescent beads were acquired first (see Figure 60a-c). When 

comparing the wide-field (Figure 60a) or Wiener-filtered data (Figure 60b) with the SIM 

reconstructions (Figure 60c), it is obvious that the resolution of the SIM reconstructions 

is higher, as expected. Acquisitions of 100 nm fluorescent beads (Figure 60e,f) analyzed 

using Fourier Ring Correlation (FRC, Figure 60d) make the actual gain in resolution of 

the setup quantifiable for both channels [277,278]. In the wide-field, the Abbe limit of 

the two channels is 197.4 nm (for 525 nm fluorescence in the 473 nm channel) and 263.6 

nm (for 700 nm fluorescence in the 631 nm channel). The resolutions for the wide-field 

determined via FRC analysis are 203.5 nm ± 8.2 nm (473 nm channel) and 274.7 nm ± 

13.9 nm (631 nm channel), which agrees very well with the expected Abbe limit. The 

resolutions achieved in the SIM reconstructions are 121.3 nm ± 3.4 nm (473 nm 

channel) and 171.7 nm ± 4.7 nm (631 nm channel). Thus, this corresponds to a 

resolution gain by a factor of 1.68 ± 0.08 (473 nm channel) and 1.6 ± 0.09 (631 nm 

channel), which is in good agreement with the expected factor of 1.7. 
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Figure 60: 200 nm fluorescent beads and 100 nm fluorescent beads FRC statistics 

The left and right columns correspond to measurements in the 473 nm and 631 nm color channels. (a-b) 
show images of 200 nm fluorescent beads (scalebar 5 µm, 200 ms / 50 ms exposure time per raw image for 
the 473 nm / 631 nm channel). (line a) Summed wide-field image of the nine raw SIM images, (line b) Wiener-
filtered wide-field image, (line c) SIM reconstruction with fairSIM [193]. In the 2.1 µm x 1.6 µm 
magnifications, individual beads are distinguishable in the SIM reconstruction, which are not distinguishable 
in the wide-field or filtered image. (d) FRC analysis [277,278] on 100 nm fluorescent beads from (e) widefield 
and (f) SIM reconstructions (scalebar 5 µm, 200 ms exposure time per raw image for both channels). The 
spatial frequency at which the linear fit of the FRC data points falls below a correlation of 1/7 was used to 
determine the resolution. This results in 203.5 nm ± 8.2 nm (wide-field) and 121.3 nm ± 3.4 nm (SIM) for the 
473 nm channel and 274.7 nm ± 13.9 nm (wide-field) and 171.7 nm ± 4.7 nm (SIM) for the 631 nm channel. 
This corresponds to a resolution increase of 1.68±0.08 (473 nm channel) and 1.6±0.09 (631 nm channel).  
The determined and expected resolution increases match. Figure taken from our corresponding publication 
[64]. 

In addition to the FRC analysis, the cross-section plots from images of 100 nm 

fluorescent beads are used to estimate the resolution gain (see Figure 61). By fitting the 

intensity distribution of a single bead with a Gaussian bell curve (Figure 61 II,IV) and the 

resulting FWHM, resolution increases by a factor of 1.61 (473 nm channel) and 1.75 (631 

nm channel) could be determined. These values are also in good agreement with the 

expected factor of 1.7. In addition, the cross-section plots (Figure 61 I,III) support the 

distinguishability of two individual beads in the SIM reconstructions (Figure 61c), which 

is not possible in the wide-field (Figure 61a) or Wiener-filtered wide-field (Figure 61b). 
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Figure 61: 100 nm TS beads with cross-section plots 

Images of 100 nm TS beads in the 473 nm (left column) and 631 nm channel (right column), scalebars 5 µm 
and 1 µm in the magnification, 200 ms exposure time per raw image. (line a) Summed wide-field image of 
the nine SIM images, (line b) wiener filtered wide-field image, (line c) SIM reconstruction with fairSIM [193]. 
In the SIM reconstruction individual beads are distinguishable, which are not distinguishable in the wide-
field or filtered image. This is further supported by the cross-section plots (I, III). While in the wide-field and 
filtered image no or hardly any dip is recognizable, in the SIM reconstruction the intensity between the beads 
clearly goes down. (II, IV) is a cross-section plot over a single bead. Due to its size of 100 nm, which is below 
the Abbe limit [10], this can be regarded as a point light source. From the fit with a Gaussian bell curve, the 
FWHM are 192.8 nm (WF), 150.9 nm (fitered) and 94.0 nm (SIM) for the 631 nm channel and 252.2 nm (WF), 
204.9 nm (fitered) and 117.3 nm (SIM) for the 631 nm channel. If we consider the FWHM as a measure of 
the achieved resolution and compares the filtered image with the SIM reconstructed image, the result is an 
increase in resolution of 1.61 (473 nm channel) and 1.75 (631 nm channel). Figure taken from our 
corresponding publication [64]. 
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To prove the compatibility with biological samples, the actin skeleton (473 nm channel 

in cyan) and the membrane (631 nm channel in magenta) of fixed U2OS cells were 

acquired (see Figure 62 & Figure 63). In the SIM reconstructions, thanks to the increased 

resolution, details can be seen that are not visible in the (filtered) wide-field. This is 

supported by the cross-section plots of closely spaced actin strands (Figure 62 I) and 

unstained regions of the membrane (Figure 62 II). It is unclear why some parts of the 

membrane were not stained. We suspect that either disruptions during the fixation 

process or washing away of an initial staining is the cause. 

Figure 63 illustrates that the use of Richardson-Lucy as the deconvolution filter instead 

of the usual Wiener filtering may be useful during SIM reconstruction [196]. The 

contrast of some structures is noticeably higher in the RL-SIM reconstruction than in the 

Wiener-SIM reconstruction. 
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Figure 62: Dual-color fluorescent micrographs of a fixed U2OS cell 

Fluorescent micrographs of a fixed U2OS cell (200 ms exposure time) shown as an overlay (row a) of actin 
(Alexa 488 phalloidin) in the 473 nm channel (row b) and the membrane (Vybrant DiD) in the 631 nm channel 
(row c). In the fairSIM [193] reconstruction (3rd column), structures are resolved in both channels which are 
not detectable in the wide-field (1st column) and Wiener filtered image (2nd column). The cross-section plot 
(I) illustrates that in the SIM reconstruction closely spaced actin filaments can be distinguished from each 
other, which cannot be separated in the wide-field and Wiener-filtered image. The same can be observed in 
cross-section plot (II) based on the unstained areas of the plasma membrane. In the SIM reconstruction, 
many unstained areas in the membrane are visible, which blur into each other in the wide-field and Wiener-
filtered image. Figure taken from our corresponding publication [64]. 
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Figure 63: Dual-color fixed U2OS cells 

Images of fixed U2OS cells as an overlay of actin (Alexa 488 phalloidin, 200 ms exposure time) in the 473 nm 
channel and the membrane (Vybrant DiD, 100 ms (cell 1) / 200 ms (cell 2) exposure time) in the 631 nm 
channel. From left to right: cell 1, magnification of cell 1, cell 2 and magnification of cell 2. Shown as wide-
field (line a), wiener filtered wide-field (line b), Richardson-Lucy filtered wide-field (line c), SIM reconstruction 
with fairSIM [193] using wiener filter (line d) and SIM reconstruction with fairSIM using Richardson-Lucy 
filter (line e). In the SIM reconstructions, structures and details are recognizable which cannot be resolved 
in the unfiltered or filtered wide-field. Figure taken from our corresponding publication [64]. 



120 
 

3.7 fairSIM-VIGOR: operating software for SIM microscopes 

The operating software used for the one- and dual-color DMD-SIM microscope, among 

others, is called fairSIM-VIGOR [63], which can essentially be divided into two main 

parts. The first part is the GPU- and network-based real-time reconstruction of the raw 

SIM data to super-resolved SIM reconstructions. The second part is the network-based 

control of the entire SIM microscope with a microcontroller as the central timing unit 

for the SLM, the cameras and the light sources. 

3.7.1 Real-time reconstruction 

The real-time reconstruction was developed and implemented by Dr. Marcel Müller. 

The following information about the real-time reconstruction is part of this thesis for 

the sake of completeness but is not an own contribution of the author of this thesis. 

FairSIM (free analysis and interactive reconstruction for structured illumination 

microscopy) was originally developed as a Fiji plug-in for reconstructing raw SIM data 

[193]. Java was chosen as the programming language because, on the one hand, the 

software should function independently of the system and, on the other hand, 

compatibility with the Fiji program written in Java can be ensured in this way.  

In order to be able to perform the SIM reconstructions in real time, fairSIM was 

extended by the VIGOR engine (video-rate GPU-accelerated open-source 

reconstruction). This engine makes it possible to perform the entire image processing 

on an Nvidia graphics card (GPU). The algorithms on the GPU were implemented using 

CUDA. The interface between the fairSIM Java code and the GPU CUDA code is the Java 

Native Interface (JNI). The JNI provides the possibility to call functions or methods of 

compiled libraries (C, C++, CUDA) from Java. To perform a SIM reconstruction, the 

captured raw data is copied from the CPU to the GPU, which is followed by the execution 

of the reconstruction algorithm. Finally, the reconstructed image is copied from the GPU 

to the CPU. If multiple reconstructions are queued up, e.g. when acquiring a time lapse 

SIM measurement, data transfers and GPU-based reconstructions are also 

automatically run in parallel, as long as hardware resources suffice. If no CUDA-capable 

Nvidia GPU is available or the compiled CUDA library is not available, the reconstruction 

takes place on the CPU. However, real-time reconstruction with reasonable speed is 

only possible with GPU support. 

In addition to the VIGOR engine, fairSIM has been extended by a network 

communication package, which enables the sending and receiving of images. The 

objects sent over the network are so called ImageWrappers, which contain the raw 

image of a camera with additional meta data like timestamp, image number, etc. For 

sending and receiving the classes ImageSender and ImageReceiver were implemented. 
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Furthermore, a package for live operation on a SIM microscope was added, which 

contains, among others, the classes SimSequenceExtractor and ReconstructionRunner, 

which are responsible for extracting the SIM sequences from the raw data and for real-

time reconstruction. A schematic representation of the underlying software 

architecture and data flow can be seen in Figure 64. 

 

Figure 64: Structure of the real-time reconstruction software fairSIM-VIGOR 

These schematics show the data flow of the raw images from the cameras to the high-resolution 
reconstructed image. The raw images are acquired by a sCMOS camera and are forwarded via Camera Link 
to a frame grabber card belonging to the camera. Via the corresponding driver and device adapter, the raw 
images are placed in a first ring buffer of the fairSIM-Plugin running in Micro-Manager. The 
AcquisitionThread of the fairSIM-Plugin takes the raw images from this first buffer, adds additional meta 
information (channel number, sequence number & timestamp) and places them in a second ring buffer. The 
second ring buffer is being cleared by the ImageSender, which sends the images to the reconstruction 
computer via one (or more) Gigabit Ethernet TCP connections. If there is sufficient computer power, the 
cameras could also be connected directly to the reconstruction computer by establishing an internal network 
connection (“localhost”). The image receiver of the fairSIM-VIGOR running on the reconstruction computer 
receives the images from the camera computer and places them in the raw image ring buffer. The Sequence 
detection forms complete SIM sequences from the raw data and places them in the corresponding ring 
buffer. Optionally, the data in the raw image ring buffer can simultaneously be written to the SSD Storage 
using DiskWriter, thus allowing to actually save the full raw data stream for later, offline analysis. The SIM 
sequence ring buffer is being cleared by the reconstruction threads. Via the JNI (Java Native Interface), the 
SIM sequences are transferred to an Nvidia graphics card on which the reconstruction algorithm is then 
executed. If necessary, it is possible to estimate and apply new reconstruction parameters during runtime. 
The high-resolution reconstructed images are placed in the results ring buffer together with the wide-field 
image generated from the raw images, in which they are waiting to be displayed on the screen. Figure taken 
from our corresponding publication [63]. 
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3.7.2 Control software for SIM microscopes 

The control software for SIM microscopes presented below originate from the master 

thesis of the author of this thesis and are part of this thesis for the sake of completeness.  

The control of the individual components of a SIM microscope was integrated into 

fairSIM-VIGOR in a separate controller package. The TCP connections required for 

network communication between the computers involved are established using 

abstract server and client classes, whose communication is based on strings. The server-

client communication is structured in such a way that the client sends a command to 

the server and the server sends back a corresponding response after executing the 

command. The response is used by the client to detect the success or failure of the 

command to be executed or to exchange information between the server and the client. 

The SLM and the microcontroller are usually connected to the same computer. 

Therefore, it makes sense to implement the control of both devices over the same 

network connection. The TCP connection is established by a concrete controller 

implementation of the server and client classes. 

The API provided by the manufacturer of the SLM is included in the SlmController class. 

The SlmController serves the ControllerServer as a communication interface with the 

SLM. Its methods execute the desired command and depending on the reaction of the 

SLM, return a corresponding string for the response to the ControllerClient. 

Communication with the microcontroller is realized via its serial interface. The hard-

coded running orders of the microcontroller are represented in its C++ programming by 

running order objects. These objects include the name of the running order, the delays 

needed for SIM sequence bundling, the exposure time relevant to the cameras, a 

method containing the code to execute the running order on the microcontroller, and 

a toString() method for transmitting the running orders to the reconstruction computer. 

The fixed programming of the timings of each running order can and should be 

optimized using an oscilloscope to obtain the highest possible duty-cycle. Each running 

order can be started in either movie or photo mode. Movie mode is used to acquire 

many reconstructed SIM images in succession and can be executed with delays between 

the individual SIM sequences if required. Photo mode is used to capture a single SIM 

sequence. 

When the microcontroller is started, an array of all executable running orders is created. 

This array can be queried via the serial interface. In this way, it is possible to dynamically 

transfer all running orders available on the microcontroller to the reconstruction 



123 
 

computer via the controller server. The computer-side connection to the 

microcontroller is implemented using the ArduinoController class. This enables the 

sending and receiving of strings via the serial interface and serves the ControllerServer 

as an interface to the microcontroller. The methods of the ArduinoController forward 

the desired command to the microcontroller equivalent to the SlmController and 

return, depending on the reaction of the microcontroller, a corresponding string for the 

response to the client. The schematic structure of the control software is illustrated in 

Figure 65. 

The µManager plugin (fairSIM Camera Controller) is used to control the cameras via 

fairSIM-VIGOR. The plugin was developed as part of fairSIM-VIGOR in a standalone 

package. For the required TCP connection, the controller package was extended by the 

CameraClient class, among others. The CameraServer is located in the package for the 

µManager plugin. Similar to the SLM and the microcontroller, the CameraController 

class serves as an interface between the CameraServer and the camera. Here, the 

CameraController uses the methods available from µManager to control the camera. 

The commands coming from the CameraClient reach the CameraController via the 

CameraServer. Depending on the reaction of the camera or µManager, a corresponding 

response is sent back to the CameraClient. The data transfer of the raw images (as 

ImageWrappers) to fairSIM-VIGOR via further independent TCP connections has also 

been integrated into the µManager plugin. The status for the transfer of the 

ImageWrappers is regularly transmitted to the reconstruction computer together with 

the camera FPS. µManager (Micro-Manager) is a free available open-source software 

for control and automation of microscope hardware [284,285]. 
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Figure 65: Structure of the instrument control portion of fairSIM-VIGOR 

The entire setup is managed and run from the reconstruction computer, which in turn controls the camera 
computers, the SLM and the microcontroller via TCP/IP network links. The network connections required for 
this are implemented using abstract client and server Java classes. Network communication is based on 
strings and the question-and-answer principle, so that each command sent from the client to the server is 
answered, indicating the success or failure of the command to be executed. It is not necessary that the client 
and server are on different computers. This means that with sufficient computer performance, the entire 
setup can also be controlled from a single computer. Each camera is connected to its camera computer, on 
which Micro-Manager runs with the fairSIM camera plugin. The camera plugin includes the Java classes 
CameraServer and CameraController. The commands sent by the CameraClient are transmitted from the 
CameraServer to the CameraController, which ultimately controls the camera using the interface provided 
by µManager. The SLM (FLCoS or DMD) and the Arduino are connected via USB to the controller computer 
on which the fairSIM controller software runs. The fairSIM controller software includes the Java classes 
ControllerServer, SlmController and ArduinoController. The SlmController implements the specific API for the 
SLM. The ArduinoController uses the serial port as communication interface to the Arduino. The 
communication between the ArduinoController and the Arduino is also based on strings and the question-
and-answer principle. The commands sent by the ControllerClient are forwarded from the ControllerServer 
to the SlmController or ArduinoController, which ultimately control the SLM or the Arduino via the SLM-API 
or the serial port. A microcontroller (Arduino Uno) controls the precise timing of the setup. It triggers the 
cameras, the light sources and the SLM via digital I/O pins, so that each individual device performs the action 
previously determined via fairSIM at the right time. Figure taken and modified from our corresponding 
publication [63]. 
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The graphical user interface (GUI) shown in Figure 66 can be used by the user to control 

the SLM, the microcontroller and the cameras. It is integrated into the GUI of fairSIM-

VIGOR as an advanced control panel. It also allows the adjustment of synchronization 

settings for SIM sequence bundling and the use of the bUnwarpJ-based real-time image 

registration of the channels against each other [286]. 

 

Figure 66: fairSIM-VIGOR Advanced-GUI 

The Advanced-GUI serves as the user interface for the software described in Figure 65 to control the 
individual components of the setup. Via the SLM and Arduino controller panels, the existing running orders 
and timing programs can be selected, started, and stopped. With the help of the three camera panels, 
individual settings can be made for each camera. Besides the possibility to start and stop acquisitions it is 
possible to choose between a ROI of 512×512 and 256×256 pixels. Furthermore, the exposure time and 
presets can be set. The Client-Server-Communication panel provides the user with information about the 
network connections and the result of the desired actions. The "Refresh View" button reloads the display 
windows for the reconstructed and wide-field image to adjust it for the display of a 512×521 or 256×256 
region of interest. The Registration panel can be used to register the different channels against each other. 
Both the reconstructed and the wide-field images can be registered. To do this, a registration file must first 
be created, which can then be applied. The creation of the registration file uses the API of the image 
registration software bUnwarpJ [286]. Figure taken from our corresponding publication [63]. 
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The acquisition of one or more SIM sequences requires various coordinated settings in 

the Advanced GUI (Figure 66). For practical use, it is necessary to have further simplified 

this process. The Easy GUI shown in Figure 67 serves this purpose. If an action is 

performed via the Easy GUI, the Advanced GUI is operated in the background to set all 

the required settings. To use the SIM microscope via the Easy GUI, the user only has to 

select the excitation lasers used and the exposure time to be able to start a 

measurement. Optionally, there is also the possibility to (de)activate the real-time 

image registration, to insert delays between the SIM sequences and to re-estimate the 

parameters for the reconstruction of all used channels. The buttons "Run" or "Take a 

photo" can be used to start and stop measurements in movie or photo mode. For the 

dynamic assignment to work for the Easy GUI, it is necessary that the names of the 

running orders on the microcontroller and the SLM are matched. 

 

Figure 67: fairSIM-VIGOR Easy-GUI 

The Easy-GUI serves the user as a simple and intuitive interface for controlling the entire setup. It is closely 
linked in the background with the Advanced-GUI (Figure 66). It provides automatization of all day-to-day 
tasks needed to operate the microscope. I.e., it configures all components (cameras, SLM, microcontroller) 
for the desired imaging mode, starts and stops them, and allows the user to store the image stream for 
later, offline analysis. The Enable button establishes all necessary connections (SLM, Arduino and cameras). 
After selecting a combination of laser wavelengths, the desired exposure time can be selected. Acquisitions 
can then be made and optionally stored. Using the Run (or Run & Record) button, acquisitions can be started 
and stopped with an adjustable delay (≥ 50 ms) between the individual SIM sequences. The “Take a photo”-
button is used to acquire exactly one SIM sequence. If desired, image registration and parameter estimation 
can be carried out using the corresponding buttons. Entered or selected metadata (laser power, dye and 
sample description) are written to the image file when saving data on the storage and are available for later 
use along with other metadata. Figure taken from our corresponding publication [63]. 
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3.7.3 Integration of the DMD into fairSIM-VIGOR 

The original version of the fairSIM-VIGOR control software was developed for the FLCoS-

SLM (ForthDD, SXGA-3DM). To ensure compatibility for the DMD (Texas Instruments, 

DLP® LightCrafter™ 6500) used for the one- and dual-color DMD-SIM microscope, it was 

necessary to extend the programming accordingly as part of this thesis. In order to run 

both SLMs with the same software, the original SlmController class with the concrete 

implementation of the SXGA-3DM API was replaced by a generalized interface, which 

was then implemented in the form of the classes FlcosControllers and DmdController. 

The FlcosController takes over one-to-one the function of the original SlmController for 

the SXGA-3DM, while the DmdController is the equivalent for the DLP® LightCrafter™ 

6500. Since no directly usable Java API is available from the manufacturer for the DLP® 

LightCrafter™ 6500, this was implemented using the Java Native Interface (JNI) as an 

interface between the provided C++ API and Java. 

The concept of running orders, which are an integral part of the SXGA-3DM, has been 

retained for the DLP® LightCrafter™ 6500 for simplicity and compatibility. Similar to the 

SXGA-3DM, the running orders consist of a sequence of SIM patterns that are displayed 

on the DMD for a well-defined time. In the case of the one- and dual-color DMD-SIM 

microscope, this sequence is started by a trigger pulse from the microcontroller to 

ensure high-precision timing with the cameras and, if required, with the light sources. 

The running orders on the DMD can be built and tested using the software provided by 

the manufacturer (Texas Instruments) via the so-called "Pattern On-The-Fly Mode". For 

the actual operation of the DMD-SIM microscope, however, the so-called "Pre-Stored 

Pattern Mode" is used. For this, it is necessary that the required SIM patterns are 

located in the flash memory of the DLP® LightCrafter™ 6500. Batch files consisting of a 

set of batch command sequences are used to load the respective running order. Details 

can be found in the corresponding Users- and Programmers-Guide provided by the 

manufacturer [287,288]. 

  



128 
 

3.7.4 Metadata storage with LiveStack 

When storing and processing raw SIM data, the metadata associated with the 

acquisition is very important. For this purpose, the LiveStack concept was developed in 

the scope of this thesis. It is used to store raw SIM images including all important 

metadata on a (fast SSD) hard disk at high speed immediately after or during the 

acquisition. 

A LiveStack consists of two main components, the header, and the raw images. The 

header consists of the metadata that is valid for the entire acquired raw image stack: 

• Name of the SIM microscope 

• Start time of the measurement 

• Sample identification 

• Identification of the objective 

• Width and height of the raw images in pixels 

• Number of z-sections 

• Number of SIM angles and phases 

• Number of SIM bands 

• Exposure time per raw image 

• Delay between individual SIM sequences 

• Synchronization times for SIM sequence bundling 

• Projected pixel size (in nm for x,y,z) 

• Channel metadata 

o Detector (camera) 

o Fluorescence dye 

o Excitation wavelength and intensity 

o Real-time reconstruction parameters 

The raw images correspond to the ImageWrappers introduced in 3.7.1, which, in 

addition to the raw image data as a 16-bit short array, contain, among other things, a 

uniquely assignable channel and sequence number and a timestamp. 

A LiveStack can exist in four different, but informationally equivalent forms: 

• As LiveStack file on the hard disk. 

• As LiveStack object in a Java program (e.g. fairSIM-VIGOR) 

• As LiveStack TIFF file on the hard disk 

• As ImagePlus object, i.e. opened image in Fiji 
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The order of the previous list corresponds to the path that the raw data of our SIM 

recordings usually take. At the beginning of the measurement, the header and then all 

captured raw images (ImageWrapper) are streamed in real time to the (fast SSD) hard 

disk into a LiveStack file. Using the GUI shown in Figure 68, the LiveStack files can be 

converted to LiveStack TIFF files. Both the raw data (livestack.tif) and the real-time SIM 

reconstructions made during the measurement (livestack.recon.tif) can be saved.  

Furthermore, a text file with all metadata can be created if required. The latter helped 

us several times during commissioning and troubleshooting of our SIM microscopes. 

 

Figure 68: fairSIM-VIGOR LiveStack converter GUI 

The graphical interface allows to load and process LiveStack or LiveStack-TIFF files from the hard disk. The 

left column shows the loaded LiveStacks, while the right column shows the metadata of the selected 

LiveStack. Below that, corresponding checkboxes can be used to select the LiveStack conversion to be 

performed. In addition, the storage location of the converted files can be defined. By clicking the 

corresponding button, either all loaded LiveStacks or only the selected one will be converted. The log in the 

lower part gives additional information about the conversion process. 
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Once the data is available as a TIFF file, it can be further processed with any TIFF-

compatible program. All metadata are still available and can be accessed, for example, 

in Fiji via the information window (Image -> Show Info...). The code implementation of 

the LiveStack concept can be seen in the corresponding LiveStack class in the fairSIM-

VIGOR GitHub repository [289]. 

3.8 Summary and outlook 

The knowledge gained within the scope of this thesis on DMD-based SIM microscopy 

makes a significant contribution to the establishment of DMDs in SLM-based SIM 

microscopes. DMDs are cost effective, readily available and very fast. Compared with 

FLCoS SLMs, they are therefore particularly suitable for the development of fast, 

compact and cost-effective SIM systems. However, the major disadvantage of DMDs, 

the so-called blazed grating effect (BGE), is a major hurdle. The BGE becomes 

particularly problematic when multiple excitation wavelengths are used. To overcome 

the BGE, a practical solution, wavelength matching, has been developed. 

The basis for this was created with the help of a specially developed simulation 

framework. The framework essentially consists of four different simulation approaches 

that mathematically and physically model the interaction of (coherent) light with the 

DMD surface. The resulting diffraction images and their analysis enabled the design and 

construction of a one-color DMD-SIM microscope. Thanks to new findings from the 

simulations, this could be further developed into a dual-color DMD-SIM microscope. 

Both the one- and dual-color setups are just as fast as FLCoS-based systems, but much 

more cost-efficient. A comparatively simple timing scheme and a higher duty cycle are 

further arguments in favor of DMDs instead of FLCoS in SIM microscopes. The quality 

and the achieved resolution increase of the presented DMD-SIM microscopes could be 

proven by synthetic reference samples. Furthermore, the DMD-SIM microscopes are 

fully capable of imaging fixed and live cells. Chemical dyes as well as fluorescent proteins 

were used for staining. An extension from dual- to three-color is possible based on the 

simulation results. However, an experimental proof is still pending on our part.  

In parallel with the progress of this work, another approach to multi-color DMD-SIM 

microscopy has been developed independently by Brown et al. [270]. This approach 

uses a 473 nm and 635 nm laser that nearly satisfies the necessary matching condition. 

Instead of achieving matching by shifting an excitation wavelength as we did, a moving 

voice-coil mirror is used to adjust the angle of incidence during microscope operation 

when switching from one channel to the other. Brown et al. were also even able to 

successfully incorporate a third excitation wavelength (532 nm) via the other tilt state 
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of the micromirrors. This makes us optimistic that we can similarly advance the dual- to 

three-color DMD-SIM microscope. 

The control and real-time reconstruction software for SIM microscopes fairSIM-VIGOR 

has been further developed, among other things, for the use of the DMD (DLP® 

LightCrafter™ 6500, Texas Instruments). Moreover, thanks to the new LiveStack 

concept, a convenient option for storing the important metadata is now available. 

This work supports the democratization of super-resolution microscopy and follows the 

spirit of open science, especially by providing detailed plans and open-source code 

particularly related to DMD-based SIM microscopy. 
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4 Mesoscopic fluorescence OPT 

The subsection “4.3.3 Mesoscopic imaging of human liver biopsies” of this section is 

based in major parts on the following publication, where the instrument introduced in 

the following was used for image acquisition: 

Kong, C., Bobe, S., Pilger, C., Lachetta, M., Øie, C. I., Kirschnick, N., 

Mönkemöller, V., Hübner, W., Förster C., Schüttpelz, M., Kiefer, F., 

Huser, T., & Schulte am Esch, J. (2021). 

Multiscale and Multimodal Optical Imaging of the Ultrastructure of 

Human Liver Biopsies. Frontiers in Physiology, 12, 149. 

Having now dealt extensively with the development and application of a super-

resolution SIM microscope, a swing in the opposite direction is now made to 

mesoscopy. From very high resolutions and very small samples, the focus now shifts to 

much larger (centimeter-sized) samples with moderate resolutions. Unlike mesoscopic 

light sheet microscopes, optical projection tomography (OPT) systems are not 

commercially available. Therefor custom-built OPT systems are very popular in 

mesocopic research [77,290]. They can be customized for the investigation of specific 

biomedical issues. Thus, in addition to the numerical aperture (NA), optics, filters, 

camera, etc. can be customized as needed. Custom-build OPT systems have been used 

to study neuroanatomical phenotyping of the mouse brain [245] and in Alzheimer's 

disease research [75], among others. In this thesis, an optical projection tomography 

system was built and put into operation. In addition to the optical setup, the required 

operating software to control the individual components was implemented. 

Furthermore, it required the investigation and selection of a reconstruction software to 

convert the acquired projections into filtered back-projections. In addition, a histogram 

matching algorithm was developed to match the brightness of different filtered back-

projection cross sections to make them comparable with each other. 

4.1 The epifluorescence OPT setup 

The optical setup of our custom-made epifluorescence OPT setup (see Figure 69) is 

based on the OPT instrument developed by David Nguyen [74]. It differs mainly in the 

choice of a cost-effective high-resolution CMOS camera (Tucsen FL-20BW, instead of 

Hamamatsu ORCA-Flash 4.0 V2) with 20 megapixels at 2.4 µm pixel edge length. Four 

different LEDs with 405 nm, 470 nm, 565 nm and 625 nm as nominal wavelength are 

available for fluorescence excitation. The filter sets (dichroic mirror, excitation and 

detection filters) belonging to the LEDs or the corresponding fluorophores are installed 

in magnetically locked filter cubes, which can be exchanged within a few seconds. The 
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LEDs are also magnetically locked and can be changed similarly quickly and easily. Thus, 

up to four different channels can be acquired consecutively from the same sample, 

which can be combined into multicolor images in post-processing. The power supply to 

the LEDs is electronically coupled to the flash output (signaling an ongoing exposure) of 

the camera, so that the LED only lights up when the camera is sensitive to light. This 

keeps phototoxicity and photobleaching of the sample to a minimum.  

Due to the internal dimensions of the sample cuvette and the size of the camera chip, 

the maximum sample diameter is approx. 17.5 mm. Usually, the (clarified) transparent 

samples are placed in an agarose cylinder, which is glued to a stamp and is magnetically 

held on the motorized sample rotation stage. This in turn is connected to a motorized 

xyz stage, which allows precise positioning along the optical axis and on the camera 

chip. A tip-tilt device is also built into the stage to adjust the rotation axis of the sample 

relative to the focal plane. A detailed component list of the setup can be found in section 

A.I (Table 6). 

The continuously adjustable aperture diaphragm in the back focal plane (Fourier plane) 

allows the numerical aperture (NA) to be set and thus the depth of focus (DOF, see 

section 2.3.3) suitable for the size of the sample to be selected. In addition, the required 

telecentricity of the optical imaging system is ensured by positioning the aperture 

diaphragm in the back focal plane. The maximum achievable resolution without 

aperture diaphragm is limited to about twice the projected pixel size, i.e. a resolution of 

about 10 µm, due to the Nyquist-Shannon sampling theorem (eq. (31)). In practice, 

however, the NA must be set between 0.01 to 0.02 using the aperture stop for the 

appropriate DOF. This corresponds to DOF of about 10 mm down to 2.5 mm and 

resolutions of about 35 µm down to 12 µm. For a satisfactory signal-to-noise ratio, the 

captured projections are usually processed with a 2x2, 3x3 or 4x4 binning for noise 

reduction before processing the filtered back-projection. Due to the Nyquist-Shannon 

sampling theorem, the effective resolution is thus limited to about 20 µm, 30 µm or 

40µm, respectively. 
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Figure 69: The fluorescence OPT setup 

(a) Schematic representation of the custom-build epifluorescence OPT setup. The excitation light generated 
by an LED is collimated using the aspheric lens L1 and homogenized with a diffuser if required. The 
achromatic lens L2 and achromatic objective lens L3 expand the collimated excitation light so that the 
sample is illuminated as homogeneously as possible. The excitation filter (EF) and dichroic mirror (DC, 
reflective for excitation) located in the filter cube spectrally purify the light from the LED for ideal excitation 
of fluorescence. The fluorescence emitted from the sample is collected by the objective lens L3 and separated 
from the excitation light by the dichroic mirror (DC, transmitting for fluorescence) and spectrally purified by 
the detection filter (DF), both located in the filter cube. The variable aperture diaphragm in the back focal 
plane allows the NA to be adjusted to match the DOF to the sample size. The achromatic tube lens L4 forms 
a 4f configuration with the objective lens L3 and focuses the fluorescence onto the camera chip. The sample, 
embedded in an agarose cylinder and BABB-cleared (BABB protocol, see section A.III), is adhered to a stamp 
that is magnetically held to the rotation stage. The surrounding liquid is BABB which is in a glass cuvette. A 
detailed component list can be found in section A.I (Table 6). (b) Photo of the custom-built OPT setup. Sample 
(mouse liver embedded in an agarose cylinder) in the glass cuvette filled with BABB illuminated with 625 nm 
excitation light (c), room light (d) and 405 nm excitation light (e). 
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Sample alignment 

Before a measurement, it must be ensured that the sample is positioned as ideally as 

possible. The following points should therefore be ensured before a start-up: 

• Using the tip-tilt stage, the rotation axis should be oriented parallel to the pixel 

columns of the camera chip. If necessary, this can also be corrected in post-

processing, but this leads to interpolation artifacts that reduce the quality of 

the projections and thus also of the filtered back-projections. 

• Using the tip-tilt stage, the rotation axis should be placed parallel to the image 

plane. This step should be done very carefully, as it cannot be corrected in post-

processing (at least with currently available reconstruction algorithms). 

• Using the xyz stage, the sample should be positioned in the center of the camera 

chip. The smaller the sample, the more leeway is available in this step. 

After each sample change, the following points should be ensured before a 

measurement. 

• The agarose cylinder with the sample, which is glued to the stamp that is 

magnetically attached to the rotation stage, should be positioned manually so 

that the axis of rotation passes centrally through the sample or the agarose 

cylinder. For this purpose, the iterative comparison of acquired test projections 

𝑃0 with 𝑃𝜋 and 𝑃𝜋/2 with 𝑃3𝜋/2 is useful. 

• Using the xyz stage, the sample should be positioned so that the focal plane of 

the objective lens is in the center of the front half (1/4) of the sample. For this 

purpose, it is usually advisable to open the aperture diaphragm to the 

maximum, in order to obtain a focal plane that is as sharply defined as possible 

with a low DOF. This step should also be performed when changing the color 

channel, since the exact position of the focal plane can be wavelength-

dependent despite achromatic optics. 

• The aperture diaphragm should be adjusted before taking the projections so 

that the DOF (eq. (84)) is equal to half the sample diameter. Since the DOF is 

wavelength dependent, this step should also be performed when changing the 

color channel. 
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4.2 Software 

The software needed for the fluorescence OPT setup splits into three independent 

parts. The first one is responsible for the acquisition of the projections. The second one 

is needed for the reconstruction of the acquired projections into cross sections using 

the filtered back-projection (see section 2.3.2). The third part is a histogram matching 

algorithm, which is needed to compensate the brightness fluctuations in the 

reconstructed cross sections. 

Acquisition 

Since the LED is electronically coupled to the camera, it is sufficient to integrate the 

camera and the rotation stage into the acquisition software. For both, corresponding 

adapters for µManager [284,285] are available, so it is possible to implement the 

acquisition process in µManager. For this purpose, a Beanshell script was developed in 

µManger, which alternately captures an image (projection) and rotates the rotation 

stage by a predefined angle. The acquired images are stored on the hard disk in parallel 

to the acquisition. The predefined rotation angle results from the freely selectable 

number of projections to be acquired. With 600 projections, for example, the rotation 

stage is rotated by 360°/60 = 0.6° between two acquisitions. 

Reconstruction 

Before reconstruction, it is important that the rotation axis is centered in the 

projections. Since corresponding existing algorithms could not be applied successfully, 

the rotation axis is positioned centrally by hand using Fiji. For estimating the rotation 

axis, the minimum and maximum intensity projections have proven to be very helpful. 

To create sinograms and ultimately a filtered back-projection, the OpenCL-accelerated 

open-source Fiji plugin called OptiJ [291,292] has prevailed. Unfortunately, other 

corresponding software could not be applied by us with comparable success. OptiJ is 

essentially an easy-to-use implementation of the reconstruction procedure presented 

in Section 2.3.2 using filtered back-projection. This is presented in detail in the related 

publication and supplementary information [293]. 

Histogram matching 

As already explained in section 2.3.2, the filtered back-projection often leads to massive 

brightness differences in the reconstructed cross sections of a stack (see Figure 70c). To 

overcome these, a corresponding algorithm was developed. This algorithm uses the 

cross-section histograms as a basis for matching the brightness. Specifically, the 

algorithm assumes that each cross-section histogram has a background peak (see Figure 

70a) that can be separated from the signal by comparatively low gray values. It is 
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additionally assumed that the background of each cross-section is statistically similarly 

distributed. This means that the position and width of the background peak of each 

cross-section histogram should be approximately the same. Using a Gaussian fit, these 

two values can be estimated for each cross section. By shifting and stretching or 

compressing all cross-section histograms accordingly, the background peaks can be 

superimposed (see Figure 70b), whereby the differences in brightness disappear or are 

significantly reduced (see Figure 70d). The Java code for the developed histogram 

matching algorithm is open-source and freely available on GitHub [294]. 

 

Figure 70: Histogram matching algorithm 

(a) Histogram of a bright (red) and dark (blue) cross section selected from a stack reconstructed via OptiJ (c, 
maximum intensity projection) as an example. In general, all cross-section histograms have a background 
peak with significantly lower gray values than the actual signal. With the help of a Gaussian fit, the 
background peaks of all cross-section histograms of a stack can be aligned (b). This makes it possible to 
overcome the differences in brightness that occur in the cross sections of a reconstructed stack (d, maximum 
intensity projection). The data shown correspond to those of the mouse brain of Figure 73. 

4.3 Measurements 

To prove the operability of the fluorescence OPT setup, the point spread function (PSF) 

of the setup was first measured and compared to the calculated DOF. In a next step, 

artificial reference samples were measured, using TetraSpeck beads and round cells in 

agarose cylinders, and successfully reconstructed via filtered back-projection. The first 

biological measurements and reconstructions were obtained using fixed mouse organs. 

Finally, the first OPT images of human liver tissue were obtained and compared with 

light sheet images. For the acquisition of projections with the fluorescence OPT setup, 

exposure times of one to ten seconds have proven to be recommended, depending on 

the sample and the aperture opening. All filtered back-projections shown in this section 

were created using 600 acquired projections. 



138 
 

4.3.1 Reference samples 

For the fluorescence OPT setup to operate as desired, it is important that the PSF in the 

region of the calculated depth-of-field (DOF) approximates a straight line parallel to the 

optical axis (z-axis). Otherwise, the acquired projections would not satisfy the Radon 

transform, which is a basic requirement for the reconstruction algorithm, the filtered 

back projection. To ensure this, the PSF with and without aperture was measured and 

compared with the DOF calculated accordingly (see Figure 71). The measured PSFs 

correspond exactly to the desired and expected behavior, so the setup can be 

considered ready for projection acquisition. 

 

Figure 71: Point spread function for projections 

PSF (maximum intensity projection) of the epi-fluorescence OPT setup of 4 µm TetraSpeck beads (1:1000 
dilution dried on a coverslip) at 625 nm excitation. (a) PSF without aperture diaphragm, corresponding to 
an aperture diameter of about 25 mm, i.e. a NA of 0.042 and a DOF of 0.5 mm. (b) PSF with aperture 
diaphragm with a diameter of 9 mm, i.e. a NA of 0.015, corresponding to a DOF of 3.8 mm. The white dashed 
lines mark the range of the DOF in which the PSF can be approximated as a line, as required for acquiring 
projections. By inserting/closing the aperture, the PSF can be stretched as expected and thus the DOF can 
be adjusted to the sample size. The underlying measurements were performed by Jasmin Schürstedt with a 
step size of 40 µm along the optical axis [295]. 

Before measuring biological samples, it was necessary to gain experience with reference 

samples. These can be prepared easily, quickly and as often as required without the 

need for a sample donor animal. First, 4 µm TetraSpeck beads were dissolved in agarose 

cylinders and cleared according to the BABB protocol (section A.III) and stored in BABB 

(benzyl alcohol and benzyl benzoate in a 1:2 ratio). It was noticed here that BABB 

bleached or destroyed the TetraSpeck beads. Dehydration with methanol alone resulted 

in the agarose cylinder no longer adhering to the stamp. Thus, we ultimately stored the 

beads in the agarose cylinder in water and neither dehydrated nor clarified them. 

However, since acquisitions of biological samples usually take place in BABB as the 

surrounding medium and the beads are to serve as a reference sample, they were 

measured in BABB (Figure 72a). Due to the optical interface effects that occur as a result 
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of the refractive index differences between the agarose and the BABB, the beads, which 

are actually point-shaped, appear arrowhead-shaped with increasing distance from the 

center of rotation. For this reason, TetraSpeck beads are not really suitable for making 

reference samples for optical projection tomography. 

Small (10 µm - 15 µm) trypsonized (rounded) U2OS cells have emerged as a promising 

alternative to TetraSpeck beads. These can be stained with appropriate fluorophores 

and dissolved in an agarose cylinder. The agarose cylinder containing the cells can then 

be dehydrated and clarified using the BABB protocol. As can be seen in Figure 72b, the 

undesirable effects that occur with unclarified samples do not occur here. Reference 

samples prepared in this manner have proven to be a much better tool for verifying the 

operation of the fluorescence OPT setup. The prerequisites for high quality images of 

biological samples can now be considered to be given. 

 

Figure 72: Filtered back-projection of synthetic reference samples 

Depth-color-coded filtered back-projection of approximate point-shaped (below resolution limit of approx. 
20 µm) fluorescence emitters, excited at 625 nm, randomly distributed in an agarose cylinder and serving 
as a reference sample for OPT imaging in BABB. Color coding indicates the y position of the emitters 
according to the color scale. (a) 4 µm TetraSpeck beads dissolved in an agarose cylinder previously stored in 
water. The arrowhead-shaped appearance of the actually point-shaped beads, which becomes more and 
more obvious towards the outside, is due to the refractive index difference at the interface between the 
agarose cylinder and BABB. (b) Fixed, trypsinized (rounded) and Syto 16 stained U2OS cells (10 µm - 15 µm) 
dissolved in an agarose cylinder, cleared according to the BABB protocol (section A.III). The arrowhead-
shaped artifacts do not appear here because the refractive index of the sample was adjusted to that of the 
surrounding medium (BABB) by clearing. During clarification, the TetraSpeck beads bleach out or are 
destroyed. Therefore, trypsonized (rounded) cells are much better suited as reference samples for 
acquisitions in BABB. The acquisition of the underlying projections was performed by Jasmin Schürstedt 
[295]. 
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4.3.2 Mouse organs 

After the successful measurement and reconstruction of reference samples, the next 

step was to do the same with biological samples. In this specific case, fixed mouse 

organs cleared according to the BABB protocol (section A.III) were provided by Stefanie 

Bobe from the Max Planck Institute for Molecular Biomedicine in Münster. The MPI in 

Münster has great expertise in sample preparation, especially in clarifying tissues [296]. 

Specific staining of the samples was omitted, as the priority was to ensure the 

compatibility of the fluorescence OPT setup with biological samples. Thus, it could be 

excluded that any problems that might occur were related to staining. Figure 73 shows 

the results of the measurements as projections and cross-sections (reconstructions) of 

the mouse organs (brain, heart, kidney, and liver). The resolutions achieved are 

between 45 µm and 68 µm with acceptable to very good signal-to-noise ratios. Based 

on the successful measurement and reconstruction of the mouse organs, we were able 

to demonstrate compatibility with biological samples of appropriate quality. 
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Figure 73: OPT measurements of autofluorescent mouse organs 

In each row, one of the 600 recorded projections is shown in the center and two reconstructed cross-sections 
using filtered back-projection (fbp) are shown on the left and right of: Clarified (a) brain, (b) heart, (c) kidney, 
and (d) liver. Due to the lack of autofluorescence within the blood vessels, they can be well detected in the 
fbp. In some cases (especially in the liver), they can also be seen in the projections. Sample diameters are 
approximately 9 mm (a), 7.5 mm (b-c), and 17 mm (d). Accordingly, images were acquired with apertures 
of 8 mm (a), 9 mm (b-c) and 6 mm (d) diameter, corresponding to resolutions of 50 µm, 45 µm and 68 µm, 
respectively. For this reason, 4x4 binning could be applied without loss of resolution. The signal-to-noise 
ratio of (a-c) is very good, while it is noticeably weaker for (d) due to the smaller aperture opening. 
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4.3.3 Mesoscopic imaging of human liver biopsies 

The liver is one of the largest organs in the human body and consists of complex 

macroscopic and microscopic structures. Structural sizes range from a few centimeters 

(liver lobes) down to the nanometer scale (fenestrations of sinusoidal endothelial cells, 

LSECs). Imaging these requires a whole zoo of optical imaging techniques (light sheet, 

OPT, confocal, SRS, CARS, SHG, SIM). Optical projection tomography (OPT) and light 

sheet microscopy are particularly useful for revealing mesoscopic structures in the 

millimeter range. Due to the strong absorption and scattering of visible light, the optical 

penetration depth is only about 0.5 mm, which is why clarification of the tissue is 

mandatory for mesoscopic images. In this context, the fluorescence OPT setup was 

successfully applied for the first time in scientific biomedical applications. Moreover, a 

direct comparison with light sheet images from the same sample was possible. 

Two PFA-fixed tissue samples from a liver biopsy of an elderly patient of the Protestant 

Hospital of Bethel Foundation serve as samples. These were prepared by Stefanie Bobe 

of the Max Planck Institute for Molecular Biomedicine in Münster for light sheet and 

OPT imaging. For this purpose, whole-mount staining was performed. Here, smooth 

muscle actin (pericytes surrounding blood vessels) was stained with anti-αSMA-Cy3 and 

cytokeratin 19 (bile ducts) was stained using an anti-cytokeratin-19 primary antibody in 

combination with an Alexa647-coupled secondary antibody. Subsequently, both 

samples were each enclosed in a cylinder of 1% low melting agarose and dehydrated 

and cleared using the BABB protocol (section A.III). 

Due to the sample size of approx. 3x3x5 mm³, an aperture diameter of 12 mm was 

selected for the OPT images, which corresponds to a depth-of-focus (DOF) of approx. 2 

mm. The Cy3 (walls of blood vessels, 565 nm excitation) and Alexa647 (bile ducts, 625 

nm excitation) channels were imaged sequentially, each with 600 projections each in 

0.6° rotation steps. The results are shown in Figure 74. In addition to autofluorescence, 

the background in the Cy3 channel, which cannot be overlooked, is due to the fact that 

the liver, and thus the entire sample, is permeated by blood vessels. Nevertheless, the 

path of the blood vessels and bile ducts can be traced well. For this purpose, we 

recommend a look at the videos deposited in our associated publication [9]. 
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Figure 74: Fluorescence OPT measurements of the human liver biopsies 

(a) and (b) are two different liver biopsies obtained from the same patient, each covering a volume of 
approximately 3 mm × 3 mm × 5 mm. The images in the center column panels are projections of the 
fluorescence from the entire sample. The images in the left panels show single cross sections that were 
reconstructed via filtered back-projection at the regions indicated by the blue dashed lines in each row. The 
images in the right panels are projections of a stack of cross sections, the extent of which is indicated by the 
yellow dashed box. The samples were stained with antibodies against a smooth muscle actin identifying 
smooth muscle cells (magenta) and cytokeratin 19 identifying bile ducts (white) and subsequently cleared 
following the BABB protocol (section A.III). The inset in the upper left panel shows a photograph of the 
optically cleared liver sample in BABB. Scale bars are 1 mm. Figure taken from our corresponding publication 
[9]. 

Before the OPT images were taken, the samples had already been measured by Stefanie 

Bobe on the commercial UltraMicroscope II (LaVision BioTec). For this purpose, 

magnifications of 1.6 to 5 times and a step size of 2 µm were used. Figure 75 compares 

a reconstructed OPT cross-section with the same acquired cross-section from the light 

sheet microscope. It is noticeable that the quality and resolution of the light sheet 

images are appreciable better than those from the OPT. On the one hand, this is since 

the OPT setup is basically intended for measuring larger samples, because it can only 

demonstrate its potential with samples that are too large for light sheet images (larger 

than the working distance of the objective). On the other hand, it must be noted that 

due to the comparatively small sample, it was not possible to position the focal plane 

precisely in the center of the front half of the sample, which leads to a comprehensible 

decrease in the quality and resolution of the acquired and reconstructed images. 

Unfortunately, since the glue used to adhere the agarose cylinder gradually damaged 

the sample, the number of possible corrections to the focal plane was severely limited. 
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Figure 75: Optical projection tomography vs light sheet microscopy 

Comparison of liver volumes imaged by optical projection tomography (a) and light sheet microscopy (b). 
Optical sections of the same wholemount immunostained liver biopsy (for antibodies and colors also see 
Figure 74) were acquired with both optical projection tomography (a) and light sheet microscopy (b). Image 
stacks were visualized using the volume rendering software package Voreen. Subsequently, rendered 
volumes were digitally oriented such that the sectional planes were approximately matching and virtually 
isolated, thin optical section corresponding to 9.6 μm (a) and 5 μm (a) are shown for direct comparison. 
Scale bars represent 500 μm. Figure taken from our corresponding publication [9]. 

Whether mesoscopic volumetric imaging is performed with optical projection 

tomography or light sheet microscopy, it has a major advantage over section-based 

approaches. When imaging a three-dimensional volume, the amount of tissue examined 

is significantly greater than with two-dimensional sections. Rare events or anomalies 

that occur in a sample are thus much more likely to be detected. In addition, it is possible 

to digitally reorient the acquired or reconstructed 3D datasets as desired, providing the 

ability to analyze structures and anatomy of the whole sample in arbitrary directions 

and virtual sections, which is not possible with section-based approaches. 
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4.3.4 Summary and outlook 

Optical projection tomography (OPT) represents an important method in the zoo of 

visible light mesoscopic imaging techniques for the examination of samples 

approximately one centimeter in size. While light sheet microscopy is usually limited in 

sample size by the working distance of the imaging objective, OPT can play to its 

strengths here. As part of this thesis, a custom-made fluorescence OPT setup was 

successfully built and put into operation. The optical setup is based on that of David 

Nguyen [74]. As operating software for recording the raw data (projections) µManager 

with a custom developed Beanshell script is used. The open-source Fiji plugin OptiJ is 

used to reconstruct sample cross sections using filtered back-projection [293]. The 

reconstructed cross-section stacks exhibit disturbing brightness variations, which are 

compensated using a histogram matching algorithm developed for this purpose. 

To ensure the proper function and quality of the fluorescence OPT setups, images of 

artificial reference samples and consecutively fixed mouse organs (brain, heart, kidney, 

liver) were successfully obtained. Subsequently, in the context of our publication [9], 

images of human liver tissue of approx. 45 mm³ in size were taken in which the structure 

and anatomy of the blood vessels and bile ducts could be traced. These could also be 

compared with light sheet images of the same sample. The strength of volumetric 

images from mesocopic techniques such as OPT and light sheet microscopy over 

section-based approaches came into its own here, particularly for tracing three-

dimensional anatomical structures. 

Within the scope of Jasmin Schürstedt's master thesis [295] and beyond, projects 

around the fluorescence OPT setup are being continued. Some successes have already 

been achieved. For example, the setup was extended by a mesoscopic light sheet 

illumination (Figure 76a,b), which allows both OPT and light sheet images to be taken 

from the same sample. Although the light sheet images have lower z resolution along 

the optical axis than the OPT images, they have better lateral xy resolution and do not 

require reconstruction. In addition, human nasal mucosa and nasal polyps are examined 

(Figure 76c). The focus here is primarily on optimizing sample preparation (staining and 

clearing), which should ultimately provide new insights into the anatomy of the tissue. 

Similar projects are also being carried out in connection with mouse organs and mouse 

embryos (Figure 76d). In addition, the detection optics of the setup is being further 

developed with the aim of being able to variably adapt the magnification to the sample 

size. This will allow a consistent quality of the images independent of the sample size 

(approx. 3 mm - 18 mm), so that the problems encountered in section 4.3.3 due to the 

small samples can be avoided. 
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Figure 76: Summary illustration of the OPT projects beyond this thesis 

Schematic drawing (a) and photo (b) of the setup from Figure 69 extended by mesoscopic light sheet 
illumination. (c) OPT and light sheet acquisitions of a nasal polyp, the endothelium (Alexa647 antibody 
staining) in magenta and the cell nuclei (Cyto 16 staining) in cyan. (d) OPT and light sheet acquisitions of a 
mouse embryo without staining, i.e. autofluorescence, at 565 nm excitation in gray (OPT) and 643 nm 
excitation in magenta (light sheet). Figure data courtesy of Jasmin Schürstedt [295]. 

Building on this thesis and the work of Jasmin Schürstedt, there are some algorithmic 

and software enhancements that could be made to the fluorescence OPT setup. 

Currently, the rotation axis in the recorded projection stack is still determined manually 

using maximum and minimum intensity projections in Fiji. This could and should be 

done by an algorithm in the future. For this purpose, iterative approaches in which the 

variance in the filtered back-projection is minimized or correlation-based approaches 
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are possible. During the recording process, it occasionally happens that the sample 

moves, e.g. because the glue becomes slightly loose. In this case, it would be 

advantageous to be able to correct or calculate out this movement using an appropriate 

algorithm. The reconstruction software, the Fiji plugin OptiJ [293], only supports 

projections with a certain maximum width with OpenCL acceleration, otherwise it 

crashes. It would be desirable to fix this bug. Another interesting future project could 

be the development of an algorithm that uses both projections and light sheet images 

as raw data to reconstruct higher quality cross sections. 

This work supports the democratizing of optical projection tomography and follows the 

spirit of open science, especially by providing detailed blueprints and open-source code. 
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5 Conclusion and outlook 

In this thesis, a super-resolution and a mesoscopic imaging technique of fluorescence 

microscopy have been experimentally realized and successfully applied to biomedical 

applications, such as imaging transport processes in individual osteosarcoma cells and 

revealing the ultrastructure of the human liver [8,9]. Among others, these techniques 

aim to provide a basis for the discovery of new biological insights and mechanisms. In 

the future, further biological and biomedical research will be enabled by these systems. 

The first main topic of this thesis is super-resolution structured illumination microscopy 

(SIM), based on a digital micromirror device (DMD). The goal was to overcome the 

problematic blazed grating effect (BGE) in order to build a fast yet cost-efficient two-

beam SIM microscope. To investigate and understand the BGE, a mathematical model 

of coherent light (laser) propagation, interacting with the DMD surface was developed. 

From this model, four different computational approaches can be derived, each with 

different system conditions and computational complexity. These were transferred to 

(partially GPU-accelerated) computer simulations. This in-depth modelling of the DMD 

enabled the design and construction of a fast (60 super-resolved fps) one-color DMD-

SIM microscope (532 nm excitation). By evaluating further simulation results, solutions 

to the multi-color problem with DMDs were found. These allowed to extent the one-

color DMD SIM system to a dual-color DMD-SIM microscope (473 nm & 631 nm 

excitation), and its successful application confirmed the solutions found in the 

simulations. Both, the one-color and the dual-color system were successfully tested and 

applied to several measurements of artificial reference samples and biological samples. 

For the latter, the actin skeleton, lysosomes, mitochondria, endoplasmic reticulum, and 

membranes of (living) U2OS, and HEK293T cells, were imaged with super-resolution. 

The system is operated with the fairSIM-VIGOR software [63], which has been extended 

for compatibility with DMD-based SIM systems. More precisely, interfaces were 

developed and implemented to integrate the DMD into the architecture of the control 

software. Likewise, microsecond-accurate timing sequences were developed on a 

microcontroller to control the individual components. In addition, a concept and file 

format for storing and processing the important metadata of SIM raw data was 

developed and implemented. 

The DMD-based SIM microscope is currently in an experimental state and will be 

developed from a prototype to a more stable system on the level of opto-mechanics, 

usable for day-to-day biomedical applications, in the foreseeable future. Ideas and 

suggestions for this are already available from other custom-made SIM microscopes 

[283]. An extension of the system to three colors is also being considered, based on the 

simulation results. Its experimental implementation has already been demonstrated by 
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Brown et al. [270]. Due to their (nearly) polarization preserving properties, DMDs are 

also particularly interesting for the realization of (three-dimensional) three-beam SIM. 

With the help of a Pockels cell, the polarization in front of the DMD could be aligned 

accordingly, so that subsequent polarization optics (e.g. pizza-polarizer) could be 

dispensed with. The main advantage here would be that the polarization of the central 

beam would have the desired polarization, while the use of a Pockels cell provides high 

speed and low cost, unlike other active polarization controlling methods. For acquiring 

super-resolution three-dimensional image stacks, the integration of an electronically 

controllable xyz stage would be obligatory of course. Beyond the technical 

improvements mentioned above, the DMD-SIM microscope is to be used increasingly 

on ongoing research projects in the future, for example the investigation of intracellular 

molecular dynamics. 

The second main topic of this thesis is mesoscopic imaging by optical projection 

tomography (OPT), which is considered to be the optical counterpart of X-ray computed 

tomography. Based on a system developed by David Nguyen [74], a fluorescence OPT 

setup for centimeter-sized, optically cleared samples was successfully built and applied.  

The main difference is the use of a cost-effective high-resolution CMOS camera (Tucsen 

FL-20BW), instead of a much more expensive sCMOS camera (Hamamatsu ORCA-Flash 

4.0 V2). Quality and functionality were demonstrated by measurements on artificial 

reference samples and mouse organs (brain, heart, kidney, and liver). Imaging of the 

anatomical structure of human liver tissue was the first biomedical application of the 

fluorescence OPT setup. Beyond the scope of this thesis, the system was successfully 

further developed and applied to the study of nasal polyps and mouse embryos [295]. 

The fluorescence OPT setup is in constant development and application. It has already 

been successfully extended beyond the scope of this thesis to include light sheet 

illumination [295]. Likewise, the conversion of the detection optics with variable 

magnification is in progress. Furthermore, biomedical applications with human nasal 

polyps, mouse embryos and mouse organs (brain and spleen) are in progress and 

planned. Here, the focus is on three-dimensional volumetric imaging of anatomical 

structures as well as optimization of sample preparation (staining and clearing). The 

development of new algorithms among others for reconstruction is also pending. This 

should have fewer requirements for the acquisition of the raw images so that on the 

one hand the sensitive positioning of the rotation axis allows more tolerance and on the 

other hand the boundary condition of the projection over line integrals (Radon 

transform), is softened. This would lead to the advantage that the depth of focus (DOF) 

would no longer have to be extended over the sample radius, whereby a higher 

numerical aperture (NA) could be selected which ultimately results in a higher 

resolution. Such a reconstruction algorithm could use projections (OPT raw images) 

and/or light sheet images as raw data. 
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Both microscopy systems developed in the course of this thesis, the DMD-based SIM 

and the OPT, have been thoroughly documented. Besides their accompanying scientific 

publications [8,9,63,64,92], system blueprints and open-source software for both 

systems are freely available. This follows the spirit of open science and the ongoing 

efforts to democratize fluorescence microscopy. The presented results leave the 

scientific community with a cost-effective yet high performance basis for biomedical 

research applied in future. Both, on the sub-wavelength length scales of super-

resolution SIM microscopy and on the mesoscopic level of optical projection 

tomography.  
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A Additional methods & materials 

A.I Detailed setup component lists 

Component list of the one-color DMD-SIM microscope 

Main optics 

Diode laser QBAIHE 523nm 100mW 12V, 532MD-100-FB-12V-2 

DMD Texas Instruments, DLP6500FYE and DLP LightCrafter 6500 
Evaluation Module 

Objective Olympus, UPLSAPO60XO, 1.35 NA 

Camera IDS uEye UI-3060CP-M-GL Rev.2 

 

Lenses 

L1 30 mm, 1 inch, biconvex 

L2 150 mm, 1 inch, plano-concave 

L3 Thorlabs, AC080-020-A-ML 

L4 Thorlabs, AC508-200-A-ML with CXY2 

L5 Thorlabs, AC508-100-A-ML with CXY2 

L6 Thorlabs, AC508-150-A-ML with CXY2 

L7 Thorlabs, AC254-250-A-ML with CXY1 

 

Polarization optics 

Polymer circular 
polarizer 

Thorlabs, CP1L532 with RSP1/M 

Pizza-polarizer CODIXX, colorPol VIS 038 BC3 CW01 with Thorlabs, K6XS 

 

Other components 

ND-filter 10 % Thorlabs, NE210B 

ND-filter 50 % Thorlabs, NE203B 

High-power fiber OZ Optics, QSMJ-A3HPC 3S-488-3.5/125-3AS 

Dichroic mirror Semrock, Di03-R532-t3-25x36 

Sample stage Newport, M-562-XYZ 

DF orange Semrock, FF01-575/59-25 

DF red Chroma, ET 632/60 M 

Micro-controller ATMEGA328 processor Arduino Uno board 
Table 4: Main components of the one-color DMD-SIM microscope (Figure 43) 
Table taken from our corresponding publication [8]. 
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Component list of the dual-color DMD-SIM microscope 

Blue 473 nm fiber coupling 

DPSS laser Spectra Physics Excelsior 473, 473nm/50mW, 2008 

Cleanup filter Chroma, ZET473/10x 

Telescope lens 1 Thorlabs, AC254-030-A-ML 

Telescope lens 2 Spindler & Hoyer achromatic 150 mm, 30 mm diameter 

Coupling objective Newport, 10x, 0.25 NA, 16.5 mm in Thorlabs, ST1XY-D/M (xy 
translation mount) 

High power fiber OZ Optics, QSMJ-A3HPC,3S-488-3.5/125-3AS-3 

Collimator Thorlabs, AC080-020-A-ML 

 

Red 631nm fiber coupling 

Power supply with 
temperature control 

MEOS GmbH, LDC-01 

Laser diode Ushio, HL63163DG, 633nm/100mW, AlGaInP Laser Diode 

Laser collimator Thorlabs, C060TMD-A in S1TM09 

Coupling lens Thorlabs, C260TMD-A in S1TM09 in ST1XY-D/M (xy translation mount) 

High power fiber OZ Optics, PMJ-3AHPM3AF-633-4/125-3AS-3-1 

Collimator lens Thorlabs, AC080-020-A-ML 

 

Microscope 

DMD Texas Instruments, DLP6500FYE und DLP LightCrafter 6500 Evaluation 
Module 

Objective Olympus UPLSAPO60XO, 1.35 NA with Thorlabs, CP1XY (xy mount) 

Sample stage Newport, M-562-XYZ 

CMOS camera IDS uEye UI-3060CP-M-GL Rev.2 

  

λ/4 plate BVO AQWP3 25.4mm OD 400-900nm BBAR in Thorlabs RSP1/M 
(rotation mount) 

Pizza-polarizer CODIXX, colorPol VIS 038 BC3 CW01 in Thorlabs RSP1/M (rotation 
mount) 

  

L1 Thorlabs, AC508-200-A-ML in CXY2 (xy translation mount) 

L2 Thorlabs, AC508-100-A-ML in CXY2 (xy translation mount) 

L3 Thorlabs, AC508-150-A-ML in CXY2 (xy translation mount) 

L4 Thorlabs, AC254-250-A-ML in CXY1 (xy translation mount) 

  

DC1 Semrock, LM01-503-25 

DC2 & DC3 Semrock, Di01-R405/488/561/635-25x36 

  

DF 473 nm excitation Semrock, FF01-525/45-25 

DF 631 nm excitation Chroma, ET685/70m 
Table 5: Main components of the dual-color DMD-SIM microscope (Figure 56) 
Table taken from our corresponding publication [64]. 
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Component list of the fluorescence OPT Setup 

Main components 

Motorized xyz stage 3x, Standa, 8MT167-100 

Rotating stage Standa, 8MR190-2 

Tip-tilt stage 2x, Newpoort, M-TGN80 

Sample cuvette 20 x 20 mm² quartz glass cuvette of an old dye laser (Lambda Physik) 

Sample adhesive Loctite 454 

Camera Tucsen, FL-20BW, 5472 x 3648, 1” CMOS 

Filter Cubes 4x, Thorlabs, DFM1/M in CM1-DCH/M (cube holder) 

 

Lenses 

L1 Thorlabs, ACL25416U in CXY1 (xy translation mount) 

L2 Thorlabs, AC254-150-A-ML CXY1 (xy translation mount) 

L3 Thorlabs, AC508-300-A-ML in CXY2 (xy translation mount) 

L4 Thorlabs, AC508-150-A-ML in CXY2 (xy translation mount) 

 

LEDs and filters UV channel 

LED 405 nm Thorlabs, M405D2, 1500 mW 

EF Chroma, ET420-40m 

DC Chroma, T455LP 

DF Chroma, AT465LP 

 

LEDs and filters blue channel 

LED 470 nm Thorlabs, M470D3, 760 mW 

EF Chroma, ET480/30m 

DC Chroma, T505LPXR 

DF Chroma, ET535/50m 

 

LEDs and filters green channel 

LED 565 nm Thorlabs, M565D2, 880 mW 

EF Chroma, ET550/60m 

DC Chroma, T588LPXR 

DF Chroma, ET615/40m 

 

LEDs and filters red channel 

LED 625 nm Thorlabs, M625D3, 700 mW 

EF Chroma, HQ625/20M 

DC Semrock, FF650-Di01-25x36 

DF Chroma, ET700/75m 

Table 6: Main components of the fluorescence OPT setup (Figure 69)  
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A.II DMD-SIM additional information 

The following two paragraphs "Two dichroic mirrors from the same batch for SIM" and 

"HL63163DG red laser diode wavelength and mode-hopping" are taken from the 

supplemental document of our corresponding publication [64]. 

Two dichroic mirrors from the same batch for SIM 

The DMD SIM setup uses a combination of two dichroic mirrors, reflecting in a 

horizontal and vertical arrangement. This is a typical solution to realize a SIM setup with 

off-the-shelf dichroic mirrors, as it solved the problem of polarization-dependent phase 

delay. With a standard dielectric mirror [297], the P- and S-polarized components of 

light being reflected exhibit different amounts of phase delay. In many applications, this 

does not cause issues, as either maintaining polarization is not of importance, or light is 

purely P- or S-polarized (often the case when using fully horizontally or vertically 

polarized light and reflecting it in the same plane on an optical table). However, in SIM, 

different polarizations that do not align with P- and S-polarization of the mirror have to 

be maintained to obtain full pattern contrast in the sample plane, while the different 

phase delays cause the polarization to become elliptical [210]. 

An easy solution that does not require custom components is using two dichroic mirrors 

in an arrangement as described above, so that light that is S-polarized for the first 

mirrors is seen as P-polarized by the second mirror, and vice versa. Thus, the different 

phase delay effects cancel out, and the delay becomes independent of polarization 

state. For this to work, we have found that two completely identical mirrors, ideally 

produced in the same batch, should be used. 

As an additional remark, all conventional mirrors should be checked for polarization 

effects when they are used in a SIM excitation path. However, when no dichroic 

properties are needed, using metallic instead of dielectric mirrors typically provides an 

easy solution to achieve a polarization-maintaining light path. 

HL63163DG red laser diode wavelength and mode-hopping 

The AlGaInP laser diode (Ushio, HL63163DG) has a typical wavelength of 633 nm with 

100 mW output power at 170 mA operating current (single transvers spatial mode). 

The wavelength (longitudinal mode) of the laser diode depends on the temperature of 

the laser diode (approx. 0.2 nm/°C) and on the injection current (approx. 0.05 nm/mA). 

With fixed current the wavelength of the laser diode can be altered by changing the 

temperature. 

With raising temperature, the refractive index and the length of the laser cavity, and 

therefore the wavelength, increases. If the (longitudinal) mode no longer fits into the 
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cavity a neighboring mode oscillates. This course a mode jump of about 0.2.5 nm which 

can be seen in the curves (see Figure 55b). These mode hops are not reproducible 

(temperature dependent hysteresis). Sometimes the laser diode is running in two or 

more longitudinal modes as can be seen in Figure 77. 

The laser diode (5.6 mm TO Package) is mounted on an external thermo electric cooling 

element for controlling the diode temperature together with a thermistor for measuring 

the case temperature. All parts are in a round housing which fits in the 30 mm cage 

system (Thorlabs). With the laser diode controller (Meos LDC-01) it is possible to set the 

temperature in steps of 0.2°C, over a range of 5 to 40°C. 

The strongly divergent laser beam is collimated by a aspheric lens (f=9.6 mm, NA=0.3, 

Thorlabs C060TMD-A) The collimated beam with its elliptic shape than is coupled into 

the single mode fiber with a further aspheric lens (f=15.29, NA=0.16, Thorlabs 

C260TMD-A). 
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Figure 77: Longitudinal mode hopping in the Fourier plane 

Diffraction images (1.3° × 1.3° / 4.5 mm x 4.5 mm) of the DMD at case temperatures of (a) 29° to (i) 37°C 
(632.5 nm to 634.2 nm) of the diode laser in linear intensity representation, integrated over the three SIM 
angles. Measured with an IDS uEye UI-3060CP-M-GL Rev.2 in the Fourier plane of the setup (Figure 56). The 
inlays each show the magnification of the central diffraction order. The yellow crosses in the center serve as 
a static reference to the moving central diffraction order. With increasing temperature and wavelength, all 
diffraction orders migrate along the diagonal perpendicular to the tilting axis of the DMD's micromirrors. 
Several mode jumps with a distance of approx. 82 µm can be seen on the camera chip. This is equivalent to 
an angular difference of approx. 𝛥𝛽 = 0.02°, which in a linear approximation of the native grating 
diffraction of the DMD corresponds to a mode jump of approx. 𝛥𝜆 = 0.5 𝑛𝑚 each. This is about twice the 
mode jumps described in the data sheet of the laser diode. We assume that in our case we can only observe 
double mode jumps, since the modes in between either hardly oscillate or smaller temperature steps are 
required to see them. In (f) it is easy to see that sometimes even three modes can be active at the same 
time. For operation as a SIM microscope, it is desirable that only one mode is active, as can be seen in Figure 
58. Figure taken from our corresponding publication [64]. 
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Nonlinearities in the diffraction space of the simulations 

 

Figure 78: Nonlinearities in the diffraction space of the simulations 

Diffraction image (90° x 90°) of the native grating diffraction of a DMD optimized for the logarithmic 
representation of the nonlinearities in the diffraction space of the simulations. The nonlinearities stem from 
the use of the tangent function in the coordinate choice of 𝜑 and 𝜗 (see eq. (88)) and exhibit singularities 
for 𝜑 → ±90° and 𝜗 → ±90°.  For small angles in particular along the coordinate axes, the angular 
coordinates 𝜑 and 𝜗 can be assumed to be Euclidean. For larger angles especially along the 45° diagonal, 
the nonlinearities have an increased effect. The white cross indicates the angle of emergence of 𝛽 = −19.7° 
and 𝜑 = −𝜗 = −14.2° respectively (dual-color DMD-SIM microscope, section 3.6). Simulation parameters: 
10 x 10 micromirrors, 7.56 µm pixel pitch, 𝜑𝑎 = 𝜗𝑎 = 0°, −90° < 𝜑𝑏 , 𝜗𝑏 < 90°, grating approach. 
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A.III BABB protocol for sample clearing 

• Incubate in 50% Methanol in H2O for 1 h at room temperature 

• Incubate in 70% Methanol in H2O for 1 h at room temperature 

• Incubate in 95% Methanol in H2O for 1 h at room temperature 

• Incubate in >99% Methanol (anhydrous) 2x for 1 h at room temperature 

• Incubate in 1:1 Methanol:BABB  for 24 h at room temperature  

o (1:2 Benzyl alcohol/Benzyl benzoate) 

• Incubate in BABB for 24 h at room temperature 
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