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Abstract

In this dissertation, I apply a theory of semantic composition, as introduced by Marcus

Kracht, to represent the meaning of Arabic sentences. Kracht’s theory is a modification

of Kees Vermeulen’s work on referent systems. In Kracht’s approach, the renaming pro-

cess of variables is not decided by directionality, as suggested in the original version of

referent systems, but by the morphosyntactic information associated with each variable.

Arabic morphological constituents are allowed to be discontinuous, which maintains the

pure surface treatment on the one hand and proves the possibility to save the concate-

native paradigm for Arabic morphology on the other. An empty string is proposed in

cases of null-subject or covert copula clauses, specifically challenging constructions of

Arabic syntax. The semantics of Arabic temporal morphosyntactic markers is repre-

sented depending on Wolfgang Klein’s theory of tense. As a part of my work, I develop

a computational lexicon for a fragment of Arabic depending on the proposed analysis.

Keywords:

Agreement Morphology - Argument Structure - Referent Systems - Discontinuity of

Constituents -Arabic Sentence Structure - Tense – Aspect
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Zusammenfassung

In dieser Dissertation wende ich eine Theorie der formalen Modellierung von Sprachen

und Grammatiken auf das Arabische an. Diese Theorie der semantischen Komposition

wurde von Marcus Kracht eingeführt, der die Arbeit von Kees Vermeulen an Refer-

entensystemen erweiterte, um Variablen je nach der verfügbaren morphosyntaktischen

Information und nicht nach Direktionalität umbenennen zu können. Die morphologis-

chen Konstituenten des Arabischen können dabei als diskontinuierlich repräsentiert wer-

den, so dass einerseits eine reine Oberflächenbehandlung beibehalten und andererseits

gezeigt werden konnte, dass es möglich ist, in einem Paradigma der konkatenativen Mor-

phologie zu bleiben. Zwei spezielle Probleme der Syntax des Arabischen, verblose Sätze

und Nullsubjekt-Sätze, wurden gelöst, indem eine leere Zeichenkette in beiden Fällen

verwendet wird. Die Semantik arabischer zeitlicher morphosyntaktischer Markierungen

wird nach Wolfgang Kleins Tempustheorie dargestellt. Bestandteil der Arbeit ist eine

computerlinguistische Implementierung der vorgenommenen Analyse. Dazu gehört ins-

besondere der Aufbau eines entsprechend strukturierten Lexikons eines Fragments des

Arabischen.

Schlagwörter:

Kongruenzmorphologie - Argumentstruktur - Referentensysteme - Diskontinuität von

Konstituenten - Arabische Satzstruktur - Tempus – Aspekt
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Chapter 1

Introduction

1.1 Goals of this dissertation

This dissertation examines Arabic morphology in connection with the demands set

by compositional semantics. It explores how to integrate Arabic syntax and semantics

using the overt morphological features in the string-to-meaning translation. I apply

a theory of semantic composition as introduced by Marcus Kracht (2016) to Arabic.

It is a modified version of Kees Vermeulen’s theory of referent system (henceforth,

RS) (Vermeulen, 1995). Kracht has built on the work of Vermeulen on the semantic

composition by the renaming of the variables allowing the variables to be identified

depending on the morphosyntactic features associated with them. I will refer to Kracht’s

approach as “Agreement Morphology and Referent Systems” and will use the initials

(AMRS) in the rest of the dissertation. In this dissertation, I attempt to answer the

following questions:

1. What are the theoretical bases of AMRS?

2. How can Arabic non-concatenative morphology be described within AMRS?

3. To what extent could we handle structural aspects of Arabic sentence depending

on a morphologically motivated approach and how?

4. How well does the theory show universal properties of language?

5. What are the main challenges that the theory meets?

1
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To answer these questions, I did not limit my work to just formulating a description

of the Arabic sentence within AMRS, but developed a computational lexicon for (a

fragment of) Arabic to test the theoretical bases of the theory. The aim of this test is to

prove the applicability of the solutions proposed to solve the problems and to find out if

there are limitations or any lack of correspondence between the theoretical assumptions

and the practical implementation. A basic motivation of this work exceeds the mere

description of the Arabic sentence within AMRS. While it may seem that the work

is specifically devoted to a specific language, the implicit goal is to examine Kracht’s

claim that AMRS shows the general properties of language.

Why Arabic? I argue that Arabic is an excellent case study for several reasons. It is a

relatively different case study, compared to Indo-European languages like English and

German. Arabic has a very rich and complex morphology. The most important feature

of Semitic languages in general, and of Arabic in particular, is that their words are

formed from discontinuous morphemes. This is usually referred to in the literature by

introflectional morphology, nonconcatenative morphology or transfixing. From a struc-

tural viewpoint, Arabic exhibits a number of interesting phenomena like its flexible

word order, the possibility to drop the subject pronoun, i.e., pro-drop and copula-less

clauses in a tensed environment. The real challenges posed by the morphosyntactic na-

ture of Arabic can be considered an indication of the power of the calculus to handle

similar languages or at least the phenomena that Arabic shares with other languages in

the world. Furthermore, the formal representation of the meaning of Arabic sentences

has received very little attention. To the contrary of English and German, to which a

large amount of work has been devoted, the formal representation of sentence meaning

in Arabic is a very deserted area of NLP. This work is an attempt to fill part of this

gap.

Kracht posits a number of assumptions that constitute the base of his theory on the

one hand, and exhibit his view of the general properties of the languages of the world

on the other. Like other formal frameworks, natural language is designated in AMRS

as a set of strings. Smaller units combine in some way to compose complex units un-

til the full sentence is composed. While it shares this common description of natural

language with other formal frameworks, it is strictly surface-oriented. The pure surface
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orientation is twofold: (i) Constituents are composed of strings only via concatenation

and reduplication, but no kind of deletion or movement is allowed. This is in lines

with non-transformational frameworks, like Head-driven Phrase Structure Grammar,

Lexical-Functional Grammar, Categorial Grammar and Dependency Grammar. (ii) It

maintains the principle of surface compositionality (Hausser, 1980), according to which

the semantic representation of a linguistic expression must have (concrete) surface syn-

tactic motivation and the complex surface expressions must be (explicitly) composed

of basic surface ones.

The third assumption of AMRS is the disregard of syntactic structure. The key role in

the combination of strings is played by the so-called argument structure. The argument

structure functions as an interface between syntax and semantics. Each semantic unit

has an argument structure that specifies its behavior when it combines with another

unit. When two units are to be combined, one takes the other as its argument. The

argument structure declares this information, i.e., the role of the unit in the combina-

tion, how many arguments a unit may have and what are the morphosyntactic features

the argument must have to combine with the functor. It seems to me as an attempt

to swim against the current. That is, while the vast majority of generative grammars

are much more concerned with syntax and give it the absolute priority, AMRS does

not only promote morphology over syntax, but it ignores the syntactic structure al-

most completely. I can assume that Kracht does not use the word “morphosyntactic”

as is usually used by linguists because it presupposes the dualism of morphology that

studies word formation and syntax that studies word combination. It is rather used as

an umbrella term to gather all the features that govern the combination of strings and

nothing beyond that.

Kracht defines language as a set of signs. Each sign consists of two structures: the

morphological structure and the semantic structure. The morphological structure con-

tains the string and the relevant phonological and morphological properties that specify

other strings it can combine with. This is independent of the semantic structure. The

semantic structure of the sign consists of two components: the argument structure and

the semantic representation. The argument structure is considered the main component

of the sign and it provides an interface between syntax and semantics. The argument
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structure contains information about the role of the sign with respect to the merge

operation, i.e., whether it is a head or an argument and the variable’s relevant identifi-

cation information. It specifies which name a variable takes to be identified for merge

and the name of the variable after merge. The argument structure is simply the engine

of the semantic composition. It is a modification of the definition of RS as introduced

by Kees Vermeulen. The main idea of the theory of RS is semantic composition by the

renaming of variables. When two variables x and y are identified with each other, they

are named to x1. This mechanism has solved the problem of choosing the names of the

variables. Kracht keeps this compositional mechanism, but makes the identification of

variables depend on the match between the morphosyntactic features. The second com-

ponent of the semantic structure is the meaning of the unit represented using discourse

representation structures as introduced in (Kamp, Van Genabith, & Reyle, 2011; Kamp

& Reyle, 1993).

In my work, I follow a bottom-up approach. This is also consistent with the calculus,

since complex units are composed of smaller ones. Thus, the starting point would be the

formal description of Arabic morphological units. Arabic morphology has given rise to

various paradigms because of its nonconcatenative nature, most notably the autoseg-

mental analysis (McCarthy, 1981). This work attempts, however, to investigate the

possibility to save the concatenative paradigm, if discontinuity is admitted. This is the

route that has been taken by Kracht with respect to the analysis of German1. Neverthe-

less, in order to describe Arabic morphology in a strictly surface-oriented way, a number

of problems must be dealt with, especially the discontinuity of morphemes, matching

among morphemes, and morphophonemic alternations resulting from the interaction

among different types of morphs. A combinatorial function is used to combine Arabic

discontinuous morphemes in diverse ways: forward concatenation, backward concate-

nation, forward wrapping, reduction, forward transfixation and, beyond multicontext

free grammars (MCFGs), reduplication. However, the definition of this combinatorial

function is not the only challenge, because roots behave differently when they com-
1Kracht focused on the separable prefixes and the perfect form, but a more similar case in German

is the ablaut like singen, sang, gesungen (see (Sahel & Vogel, 2013, p. 139-140)).
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bine with the patterns2. I benefited from the work of traditional Arabic grammarians

and reformulated their categorization of Arabic roots in an attribute value matrix that

specifies which root can combine with which vocalism. Morphophonemic alternations

are listed in the lexicon as morphs of the same morpheme. This ensures the purely

surface-oriented treatment of Arabic word formation and prevents overgeneration.

Like morphology, the structural aspects of Arabic are another source of complexity.

In many languages, the verb is always in the center of the analysis, as is the case in

English and German. In the first, the sentence has a fixed order and the verb is always

in the core. In German, the position of the verb depends on the type of the sentence,

main or subordinate. Arabic has two different types of sentences: verbal sentences and

verbless sentences. In both types, one of the elements can be dropped from the surface.

In the verbal sentence, the subject can be dropped in some cases, and the verbless sen-

tences are constructed in the present tense without a verb or a copula. AMRS allows

for empty strings; they do exist but are only invisible (Kracht, 2007). I show how agree-

ment morphology helps specify the role of the dropped element and therefore construct

the sentence smoothly.

The proper semantics of any sentence must also account for the parameters that af-

fect its truth conditions. In principle, AMRS allows adding as many parameters as one

wishes (Kracht, 2016, 2007). In this work, I add only three parameters: properties, tense

and aspect. There are other parameters like world, person and location, but I include

only the first three. The argument structure also contains information about the mech-

anism of handling these parameters and their meanings are represented in the DRSs.

Although the concept of time in natural language has been the focus of a large amount

of research in a variety of disciplines, I found a high degree of inconsistency in the

literature on temporality in Arabic in the adopted approaches, findings and the usage

of terms. Also, the phenomenon of sequence-of-tense in Arabic, for which the use of

parameters is significantly important, has received little attention. This also applies to

time in noun phrases. In this regard, I agree with Comrie (1985, 1976) and Fassi (2012)
2The function of the pattern is done in AMRS by the so-called handler, i.e, a function specifies

the position of each letter of the root and the position of each letter in the vocalism. In some cases,
the root merges with a combination of vowels and consonants and such a morph is referred to in this
dissertation as “affixed vocalism” (af-vocalism)
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that Arabic is a tense-aspect language, i.e., its temporal expressions exhibit both tense

and aspect but follow Klein’s point of view (W. Klein, 1994) that both are relations.

Also, I argue that Arabic, like Japanese, should be represented as a non-sequence-of-

tense language.

The scope of this work is restricted to the version of Arabic used nowadays as the basic

means of communication among Arabic speaking countries. This version is commonly

referred to as Modern Standard Arabic (MSA) to distinguish it from two other versions

of Arabic, namely, Classical Arabic and Regional Arabic. Modern Standard Arabic is

the language used in the media, newspapers, scientific writings and educational insti-

tutions.

This dissertation is structured as follows: in this introduction, I introduce the theoretical

framework of this dissertation, the questions I try to answer, the goals I aim to achieve

and the scope of my work. In addition, I explain my approach on the representation of

Arabic text and the glossing rules. I also give a brief introduction to the structure of

Arabic and its levels of use.

In Chapter two, I review the history of the development of formal semantics and refer

to the most important contributions that paved the way to the emergence of formal se-

mantics and pay more attention to those which shaped its history in the last fifty years,

most notably type-theory, Montague Grammar and Discourse Representation Theory.

I also illustrate the major criticisms directed to these approaches and how they should

be solved in AMRS. Then, I move to a specific review of the literature on the formal

representation of the meaning of Arabic sentences. Although there is total agreement

on the lack of effort in Arabic logic-based meaning representation, I shed light on three

attempts to represent the meaning of Arabic sentences, classify them and show their

limitations.

Chapter three describes AMRS. I start with the definition of the semantic units and

move to the detailed explanation of the two components of the units. I first introduce

the basic notions that constitute the morphological component of the units. These no-

tions include, among others, glued string, fractured glued string and handler. I also

show how AMRS differentiates between the morph and the morpheme. Then, a special

attention is paid to the semantic component in general and to the argument structure
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in particular. I explain the four elements of each argument identification statement,

i.e., variable, diacritic, attribute value matrix and parameters and show the role of each

element in the merge operations. I also show how the discourse representation struc-

ture combines with the argument structure to form the semantic structure. I close this

chapter with an explanation of how each of these components is computed in the merge

operation.

Chapter four is devoted to the description of Arabic morphology within AMRS. I start

by showing the gap between morphology and semantics in the current approaches to

Arabic morphology and how to fill this gap in AMRS. I focus on the most related notions

to the nature of Arabic morphology and how they are applied to it. To be more par-

ticular, the focus is placed on the discontinuity of Arabic morphemes, or the fractured

glued strings using Kracht’s terminology, and how they are combined by handlers. Two

other points are dealt with in this chapter, namely reduplication and morphophonemic

alternations in Arabic weak verbs.

In chapter five, I move from the simple morphological units to how they combine to

form a full sentence. I focus on the most problematic issues in Arabic sentence structure.

Arabic shares most of these issues with other languages of the world, and therefore the

same solutions I propose to Arabic can be applied in similar cases. I specifically show

how the powerful mechanism of the proposed calculus accounts for complex phenomena

such as flexible word order, null-subject, copula-less clauses in a tensed environment

and the reduplication of arguments.

Chapter six is devoted to three of the parameters that affect the truth conditions of the

sentence, but I pay more attention to tense and aspect. I apply a three-parameter the-

ory of time as introduced by (W. Klein, 1994) to Arabic. The chapter also represents an

attempt to resolve the inconsistency in the literature on Arabic temporarily. Therefore,

I discuss the most common assumptions related to tense and aspect in Arabic. I also

show how to represent time in noun phrases and how to classify Arabic with respect to

the phenomenon of sequence-of-tense.

Chapter seven is divided into two parts: part one gives a description of the developed

lexicon and how it can be used within the computational implementation of AMRS in

OCaml. I show how the lexical entries are inserted and explain the code notations. I
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also show the results of the merge of lexical entries and end with a full example of a

complete sentence. The second part discusses the challenges that AMRS meets both

theoretically and practically. These challenges include, among others, the challenges

posed by the absence of diacritics in the modern writing system of Arabic, the compo-

sitional treatment of multi-word expressions, specifying the semantic role for the two

kinds of objects and the computational complexity.

In the conclusion, I give a general discussion of the results as well as some concluding

remarks.

1.2 Arabic text representation

In this work, I use two processes to represent the Arabic text: transcription and translit-

eration. The international phonetic alphabet (IPA) is used to represent Arabic phonemes

along with Leipzig Glossing Rules in the dissertation. Practically, I use a modified ver-

sion of Buckwalter’s transliteration model to represent the lexical entries in the devel-

oped lexicon. While the IPA makes the text more easily readable and understandable

for those who are not familiar with Arabic letters, I found it more practical to use

Buckwalter’s transliteration model in developing the lexicon, since it has been origi-

nally developed for Arabic NLP applications. Table (1.1) shows the Arabic letters and

their representations in the IPA and in Buckwalter’s model. Nevertheless, for technical

reasons, I made some modifications to Buckwalter’s model, because it contains some

symbols that make it XML-unfriendly, especially my lexicon is created in an XML

format. These modifications include, for example, the differentiation between the two

functions of the semi-vowels wa:w and ja:P . Each of the two letters behaves in some

contexts as a consonant and is referred to in Arabic as èuru:fu lli:ni and in other con-

texts as a vowel and is referred to as èuru:fu lmaddi. Along with the Palif, the three

letters can be described as long vowels compared to the three short vowels alfatèah,

adQdQmah and alkasrah. Therefore, I use two different symbols; one to refer to the first

function of each letter and one to indicate the second function. That is, I will use the

three lower case letters “a”, “i” and “u” for the short vowels and the upper-case letters

“A”, “I” and “U” for the long vowels. Also, unlike Buckwalter’s model, in which the
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different forms of the hamzah are represented using six different symbols, I use one

symbol, the apostrophe, to represent the different forms of the hamzah. The distinction

among these forms depends on what vowels come before or after the hamzah.

In the transcription process, I always follow the pronunciation rather than a letter-

to-letter correspondence. For example, the second letter in the definite article is pro-

nounced in some cases and is dropped in other cases. I follow the pronunciation in the

two cases. In the glossing process, I follow a word-by-word alignment. The examples

are first written in Arabic, followed by the transcription, then the grammatical cate-

gories and finally the translation. Short vowels and one of the special characters are

represented above or below a letter.

Arabic consonant IPA equivalent Buckwalter’s transliteration model

Consonants

Z P ’

H. b b
�H t t
�H T t

h. Ã j

h è H

p x x

X d d

h D *

P r r
	P z z

� s s
�� S $

� sQ S
	� dQ D

  tQ T
	  DQ Z
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¨ Q E

h. G g
	¬ f f
�� q q

¼ k k

È l l

Ð m m
	à n n

è h h

ð w w

ø
 j y

Table 1.1: Arabic consonants in IPA and in Buckwalter’s transliteration model

Arabic vowels IPA equivalent Buckwalter’s transliteration model

Vowels
�H. a a

H.� i i
�H. u u

@ a: A

ø
 i: y

ð u: -

Table 1.2: Arabic vowels in IPA and in Buckwalter’s transliteration model
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Arabic character IPA equivalent Buckwalter’s transliteration model

Special characters
�è t, h p

o - o
�H. - ∼

Table 1.3: Arabic special characters in IPA and in Buckwalter’s transliteration model

1.3 Introduction to Arabic

Arabic belongs to the Semitic language family, which includes, in addition to Arabic,

Hebrew, Aramaic and Amharic. The members of this family are spoken in the Mid-

dle east and Ethiopia (McWhorter, Leven, & Blandford, 2004, Part I, P 65). Semitic

languages have been divided on geographical criteria into three groups: northwestern,

northeastern and southwestern. Arabic was a member of the southwestern group (Holes,

2004, p. 10). While some languages of the Semitic group died long time ago, Arabic

is currently the most spoken living Semitic language in the world with a number of

speakers approaching 415 million, according to the CIA World Fact Book (CIA, 2018).

These are native speakers of Arabic while a billion Muslims use Arabic in their daily

prayers. It is the/an official language of 25 countries in a vast area extending from the

Arabian Peninsula to the Fertile Crescent, in addition to some other countries in the

middle east and Africa, mostly the countries of the Arab world. This list of countries

includes, in alphabetical order, Algeria, Bahrain, Chad, Comoros, Djibouti, Egypt, Er-

itrea, Iraq, Jordan, Kuwait, Lebanon, Libya, Mauritania, Morocco, Oman, Palestine,

Qatar, Saudi Arabia, Somalia, Sudan, Syria, Tanzania, Tunisia, United Arab Emirates

and Yemen. Since 1973, Arabic has become an official language of the United Nations.

1.3.1 Arabic varieties

The literature on Arabic language differentiates generally between three levels of Ara-

bic: Classical Arabic (CA), Modern Standard Arabic (MSA) and Arabic dialects.
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Classical Arabic (CA)

Historically, before the 7th century, Arabic was only spoken by a number of tribes in the

Arabian Peninsula. However, after the emergence of Islam in the 7th century, several

political, religious and environmental factors played a significant role in changing the

status of Arabic to become an international language, most importantly, the expansion

of the new empire, the centrality of Arabic as a holy language on the one hand and

the language of administration on the other, as well as its being the language of scien-

tific writing and research. Arabic of that time is usually referred to in the literature as

Classical Arabic. In the 8th century Arabic grammarians started to codify Arabic for

the first time (Farghaly, 2010, p. 45), depending on four resources: the language of the

Quran, the sayings (Ahadith) of the Prophet, the language of poetry until a specific

time and the language as used by Arabs only based on strictly temporal and spatial

criteria. The goal was to keep the language purity and to avoid the mistakes of the

non-native speakers. At the present time, Classical Arabic is used in very limited con-

texts, especially by some scholars who are significantly influenced by Quranic studies

or in some limited academic environments. Also, a significant amount of the lexicon of

Classical Arabic is no longer used, particularly in everyday life and the media, since it

is closely related to a specific time and environment.

Modern Standard Arabic (MSA)

There is no commonly agreed upon definition of Modern Standard Arabic, but there

is a general agreement that Modern writings represent the basis of this form of Arabic

(Ryding, 2005, p. 8). This includes all forms of written word such as the language

of written media, street signs and advertisements. In addition, MSA is considered the

language of public speaking and news broadcasts on radio and television ((Ryding, 2005,

p. 5) and (Badawi, 1979, p. 90)). MSA is now the common language among the Arab

world. It is considered a modern version of Classical Arabic, since both agree mostly

in phonology, morphology and structure, but differ significantly in lexicon and style
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(Procházka, 2010, p. 43) because it (MSA) is largely influenced by modern civilization

(Badawi, 1979, p. 89)3.

The beginning of Modern Standard Arabic dates back to the end of the 18th century and

the beginning of the 19th, mainly when Arab intellectuals started translating European

works into Arabic. At that time, there was a civilization gap between Europe and the

Arab countries, and soon those intellectuals recognized the shortcomings of Arabic and

its insufficiency to capture the new concepts, notions and technical or intellectual terms

(Procházka, 2010, p. 43). The modernization of Arabic continued after the first world

war, especially the lexicon and the style, by means of coining neologisms or borrowings

from other languages, particularly from English and French (Procházka, 2010, p. 43). It

is worth noting that MSA, despite being the official language, is not the native level that

children acquire from their parents or their community. In the real situation, children

acquire and speak their regional dialects as a native spoken level, but learn the standard

level in educational institutions.

Regional Dialects

Arabic represents one of the world’s most famous and diglossic language situations

(Kaye, 2001, 1994). In his study of Arabic diglossia, Ferguson (1959) has differentiated

between two levels of Arabic: high and low varieties. He depended in his classification on

a number of criteria, notably the function, i.e., the situations in which a specific level of

language is used. According to Ferguson, high language is used in sermons in churches

or mosques, political speeches in the parliament, university lectures ... etc, while low

language is used in situations like conversations with family, friends and colleagues

and in folk literature. Badawi (1979) has argued that Ferguson’s division does not

reflect the real situation of Arabic. Badawi has distinguished between fusQha attura:Ti

( �H� @
�Q���� Ë @ ú �j� �	̄ ‘Classical Standard Arabic’) and fusQha lQasQri (Q�å�

�ªË@ ú �j� �	̄ ‘Modern

Standard Arabic’). Also, he made a distinction between three levels of colloquial Arabic
3I deal with MSA and CA as having the same morphology and syntax.
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in Egypt: Qa:mmijjatu lmuTaqqafi:n (
�	á�
 	®�

���®
��J �ÜÏ @ ��é ��J


��ÓA �« ‘colloquial of the educated’),

Qa:mmijjatu lmutanawwiri:n ( �	áK
P�
��ñ �	J ��J �ÜÏ @ ��é ��J


��ÓA �« ‘colloquial of the enlightened’) and

Qa:mmijjatu lPummijji:n (
�	á�

��J

��Ó
�

B@ ��é ��J


��ÓA �« ‘colloquial of the illiterate’). Nevertheless,

Badawi’s claims are not fully agreed upon and other linguists have rejected his classi-

fication, because these levels are not identifiable linguistic levels. Furthermore, Arabic

dialects can be divided geographically into several dialects, including Egyptian Arabic,

Levantine Arabic, Gulf Arabic among others (Habash, 2010, p. 2).

1.3.2 Structure of Arabic

Phonology and script

The Arabic alphabet contains twenty eight consonants, twenty six pure consonants and

two with a double function depending on the context. In addition, Arabic has three

short vowels which are written above or under the letter and they are referred to as

diacritics or èaraka:t ( �HA
�
¿�Q �k ‘vowels’). The three short vowels have three corresponding

long vowels. In addition, Arabic uses other characters with specific meanings. These

characters include the reduplication symbol or aSSaddah ( �è
��Y
���� Ë
�
@), the set of tanwi:n

symbols ( 	áK
ñ�
	J ��K) and the non-vowel symbol or suku:n ( 	àñ

�
º ��) (see the transcription

and transliteration models, for the names and the forms of Arabic letters in table (1.1).

The total number of characters used in the Arabic orthographic system is 60 unique

characters for the letters, diacritics and punctuation marks (Attia, 2008a, 17). In

addition, Arabic is written from right to left using the Arabic script. Letters are joined

in a systematic way and there is no capitalization. In the modern writing system, the

diacritics are usually absent. This increases the level of ambiguity. These issues make

Arabic typographically different from the Latin character set, and this poses a challenge

to computers to view Arabic fonts correctly: first when computers were limited to use

ASCII system, and now in some cases even after the introduction of the Unicode system

(Attia, 2008a, 17)4.
4I have faced many challenges during writing my dissertation in Latex. Even when I used specific

packages developed to correctly represent the Arabic fonts, I encountered some problems like the
correct representation of the tanwi:n ( 	áK
ñ�

	J ��K) and the clash between these packages and some other
packages.
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Morphology

One of the most famous features of Semitic languages, and particularly of Arabic, is

their introflectional morphology (Watson, 2010, p. 50). This feature is also referred to in

the literature as discontinuity of morphemes, nonconcatenative morphology (McCarthy,

1981), or transfixing (Bauer, 2003). Unlike concatenative languages, like English, which

depend on the linear concatenation of morphemes as in (un-desir-able-ness), Arabic

words are mostly formed by the merge of the so-called roots and patterns. Roots are

pure consonants, typically three, that bear the lexical meaning shared by all words

derived from the root. Vowels are inserted between the letters of the roots to form the

stems which concatenate with prefixes, suffixes and clitics to form the actual words, as

shown in figure (1.1). Since roots carry the basic meaning, derived words usually share

this common meaning and differ in their morphology. I will discuss Arabic morphology

from a theoretical and computational perspective in some detail in chapter four.

Verb

kataba

Stem

katab

Root

k⊗t⊗b

Voc

a⊗a

Suffix

a

Figure 1.1: Word formation in Arabic

Syntax

Arabic has two types of sentences: verbal sentences and copula-less sentences. A verbal

sentence is composed of a verb-predicate and at least one argument, i.e., the subject. In

case of transitive verbs, the verb takes two arguments and the order is flexible. That is,

Arabic is mainly a Verb-Subject-Object language, but this order can vary significantly.

A verbal sentence with an intransitive verb can be ordered as Subject-Verb or Verb-

Subject. This applies to transitive and ditransitive verbs. The order is free as long as
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the change in word order does not result in ambiguity. Another main feature of Arabic

verbal sentences is the possibility to drop the subject, if it can be inferred from the

context. This feature is referred to as the null-subject or the pro-drop. The second type

of sentences in Arabic is the copula-less sentence or verb-less sentence. In the second

type, neither an overt verb nor a copula appears at the surface of the sentence. The two

basic predicative constituents are a noun phrase (subject) and another noun phrase, an

adjective phrase or an adverbial phrase (predicates). I will discuss the syntactic struc-

ture of Arabic in some detail in chapter five.

I acknowledge that some parts of this dissertation have been published in the following

papers5:

• Kracht, M.& Aboamer, Y., “Argument Structure and Referent Systems”, 12th

International Conference on Computational Semantics (IWCS). 19-22 September

2017 Montpellier (France), 2017.

• Aboamer, Y.& Kracht, M., “Representing Meaning of Arabic Sentence Dynam-

ically and more Smoothly.”, In the Proceedings of the 4th International Confer-

ence on Arabic Computational Linguistics (ACLing 2018) November 17-19, 2018

• Dubai (UAE). The Journal of Procedia Computer Science, Elsevier., 2018.

• Aboamer, Y.& Kracht, M., “A Purely Surface-oriented Approach to Handling

Arabic Morphology.”,In the proceedings of the 24th Conference on Formal Gram-

mar in conjunction with the 31st European Summer School in Logic, Language

and Information (ESSLLI 2019), Riga, Latvia. Lecture Notes in Computer Sci-

ence (LNCS), Springer., 2019.

5The application of the system to Arabic is my part in the enterprise.



Chapter 2

Review of Related Work

This chapter has several goals. It reviews the most important contributions on formal

semantics, and therefore shows the relation between this work and the literature in for-

mal semantics. Also, it introduces basic notions and terminology that will be frequently

used in this dissertation. I believe that both goals are significant; however, the Arabic

research community was at the core of my concerns during writing this chapter. The

lack of efforts, the scarcity of specialists and the limited amount of works on formal

semantics in the Arab world made it almost without adherents. This chapter attempts

to fill this gap by introducing the influential contributions on formal semantics along

with reviewing the limited attempts devoted to handling Arabic.

2.1 Formal semantics from static to dynamic

Semantics is generally defined as the study of meaning; however, what is meant by

meaning may differ significantly depending on the linguistic discipline and the proposed

theory of analysis. Lexical semantics is concerned with the denotative (conceptual or

cognitive) meaning of the word, i.e., the relation between a word and what it refers to

(Murphy, 2010, p. 29-32). Also, the semantic relations between these denotative mean-

ings such as synonymy, hyponymy, antonymy … etc., lie within the scope of lexical

semantics. Diachronic semantics is devoted to the study of how and why meanings of

linguistic expressions evolve across time (Deo, 2015). It studies, for example, the seman-

tic change of the meaning of the word “holiday” from “holy day”, i.e., a religious feast,

17
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to its current meaning “holiday”, i.e., a day without work, (Leech, 1974, p. 123-124).

Formal semantics is defined as “the discipline that employs techniques from symbolic

logic, mathematics, and mathematical logic to produce precisely characterized theories

of meaning for natural languages” (King, 2006). Formal semantics aims at explaining

relations like entailments, i.e., the relations between premises and valid conclusions ex-

pressed as natural language sentences, clarifying important issues in linguistic theory,

most importantly the phenomenon of structural ambiguity and using abstract mathe-

matical structures (models) to analyze natural language expressions (Winter, 2016).

There is a general consensus that Richard Montague was the first one to explicitly rep-

resent the relationship between syntax and semantics of natural language in a formal

way. Prior to the ground-breaking works of Richard Montague, namely: “English as a

Formal Language” (Montague, 1970a), “Universal Grammar” (Montague, 1970b) and

“The Proper Treatment of Quantification in English” (Montague, 1973), many linguists

have, in fact, doubted that it is possible to represent natural languages formally due

to the very high level of ambiguity and the lack of structure compared with formal

languages. However, three extremely important contributions had inspired Montague’s

work, and without these contributions, it was extremely difficult to see the achieve-

ment of Montague; namely, Alfred Tarski’s semantic concept of truth, Frege’s principle

of compositionality and the invention of lambda calculus by Alonzo Church.

2.1.1 The concept of truth

The notion of truth values that has been introduced into logic for the first time by

Gottlob Frege, is a fundamental notion in formal semantics. According to Frege, the

meaning of a (declarative) sentence is a truth value. This means that there is a relation

between the meaning of a sentence and its truth; and to know its meaning means to

know how the world can be made for it to be true, i.e., which conditions must be

achieved in the world for it to be true (Lohnstein, 2011, p. 2-3). A sentence is true

only if it denotes a fact; otherwise, it is false and the sentence cannot be true and false

at the same time. So, (1) describes a fact that either actually exists or does not exist.

That is, this sentence is true only if there is a person called “Merkel”, there is a place

referred to as “Germany”, there is a person referred to as “chancellor” and “Merkel”
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is the “chancellor of Germany”. Therefore, based on the idea that the meaning of a

sentence denotes a fact, we can determine the meaning of (1) as true. If “Merkel” is not

the “chancellor”, then we say that the meaning of (1) is false.

(1) Merkel is the Chancellor of Germany.

However, the way in which natural language is organized allows, through recursive rules

of syntax, for the potential existence of infinite nonsynonymous well-formed sentences,

the fact that led to the emergence of Frege’s principle of compositionality. But before

I move to the Fregean principle of compositionality, I refer to Tarski’s semantic theory

of truth, in which he has given the concept of truth its theoretical basis within a

formal language that reconstructs the relationship between language and the world in a

systematic formal way (Lohnstein, 2011, p. 5). For Tarski, an adequate theory of truth

for a language L must satisfy Convention T, which he defines, for each sentence x of L,

as (Glanzberg, 2018):

Definition 1. Convention T: x is true if and only if P.

x is a variable for the name of the sentence of L (object language) and P is the name

of x in the metalanguage. This is shown in the following sentence1

(2) “Grass ist grün” is true if and only if grass is green.

In (2) the object language is German and the metalanguage is English. This is the case

of base clauses but truth can also be defined recursively using connectives like ∧ (logical

and) and ∨ (logical or) in the following way (Glanzberg, 2018) for any two sentences x

and y of L:

1. x ∧ y is true if and only if x is true and y is true.

2. x ∨ y is true if and only if x is true or y is true

As an example of these recursion clauses, consider (3).

(3) “Grass ist grün und Schnee ist weiß” is true if and only if grass is green and

snow is white.
1I modified the examples of Glanzberg (2018) to be clearer. Instead of using English as an object

language and a metalanguage, I used German as an object language and English as a metalanguage.
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2.1.2 Principle of compositionality

Groenendijk and Stokhof (2005) count two reasons for the centrality of compositionality

in the heart of formal semantics:

1. The use of logical languages as representational devices, be it that of first-order

logic, that of intensional type theory or some other language.

2. The notion of “creativity” of language, or of language users.

The second point is related to the ability of the competent speakers of a natural lan-

guage to compose an infinite number of complex meanings from a finite number of

word meanings. The syntax of any logic language contains the rules that define how to

compose complex expressions from simpler ones. The principle of compositionality, also

known as Fregean principle of compositionality, or simply Frege’s principle, specifies

that the meaning of a complex expression is determined by the meaning of its parts

and the syntactic rules by which they are organized. Two conditions must be achieved to

satisfy the principle of compositionality (Partee, ter Meulen, & Wall, 1990, p. 318-319):

1. The syntax is given by a recursive specification, starting with a stipulation of

basic expressions of given categories.

2. The semantics is given by a parallel recursive specification, including a stipulation

of the semantic values for the basic expressions and for each syntactic rule a single

semantic rule.

The following two statements (taken from: (Lohnstein, 2011, p. 60)) explain to what

extent this principle can affect the meaning of a sentence. Both statements are composed

of the same atomic statements p and q, the connector ∨ and the negation symbol ¬.

They explain how their meanings differ depending on their syntactic structures.

(4) ¬(p ∨ q)

(5) (¬p)∨ q

The two statements have different meanings because (4) is true if and only if both p

and q are false, but (5) is true if and only if p is false or q is true. This simply shows that
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the meaning of complex expressions does not depend only on the meanings of its parts

but also on their structures. Frege’s principle of compositionality didn’t inspire only

Montague’s work, but it was essential for all the subsequent work on formal semantics

because of its central role in articulating the relation of semantics to syntax in formal

languages or the correspondence between the syntactic structure of a formula and its

semantics representation (Partee et al., 1990, p. 317-319).

In model-theoretic semantics, the meaning of any expression, simple or complex, is not

interpreted in the absolute sense, but with respect to a model. A model is an abstract

representation of the world that contains an arbitrary set of entities (discourse domain)

and their relations and properties (formulae), which are evaluated as either true or false

with respect to that model (Cann, Kempson, & Gregoromichelaki, 2009, p. 68).

2.1.3 First-order logic

First-order logic, also called predicate logic or predicate calculus, is a system for repre-

senting propositions (sentences or statements) in a formal notation. It is more powerful

than propositional logic, since it addresses certain aspects of logic which require an

analysis of the internal structure of atomic propositions and includes quantification

(Crystal, 2008, p. 381). This means that first-order logic was introduced as an alterna-

tive for propositional logic to deal with two limitations: the inadequacy of propositional

logic to analyze the internal structure of sentences and the problem of quantification. In

first-order logic, sentences are analyzed in terms of the relation between predicates and

arguments. Also, to analyze sentences that include quantifiers like “some” and “all”,

the two quantifiers ∀ and ∃ are introduced.

Before Montague, first-order logic was the standard method of the semantic analysis

of natural language because it was much more powerful than the propositional logic.

However, it was not expressive enough to deal with the richness of natural language.

Therefore, it was not considered an inadequate means of representing the natural lan-

guage. One of the limitations of first-order logic is the lack of a uniform semantics for

noun phrases, which behave in many respects syntactically alike (Janssen, 2020) as

shown in (6), (7) and (8).
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(6) Peter sleeps.

sleep’(Peter’)

(7) Every student sleeps.

∀x [student’(x) → sleep’(x)]

(8) Some students sleep.

∃x [student’(x) ∧ sleep’(x)]

Another limitation is that quantifiers are only admitted over individual variables but

not over predicates or functions. The language of first-order logic has been enriched

in different ways. One of these ways was second order-logic (PL2). In the language of

second-order logic quantifiers are not restricted to the properties of individuals, but it

is also possible to quantify over the properties of properties. For example, if a t-shirt

is blue, and blue is a color, it cannot be inferred that the t-shirt is a color, but rather

of a color. The predicate “is a color” can only be applied to the property of the object,

not to it directly (Partee et al., 1990, p. 231-232). Nevertheless, the second-order logic

was not also expressive enough to capture the semantic structures of natural language.

2.1.4 Type logic and λ-operator

Type theory is a “system of semantically motivated categories”. It was “designed so

that restrictions on well-formedness stated in terms of types can guarantee that any

well-formed expressions will be semantically well-defined” (Partee et al., 1990, p. 339).

It was introduced as an attempt to classify semantic expressions into categories (types)

in a similar way to what is done in the syntactic theory. That is, just as syntactic

expressions are categorized into nouns, verbs, adjectives etc., type logic was designed to

give semantic expressions a comparable categorization (Lohnstein, 2011, p. 126). There

are two basic types, e for entity and t for truth value. The denotations of type e are

individuals, whereas the denotations of type t are truth values. The predicate types

show how many expressions, and of which types they must connect to form a type t .

An expression of the type ⟨e, t⟩ can be seen as a function from type e to type t. The set

of types is defined recursively as follows:
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• e is a type

• t is a type

• if a and b are types, then ⟨a, b⟩ is a type.

• Nothing else is a type.

The following example shows how syntactic and semantic rules work in parallel.

(9) Peter visited London.

S

NP

Peter

VP

V

visited

NP

London

t

|

visit′(Peter′)(London′)

e

Peter′

⟨e, t⟩

|

visit′(London′)

e

London′

⟨e, ⟨e, t⟩⟩

visit′

Figure 2.1: Parallel work of syntactic and semantic rules

In the pure type logic, the type ⟨e, t⟩ is a functional type. It indicates that it requires

an argument of type e and yields a value of type t. However, a non-logical expression

like sleep′, which is of type ⟨e, t⟩, does not indicate what argument it takes and what

value it yields. This limitation could be overcome through the extension of type logic by

the λ-operator (Lohnstein, 2011, p. 155-159). This operator was introduced by Alonzo

Church (1940) “to permit the construction of expressions that unambiguously and com-

positionally denote functions” (Partee et al., 1990, p. 338). The λ-abstraction has been

considered a very useful tool in semantics because many of the basic syntactic struc-

tures can be compositionally dealt with as involving function-argument application and
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many of the less basic constructions can be given a compositional semantics involving

λ-abstraction (Partee et al., 1990, p. 339). With the help of λ-operator, “sleep” is rep-

resented as λx[sleep′(x)], which stands for a function that assigns for each variable x

the function value sleep′(x), instead of sleep′. That is, λx[sleep′(x)] has the type ⟨e, t⟩

exactly like sleep′, x has the type e, sleep′(x) has the type t and the term λx[sleep′(x)]

has the same denotation as sleep′, i.e., the characteristic function.

2.1.5 Noun phrases and determiners

Noun phrases include several natural language expressions; some of which can be simple

and contain only a noun, like proper nouns, mass nouns and plural nouns. Others are

more complex like definite nouns and quantified nouns (Carnie, 2006, p. 64-66). Proper

nouns, which denote specific objects like the names of persons (John, Mary, Peter) and

places (London, Leipzig, Bielefeld), are considered of type e (Lohnstein, 2011, p. 182).

Quantified nouns are represented with the help of the two quantifiers ∀ and ∃ as shown

in (10) and (11).

(10) Every man sleeps. ∀x [man′(x)→ sleep′(x)]

(11) A man smokes. ∃x [man′(x)∧ smoke′(x)]

This treatment of quantified nouns is problematic from two sides: first, there are many

other possibilities of quantification. Lohnstein (2011, p. 187-188) gives examples for

these possibilities in German as shown in (12).

(12) (i) Mindestens ein Student raucht. ‘At least one student smokes.’

(ii) Zwei Studenten rauchen. ‘Two students smoke.’

(iii) Mehr als die Hälfte der Studenten rauchen. ‘More than the half of students

smoke.’

(iv) Die meinsten Studenten rauchen. ‘Most of students smoke.’

(v) Viele Studenten rauchen. ‘Many students smoke.’

(v) Wenige Studenten rauchen. ‘Few students smoke.’

The second problem is related to the difference between the syntactic structures of

the sentences with quantified nouns and their semantic structures, i.e., they are not
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derived compositionally (Lohnstein, 2011, p. 187–190). According to Montague, each

syntactic category should have its corresponding semantic type, and therefore if several

linguistic expressions have the same syntactic category, then they should have the same

semantic type. Using λ-abstraction, Montague has proposed a uniform representation

of noun phrases as “generalized quantifiers”. That is, quantified nouns are considered

expressions of type ⟨⟨e, t⟩, t⟩ and determiners take nouns as their arguments, i.e., they

are expressions of type ⟨⟨e, t⟩, ⟨⟨e, t⟩, t⟩⟩. In this way, the different expressions which are

syntactically classified as noun phrases can be interpreted in a uniform way (Partee et

al., 1990, p. 358-360). We can now reconsider the representations of sentences (10) and

(11) in figure (2.2).

t

|

(every′(man′))(sleep′)

⟨⟨e, t⟩, t⟩

|

every′(man′)

⟨⟨e, t⟩, ⟨⟨e, t⟩, t⟩⟩

|

every′

⟨e, t⟩

|

man′

⟨e, t⟩

|

sleep′

t

|

(a′(man′))(smoke′)

⟨⟨e, t⟩, t⟩

|

a′(man′)

⟨⟨e, t⟩, ⟨⟨e, t⟩, t⟩⟩

|

a′

⟨e, t⟩

|

man′

⟨e, t⟩

|

smoke′

Figure 2.2: Uniform representation of quantified nouns

The semantic representations of the determiners can be determined using the λ-term

as follows:

• every λQλP∀x[Q(x)→ P(x)]

• a λQλP∃x[Q(x)∧ P(x)]

• no λQλP¬∃x[Q(x)∧ P(x)]

The translations of (10) and (11) can be given in (13) and (14) respectively.
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(13) (i) λQλP∀x[Q(x)→ P(x)](man′)(sleep′)

(ii) λP∀x[man′(x)→ P(x)](sleep′)

(iii) ∀x[man′(x)→ sleep′(x)]

(14) (i) λQλP∃x[Q(x)∧ P(x)](man′)(smoke′)

(ii) λP∃x[man′(x)∧ P(x)](smoke′)

(iii) ∃x[man′(x)∧ sleep′(x)]

As for proper nouns, it is convenient to be treated as having type e, since they denote

unique entities, but this means that there is no uniform treatment of all noun phrases,

although they have the same syntactic category NP (Cann, 1993, p. 172). Montague

proposed to treat quantified nouns like “every man” and proper nouns like “John” as

denoting sets of properties of individual concepts. “The individual concept of John is

the function that picks out John at each possible world and time” (Partee, 1976, p. 59).

2.1.6 Montague grammar

It is commonly agreed upon that Richard Montague was the first to explicitly state the

possibility to comprehend both natural and formal languages in the same way. Before

Montague, both linguists and philosophers doubted that natural languages can be given

a compositional semantics not only due to its high level of ambiguity but also because

it is too unstructured to be represented by any formal language (Partee et al., 1990, p.

333-334). However, Montague clearly said that it is possible to connect the syntax and

semantics of natural language in the same way as formal languages, and consequently to

comprehend the syntax and semantics of both kinds of languages with a single natural

and mathematically precise theory (Montague, 1970a). To fully understand Montague

grammar, the following principles should be kept in mind (Janssen, 2020):

• He constructs a systemic relationship between syntax and semantics. That is, for

each syntactic rule that composes an expression, there must be a semantic rule

that determines the meaning of that expression.

• Syntactic rules are translated into intensional logic (IL). It was developed mainly

to allow to specify certain models and specific moments of time. The symbol ∧
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is prefixed to expressions to indicate the intension, i.e., the extension of a given

expression at a specific world and time.

• He applies the model-theoretic semantics. That is, expressions are interpreted

with respect to a specific model.

In the following, I summarize Partee’s explanation of Montague Grammar in (Partee,

1976). Montague grammar has two components: a syntactic component and a semantic

component. The syntactic component contains a set of recursive syntactic rules that

define the set of well-formed formulae starting with the smallest elements and speci-

fying how they combine to form larger ones. That is, there are two basic categories:

t for the category of sentences, i.e., the expressions that have a truth value and e for

entity-expressions. From these two basic categories, complex categories can be formed

recursively. No words or phrases of English are assigned the category e, but it composes

with the category t the remaining categories. For example, the category of intransitive

verb phrases is defined as t/e, the category of common noun phrases is defined as t//e

and the category of term-phrases is defined as t/IV. The following table, (depending

on (Partee, 1976) but with minor modifications and examples), contains the categories

that Montague described for a fragment of English, their abbreviations, names in PTQ

and their nearest linguistic equivalents.

Category Abbrev Name in PTQ Equiv Example

t — Truth-value expression Sentence —

e — Entity expression (Noun phrase) —

t/e IV Intransitive verb phrase Verb phrase run

t/IV T Term Noun phrase John

IV/T TV Transitive verb phrase Transitive verb love

t//e CN Common noun phrase Noun man

IV/IV IAV IV-modifying adverb VP-adverb rapidly

Table 2.1: Some categories in Montague grammar

All the syntactic rules build up larger phrases from smaller ones, whereas the semantic



28

rules operate in two stages: first, every syntactic rule is translated into an expression of

intensional logic. For example, for each category A/B or A//B, there is a syntactic rule

of the form:
If α ∈ PA/B and β ∈ PB, then Fi (α, β) ∈ PA

where Fi is a specification of the syntactic mode combination of the constituent phrases,

PA/B is the set of phrases for each category A/B, PB is the set of phrases for each cate-

gory B and PA is the set of phrases for each category A. The function Fi yields a phrase

of the category A from a phrase of the category A/B and a phrase of the category B.

For example, let love ∈ IV/T (Transitive Verb, TV) and John ∈ t/IV (Term, T), then

Fi(love, John) ∈ t/e (Verb Phrase, IV). Applying this function, we get (love John).

Again, let Mary ∈ t/IV (Term, T), and apply the same function Fi(Mary, love John)

to get a sentence or t.

Then, each syntactic rule is translated into intensional logic, as shown in the following

translation of the previous rule:

If α ∈ PA/B and β ∈ PB, and α, β translate into α′, β′ then Fi (α, β)

translates into α′(∧β′)

where ∧β′ means the intension of β′. After translating syntactic rules into expressions

of intensional logic, a possible-worlds semantics is defined for the given expressions of

intensional logic.

All over the last four decades Montague’s framework has been thoroughly discussed

and scrutinized. Kracht (2008) sheds light on the criticisms that have been raised over

Montague’s framework and concentrates on the problem of the identification of objects

across sentences. This limitation is usually recognized as the donkey sentences which

cannot be properly analyzed using Montague’s generalized quantifier as shown in the

translation (15) into predicate logic.

(15) Every farmer who owns a donkey beats it.

It has been claimed that the truth conditions of (15) should be expressed with the

existential quantifier translated as a wide-scoping universal quantifier as shown in (16).

However, this is not the translation that can be derived compositionally (Cann et al.,

2009, p. 148).
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(16) ∀x ∀y [[( f armer′(x) ∧ donkey′(y) ∧ own′(x, y)]→ beat′(x, y)]

Montague tried to solve this problem using the so-called quantifying-in rule which is

beyond the mere application of function. The problem of anaphoric pronouns attracted

attention and led to the development of discourse representation theory.

2.1.7 Discourse representation theory

The emergence of dynamic semantics goes back to the work of Kamp and Heim in Dis-

course Representation Structure and File Change Semantics respectively as an attempt

to deal with the problem of anaphora by making a connection between the anaphoric

pronoun and its antecedent (Vermeulen, 1995). The introduction of the two theories

changed the perspective of dealing with the semantics of natural language from a static

perspective to a dynamic one.

In general, DRT is a theory on the semantics of natural language that aims at finding

a way to represent the meaning of sentences and texts in a logical language (form).

This type of dynamic semantics theories focuses on the context dependence of mean-

ing, as clearly shown in anaphoric pronouns. They have become more concerned with

“information change potential” of the meaning of a sentence in addition to its truth

conditions. This makes it different from earlier static semantics theories which were

only concerned with reference, truth and satisfaction (Kamp et al., 2011, p. 4).

Discourse representation structures (DRSs)

Discourse representation structures (DRSs) are interpretations of sentences and texts in

the form of abstract structures (Kamp & Reyle, 1993). It is simply a way to represent

the meaning of sentences of natural languages in a formal way. According to Kamp and

Reyle (1993), DRSs are obtained through the application of certain rules to the input

sentence. Such rules are referred to as “construction rules”. A DRS is simply composed

of two components: set of discourse referents and set of DRS-conditions to combine the

predicates with the chosen discourse referents (Kamp & Reyle, 1993).

The two components are represented in a two-part box; the upper part, referred to as
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the head, contains the set of discourse referents and the lower part, referred to as the

body, contains the set of conditions.

The general representation of DRSs is show in figure (2.3).

Ô⇒ Set o f discourse re f erentsx1, x2, x3, ..., xn

C1

C2

C3. Ô⇒ Set o f DRS − conditions
..

Cn

Figure 2.3: General representation of DRSs

Take (17) as an example.

(17) Mary read Hamlet.

First, formal representatives, or discourse referents, must be assigned for the indicated

individuals, say x for Mary, and y for Hamlet. Then, we use the so-called DRS-conditions

to combine the predicates with the chosen discourse referents (Kamp & Reyle, 1993).

This is shown in figure (2.4)

x, y

x = Mary′

y = Hamlet′

read′(x, y)

Figure 2.4: DRS of the sentence: Mary read Hamlet.

This DRS consists of two components:

• set of discourse referents, called the universe of the DRS.

• set of DRS-conditions.

The universe of this simple DRS has two discourse referents; x and y, and its set of

conditions contains {x = Mary′, y = Hamlet′, read′(x, y)}.
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Syntax of DRS

The set of DRSs can be defined as follows (Kracht, 2016, p. 75-76)):

Definition 2. (DRS): A DRS is a pair [ V ∶ ∆], where V is a finite set of variables and

∆ is a finite set of formulae. The set of DRSs is constructed as:

1. if x is a variable, then [{x} ∶ ∅], also written as [x ∶ ∅], is a DRS.

2. if ϕ is a formula, then [∅ ∶ {ϕ}], also written as [∅ ∶ ϕ], is a DRS.

3. if [V1 ∶ ∆1] and [V2 ∶ ∆2] are DRSs, then so are:

(a) [V1 ∪ V1 ∶ ∆1 ∪ ∆2]

(b) ¬ [V1 ∪ ∆1].

(c) [V1 ∶ ∆1] ∨ [V2 ∶ ∆2].

(d) [V1 ∶ ∆1] Ô⇒ [V2 ∶ ∆2].

Pronominal anaphora, accessibility and binding

The significance of the DRS lies in its treatment of the problem of pronominal anaphora

(the relation between an anaphoric pronoun and its antecedent). In DRS, the relation

is considered between an anaphoric pronoun and a discourse referent already presented

in the representation, not between a pronoun and a noun phrase. Let’s consider, for

example, the two anaphoric pronouns “she” and “it” in (18).

(18) Mary read Hamlet. She liked it.

The idea is to find for each pronoun a discourse referent to which the pronoun refers.

The DRS of (18) is shown in figure (2.5).
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x, y, u, v

x = Mary′

y = Hamlet′

read′(x, y)
u = x
v = y

like′(u, v)

Figure 2.5: DRS of: Mary read Hamlet. She liked it.

To properly handle the relation between discourse referents in the different DRSs, the

central notion of accessibility was introduced. Discourse referents are used as a double

function tool. That is, they serve as antecedents for anaphoric expressions such as

pronouns and at the same time as the bound variables of quantification theory. The

second function entails some kind of mutual scope relation among discourse referents

which leads to the concept of the sub-DRS or a DRS which occurs in a larger DRS

(Kamp et al., 2011). Such a relation is captured by the concept of accessibility.

Definition 3. Accessibility is a relation which must hold between the linked discourse

referents and which obtains if, informally speaking, the pronoun occurs within the

logical scope of its antecedent.

The idea is that the anaphoric pronouns can refer only to the discourses that are

accessible. The accessibility relation is defined in the following way (Kracht, 2016, p.

76)

• Let δ = [V ∶ ∆] be a DRS, then δ is accessible to every γ ∈ ∆.

• Let δ′ Ô⇒ δ′′ be a DRS, then δ′ is accessible to δ′′, but not vice versa.

• Let δ′ ∨ δ′′ be a DRS, then neither of them is accessible to the other.

The merge of two DRSs is defined taking the union of the two DRSs.

Definition 4. Merge of DRSs if δ = [V1 ∶ ∆1] is a DRS and δ′ = [V2 ∶ ∆2] is a DRS,

then δ ∪ δ′ ≐ [V1 ∪V2 ∶ ∆1 ∪∆2]
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Recall the famous donkey sentence “Every farmer who owns a donkey beats it.”. This

sentence can be represented using the following DRS:

x, y

f armer′(x)
donkey′(y)
own′(x, y)

Ô⇒

z

beat′(x, z)
z = y

Figure 2.6: DRS for the donkey sentence

Following the point of view of model theoretic semantics that the place of possible

worlds is taken by models, DRSs are evaluated, in terms of truth and falsity, relative to

a model. A model is defined as “a certain information structure, relative to which it is

possible to evaluate the expressions of a some given language (DRSs in this case) and

in particular to evaluate the sentences of that language in respect of truth and falsity”

(Kamp & Reyle, 1993, p. 93). Take (19) as an example.

(19) A brave policeman chased a dangerous criminal.

This sentence can be translated using DRS in figure (2.7).

x y

policeman′(x) brave′(x)

criminal′(y) dangerous′(y)

chase′(x, y)

Figure 2.7: DRS of: A brave policeman chased a dangerous criminal.

This DRS is evaluated as true in a model M if and only if there is an x such that x is

a brave policeman, a y such that y is a dangerous criminal and x chased y.

The previous sentence consists of four word types: an (indefinite) article, an adjective,
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a noun and a (transitive) verb with the following DRSs, taking into consideration that

adjectives and nouns have a similar DRS. This is given in figure (2.8).

x

∅

Indefinite article

∅

policeman′(x)

Noun/Adjective

∅

chase′(x, y)

Transitive verb

Figure 2.8: DRSs for three different word types

The union of each two DRSs is taken to represent the semantics of their corresponding

constituent. That is, we take the union of the DRS of the indefinite article “a” and the

DRS of the adjective phrase “brave man” to get the semantics of the determiner phrase

“A brave policeman”. The result of the union operation is shown in figure (2.9).

x

∅

∅

brave′(x)∪
⎛
⎝

∪

∅

policeman′(x)
⎞
⎠
=

x

brave′(x)
policeman′(x)

Figure 2.9: Union of the DRSs of the phrase “A brave policeman”

The same operation is applied to the other determiner phrase “a dangerous criminal”

as represented in figure (2.10)

y

∅

∅

dangerous′(x)∪
⎛
⎝

∪

∅

criminal′(y)
⎞
⎠
=

y

dangerous′(y)
criminal′(y)

Figure 2.10: Union of the DRSs of the phrase “a dangerous criminal”

Similarly, the union of the DRS of the transitive verb “chased” and the determiner

phrase “a dangerous criminal” is shown in figure (2.11)
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∅

chase′(x, y)
⎛
⎝

∪

y

dangerous′(y)
criminal′(y)

⎞
⎠
=

y

dangerous′(y)
criminal′(y)
chase′(x, y)

Figure 2.11: Union of the DRSs of the verb “chased” and the phrase “a dangerous
criminal”

Finally, the union of the DRS of the determiner phrase “A brave policeman” and the

verb phrase “chased a dangerous criminal” is taken to get the semantics of the complete

sentence as shown in figure (2.12)

x

brave′(x)
policeman′(x)
⎛
⎝

∪

y

dangerous′(y)
criminal′(y)
chase′(x, y)

⎞
⎠
=

x y

brave′(x)
policeman′(x)
dangerous′(y)
criminal′(y)
chase′(x, y)

Figure 2.12: Union of the DRSs of the phrase “chased a dangerous criminal” and the
phrase “a brave policeman”

The idea that the compositional operation is simply accomplished by taking the set

union was introduced by Henk Zeevat (1989). He called this operation the merge and

gave it this general form:

δ ● δ′ = (V ∪V′, ∆ ∪∆′)

The merge of two DRSs is defined with respect to a specific model if and only if both

are true in this model. However, the solution of the problem of the object identification

across sentences, introduced by the DRT, through the systematic use of free variables,

has advantages and disadvantages. On the one hand, the variables become more dy-

namic and are allowed to be bound retroactively. However, the problem of choosing

proper names for the variables remains without an effective solution. The solution, sug-

gested by Zeevat, that the meaning is a union of the condition of the two semantics

∆ ∪ Θ is far from perfectness; because it requires an extremely careful choice of variable
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whenever we come to draw a new meaning (U. Klein & Kracht, 2011; Kracht, 2016, p.

72). This is clear in the following example.

(20) Peter loves Mary.

Let the DRS for “Mary” introduce the referent x, “Peter” introduce y and DRSs be

merged by the operation ⟨U1, C1⟩ ● ⟨U2, C2⟩ = ⟨U1 ∪ U2, C1 ∪ C2⟩. The result can

be represented as follow:

/Peter/
y

y = Peter′
● (

/loves/

love′ (x, y)
●
/Mary/

x

x = Mary′
) =

/Peter loves Mary/
x y

love′ (x, y)
x = Mary′
y = Peter′

Figure 2.13: Merge operation of the sentence: Mary love Peter.

This is the right meaning of “Mary love Peter” but not for “Peter love Mary”. The prob-

lem is precisely related to the haphazard identification of the variables. A solution for

the accidental identification of variables has been suggested by Vermeulen (1995) using

the so-called referent systems (RS) to manage the choice of variable names. Vermeulen

has introduced an alternative approach to the merge operation, providing a flexible

mechanism for working with variables, which distinguishes the variables themselves

from their names, and from the information stored in them (values). In AMRS, Kracht

has modified the work of Vermeulen allowing the variables to be identified depending

on the overt morphosyntactic features rather than the position of the argument. We

introduce both RS and AMRS in some detail in chapter three.

2.2 Arabic from a formal perspective

There is a consensus that the amount of work and research on Arabic computational

models of semantics is very limited (Habash, 2010). The research community has ne-

glected this area of research due to its higher complexity and subtlety (Habash, 2010;

Haddad & Yaseen, 2003). The term “computational models” is used in the literature
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in its broad meaning, i.e., all the approaches and the attempts related to the computa-

tional processing of meaning, including developing semantically annotated corpora or

machine-readable lexical resources. However, the formal representation of meaning of

the Arabic sentence represents a special case of neglect.

Scholars usually count the same reasons for this neglect, be it the high degree of com-

plexity or the lack of collaboration between specialists in related areas like logic, com-

puter science and linguistics. Although I agree with what they say, I believe these are

not the only reasons. Arabic linguists have been much more concerned with the de-

scription of Arabic within famous frameworks, particularly the Chomskyan versions of

generative grammar. They focused on syntactic structure and disregarded semantics.

The majority of work and research followed this tradition. Some other attempts have

been devoted to non-transformational approaches that relied on the lexicon rather than

the transformation rules, including LFG and HPSG. Nevertheless, syntax has always

been what really mattered. As for NLP, Arabic has received increasing attention in the

last three decades, and has, in fact, achieved a considerable progress in some areas, es-

pecially morphology and syntax, but the amount of research in semantics is far smaller

than other areas of NLP. This was the case before the dramatic movement in this area

towards the statistical methods, like Support Vector Machine, Hidden Markov Models,

Maximum Entropy Models ... etc. and the subsequent advances of deep learning algo-

rithms. Accordingly, the focus has been moved to issues related to these approaches like

the improvement of the accuracy of the developed tools, moving to dialects, changing

the amount or the type of data ... etc. In such a situation, the logic-based representation

of meaning in Arabic has been left almost without apostles.

According to El-Sayed (2019), only three attempts have been introduced to formally

represent the meaning of Arabic sentence in the last three decades. Each decade has

witnessed one attempt. These attempts have adopted either a Montagovian formaliza-

tion, or a unification-based2 syntax semantics interface. Despite this modest number of

works, Elsayed has devoted his paper to provide a survey and a classification of them,

explain their structure and point out their limitations. El-Sayed classifies the three
2Unification-based formalism is a term used to refer to a variety of formal devices, including HPSG

applied by the researchers, in which the central operation is unification (Crystal, 2008; Shieber, 2003)
syntax semantics interface
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attempts into:

• Syntactic meaning representation: (Al-Johar, 1999; Al-Johar & McGregor, 1997).

• Surface semantic representation: (Haddad & Yaseen, 2001, 2003, 2005; Haddad,

2007).

• Analytical syntax-semantics representation (El-Sayed, 2015, 2011).

Al-Johar and McGregor (1997) attempted to represent Arabic statements formally using

Generalized Phrase Structure Grammar (GPSG) in the syntactic treatment whereas the

meaning is expressed depending on Montague semantics. They argued that unlike the

Arabic traditional theories of the Qamal (É �Ò �ªË
�
@ ‘governance’)3 and the Pisna:d (XA�	J�B
�

�
@

‘subject/predicate relationship’)4, which provide neither a sufficient and full formal de-

scription for Arabic statements nor a mechanism for the meaning representation, GPSG

is a powerful grammar theory for the syntactic analysis of Arabic. They ascribed the

problems of formal representation of meaning of Arabic sentences to the difference be-

tween Arabic and Indo-European languages, to which model-theoretic semantics was

applied, word order and sentence consistency (Al-Johar & McGregor, 1997). However,

they did not manage to completely disregard both theories, but to use them as a guide

to assure the validity of the treatment for Arabic (Al-Johar, 1999, p. 9). That is, at

the phrase level, the theory of governance was used to examine the construction of

each phrase, and at the sentence level the predicate was treated as a function from the

subject to the sentence (Al-Johar, 1999, p. 90-91).

They proposed a classification of Arabic sentences into three groups: verbless sentences

(nominal sentences) (21), verbal sentences (22) and sentences of individuals (23). De-

pending on the type of the sentence, they proposed a formal representation that corre-

sponds to its structure, as shown in (21).

3Governance is a syntactic principle wherein certain words cause others to inflect in particular ways-
not in agreement with the Qa:mil (ÉÓ� A �ªË

�
@ ‘governing word’), but as a result of its effect (Ryding, 2005).

4It is the assignment of the predicate to the subject. Arabic sentences are classi-
fied depending on the first word in the sentence. In the nominal sentence the fa:Qil
(É«� A

�	®Ë
�
@ ‘subject’) or the mubtadaP (



@ �Y��JJ. �ÜÏ

�
@ ‘topic’) is called the musnad Pilajhi ( éJ


�
Ë @
� Y�	J� �ÜÏ

�
@) and the

xabar (Q��.
�	mÌ'
�
@ ‘predicate’) is called the musnad (Y�	J��ÜÏ

�
@). In the verbal sentence, the subject is called the

musnad Pilajhi and the predicate is called the musnad.
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Word/Phrase Logical Form Formal representation
PN “Paèmad” logical constants Ahmed

Indef NP “tQa:ib” one-place predicate λx.tQa:ib(x)
Indef AP “tQa:ib muÃdd” one-place predicate joined by ∧ λx. (tQa:ib(x) ∧ muÃdd(x)

Def NP “atQtQa:ib” generalized quantifier λQ[∃y[∀x[tQa:ib{x}⇔ x = y]∧Q{y}]]
Intrans V “naÃaèa” one-place predicate λx.naÃaèa(x)
Trans V “kataba” two-place predicate λxλy.kataba(y, x)

Ditrans V “darrasa” three-place predicate λxλyλz.darrasa(z, y, x)
Preposition “fi:” two-place predicate λxλy.fi:(y, x)

Table 2.2: Syntactic categories and their meanings by Al-Johar and McGregor

(21)
��Ym.�
�× �I. Ë�A �£

�Y�Ôg
�

@

Paèmadu
Ahmed.nom.sg.m

tQa:libun
student.nom.sg.m

muÃddun
hard-working.nom.sg.m

‘Ahmed is a hard-working student’ (Al-Johar, 1999; 9)

(22)
�
ÈA

�
¾�A�K. A

��J
Ê �«
�	à 	P�A

�Ó �� ��P �X

darrasa
teach.3.sg.m.pst

m:zinun
Mazin.nom.sg.m

Qalijjan
Ali.acc.sg.m

baska:a
Pascal.acc.sg.f

‘Mazin taught Ali Pascal’ (Al-Johar, 1999; 99)

(23) ? �Y�Ôg
�

@ 	á�Ó

man
who.nom

Paèmadu
Ahmed.nom.sg.m

‘Who is Ahmed?’ (Al-Johar, 1999, p. 100)

They adopted a simple approach to provide the syntax-semantic interface. Since their

basic motivation was to develop a natural language interface from Arabic to SQL, each

Arabic query was provided with syntactic and semantic analysis. To do this, Arabic

expressions were classified into syntactic categories and each category was provided

with its formal meaning as shown in table (2.2):

Once sentences are syntactically parsed according to the rules of GPSG, the constituent

phrases are provided with their semantic representations as shown in table (2.2). As an

example, we consider the analysis of (24).
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(24)
�	àñ�mk.� A

�	K �H. C
� ��¢Ë

�
@

atQtQula:bu
student.nom.pl.m.def

na:Ãièu:na
successful.nom.pl.m

‘The students are successful.’

∃y[∀x[tQa:ib{x}⇔ x = y]∧ na:Ãè{y}] (Al-Johar, 1999, p. 95)

Another attempt to represent the meaning of the Arabic sentence formally within a

unification-based syntax-semantics interface was led by Haddad and Yaseen (Haddad &

Yaseen, 2001, 2003, 2005; Haddad, 2007). They have introduced their project in several

publications either in a co-authorship format or individually by Haddad. Despite their

argument of the absence of a formal theory that is capable of handling all phenomena in-

volved in Arabic semantic processing, they tried to provide an Arabic syntax-semantics

interface using the theory of HPSG (Pollard & Sag, 1994). Specifically, they managed

to apply a lambda-conversion process to represent the meaning of Arabic sentences

formally depending on the compositional rules that express the meaning of syntactic

categories of Arabic (Haddad, 2007). In their model, Arabic determiners, as al (È@ ‘the’),

kull (
�
É
�
¿ ‘all’) and baQdQ ( 	�ª�K. ‘some’) are dealt with as generalized quantifiers repre-

sented as follows:

∥ Quant ∥⇒ λRλS (Quanti f ier(R, S))

These Arabic generalized quantifiers combine a restriction R and scope S and therefore

the definite Arabic determiner is represented as :

∥ È@∥⇒ λRλS( È@(x, R ∧ S))

∥ the ∥⇒ λRλS (the(x, R ∧ S))



41

To consider the function of the definite Arabic determiner, the example in (25), taken

from (Haddad & Yaseen, 2003), shows their approach.

(25) �é��J
K. �Q �ªË
�
@ �Y

�
Ë �ñË

�
@ �Õ
��
Î �ª��J�K


jataQallamu
study.3.sg.m.prs

lwaladu
boy.nom.sg.m.def

lQarabijata
Arabic.acc.sg.f.def

‘The boy studies Arabic.’ (Haddad and Yaseen, 2003)

The sentence in (25) is classified as a verbal sentence and is analysed as:

∥VS∥ semÐ→ ∥Subj∥(∥Obj∥(∥Verb∥)) (1)

λRλS(È@ (x, R ∧ S)) (∥ �Y
�
Ë �ð∥) (∥ �é��J
K. �Q �ªË@ �Õ

��
Î �ª��J�K
∥) (2)

λRλS( The (x, R ∧ S)) (∥ boy ∥) (∥ studies the Arabic ∥)

λS(È@ (x,
�Y
�
Ë �ð(x)∧ S)) (∥ �é��J
K. �Q �ªË@ �Õ

��
Î �ª��J�K
∥) (3)

λS( The(x, boy(x)∧ S)) (∥ studies the Arabic ∥)

È@ (x,
�Y
�
Ë �ð(x)∧ È@ (y, �é��J
K. �Q �ªË

�
@(y)∧ �Õ

��
Î �ª��J�K
(x, y))) (4)

The(x, boy(x)∧ The(y, Arabic(y)∧ study(x, y)))

Following (Bos, Mastenbroek, MacGlashan, Millies, & Pinkal, 1994) in their λ-DRT,

Haddad and Yaseen managed to combine the λ-conversion process in the DRT to handle

the problems of representing anaphoric aspects in Arabic. DRT is very well-known for

dealing with cross-sentential anaphora, but in a less elegant way with phenomena such

as quantification, which pushed some logicians to attempt to take the advantages of both

approaches and combine DRT and the compositionality of Montague (Muskens, 1996).

λ-DRT combines features of DRT and Montague-style extended type theory. DRSs are

taken as basic meaning representation structures, and the λ-abstraction is allowed over

the DRSs to derive the representations of complex types. Another ingredient in the
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language of λ-DRT is the merge operation ⊗ by taking the union of the sets of the

discourse markers and the conditions (Bos et al., 1994).

El-Sayed (2011, 2015) provides another attempt to represent Arabic formally through

the application of Montague grammar to Arabic. Following Montague’s approach in

developing a syntax to a fragment of English, El-Sayed divides syntactic categories into:

primitive categories and complex categories. He uses almost the same category indexes,

definitions and names proposed by Montague. He uses, for example, the indices (e, t, T,

IV, TV) to refer to the sentence, entity expression, term, intransitive verb phrase and

transitive verb phrase respectively. The syntactic derivation of expressions in Montague

grammar is represented by trees; and using Montague’s rule-to-rule translation method,

Arabic expressions are translated into the language of intensional logic. The whole

approach is illustrated by the example in (26)

(26) H.� C
� ��¢Ë

�
@ �©J
Ô

�g. �Qå�	� �k

èadQara
come.3.sg.m.pst

Ãami:Qu
all.nom

atQtQulla:bi
student.gen.pl.m.def

‘All students came.’ (El-Sayed, 2015)

El-Sayed argues that Montague’s syntactic and semantic rules and derivations can be

applied to Arabic expressions in a straightforward way. He first specifies the syntactic

categories in (26) as follows: atQtQulla:bi (H.� C
�� ��¢Ë

�
@ ‘students’) is a common noun (CN),

Ãami:Qu ( �©J
Ô
�g. ‘all’) is a determiner (DET) and èadQara ( �Qå�	� �k ‘came’) is an intransitive

verb (IV). The syntactic analysis is represented bottom-up and right-left as shown in

figure (2.14)
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atQtQulla:bi Ãami:Qu èadQara t, S4

atQtQulla:bi Ãami:Qu T, S2

atQtQulla:bi CN Ãami:Qu DET

èadQara IV

Figure 2.14: Analysis tree of the sentence: èadQara Ãami:Qu atQtQulla:bi

Using the rule-to-rule translation, El-Sayed translates (26) into the language of inten-

sional logic as shown in figure (2.15).

P′ ∀x[atQtQulla:bi′(x)→ P{x}])′(ˆ èadQara′)

P′ ∀x[atQtQulla:bi′(x)→ P{x}], T2

atQtQulla:bi′ Ãami:Qu′

èadQara′

Figure 2.15: Rule-to-rule translation of sentence: èadQara Ãami:Qu atQtQulla:bi

In spite of his argument that logical computation of Arabic using Montague grammar

is considerably achievable, he refers to two limitations (El-Sayed, 2015):

• Montague’s syntactic and semantic rules do not fit well with certain Arabic ex-

pressions of quantification.

• Some Arabic quantifiers cannot be represented using these rules.

Each of the three attempts have tried to apply one of the famous approaches in formal

representation of natural languages. The three applied approaches have problems, re-

gardless of the language used as a case study, be it Arabic or some other language. The

meaning representation in (Al-Johar, 1999) seems a simple first-order logic, rather than

a montagovian framework, as they claim, and it lacks the expressiveness to capture the

semantic structures of Arabic. El-Sayed’s attempt is more mature in this direction; how-

ever, Montague grammar cannot deal with the anaphoric pronouns. Montague tried to
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solve the problem of object identification using the so-called Quantifying-In rule which

involves means that are beyond the mere application of function. Also, the systematic

use of free variables in DRT forces using the same names of variables to be able to take

the set theoretic union (Kracht, 2016).

2.3 Summary

In this introductory chapter, I tried to give a brief history of formal semantics with focus

on the concept of compositionality and how it has shaped the history of semantics in the

last forty years. In his influential work, Richard Montague has presented a first attempt

to represent the relationship between syntax and semantics in a compositional way. His

framework has attracted great attention and has also been thoroughly scrutinized, most

notably for the identification of objects across sentences (Kracht, 2008). The problem

of anaphoric pronouns has led to the development of discourse representation theory

(Kamp et al., 2011; Kamp & Reyle, 1993). The DRT has solved this problem by the

systematic use of free variables. However, taking the set union on the set of markers,

the idea of Henk Zeevat (1989), has created the problem of choosing the names of the

variables. The theory of RS, due to Kees Vermeulen (1995) has provided an elegant

mechanism for working with variables in which the sets of variables are made disjoint,

and the names of the variables are assigned locally, instead of assigning them globally in

Zeevat’s approach. Kracht (2016) has modified this version of RS to solve the problem

of directionality in the renaming process. Arabic has received little attention in this

area and the limited number of works have applied either Montague framework or a

unification-based formalism. Therefore, they have the same problems.



Chapter 3

Agreement Morphology and Referent

Systems: A Theory of Semantic

Composition

This chapter explains in detail the theory of Agreement morphology and referent sys-

tems (AMRS) as introduced mainly and thoroughly in (Kracht, 2016) and in sparse in

an array of publications (Aboamer & Kracht, 2019; Kracht & Aboamer, 2017; U. Klein

& Kracht, 2011; Kracht, 2008, 2007). It involves a key role for overt morphological

features in the string-to-meaning translation. Due to its strict surface orientations, the

approach is basically lexicalist; all the linguistic information is encoded in the lexicon,

because the rules of sign formation are supposed to be universal and the difference

between languages should be only in the lexicon. The lexicon is composed of lexical

entries, referred to as signs. Each sign is a combination of its morphological description

and semantics. A sign δ is a triple δ = ⟨µ, α, ∆⟩, such that µ is a morpheme, α is the ar-

gument structure and ∆ is the meaning of the sign. The morpheme is the morphological

component of the sign and both the argument structure and the meaning compose its

semantic structure. I first introduce the theory of RS and then each part of the three

respectively following Kracht in the usage of notions and symbols.

45
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3.1 Referent systems

The introduction of Referent systems RS was motivated by the attempt to find a practi-

cal way to avoid the accidental identification of variables and provide a flexible mecha-

nism for working with them (Vermeulen, 1995). Following the notions used in computer

science, a distinction is made in RS between the variable itself, as a location in the

memory, the syntactic variable or its name and the information stored in it. Vermeulen

defines a referent system as follows:

Definition 5. ( Referent System): A referent system is a triple ⟨I, R, E⟩, where:

1. R is a finite set of referents;

2. I is a partial injective function from NOM (a stock of names) to R, Import func-

tion;

3. E is a partial injective function from R to NOM, Export function.

Both the import and export functions are used to manipulate referents (variable names).

The idea is similar to the idea of supply and demand in economy where each company

says what it offers or what it actually needs. Similarly, a referent system with an import

function tells us what referents are needed from the context and under which name. On

the other hand, the export function says which referents are offered and under which

name. So, if we have, for example, I(A) = x, this means x is imported under the name

A and if we have E(x) = A, then x is exported under the name A. As we can notice,

in the first case, the referent (variable name) is picked from the NOM set because the

referent does not exist but it is introduced. In contrast, the referent in the second case

does exist in the system.

The merge operation of two referent systems is defined by taking the disjoint union

rather than the set union as suggested by Zeevat. The definition of the merger of two

referent systems is as follows: (Kracht, 2016; Vermeulen, 1995)

Definition 6. Let R = (α ∶ x ∶ β) and R’ = (γ ∶ y ∶ ϵ) be two referent systems. The merger

of the two systems R ●R’ is defined as:
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1. if β ≠ γ (the export name of the first referent does not equal the import name

of the second referent), then, R ●R’ is one of the following four possible referent

systems:

(a) {α ∶ x1 ∶ β, γ ∶ y2 ∶ ϵ} given neither α = γ nor β = ϵ;

(b) {α ∶ x1 ∶ β,− ∶ y2 ∶ ϵ} given α = γ but β ≠ ϵ;

(c) {α ∶ x1 ∶ −, γ ∶ y2 ∶ ϵ} given α ≠ γ but β = ϵ;

(d) {α ∶ x1 ∶ −,− ∶ y2 ∶ ϵ} given α = γ and β = ϵ.

2. if β = γ (which means that x and y refer to the same variable), then the resulting

referent system is {α ∶ x1 ∶ ϵ}.

This model can be explained as follows1: each unit is provided with its semantics,

if it has, and a referent system. The referent system is composed of a variable and

its combinatoric information. The combinatoric information specifies the name under

which the variable is exported and the name under which the variable is imported. It

is important to note that the name can be empty. We can apply this description to the

sentence in (27).

(27) Mary bought a car.

The sentence in (27) is composed of four lexical items, whose referent systems are shown

in figure (3.1) according to their occurrence in the sentence.

Mary
x = Mary

x Ð→ N

buy

←Ð x
There is a

buying event
with an agent x
and a theme y

y Ð→

N DN

a
z is inde f inite

←Ð zÐ→DN N

car
y is a car

←Ð yN

Figure 3.1: Referent systems of the lexical items of: Mary bought a car.
1I benefited a lot in this part from (Keil, 2005), but I used a different example and tried to simplify

the explanation of the model.
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We can simply observe that both “Mary” and “car” have similar representations. They

differ only in the semantics. The proper name “Mary” has the semantics x = Mary and

its semantic variable is associated with the name N in the right side, which means that

this referent is exported under the name N and it occurs, in this example, to the left

of the verb. It can also be seen that “Mary” has no import name, i.e., the import name

is empty. The name is randomly chosen. It is the first letter of the word “noun”. The

lexical item “car” is almost represented in the same way; it has the semantics y is a car,

is associated with the name N in the left side, because it occurs to the right of the

indefinite article, and has no import name. The indefinite article “a” is associated with

the semantics z is inde f inite and its semantic variable has two names: an import name

N in the right side, which means that it imports the referent z under the name N and

export name DN, for “determiner and noun” in the left side, which means that the

referent z is exported under the name DN. The lexical unit “buy” has the semantics

there is a buying event with an agent x and a theme y. It has two referents: one has

the import name N, and the second has the import name DN. The referent system of

the verb “buy” imports two variables, but one from its left side, i.e., the subject or the

agent and the other from the left side, i.e, the object or the theme.

The combination process in RS, also called the merge, is fully associative. This means

that any two lexical items can combine, and the result is also a referent system. But

the result of the merge varies depending on the match or the mismatch between the

export and the import names. If we reconsider the representations of the lexical items

of (27), we observe that the variable in the referent system of the determiner “a” is

imported from the lexicon under the name N and the variable in the referent system of

the lexical item “car” is offered under the same name N, which means that the import

name and the export name match and variables are unified. Therefore, they can merge

as shown in figure (3.3).

car
x is a car

←Ð xN

a
z is inde f inite

←Ð zÐ→DN N

a car
x1 is a car

x1 is inde f inite
←Ð x1= DN

Figure 3.2: Merge of the two items “a” and “car”
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The merge result of the two items “a” and “car” gives “a car”. The merge result is

computed as follows:

• the two lexical items combine;

• the union of the two semantics is taken;

• the import name disappeared;

• the identified variable is renamed to x1.

The last point in the computing process shows how variables are renamed if they are

identified. Nevertheless, the calculus allows any two adjacent referent systems to com-

bine, even if the variable is not identified. In this case, the disjoint union of the variables

is taken, as shown with the merge of the two items “car” and “buy” in figure (3.3).

buy

←Ð x
There is a

buying event
with an agent x
and a theme y

y Ð→

N DN

car
x is a car

←Ð xN

buy car

←Ð x2 x2 is a car

There is a buying event
with an agent x1 and

a theme y1←Ð x1

y1 Ð→

N

N

= DN

Figure 3.3: Merge of the two items “car” and “buy”

In (3.3), the referent system of the lexical item “buy” imports two referents: one under

the name DN from its right side and the second under the name N from its left side.

It merges with the referent system of the lexical item “car”, in which the variable is

exported under the name N. Although one of the two imported referents in the referent

system of “buy” is imported under the name N, it does not unify with the variable

exported under the same name because of the direction. The name N is opposite to the

DN, rather than the similar N. In this case, the two referent systems are allowed to

merge, but the variables are renamed differently. That is, the merge of the two referent

systems results in a third referent system in which the variable in the left referent

system (of the functor) is renamed as x1 instead of x and y to y1 respectively, and the
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variable of the right referent system (of the argument) is renamed as x2. The rest is

similar to the case of unified variables, i.e., the two lexical items concatenate and the

union of the semantics is taken. Recalling the definition of the referent system, we can

define the corresponding sets and functions of each lexical item. I first define the set of

names (NOM) and the set of referents (R).

• NOM = {N, DN} • R = {x, y, z}

Then, we specify the sets and functions.

• Mary: R = {x}, I = ∅, E = {⟨ N, x⟩}

• buy: R = {x, y}, I = {⟨ x, N⟩, ⟨ y, DN⟩}, E = ∅

• a: R = {z}, I = {⟨ z, N⟩}, E = {⟨ DN, z⟩}

• car: R = {y}, I = ∅, E = {⟨ N, y⟩}

Before we move to the problems of this model, we can summarize its basic features in

the following three points:

1. The merge operation is fully associative and the correct translation does not

require a constituent structure.

2. The merge operation takes the disjoint union of the variables rather than the set

union and therefore the name of the variable is not significant.

3. The semantic composition depends on the renaming of variables whether they are

unified or not.

The model works well in cases similar to (27), because if the hearer can interpret

sentences as s/he perceives them, s/he can easily identify the agent and theme of the

verb depending on their position. This is the case in the languages with fixed word order

either SVO or OVS. However, the model starts suffering when complexities appear,

especially with the languages with free word order and VSO languages as by definition

a VSO language allows two arguments (subject and object) to occur next to each other
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unlike SVO languages. To be more specific, the original version of referent systems

does not allow two arguments with the same name to occur at the same side. In the

subordinate clause of a sentence like (28), the two verb arguments appear in the left

side of the verb, which occurs at the end of the sentence.

(28) ...,
...,

dass
that

das
the.nom.sg.n

Mädchen
girl.nom.sg.n

das
the.acc.sg.n

Buch
book.acc.sg.n

liest.
read.3.sg.prs

‘The mother said that the girl is reading the book’

In this case, the referent system of the verb is supposed to import its two arguments

with the same name and from the same direction, because the definite article “das” ‘the

(neutral)’ takes the same form in the nominative and accusative cases. This is shown

in figure (3.4).

das Mädchen
x is a girl

x is de f inite
x Ð→ DN

das Buch
y is a book

y is de f inite
y Ð→ DN

lesen

←Ð x
There is a

buying event
with an agent x
and a theme y
←Ð y

DN

DN

Figure 3.4: Referent systems of the verb “lesen” and its two arguments

This case is problematic because the verb cannot import two arguments with the same

names from the same side. It can take only one argument per name (Keil, 2005). There-

fore, the theory fails to deal with a big number of similar cases due to its full reliance

on directionality. Similarly, Arabic is primarily described as a VSO language but it has

relative free word order, including the possibility to have two arguments at the same

side, and directionality cannot play a significant role.

Kracht (2016) has built on the work of Vermeulen and introduced a modified version

of RS, in which he disregarded the distinction between left and right context and pre-

sented it as a relation between a functor and its arguments. He also dealt with names as

attribute value structures (AVSs) which contain morphosyntactic features. This makes

it look like the argument structure, whose main function is to declare how the functor’s
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semantic arguments are realized on the surface. I devote the rest of this chapter to

present Kracht’s approach but I can generally list the main changes in the following

four points:

i Variables are identified based on the match of morphosyntacic information rather

than the import and export names.

ii This means that every variable is provided with its relevant identification infor-

mation.

iii The export and import functions have different roles with respect to the merge

operation, rather than specifying the order.

iv The new role of the import function is to specify what name a variable takes to be

identified for merge, whereas the export function states the name of the variable

after merge.

3.2 The morphological component

At the simplest level of description, a natural language is simply described in AMRS as

a set of strings over a given alphabet A. A∗ denotes the set of all strings over A. The

concatenation of two strings x and y is denoted by xˆy or simply xy. Concatenation

is associative, that is, (xˆy)ˆz = xˆ(yˆz), ⟨A∗, ˆ, ε⟩ constitutes a monoid (Partee et al.,

1990). In the sequel, variables for strings are formed using a vector arrow, e.g. Ð→x .

3.2.1 Glued strings

Kracht suggests the notion “glued string” to describe how strings concatenate with each

other. The lexical units are described as glued strings rather than just strings. A glued

string is a string with two context conditions: one for the left context and one for the

right context. These conditions specify the properties of the string Ð→x such that Ð→x can

appear in Ð→uÐ→xÐ→v . The left and right conditions are simply requirements. So, before the

definition of the glued string, the notion of a requirement is introduced.
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Definition 7. (Requirement): A requirement is a pair (s,Ð→x ), where s is a sign2 and Ð→x

a string. Roughly, the context must contain one of the strings with sign + as suffix (if

on the left) and as prefix (if on the right), while avoiding all the strings with sign −.

The glued string can be defined as follows:

Definition 8. (Glued String): A glued string is a triple j = ⟨L,Ð→x , R⟩, where L is a set of

left requirements, Ð→x is a string, and R is the set of right requirements.

The following two explanatory examples, taken from (Kracht, 2016) illustrate the no-

tion. (/␣/ denotes the blank):

1. j = ⟨{(+, ch), (+, s), (+, sh), (+,x), (+, z)}, es,{(+, ␣)}⟩

This example codes the fact that the plural morph /es/ in English is only suffixed

to words ending in /ch/, /s/, /sh/, /x/ or /z/, while it must strictly be at the

end of the word.

2. j1 = ⟨{(+,b)},bal,∅⟩

This example from Hungarian specifies that the instrumental form /bal/ appears

only after /b/.

3.2.2 Occurrence

A string occurs in another string if the first is a substring of the second. Let Ð→x and Ð→y

be two strings. An occurrence of Ð→x in Ð→y is a pair o = ⟨Ð→u ,Ð→v ⟩ such that Ð→y = Ð→uÐ→xÐ→v .

For example, let Ð→y = /disagreement/ , Ð→u =/dis/ and Ð→v = /ment/, then Ð→x =/agree/.

If o1 = ⟨Ð→u1,Ð→v1⟩ is an occurrence of Ð→x1 in Ð→y and o2 = ⟨Ð→u2,Ð→v2⟩ is an occurrence of Ð→x2 in
Ð→y , then it is said that o1 is to the left of o2 and (o2 is to the the right of o1) if Ð→x1 is a

prefix of Ð→u2. If Ð→u2 = Ð→u1
Ð→x1, it is said that o1 is immediately to the left of (left adjacent

to) o2 and o2 is immediately to the right of (right adjacent to) o1. The two occurrences

o1 and o2 are said to be contiguous if one of them is left or right adjacent to the other.

Otherwise, they overlap.
2There should not be a confusion with the term sign as the units of the lexicon. A sign here is just

plus + or minus −
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3.2.3 Morphological class

The notion of “glued string” is developed to handle the conditions of combination.

However, in many cases this notion does not suffice to handle all possible conditions.

This is the actual case of string combination in many languages. Kracht (2016, p. 46)

gives two examples to show that the combination of strings goes beyond the mere

phonology. The first example is the German word /Bank/ which has two meanings:

if it means the “monetary organization”, it has the plural form /Banken/ and if it

means the “bench”, it takes the plural form /Bänke/. This cannot be captured with

the phonology alone, but the meaning should also be considered. The second example

is vowel harmony in Hungarian, which does not depend entirely on phonology. Arabic

also has similar cases that will be discussed in chapter four. Therefore, an additional

mechanism is introduced to capture such cases. This is the notion of “morphological

class”. These are properties of individual morphs, not morphemes, that control the

behavior of a morph under combination. When two morphs are to be combined, one

of them takes the role of the argument, while the second takes the role of the functor.

When a morph m1 takes a morph m2 as its argument, the two give a third morph m3.

This can be written in a form of a function:

m1(m2) = m3

The German perfect form /aufgemacht/ ‘opened’ is composed, for example, form two

discontinuous morphs, i.e., /auf⊗mach/ and /ge⊗t/. In the combination process, the

morph /ge⊗t/ takes the morph /auf⊗mach/ as its argument and the combination pro-

cess results in the perfect form:

m1(m2) = m3

/ge⊗t/(/auf⊗mach/) = /aufgemacht/

The morph that takes the role of the functor (m1, in this case, i.e, /ge⊗t/) has two

classes, an “ingoing class” and an “outgoing class”. The ingoing class specifies what

class the argument (m2, in this case /auf⊗mach/) must have to combine with m1.

The outgoing class states what class the combination of m1 and m2 has. Since the
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number of features that guide the combination can be large and the morphological

classes themselves can be rather complex, an attribute value matrix (AVM) in the

following form is suggested:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ATTRIBUTE1 ∶ valueset1

ATTRIBUTE2 ∶ valueset2

⋯ ⋯

ATTRIBUTEn ∶ valuesetn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

If n = 0, the AVM is empty, and if n ≥ 1, the ATTRIBUTEi is a name of an attribute

such as case, gender, number ... etc. and the valueseti is a set of admissible values for

the ATTRIBUTEi. Here, given an attribute a, rg(a) denotes the set of admissible values

for a. So, we require that a valueseti ⊆ rg(ATTRIBUTEi) for every i ≤ n. For instance,

the gender attribute in German has the range rg(GEND) = {m, f,n}, and the number

attribute has the range rg(NUM) = {sg,pl}. Hence, the following is a legal AVM.

[ NUM ∶ {sg,pl} ]

Sets of values encode underspecification. Using logical notation, we may write instead:

[ NUM ∶ sg∨ pl ]

⊺ denotes the set of all values. So we have

[ GEND ∶ ⊺ ] ≡ [ GEND ∶ {m, f,n} ]

where ≡ denotes logical equivalence. Conjunction and disjunction may be used to com-

bine AVMs. The following equivalence is evident from the definition of AVMs.

⎡⎢⎢⎢⎢⎢⎣

NUM ∶ {pl}

CASE ∶ {nom}

⎤⎥⎥⎥⎥⎥⎦
≡ [ NUM ∶ {pl} ]∧ [ CASE ∶ {nom} ]

When an attribute receives the empty set as a value, this means that we have an empty
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disjunction, which is defined to be false (�):

[ CASE ∶ ∅ ] ≡ [ CASE ∶ � ]

The usual laws of logic can be applied. Consider, for example, two attributes (say, CASE

and NUM) and use the laws of distribution:

⎡⎢⎢⎢⎢⎢⎣

NUM ∶ sg ∨ pl

CASE ∶ nom

⎤⎥⎥⎥⎥⎥⎦
≡
⎡⎢⎢⎢⎢⎢⎣

NUM ∶ sg

CASE ∶ nom

⎤⎥⎥⎥⎥⎥⎦
∨
⎡⎢⎢⎢⎢⎢⎣

NUM ∶ pl

CASE ∶ nom

⎤⎥⎥⎥⎥⎥⎦
≡

[ CASE ∶ nom ]∧ ([ NUM ∶ sg ]∨ [ NUM ∶ pl ]) ≡

([ CASE ∶ nom ]∧ [ NUM ∶ sg ])∨ ([ CASE ∶ nom ]∧ [ NUM ∶ pl ])

Abstractly, an AVM is a partial function f from attributes to sets of admissible values.

If f is undefined on a, it may be extended by putting f +(a) ∶= rg(a) (the completion of

f ). Kracht introduces the definition feature space to codify the description of the AVM

as a function from a set A of attributes to a set V of values.

Definition 9. (Feature space) A feature space is a triple σ = ⟨A, V, rg⟩ such that A is a

finite set of attributes, V is a finite set of values and rg ∶ A → ℘ (V) a function, such

that for all a ∈ A, rg(a) ≠ ∅. σ- matrix is a partial function f ∶ A ↪ ℘ (V), such that

such that for all a ∈ A f (a) ⊆ rg(a).

For example, articles in German inflect for case, number and gender. So, we may put

A ∶= {CASE,NUM,GEND}, V ∶= {nom,acc,gen,dat, sg,pl,m, f,n}. German have a set

of prepositions that must be followed by the dative case like “von” und “zu”. A dative

preposition can take an article as its argument regardless of its number, gender or defi-

niteness and the result is a combination of the preposition and the article in the dative.

In such a case, the f (NUM), f (GEND) and f (STATE) are equal to the rg(NUM),
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rg(GEN) and rg(STATE) as shown in the following AVM:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

POS ∶ art

NUM ∶ ⊺

GEND ∶ ⊺

STATE ∶ ⊺

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

So, by convention we may write f (STATE) = {def, indef}. This is simply because a

dative preposition accepts any combination of values of the three attributes. That is, in

“zu einer”, the article is indefinite feminine singular, in “zu dem” it is definite masculine

singular and in “zu den” it is definite plural.

3.2.4 Discontinuity, Reduplication and Handlers

Discontinuity is used in grammatical analysis to refer to the splitting of a construction

by the insertion of another grammatical unit (Crystal, 2008, p. 147). The concept of

discontinuity is extremely important for Arabic morphology. I will discuss it in more

detail in chapter four, but I introduce it here as a part of AMRS, and because Kracht

has admitted the discontinuity of constituents for the analysis of German. It is impor-

tant to find out if the two cases are similar or there is any difference. In the optimal

case, glued strings concatenate with each other in a definite and non-exceptional lin-

ear way. Consider, for example, the plural forms /pictures/ and /Bilder/ in English

and German respectively. Both are composed of a singular form and a plural suffix

via the linear concatenation, i.e, /picture/ and /s/ in English and /Bild/ and /er/ in

German. However, this is not always the case. If we reconsider the German perfect

form /aufgemacht/ and compare it with plural forms, we notice that they are actually

two different cases of word formation. In /pictures/ and /Bilder/ neither of the two

morphs is split, but in /aufgemacht/ the two morphs are split. Thus, the two morphs

/auf⊗mach/ and /ge⊗t/ are not described as glued string, but they are examples of the

so-called fractured glued strings.

Definition 10. (Fractured glued string) A fractured glued string is a sequence of glued

strings. If γ0, γ1,⋯, γm−1 are glued strings, then g ∶= γ0 ⊗ γ1 ⊗⋯⊗ γm−1 denotes the
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fractured glued string, formed from the γi in this order. γi is called the ith section of

g. m is called the dimension of g, referred to as dim(g). The unique fractured string

with dimension 0 is denoted by ζ.

The two morphs in the German perfect form can be written as /auf⊗mach/ and /ge⊗t/.

The content of a string is defined as:

Definition 11. (String content) If γ = ⟨L,Ð→x , R⟩ is a glued string, then c(γ) = Ð→x . Fur-

thermore, c(⊗i<nγi) = c(γ0)ˆc(γ1)ˆ...ˆc(γn−1).

Context free grammars are not equipped to describe discontinuity. To deal with dis-

continuous constituents or, more particularly, to combine two fractured glued strings,

(Kracht, 2016), following (Seki, Matsumura, Fujii, & Kasami, 1991) suggests using a

combinatorial function called handler. A handler can be defined as follows:

Definition 12. (Handler) A handler is a sequence H of sequences of pairs (i, b), where

i is a natural number and b a boolean. The members of H are called its sections. A

pair (i, b) is said to occur in H, in symbols (i, b) ∈ H, if there is a section of which

(i, b) is some member. The pairs occurring in H are called its parts. Parts may have

several occurrences. The result of applying H to two fractured strings g and h such that

g = γ0 ⊗γ1 ⊗⋯⊗γm−1 and h = η0 ⊗ η1 ⊗⋯⊗ ηn−1 is defined as follows:

Put:

(i, b) (g, h) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

γi if b = true

ηi else
Now, for the sequence hi = (i0, b0), (i1, b1),⋯, (ip−1, bp−1), we put

hi(g, h) ∶= (i0, b0)(g, h)̂ (i1, b1)(g, h)̂⋯ (̂ip−1, bp−1)(g, h)

Finally, let H = (h0,h1,⋯hq−1) have q sections, then:
H(g, h) ∶= h0(g, h)⊗ h1(g, h)⊗⋯⊗ hq−1(g, h)

A handler is used if and only if it is proper. A proper handler is defined as:

Definition 13. (Proper Handler) A handler H is proper if for all numbers i, j and booleans

b, if H contains (i, b) and j < i then H also contains (j, b). The dimension of a handler

H is defined by:
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dim H = ({i ∶ (i, true) ∈ H},{i ∶ (i, f alse) ∈ H})

If H is proper, dim H is a pair of numbers, such that:

0 is the empty set ϕ and n + 1 = {0, 1, ..., n}.

A handler H(g, h) is defined if and only if H is proper and dim H = (dim(g), dim(h))

i.e. if all sections of the two fractured strings are used in H. This combinatorial function

allows a sequence of glued strings to be combined in diverse ways: forward concatena-

tion, backward concatenation, forward wrapping, reduction, forward transfixation and,

beyond MCFGs (Seki et al., 1991), reduplication (Kracht & Aboamer, 2017) as shown

in the following examples:

- Forward Concatenation:

Put F ∶= ⟨⟨(0, true) , (0, false)⟩⟩.

Then F (Ð→x ,Ð→y ) =Ð→xÐ→y

- Backward Concatenation:

Put B ∶= ⟨⟨(0, false) , (0, true)⟩⟩.

Then B (Ð→x ,Ð→y ) =Ð→yÐ→x

- Forward Wrapping:

Put W ∶= ⟨⟨(0, true) , (0, false) , (1, true)⟩⟩.

Then W (Ð→x ⊗Ð→v ,Ð→y ) =Ð→xÐ→yÐ→v

- Reduction:

Put R ∶= ⟨⟨(0, true) , (1, true)⟩⟩.

Then R (Ð→x0 ⊗Ð→x1) =Ð→x0
Ð→x1

- Transfixation:

Put T ∶= ⟨⟨(0, true) , (0, false) , (1, true) , (1, false)⟩⟩.

Then T (Ð→x0 ⊗Ð→x1,Ð→y0 ⊗Ð→y1) =Ð→x0
Ð→y0
Ð→x1
Ð→y1

Thus, the handler allows us to deal with another important feature, namely redupli-

cation. Reduplication is an important feature for Arabic word formation, there are

languages in which processes like reduplication is the primary morphological operation

(McCarthy, 1981). The general rule of changing the singular form to the plural one in
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Malay is the reduplication of the singular form and the insertion of a hyphen between

the two parts. Therefore, the plural form of the word /ayam/ “chicken” is /ayam-ayam/.

In multiple context free grammars (Kasami, Seki, & Fujii, 1987), no component is al-

lowed to appear in the value of the function more than once. This is not the case in the

above-mentioned example. To handle such cases, the following handler for the plural

form in Malay must be used.

D ∶= ⟨⟨(0, false) , (0, true) , (0, false)⟩⟩.

Then

D (-,ayam) = ayamˆ-ˆayam

3.2.5 Morphs and morphemes

The actual units of expressions of language are the morphs. They comprise three com-

ponents. The first is the exponent, which is typically a glued string. The second is a

sequence of selectors, which determine what arguments the morph takes. And the third

is a rank function. This function is only needed for empty morphs, to prohibit infinite

derivations, and will concern us no further. Morphemes, which are the only meaning

bearing units, are sets of morphs that share a common semantics. Thus, the lexical

units pair meaning representations with morphemes, not morphs. This accounts for the

fact that morphemes can have many different surface forms.

Definition 14. (Selector) A selector is defined formally as triple σ = (M, N, H), where

M and N are morphological classes and H is a handler. M is called the in-class of σ

and N is its out-class.

The role of the selector is to specify what happens when a morph is applied to another

morph. The application of one morph (the functor) to another (the argument) is only

defined if the in-class of the functor unifies with the out-class of the argument. Given, for

example, a functor σ = (M, N, H) and an argument σ′ = (M′, N′, H′), the application

of σ to σ′ is defined in first instance as follows:

σ ⋅ σ′ ∶= (M′, N, H ○ H′)
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However, underspecification must be handled properly. The way this is standardly done

is that the out-class is not actually underspecified, but is a function of its in-class, which

is genuinely underspecified. Underspecified values in the out-class are copies of the

actual in-class values. Indeed, the proper way to view selectors is as pairs ( f , H) where

f is a function from fully specified morphological classes to fully specified morphological

classes, and H is a handler. This function is given by the pair of AVSs as follows: for

each attribute ATT, the associated function f is the following:

• ATT is given a value a in M and a value b in N. Then f is defined on all nonempty

values a′ ⊆ a and returns b.

• ATT is given no value in M but value b in N. Then f is defined on all nonempty

values a′ ⊆ rg(ATT) and returns b.

• ATT is given a value a in M but no value in N. Then f is defined on all nonempty

values a′ ⊆ a and returns a′.

• ATT is neither given a value in M nor in N. Then f is defined on all a ⊆ rg(ATT)

and returns a.

The product of (M, N) and (M′, N′) is specified by computing the values of each

occurring attribute.

Definition 15. (Morpheme) A morpheme is a set of morphs that share the same seman-

tics but differ in the form.

Finally, given two morphemes M and N, the combination M ⋆ N is the set of all m(n)

such that m ∈ M and n ∈ N.

3.3 The semantic component

I have already introduced the morphological part of the signs. Now, I move to its

semantic structure. The semantic structure is composed of two distinct components; one

for the semantic representation and the other is an interface that shows how semantic

structures are merged.
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3.3.1 Argument structure

The merge of morphemes depends on sharing variables and the renaming process as

supposed in RS. When a functor F and an argument A are to be combined, both

have an argument structure and the merge process is denoted by F ● A. The argument

structure is a sequence of argument identification statements (AISs). Each argument

identification statement is defined as follows:

Definition 16. An argument identification statement (AIS) is a quadruple ⟨x ∶ δ ∶ Ξ ∶∶ P⟩

such that:

• x is a variable;

• δ is a diacritic;

• Ξ is a pair of AVSs;

• P is a pair of parameter.

There are two types of diacritics; the first is vertical diacritics, whose function is to

specify the role of the referent with respect to the merge. A set of vertical diacritics =

{△,▽,◇,−}, where:

• the diacritic △ means that the referent is an argument,

• the diacritic ▽ means that the referent is a functor,

• the diacritic ◇ means that the referent is an adjunct, and

• the diacritic - means that the AIS is a referent carrier.

So far, the merge operation proceeds as normal only with one extra piece of information

that specifies the role played by the referent with respect to the functor argument

relation and the variables are renamed as in the original form of RS. The merge process

results in the following possibilities; each case is followed by an illustrative example as

shown in figure (3.8).
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• ⟨x ∶ ▽ ∶ A ∶∶⟩ ● ⟨x ∶ △ ∶ A ∶∶⟩ = ⟨x ∶ − ∶ A ∶∶⟩

/walks/
x ∶ ▽ ∶ A ∶∶

x

walk′(x)
●

/a man/
x ∶ △ ∶ A ∶∶

x

man′(x)

=

/a man walks/

x1 ∶ − ∶ A ∶∶

x1

walk′(x1)
man′(x1)

Figure 3.5: Merge operation of /walks/ and /a man/ using vertical diacritics

• ⟨x ∶ ◇ ∶ A → B ∶∶⟩ ● ⟨x ∶ △ ∶ A ∶∶⟩ = ⟨x ∶ △ ∶ B ∶∶⟩

/brave/
x ∶ ◇ ∶ A → B ∶∶

x

brave′(x)
●

/policeman/

x ∶ △ ∶ A ∶∶

x

policeman′(x)

=

/brave policeman/

x1 ∶ △ ∶ B ∶∶

x1

brave′(x1)
policeman′(x1)

Figure 3.6: Merge operation of /brave/ and /policeman/ using vertical diacritics

• ⟨x ∶ ▽ ∶ A ∶⟩ ● ⟨x ∶ ◇ ∶ C → A ∶⟩ = ⟨x ∶ ▽ ∶ C ∶∶⟩

/walks/
x ∶ ▽ ∶ A ∶∶

x

walk′(x)
●

/a/
x ∶ ◇ ∶ C → A ∶∶

x

ϕ

=

/a walks/

x1 ∶ ▽ ∶ C ∶∶

x1

walk′(x1)

Figure 3.7: Merge operation of /walks/ and /a/ using vertical diacritics

• ⟨x ∶ ◇ ∶ A → B ∶∶⟩ ● ⟨x ∶ ◇ ∶ C → A ∶∶⟩ = ⟨x ∶ ◇ ∶ C → B ∶∶⟩
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/a/
x ∶ ◇ ∶ A → B ∶∶

x

ϕ

●

/brave/
x ∶ ◇ ∶ C → A ∶∶

x

brave′(x)

=

/a brave/

x1 ∶ ◇ ∶ C → B ∶∶

x1

brave′(x1)

Figure 3.8: Merge operation of /a/ and /brave/ using vertical diacritics

This type of information (vertical diacritics) is described as hierarchical information

(U. Klein & Kracht, 2011). Depending only on hierarchical information is not sufficient

since it does not help specify the position of the argument whether to the right or the left.

It determines only the role of each constituent in the merge operation. Consequently, a

different type of diacritic referred to as horizontal diacritics (U. Klein & Kracht, 2011;

Kracht, 2016). A set of horizontal diacritics = {5,4,◯}, where:

• the diacritic 5 means that the referent expects an argument on the right side,

• the diacritic 4 means that the referent expects an argument on the left side, and

• the diacritic ◯ means that the referent is only exported.

This type of information is referred to as “linear information” (U. Klein & Kracht, 2011)

and is represented in the way shown in figure (3.9):

/a/5
x ∶ ◇ ∶ α

x

ϕ

/brave/5
x ∶ ◇ ∶ α

x

brave′(x)

/policeman/◯
x ∶ △ ∶ α

x

policeman′(x)

Figure 3.9: Merge operation of /a/ and /brave/ using vertical diacritics

The idea is that both the indefinite article “a” and the adjective “brave”, when merged

with a noun, play the role of the functor, as identified by the ◇, and both expect the

argument to be on the right side, which is specified by the 5. Consequently, when

“policeman” occupies the right position either directly to the indefinite article resulting

in “a policeman” or to the adjective giving “brave policeman” which comes, in turn, to
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the right side of “a” to get “a brave policeman”. In such cases, the functor expects only

one argument on either side; however, the question that may arise is when the functor

expects two argument as in the case of transitive verbs. Kracht has solved this problem

by allowing a secure link between the morphosyntax and the argument structure by

“the fact that they are sequences of identical length” (Kracht, 2016). Let’s consider the

representation of the English transitive verb “chase” in figure (3.10).

/chase/◯4 5
e ∶ △ ∶ α ∶∶
x ∶ ▽ ∶ β ∶∶
y ∶ ▽ ∶ γ ∶∶

e, x, y

chase′(e); act′(e) = x;
thm′(e) = y.

Figure 3.10: Representation of the English transitive verb

The linear information above the argument structure states that the verb /chase/ ex-

pects two arguments; the first is on its left side (subject) and the second is on its right

side (object). Correspondingly, the referent x (the subject) in the argument structure

comes in order before the referent y (the object). This order may vary from one lan-

guage to another. The significance of properly handling word order is not restricted, in

case of English, to the position occupied by the subject and the object with respect to

the verb. The case of ditransitive verbs requires a proper handling of the positions of

the two objects. That is, in order to avoid ungrammatical compositions of sentences,

the verb must specify which of the two object comes first and which follows. Compare,

for example, the two sentences in (29) and (30).

(29) I gave him my book.

(30) *I gave my book him.

Ξ is a pair of AVSs. The first specifies the name under which the variable is imported and

the second determines the name under which the variable is exported. If the diacritic

associated with the variable is △, this means that it has only an export name and
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therefore, the second AVS is left empty. If the diacritic is ▽, this means it has only

an import name, and therefore, the first AVS is left empty. If it has the diacritic ◇,

this means it has both import and export names. If the variable has both names, the

operation is called transformation. Abstractly, when the variable has both import and

export names, the functor specifies a function from an import name to export names.

If an attribute takes the same value in both of them, the symbol
√

is used in the

export AVS. Consider, for example, the agreement between the adjective and the noun

in German. In the accusative case, the adjective imports an accusative noun and exports

a combination of both of them in accusative case as well. This is shown in the following

simple pair of AVSs.

[(CASE ∶ {acc})], [(CASE ∶
√
)]

The merge of two AVSs is a function composition and the result is a new pair of AVSs.

This requires that the export name in the argument and the import name in the head

are unifiable.

The fourth component of the AIS is parameter. Parameters are pairs (ρ, ν) such that ρ is

the parameter name and ν is a variable. The calculus allows adding as much parameters

as one wishes such as properties, tense, aspect, world ... etc. The variable can be used in

both Ξ and P. Two parameters like properties and predication time can be introduced

in the following way: ⎡⎢⎢⎢⎢⎢⎣

PROP ∶ p

PRED ∶ t

⎤⎥⎥⎥⎥⎥⎦
Similar to names, the AIS has a pair of parameter AVSs. So, a parameter P can be

defined as P = (U, V) such that U and V are parameter AVSs, each is a pair (ρ, ν).

Given two parameters P = (U, V) and Q = (U′, V′), P and Q are unified if and only if

U and V′ have the same parameter name. This is shown in the following example.

P = [PROP ∶ p] Q = [PROP ∶ q]

Both P and Q share the same name PROP, so they are unified during the merge, even if

they have different variables. By the introduction of the parameters, a simple complete
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AIS looks like this

⟨x ∶ △ ∶ [CASE ∶ nom] ∶∶ [PROP ∶ p]⟩

This is a single AIS. The argument structure is a sequence of AISs. Formally it is defined

as follows:

Definition 17. (Argument Structure) An “argument identification statement” (AIS) is

quadruple ⟨x ∶ δ ∶ Ξ ∶∶ P⟩ such that: x is a variable, δ, is a diacritic, Ξ is a pair of AVSs

and P is a pair of parameter AVSs. An argument structure is α = ⟨µi ∶ 1 ≤ i ≤ n⟩ of AISs,

such that if n > 1 then µ1 is not empty.

The second component of the semantic structure of signs is the DRS. Since I have

already explained the concept of DRS in detail in chapter one, I do not repeat it again.

Now, a full definition of the sign can be introduced.

Definition 18. (Sign) A sign is a triple δ = ⟨µ, α, ∆⟩, such that µ is a morpheme (= set of

morphs), α is the argument structure and ∆ is a DRS, such that every unbound referent

of ∆ occurs in α. Each morph of µ should have the same dimension, which must be

equal to the length of α.

3.4 Merge of signs

The merge of any two signs depends on the match of all components and the result of the

merge is a new sign. This means that a pair of substitutions σ1 and σ2 are executed: the

first (σ1) on the head sign and the second (σ2) on the argument. The merge operation

of two signs includes the following three steps:

1. computing the two argument structures,

2. computing the two DRSs, and

3. computing the two morphs.

Variables are unified depending on the match between the morphosyntactic features in

the AVSs. When two variables x and y are identified, then σ1(x) = σ2(y), but if they are

not identified, then σ1(x) ≠ σ2(y). The following example, (from (Kracht & Aboamer,
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2017)), shows how this works. The verb /rennen/ ‘run’ specifies the morphosyntactic

information of its subject.

/rennen/ ◯,4
⟨e ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x ∶ ▽ ∶ CASE ∶ nom ∶∶⟩

NUM ∶ pl
PERS ∶ {1, 3}

e, x

run′(e) act′(e) = x

Figure 3.11: Representation of the German verb “rennen”

This can be illustrated as follows: the variable x is imported under the name nominative

first person plural or nominative third person plural. If the two pronouns /wir/ ‘we’

and /uns/ ‘us’ have the following two representations,

/wir/ ◯
⟨z ∶ △ ∶ CASE ∶ nom ∶∶⟩

NUM ∶ pl
PERS ∶ 1

z

λz.z ∈ group_o f_speakers

/uns/ ◯
⟨y ∶ △ ∶ CASE ∶ acc ∶∶⟩

NUM ∶ pl
PERS ∶ 1

y

λy.y ∈ group_o f_speakers

Figure 3.12: Representation of the German pronouns “wir” and “uns”

then, the merge of AISs in both /rennen/ ‘run’ and /wir/ ‘we’ succeeds and a new

constituent is composed, i.e., /wir rennen/ ‘we run’. This simply means that σ1(x) =

σ2(z). In contrast, the merge of AISs in both /rennen/ ‘run’ and /uns/ ‘us’ does not

succeed because the identification is blocked by the mismatch between the values of the

case attribute in the two signs. The head imports an argument in the nominative case

but the argument offers an accusative case. Consequently, the ill-formed constituent

/uns rennen/ ‘us run’ is not allowed.

In the case of /rennen/ ‘run’ and /wir/ ‘we’, there is only one AIS in the argument

structure of each sign. The real situation may include, however, more than one AIS.
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The verb /schreiben/ ‘write’ requires, for example, two arguments: one argument for the

subject and one argument for the object, and therefore its argument structure contains

more than one AIS. If none of the AISs imports a variable, the argument structure is

referred to as saturated.

Definition 19. (Saturated argument structure) A saturated argument structure is an

argument structure whose AISs do not import any variable.

This definition is important, because there are two types of merge, depending on

whether a complement is saturated or not, namely, proper merge and fusion. This

distinction is stated by the diacritics. That is, in addition to the previously defined set

of diacritics, a special diacritic is used to state if an AIS allows for fusion, namely ▼

and ⧫.

Definition 20. (Proper merge) A proper merge is executed if the argument structure of

the complement is saturated.

Definition 21. (Fusion) Fusion is executed if the argument structure of the complement

is not saturated.

The distinction between proper merge and fusion is important for cases like the in-

finitives when used as complements. Consider, for example, the following two control

constructions (from (Kracht & Aboamer, 2017)).

(31) Bert promised Mary to leave.

(32) Bert persuaded Mary to leave.

Both (31) and (32) include a control predicate, but (31) is an instance of the subject

control and (32) is an instance of the object control. In both cases, the control verb,

/promise/ and /persuade/ respectivley, specifies the argument of the subordinate verb.

The control verb /promise/ specifies its subject /Bert/ as the actor of the subordinate,

i.e., /Bert promised Mary to leave(he)/. On the other hand, the control verb /persuade/

specifies its object /Mary/ as the actor of the subordinate, i.e., /Bert persuade Mary to

leave(she)/. If the merge only is allowed the subordinate verb must also be saturated,

and therefore, the omitted /he/ and /she/ cannot be accounted for. Fusion allows the
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complements to bring arguments to the new structure.

In the normal case, one variable is identified under merge; however, it is allowed to

identify several variables. Therefore, the merge or the fusion can be either monadic or

polyadic depending on the number of AISs that merge at a time. A merge or a fusion is

described as n − ary based on the n AISs that merge at a time. This means that there

are four possible cases:

1. monadic proper merge: if 1− ary AISs merge and the complement does not import

any variable,

2. polyadic proper merge: if n− ary AISs merge such that n > 1 and none of AISs of

the complement imports a variable,

3. monadic fusion: if 1 − ary AISs merge and the complement imports a variable,

and

4. polyadic fusion: if n − ary AISs merge such that n > 1 and at least one of AISs of

the complement imports a variable.

If the argument structure has several AISs, i.e., in the polyadic merge, access conditions

apply. Compare, for example, the representation of the English verb /give/ and its

German equivalent /geben/.

/give/ ◯4 5 5
⟨e ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom
⟨y ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ acc
⟨z ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ acc

e, x, y, z

give′(e); act′(e) = x;

thm′(e) = y; ben′ = z

/geben/ ◯4 5 5
⟨e ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom
⟨y ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ acc
⟨z ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ dat

e, x, y, z

give′(e); act′(e) = x;

thm′(e) = y; ben′ = z

Figure 3.13: Representation of the English verb “give” and the German verb “geben”
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The argument structure of each verb imports three arguments: a subject, a direct object

and an indirect object. However, a significant difference should be noted here. The

semantic representation of the English verb /give/ accounts for one possible word order,

i.e., its arguments have the following fixed word order:

x ∶ ▽ ∶ sub e ∶ △ ∶ give y ∶ ▽ ∶ indobj z ∶ ▽ ∶ dobj

This word order gives well-formed sentences like (33).

(33) He gave me the book.

Changing the positions of the arguments results in odd sentences. German, like Arabic,

has flexible word order. A sentence like (33) can be expressed by any of the following

sentence:

(34) Er
he.nom.sg.m

gab
give.3.sg.m.pst

mir
me.dat.1.sg

das
the.acc.n.sg

Buch.
book.acc.n.sg

‘He gave me the book.’

(35) Mir
me.dat.1.sg

gab
give.3.sg.m.pst

er
he.nom.sg.m

das
the.acc.n.sg

Buch.
book.acc.n.sg

‘He gave me the book.’

(36) Das
the.acc.n.sg

Buch
book.acc.n.sg

gab
give.3.sg.m.pst

er
He.nom.sg.m

mir.
me.dat.1.sg

‘He gave me the book.’

This means that the merge in English must follow a specific order, i.e., the AISs are

accessed one by one in a restricted order. German, on the other hand, has a different

kind of access, which allows to skip an AIS, if its features do not match. The first type

is referred to as E-access and the second is called G-access. Both are included in the

following definition of access (Kracht & Aboamer, 2017; Kracht, 2016).

Definition 22. (Access) Let α = ⟨µi ∶ 1 ≥ i ≥ m⟩ be an argument structure and v is an

AIS.

• v E-accesses µk iff k = m and µm ● v succeeds.

• v G-accesses µk iff k is the largest index and µk ● v succeeds.
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3.5 Cancellation under agreement

Two main approaches can be identified with respect to constituents composition, namely

cancellation and agreement. In the first version of categorial grammar as introduced by,

Ajdukiewicz (1935), expressions were classified as basic types and sentences. A type B

is composed via a cancellation schema from a type B
A and a type A as follows (Morrill,

2011, p. 4):

(37) B
A A Ð→ B

In the subsequent works on categorial grammar, the definition of types has been modi-

fied from this non-directional fractions to a form that involves slashes that express the

order, but the cancellation approaches has remained. That is to say, instead of (37),

the slash notation has been introducedas shown in (38) (Steedman, 1993).

(38) A/B Ð→ B

(38) means that the expression of type A/B takes an argument from type A on its left

side to produce an expression from type B (Morrill, 2011, p. 5-6).

In HPSG, constituents are composed via agreement, which is included as a category,

i.e., agr-cat in the feature structure. The contrast between (39) and (40) is accounted

for depending on the information provided by the agr-cat in as shown in (3.14) and

(3.15) (Sag, Wasow, & Bender, 1999, p. 109-110).

(39) Kim walks.

(40) *We walks.

walks

HEAD

VAL

verb
AGR 1

SPR

PER 3rd
NUM sg

⟨ NP
AGR 1 ⟩

Kim

HEAD

VAL

noun
AGR

SPR

PER 3rd
NUM sg

⟨ ⟩

Figure 3.14: Lexical entries for “Kim” and “walks” in HPSG
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walks

HEAD

VAL

verb
AGR 1

SPR

PER 3rd
NUM sg

⟨ NP
AGR 1 ⟩

We

HEAD

VAL

noun
AGR

SPR

PER 1st
NUM pl

⟨ ⟩

Figure 3.15: Lexical entries for “we” and “walks” in HPSG

AMRS connects both approaches, i.e., cancellation is performed depending on agree-

ment. Constituents are composed through the merge operation between a head and

an argument. The argument structure of the head specifies the argument selection

requirements, and if the argument structure of the argument meets these selection re-

quirements, they compose a complex constituent and the selection requirements are

canceled. The example in (41) shows how the agreement helps not only compose com-

plex constituents but also resolve the disambiguation.

(41) Die
the.acc.pl

Fragen
questions.acc.pl

haben
have.aux

wir
we.nom.1.pl

verstanden.
understand.prf

‘We understood the questions’

The argument structure of the verb /verstehen/ ‘understand’ imports two arguments

for the subject and the accusative object. The AISs contain the selection requirements

of each argument. The definite noun phrase /die Fragen/ ‘the questions’ have the same

form in the accusative and nominative cases. Although it occurs in the first position

and the pronoun /wir/ ‘we’ occurs after the auxiliary verb /haben/ ‘have’, the latter

is in the nominative case, which means it cannot function as an object, and therefore

the only possible choice to form a sentence is to take /die Fragen/ ‘the question’ as an

object, i.e., in the accusative case, taking into consideration that German allows for the

G-access. So, assume that the head has the following representation.



74

/verstehen/ ◯ 4 5
⟨e ∶ ▽ ∶ CAT ∶ verb ∶∶⟩

CAT ∶ noun
⟨x ∶ ▽ ∶ CASE ∶ nom

NUM ∶ pl
∶∶⟩

CAT ∶ noun
⟨y ∶ ▽ ∶ CASE ∶ acc

NUM ∶ pl
∶∶⟩

e, x, y

understand′(e);
act′(e) = x; thm′(e) = y

Figure 3.16: Representation of the head “verstehen”

The two arguments have three representations: one for the pronoun /wir/ ‘we’ and two

for the noun phrase /die Fragen/ ‘the questions’.

/wir/ ◯
⟨y ∶ △ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom
NUM ∶ pl

y

λy.y ∈ group o f speakers

/die Fragen/ ◯
⟨z ∶ △ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom
NUM ∶ pl

z

question′(z)

/die Fragen/ ◯
⟨y ∶ △ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ acc
NUM ∶ pl

y

question′(y)

Figure 3.17: Representation of the arguments “wir” and “die Fragen”

The head merges with /wir/ ‘we’ and with /die Fragen/ ‘the questions’ in the accusative

case, and in each merge process the selection restrictions disappears (is canceled) in the

argument structure of the complex constituent.

3.6 Summary

In this chapter, I introduced AMRS in some detail. I used the notions and terminologies

as used by Kracht. Since AMRS is an extended version of the theory of RS, I preferred

to first explain the idea of RS and its drawbacks and then describe how AMRS repre-

sents an extension of it. I showed how RS has presented a smart solution for dealing
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with variables that eliminates the problem of choosing the names of the variables. Nev-

ertheless, RS has faced real challenges because it has depended on word order in the

renaming process, which does not work with the languages that have flexible word

order. Kracht has extended RS and introduced his own theory, AMRS, in which he

has disregarded the directionality and allowed the variables to be identified depending

on the agreement of the morphosyntactic features. In AMRS, the lexicon is a collec-

tion of signs and each sigh has two components: the morphological component and the

semantic structure. In the morphology, I distinguished between the glued string and

the fractured glued string. The latter is used for the discontinuous morphemes whose

merge process is accomplished using a combinatorial function called handlers. In the

semantics, I introduced the four components of the AISs: variables, diacritics, the pair

of AVSs and parameters. A sequence of AISs composes the argument structure. The

meaning of the sign is represented as a DRS. I also showed the merge mechanism of the

signs and how the ARMS combines both agreement and cancellation when two signs

merge to compose a complex constituent.



Chapter 4

A Purely Surface Oriented Approach to

Handling Arabic Morphology

This chapter is devoted to the description of Arabic morphology within AMRS. The

nature of Arabic morphology represents an interesting case for the pure surface-oriented

treatment. Arabic is very well-known for its non-concatenative morphology, and there-

fore, has given rise to various paradigms, particularly the autosegmental analysis

(McCarthy, 1981). In this chapter, I show that the concatenative paradigm can be

saved by admitting the discontinuity of morphemes. Since one of the aims of this dis-

sertation is to end up with a morphosemantic lexicon for (a fragment of) Arabic, I

describe the components of the lexicon in this chapter. To remain surface oriented,

constituents are allowed to be composed only via concatenation and reduplication, but

no rule can delete, add, or modify any string. In addition to allowing the discontinuity

of morphemes, two other problems are dealt with, namely the matching among mor-

phemes and the morphophonemic alternations resulting from the interaction among

different types of morphs. I discuss the morphological system of Arabic and the various

paradigms proposed for the study of Arabic word formation and show how the proposed

approach differs from these paradigms. Then, I show how to handle the morphology of

Arabic within AMRS.

76
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4.1 Arabic morphology: Theoretical and computational approaches

There is no uniform morphological system for word formation in all languages of the

world, but languages differ significantly in the way in which they compose their words.

Isolating languages, like Classical Chinese, can be described as languages without mor-

phology because sentences are composed of monosyllabic units that cannot usually be

divided to smaller ones (Watson, 2002, p. 124). Other languages, like Turkish, Hun-

garian and to some extent English1, have an agglutinative morphology, in which words

are (mostly) composed by a linear non-exceptional concatenation of morphemes as in

(use-less-ness), which is composed of three distinct and isolatable morphemes: “use”,

“less” and “ness”.

Arabic morphology is referred to as templatic root and pattern morphology. It differs

from that of English or other Indo-European languages because it is, to a large extent,

based on discontinuous morphemes. Words in Arabic are derived from roots, which bear

the core meaning of their derivatives, by inserting vowels and maybe other consonants.

Roots are relatively invariable, discontinuous bound morphemes, typically containing

three consonants in a certain order, and interlocked with vowels and other consonants

to form stems (Ryding, 2005, p. 45). Let us consider the following example: the triliteral

(3 consonantal) root /d⊗r⊗s/ /� ⊗ P ⊗ X/ is supposed to bear the meaning of studying

and from which words like /darasa/ / �� �P �X/ ‘he studied’, /durisa/ / ��P�
�X/ ‘be studied’

and /da:ris/ /�P�@
�X/ ‘student/studying’ are derived. This process has extensively and

very productively evolved in order to cover a vast array of meanings associated with each

semantic field (Ryding, 2005, p. 46). The vast majority of Arabic words are derived in

this way and therefore can be analyzed as consisting of two different bound morphemes:

a root morph and a vocalism morph that interlock to form stems, and neither of them

can occur alone in the sentence. Some examples of how roots and vocalisms can be
1English has both agglutination and flexion, and therefore its classification as an agglutinative or

a flexional is a matter of degree (Payne, 2017)
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merged to get stems are given in table (4.1).

Root M vocalism M Merging Way Stem Form

/k⊗t⊗b/ /a:⊗i/ CVVCVC /ka:tib/ Active Participle

/k⊗t⊗b/ /ma⊗u:/ maCCVVC /maktu:b/ Passive Participle

/k⊗t⊗b/ /ma⊗a/ maCCVC /maktab/ Common-locative

Table 4.1: Interlocking of roots and vocalisms to form stems

McCarthy (1981) has proposed a prosodic theory for the analysis of the non-concatenative

morphology, in which the devices of autosegmental phonology were applied. So, similar

to autosegmental phonology, each morphological form is linked to some phonological

material by lines of association (Watson, 126). In his model, he differentiated three tiers:

the root, a sequence of consonants, the template, a sequence of CVs (C for consonants

and V for vowels) and the vocalism, a sequence of vowels. This is shown in the figure

(4.1).

k t b Root tier

C V C V C Template teir

a a Voclaism tier

Figure 4.1: Three tiers for Arabic words

The pronounceable string is then obtained by folding the root tier and the vocalism tier

in one single tier as shown in figure (4.2) (Watson, 127).

C V C V C

k a t a b

Figure 4.2: Folding the root tier and the vocalism tier in one single tier

Eventually, McCarthy and Prince (1996) developed a theory of prosodic morphology

in which they claimed that templates are defined in terms of the authentic units of
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prosody: mora (µ), syllable (δ), foot (F), prosodic word (PrWd). The stem /katab/ can

be represented as shown in the following figure.

katab

σ σ

µ

k a t

µ

a

µ

b

Figure 4.3: Stem /katab/ in the prosodic morphology

After composing stems, they concatenate with suffixes and prefixes to form words as

illustrated, for example, in the Arabic masculine sound plural form /muQalimu:na/

/
�	àñ �ÒÊ� �ª

�Ó/ ‘teachers’ obtained from the concatenation of the strings /muQalim/ / ÕÎ� �ª
�Ó/

‘teacher’ and /u:na/ /
�	àð/, a nominal suffix for the masculine plural (and a verbal

suffix for masculine plural in the indicative mood). In the previous example, the stem

concatenates with a suffix. In /jaktub/ / I.
��J º �K
 / ‘he writes’, the verb stem

/ktub/ /I.
��J »/ concatenates with the prefix /ja/ / �ø
 /,2, the present form for the

masculine third person singular. The stem can be surrounded by both a prefix and a

suffix as in /jaktubu:na/ /
�	àñ�J.

��Jº�K
/ ‘they write’, composed of the stem /ktub/ /I.
��J»/,

the prefix /ja/ / �ø
 / and the suffix /u:na/ /
�	àð/.

As a result of such degree of richness, the complexity of word formation, and the ex-

ceptional degree of ambiguity in the writing system, which present special challenges

to text-processing applications, Arabic morphology has been the focus of research in

natural language processing for a long time (Al-Sughaiyer & Al-Kharashi, 2004; Soudi,

Neumann, & Van den Bosch, 2007; Dichy & Farghaly, 2007; Sawalha & Atwell, 2008;

Habash, 2010). Researchers have adopted different approaches in the treatment of Ara-
2In this part, I follow the standard assumption that the both the consonant /j/ and the short vowel

/a/ compose together the verb prefix, but in chapter six, I propose a different point of view.
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bic morphology, both theoretically and computationally (Dichy & Farghaly, 2007). Most

of the efforts have been particularly devoted to addressing morphological analysis, gen-

eration and disambiguation. Arabic morphotactics have been sufficiently described and

handled using finite state operations (Kay, 1987; Beesley, 1998, 2001; Attia, Pecina,

Toral, & Van Genabith, 2013; Aboamer & Farghaly, 2015). Reinhard and Gibbon

(Reinhard & Gibbon, 1991) suggested prosodic inheritance morphology to deal with

both concatenative and non-concatenative morphology. Al-Sughaiyer and Al-Kharashi

(Al-Sughaiyer & Al-Kharashi, 2004) provide a comprehensive survey for Arabic morpho-

logical analysis techniques. Furthermore, Dichy and Farghaly (2007) list the following

main six approaches:

• The root and pattern approach

• The lexeme-based approach

• The machine learning and statistical approach

• The stem-based approach

• Stems, based on root and pattern

• Stem-based lexical resources, including root-pattern and grammar-lexis informa-

tion.

Depending on one of these approaches, many Arabic morphological analysers and gen-

erators have been developed in the last two decades, particularly by the works of Tim

Buckwalter in his Arabic Morphological Analyser (BAMA) (Buckwalter, 2002, 2004),

Habash, Rambow and Roth in their system for Morphological Analysis and Disam-

biguation for Arabic (MADA) (Habash, Rambow, & Roth, 2009), the Linguistics Data

Consortium in its Standard Arabic Morphological Analyser (SAMA) (Maamouri, Graff,

Bouziri, Krouna, & Kulick, 2010), Sawalha’s Fine-Grained Morphological Analyser and

Part of Speech Tagger for Arabic Text (Sawalha, Atwell, & Abushariah, 2013) and

Attia’s AraComLex (Attia et al., 2013) among others. Some of these systems are open-

source and available for research and evaluation, while others are available in encrypted



81

formats or used in proprietary commercial applications (Attia et al., 2013). Recent works

have attempted either to improve the accuracy of the analyser (Abdelali, Darwish, Dur-

rani, & Mubarak, 2016), to add some other features (Taji, Khalifa, Obeid, Eryani, &

Habash, 2018) or to focus on a specific dialect (Habash, Eskander, & Hawwari, 2012).

Generally, there is a gap between morphology and semantics in the current approaches

to Arabic morphology and the focus has been placed on the issues of word formation

and decomposition. We cannot go higher than morphology. It is true that some morpho-

logical analyzers have been enriched with some semantic information, but the formal

meanings of the units were completely absent. The treatment of morphology within

AMRS has both a context free grammar on the one hand and a mechanism to deal

with discontinuity on the other. This allows the computer to understand /k⊗t⊗b/, and

/a⊗a/ as units, not states, because they have meanings. Recall that German “trennbare

Präfixe” (separable prefixes), like /auf/ in /aufmachen/, appear in some cases as two

parts. This can occur, for instance, in the imperative, as in /Mach bitte das Fenster

auf/ “Open the window, please”. However, /mach/ and /auf/ together form one unit (as

they can only be interpreted together) but this unit is discontinuous. This also applies

to Arabic roots and vocalisms. Furthermore, there is clear psycholinguistic evidence

that Arabic consonantal roots are distinct components of the Arabic mental lexicon

(Frisch & Zawaydeh, 2001). Shortly, the proposed approach is different from previous

and current approaches in (i) it is compositional; morphological units have meanings

and the meaning of complex expressions is determined by the meaning of these smaller

units and their order; (ii) morphology is not distinguished from syntax; rather, it is a

lexicalist approach on a par with categorial grammar; (iii) it is more restrictive; since it

is purely surface-oriented, it allows only grammatical constituents. This eliminates the

overgeneration.

4.2 A concatenative paradigm for Arabic morphology

AMRS differentiates, based on the combination behavior, between two types of strings:

glued strings and fractured glued strings. Roots and vocalisms are fractured glued string,

whereas prefixes, suffixes and clitics are glued strings. A very simple example of glued
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strings in Arabic is the feminine morpheme /t/, which is only followed by space (for-

get now about case markers) and consequently no other strings can follow it directly.

Moreover, /t/ is not allowed to be preceded by a space. So, the Arabic glued string /t/

and its right and left requirements can be coded as a glued string j such that:

j = ⟨{(−,␣)}, t, {(+,␣)}⟩

The concatenation of glued strings can be described in the light of the definition of

occurrence3. For example, if Ð→y = /muQalimu:na/ ‘teachers’, Ð→u = /mu/ and Ð→v = /u:na/,

then, Ð→x = /Qalim/. The possible cases of occurrence can be illustrated as follows:

If o1 = ⟨Ð→u1,Ð→v1⟩ is an occurrence of Ð→x1 in Ð→y and o2 = ⟨Ð→u2,Ð→v2⟩ is an occurrence of Ð→x2 in
Ð→y , then it is said that o1 is to the left of o2 and (o2 is to the right of o1) if Ð→u1

Ð→x1 is a

prefix of Ð→u2 as shown in figure (4.4).

Ð→u1
Ð→x1

Ð→v1

Ð→u2
Ð→x2

Ð→v2

Figure 4.4: Two contiguous occurrences o1 and o2

If Ð→u2 = Ð→u1
Ð→x1 as in figure (4.5), it is said that o1 is immediately to the left of (left

adjacent to) o2 and o2 is immediately to the right of (right adjacent to) o1.

Ð→u1
Ð→x1

Ð→v1

Ð→u2
Ð→x2

Ð→v2

Figure 4.5: Two adjacent occurrences o1 and o2

The two occurrences o1 and o1 are said to be contiguous if one of them is left or right ad-

jacent to the other. Otherwise, they overlap. Now, reconsider the word /muQalimu:na/4.
3Recall the definition of “occurrence” in section (3.2.2)
4Figures (4.6) and (4.7) involve a random word segmentation, not a morpheme-based segmentation.

The aim is to explain the notion of occurrence not to segment the word into its morphemes.
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Ð→u1

/mu/

Ð→x1

/Qali/

Ð→v1

/mu:na/

Ð→u2

/muQalim/

Ð→x2

/u:/

Ð→v2

/na/

Figure 4.6: Example of two contiguous occurrences o1 and o2 in Arabic

The same example is shown in figure ( 4.6), but o1 is immediately to the left of (left

adjacent to) o2, i.e., Ð→u2 =Ð→u1
Ð→x1.

Ð→u1

/mu/

Ð→x1

/Ealoli/

Ð→v1

/mUna/

Ð→u2

/muEaloli/

Ð→x2

/mU/

Ð→v2

/na/

Figure 4.7: Two adjacent occurrences o1 and o2

As illustrated in chapter three, the right and left conditions do not suffice alone to

handle all possible conditions of combination, and therefore each string is provided

with a pair AVSs that compose its morphological class. The feminine morpheme in

Arabic /t/ is used in most cases to change the gender from masculine to feminine as

/ka:tib/ /I. �K� A
�
¿/ ‘writer’ and /ka:tibah/ / �é �J. �K� A

�
¿/ ‘writer (female)’; /muQalim/ / ÕÎ� �ª

�Ó/

‘teacher’ and /muQalimah/ / �é �ÒÊ� �ª
�Ó/ ‘teacher (female)’; /Ãami:l/ /ÉJ
Ô�

�g. / ‘beautiful’ and

/Ãami:lah/ / �é
�
Ê J
 Ô�

�g. / ‘beautiful (female)’ and /tQawi:l/ /ÉK
ñ�
�£/ ‘tall’ and /tQawi:lah/

/ �é
�
ÊK
ñ�

�£/ ‘tall (female)’. However, in some cases this suffix is ignored because the noun

or the adjective refers by nature to a female as in /tQa:liq/ / ��Ë�A �£/ ‘divorced’ and

/èa:PidQ/ / 	�
�� A �g/ ‘menstruating’. Also, there are masculine words that end with / �è/
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/t/ like /xali:fah/ / �é �	®J
Ê�
�	g/ ‘successor’. Consequently, the combination between words

like /tQa:liq/ or /èa:idQ/ and the feminine morpheme should be prevented. These prop-

erties are included in the morphological class of each morph. Morphological classes are

very significant for the combination process. When a root morph combines with a vo-

calism morph, the vocalism morph takes the role of the functor (say m1), and the root

morph, m2, takes the role of the argument.

m1(m2) = m3

vocalism(root) = stem

/a⊗ a/(/k⊗ t⊗ b/) = /katab/

The example shows that to properly handle the combination between roots and vo-

calisms, the properties of m1 and m2 before the combination should first be handled,

and the result is the properties of m1 and m2 after combination, i.e., m3. The combi-

nation in the previous example results in a past stem in the active form. Compare that

with the following combination:

m1(m2) = m3

vocalism(root) = stem

/u⊗ i/(/k⊗ t⊗ b/) = /kutib/

The result of the combination, in this case, is the past stem in the passive form.

The root /k⊗t⊗b/ and the vocalism /a⊗a/ are instances of the so-called fractured glued

strings. As is the case in the German perfect form, both the roots and vocalisms are

allowed to be discontinuous and the combination process is led by the handler. The

derivation of the stems /katab/ “he wrote”, /kutib/ “was written” and /ka:tib/ are

handled using a similar function because in the three cases the parts of the root have

the same position and the parts of the vocalisms as well. In the three cases, the first

letter of the root /k/ comes at the beginning followed by whatever the first letter in

the vocalism, /a/, /u/ or /a:/, then the second letter of the root /t/, followed by the

second letter of the vocalism, /a/ or /i/ and finally the stem ends with the last letter

of the root. Thus, the three combinations can be handled using the following handler:

H ∶= ⟨⟨(0, f alse) , (0, true) , (1, f alse) , (1, true) , (2, f alse)⟩⟩
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In the case of /katab/, if we apply a function that maps from each part of the handler

to its corresponding string in the two fractured strings, we get the following (taking

into consideration that the vocalism takes the role of the functor):

• (0, f alse) → /k/

• (1, f alse) → /t/

• (2, f alse) → /b/

• (0, true) → /a/

• (1, true) → /a/

The result of applying this handler to the two fractured glued strings /a⊗a/ and

/k⊗t⊗b/ is /katab/ as shown in the following.

H (a⊗a,k⊗t⊗b) := kˆaˆtˆaˆb = katab

Similarly, in the case of /kutib/, we get:

• (0, f alse) → /k/

• (1, f alse) → /t/

• (2, f alse) → /b/

• (0, true) → /u/

• (1, true) → /i/

The result of applying the same handler to the two fractured glued strings /u⊗i/ and

/k⊗t⊗b/ is /kutib/ as shown:

H (u⊗i,k⊗t⊗b) := kˆuˆtˆiˆb = kutib

Also, in the case of /ka:tib/, we get:

• (0, f alse) → /k/

• (1, f alse) → /t/

• (2, f alse) → /b/

• (0, true) → /a:/

• (1, true) → /i/

The result of applying the same handler to the two fractured glued strings /a:⊗i/ and

/k⊗t⊗b/ is /ka:tib/ as follows:

H (a:⊗i,k⊗t⊗b) := kˆa:ˆtˆiˆb = ka:tib
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Reduplication is also an important feature in Arabic word formation that can be ac-

counted for using handlers. In some cases, Arabic tends to duplicate a specific letter

(string) to get a new word as in /kattaba/ ‘made someone write’ from the root /k⊗t⊗b/

and the vocalism /a⊗a/ where the second letter in the root, /k/, occurs twice. This also

applies to /darrasa/ ‘teach’ from the root /d⊗r⊗s/ and the vocalism /a⊗a/ where the

second letter of the root, /r/, is reduplicated. In these examples, reduplication results

not only in a different form of the verb, but also a different meaning. Both /kataba/ and

/kattaba/ have the same root /k⊗t⊗b/ and the same inserted vowels /a⊗a/. This also

applies to /darasa/ and /darrasa/, derived from the same root /d⊗r⊗s/ and the same

inserted vowels /a⊗a/. The only difference between the two forms lies in the redupli-

cation of the second consonant, which changes the meanings from ‘he wrote’ to ‘made

someone write’ and from ‘learn’ to ‘teach’ respectively.

In some other cases, reduplication occurs in the root itself even before it combines with

any vocalism, when its second and third consonants are identical as in /marra/ ‘he

passed’, /farra/ ‘he escaped’, /hadda/ ‘he pulled down’ and /madda/ ‘he extended’. In

these cases, reduplication is represented orthographically with “shaddah” or “tashdid”

above the reduplicated string as in / ��P/ and /
��X/. Verbs which involve this kind of redupli-

cation are referred to as “doubled” or “geminate” verbs. Nevertheless, the reduplicated

letter may orthographically appear, in some cases, twice and without “shaddah”. Com-

pare, for example, (42) and (43).

(42) �Y�Ôg
�

@ ú

�
Î �« ��HP �Q�Ó

marartu
pass.1.sg.pst

Qala:

over
Paèmada
Ahmed.gen.sg.m

‘I passed over Ahmed’
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(43) �Y�Ôg
�

@ ú

�
Î �« ��Q�Ó

marra
pass.3.sg.pst

Qala:

over
Paèmada
Ahmed.gen.sg.m

‘He passed over Ahmed’

In (42) and (43), the verb is in the past form, but the subject in (42) is a first person

and in (43) a third person, which results in a change in the form of the geminate

verb. Quadriliteral roots may also involve a kind of reduplication. This happens when

a four-consonant root is composed by the reduplication of the first two consonants as

in /z⊗l⊗z⊗l/ /È ⊗ 	P ⊗ È ⊗ 	P/ and /z⊗Q⊗z⊗Q/ /¨ ⊗ 	P ⊗ ¨ ⊗ 	P/.
As mentioned in section (3.2.4), AMRS goes beyond MCFG and allows components to

appear in the value of the function more than once. In this way, the plural in Malay

could be handled. Arabic is not an exception; handlers are allowed to combine the multi

occurrence of any string. Although reduplicated letters appear orthographically as one

letter above which a “shaddah”, they are actually two letters: a consonant followed by

itself and a vowel. So, in the computational lexicon, I separate the two occurrences using

the “sukoon” symbol. In other words, instead of /kattab/, I will generate /katotab/.

This also applies to /darras/ and /daroras/, /marra/ and /marora/ and /hadda/ and

/hadoda/, but not to /zalzal/ or /zaQzaQ/, since it a different form of reduplication.

Thus, if I put,

D ∶= ⟨⟨(0, false) , (0, true) , (1, false) , (1, true) , (1, false) , (2, true) (2, false)⟩⟩

then

D (a⊗ o⊗ a,k⊗ t⊗ b) = kˆaˆtˆoˆtˆaˆb = katotab

D (a⊗ o⊗ a,d⊗ r⊗ s) = dˆaˆrˆoˆrˆaˆs = daroras
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Arabic roots have different types and the combinatorial functions deal only with the

order of the parts of the merged strings, but which root merges with which vocalism

is a different question. In the real implementation, I utilize the morphological class

technique to sub-categorize the roots into several types and each category is allowed to

merge with specific vocalisms. The matching between root and vocalism is discussed in

section (4.4).

4.3 Morphs and morphemes in Arabic

In section (3.2.5), I differentiated between the notion “morph” and “morpheme” and

showed that strings, which share a common semantics but differ in form, are considered

morphs of the same morpheme. The feminine morpheme /t/ / �è/ has two forms: one if

it is only followed by a space and another if it is followed by suffixes. The two cases are

represented in (44).

(44) A�	J�K� �Q�
Ó�
�

AK.�

�	QÊK
ð�
��è �Q�
Ó�

�

@ �I��®��JË @�

iltaqat
meet.3.sg.pst.f

Pami:ratu
princess.nom.sg.f

wiylza
Wales.gen.sg

biPami:ratina:

with-our-princess.gen.sg.f
‘The princess of Wales met our princess’

In (44), the feminine morpheme has two different forms in /Pami:ratu/ /
��è �Q�
Ó�

�

@/ ‘princess’

and /biPami:ratina:/ / A�	J�K� �Q�
Ó�
�

AK.�/ ‘with our princess’, respectively. The masculine form of

both is /Pami:r/ /Q�
Ó�
�

@/ ‘prince’. Since AMRS is a purely surface-oriented approach, no

rule is used to change / �è/ to / �H/ when it is followed by a string other than space5.

This means that both share the same semantics and only differ in form, and each of

them has its own behavior when it combines with other strings. Thus, both / �è/ and

/ �H/ are considered two morphs of the same morpheme.

5Punctuation marks are also allowed to follow the / �è/. This is in contrast with / �H/, which,
when used as a feminine morph with nouns and adjective, are followed neither by a space nor by a
punctuation mark
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Also, the active participle in Arabic has two different forms depending on the number of

the root consonants. If the root consists of only the basic three or four consonants, it is

in the base form, which is also referred to in traditional Arabic grammar as muÃarrad

( X �Q �m.
�×, literally the ‘stripped’); otherwise it is morphologically complex, referred to as

mazi:d (YK
 	Q�Ó, literally ‘increased’)(Ryding, 2005, p. 434). Active participles of the base

form of the triliteral roots are derived by inserting /a:/ after the first root consonant

and /i/ after the second root consonant. Therefore, the active participle of /k⊗t⊗b/

/ H. ⊗ �H ⊗ ¼ / is /ka:tib/ / I. �K� A
�
¿/ ‘writer’, /dQ⊗r⊗b/ / H. ⊗ P ⊗ 	� / is

/dQa:rib/ /H. P�A
�	�/ ‘hitter’ and /l⊗Q⊗b/ /H. ⊗ ¨ ⊗ È is /la:Qib/ /I. «� B

�
/ ‘player’.

On the other hand, if the verb past stem has more than three consonants- either by

adding from one to three letters to the basic three-root consonants, reduplicating a

specific letter or even if the root has four basic letters, the active participle is derived

by replacing the prefix of the present stem with /m/ followed by /u/ and inserting /i/

after the penultimate root consonant. This means that two steps should be done: the

first is to get the present stem form and the second is to merge the active participle

morph with the present stem morph. Examples of various root types are given to show

the derivation process of the active participle form.

• The past stem form /PablaG/ / 	©
�
Ê K.

�

@ / ‘informed’ has the root

/b⊗l⊗G/ / 	̈ ⊗ È ⊗ H. / plus the letter /P/ /


@/. Its present stem form is /jubliG/

/ 	©Ê�J. �K
/ ‘inform’ and therefore applying the aforementioned rule of active participle,

the result is /mubliG/ / 	©Ê�J.
�Ó/ ‘informer’.

• The past stem form /Pintaqam/ / Õ ��® ��J 	K @� / ‘revenged’ has the root

/n⊗q⊗m/ / Ð ⊗ �� ⊗ 	à/ plus the letter /P/ / @�/ and the letter /t/ / �H/. Its

present stem form is /jantaqim/ / Õ �®�
��J 	� �K
/ ‘revenge’ and from which the active
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participle /muntaqim//Õ �®�
��J 	J �Ó/ ‘avenger’ is obtained.

• The past stem form /PistaxraÃ/ /h. �Q
	j��J�@�/ ‘extracted’ has the root /x⊗r⊗Ã/

/h. ⊗ P ⊗ p/ plus the letter /P/ / @�/, the letter /s/ /�/ and the letter /t/

/ �H/. Its present stem form is /jastaxriÃ/ /h. Q�
	j��J���
/ ‘extract’ and from which

the active participle /mustaxriÃ/ /h. Q�
	j��J��Ó/ ‘extractor’ is obtained.

• The past stem form /zalzal/ / È �	Q Ë �	P/ ‘shook’ has quadriliteral root /z⊗l⊗z⊗l/

/È ⊗ 	P ⊗ È ⊗ 	P/. Its present stem form is /juzalzil/ /È 	Q� Ë
�	Q�K
/ ‘shaker’ and from

which the active participle /muzalzil/ /È 	Q�Ë
�	Q �Ó/ ‘shaking’ is obtained.

The first three examples have triliteral roots but unlike verbs like /kataba/ and /darasa/,

whose past forms contain only radical consonants, the past forms of these examples con-

tain more consonants than the three radical ones. The last example is derived from a

quadriliteral root, whose four consonants are radical. The four active participles have

the same af-vocalism morph6, i.e., /mu⊗i/. This means that Arabic has two different

morphs for the active participle morpheme: the first is /a:⊗i/ and the second is /mu⊗i/.

The first is used to derive the active participle from the triliteral base form and the

second to derive the active participle from both the base quadriliteral root and the

complex morphological forms of both types.

From this perspective, Arabic broken plural is also highly allomorphic; for a given sin-

gular pattern, two different plural forms may equally be frequent, and sometimes, for

some singulars as many as three further statistically minor patterns are also possible
6I differentiated between pure vocalism morphemes and affixed vocalism morphemes. If the vocalism

has only vowels like the /a⊗a/ in /katab/, it is vocalism, but if it is affixed with any consonant as in
/ma⊗u:/ in /maktu:b/, it is referred to as af-vocalism.
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(Soudi, Cavalli-Sforza, & Jamari, 2002). Some examples are presented in table (4.2)

below.

Root Singular Form Affixes Plural Form Gloss

/b⊗è⊗r/ /baèr/ /i⊗a:/ /bièa:r/

seas/u⊗u/ /buèu:r/

/Pa⊗u/ /Pabèur/

/d⊗r⊗b/ /darb/ /u⊗u:/ /duru:b/

ways/Pa⊗a:/ /Padra:b/

/Pa⊗u/ /Padrub/

/S⊗x⊗sQ/ /SaxsQ/ /u⊗u:/ /Suxu:sQ /

persons/Pa⊗a:/ /PaSxa:sQ/

/Pa⊗u/ /PaSxusQ/

Table 4.2: Different plural forms of the same singular form

I do not attempt to count all Arabic morphemes and their corresponding morphs;

however, two other important cases will be discussed in detail in the next two sections.

The first is the different forms of the same vocalism morpheme that interlock with

the root morph to compose the verb stems, and this case will be discussed in section

(4.4). The second is the different forms of the same root, as clearly seen in the different

surface forms of the weak roots, which will be discussed as part of the problem of

morphophonemic alternations in section (4.5).

4.4 Root and vocalism matching

Roots behave differently when they combine with vocalisms to form stems. That is,

each root chooses specific vocalisms to combine with to produce its past and present

stems. In table (4.3), the six possibilities of combination between triliteral roots and

their corresponding vocalisms are shown with an example for each possibility.
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Root Past stem Pres stem Imperative stem

/H. ⊗ �H ⊗ ¼/ /I.
��J
�
»/ /I.

��J»/ /I.
��J»/

/k⊗t⊗b/ /katab/ /ktub/ /ktub/

/H. ⊗ P ⊗ 	�/ /H. �Qå�	�/ /H. Q�å
	�/ /H. Q�å

	�/
/dQ⊗r⊗b/ /dQarab/ /dQrib/ /dQrib/

/h ⊗ �H ⊗ 	¬/ /i��J�	̄/ /i��J 	̄/ /i��J 	̄/
/f⊗t⊗è/ /fataè/ /ftaè/ /ftaè/

/H. ⊗ P ⊗ ��/ /H. Q�å
���/ /H. �Qå��/ /H. �Qå��

/S⊗r⊗b/ /Sarib/ /Srab/ /Srab/

/ 	à ⊗ � ⊗ h/ / 	á �� �k/ / 	á ��k/ / 	á ��k/
/è⊗s⊗n/ /èasun/ /èsun/ /èsun/

/H. ⊗ � ⊗ h/ /I. �� �k/ /I. �� k/ /I. �� k/
/è⊗s⊗b/ /èasib/ /èsib/ /èsib/

Table 4.3: Six possibilities of combination between triliteral roots and their correspond-
ing vocalisms

The six possibilities of the combination process in the table can be illustrated as follows:

1. The root /k⊗t⊗b/ combines with the morph /a⊗a/ to form the past stem and

with the morph /u/ for the present and imperative.

2. The root /dQ⊗r⊗b/ combines with the morph /a⊗a/ to form the past stem and

with the morph /i/ for the present and imperative.

3. The root /f⊗t⊗è/ combines with the morph /a⊗a/ to form the past stem and

with the morph /a/ for the present and imperative.

4. The root /S⊗r⊗b/ combines with the morph /a⊗i/ to form the past stem and

with the morph /a/ for the present and imperative.

5. The root /è⊗s⊗n/ combines with the morph /a⊗u/ to form the past stem and

with the morph /u/ for the present and imperative.
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6. The root /è⊗s⊗b/ combines with the morph /a⊗i/ to form the past stem and

with the morph /i/ for the present and imperative.

Arabic classical grammarians attempted to handle this problem by classifying roots

into basic and sub-categories. Roots are generally classified in terms of the number

of consonants into triliteral and quadriliteral. The two basic root types are then sub-

categorized into different types. I relied upon this classification and formulated it in

AVMs that represent the input and output classes of the morphs. Particularly, each

root morph has a morphological class with four attributes: type, sub-type, form and

stem second (Qajnu lfiQli É�
�ª 	®� Ë @

�	á�
 �«) or stem-Qayn.

• Type: This attribute differentiates between the two basic types of roots: triliteral

and quadriliteral. This means that the type attribute in the morphological class

of any root has a set of values that has two elements and consequently has the

following range:

rg(TYPE) = {tri, quad}

Examples of verbs that are derived from triliteral roots include /Ãalasa/ / ��
�
Ê �g. /

‘he sat down’, /qaraPa/ /
�

@ �Q��̄/ ‘he read’ and /na:ma/ �ÐA�	K/ ‘he slept’. On the other

hand, verbs like /barhana/ / 	á �ëQ�K./ ‘he proved’ and /baQTara/ / �Q���ª�K./ ‘he scattered’

are examples of verbs derived from quadriliteral roots.

• Subtype: This attribute classifies Arabic roots depending on the nature of the

letters of the root, not on their number, and position of specific letters within the

root. Roots are divided into:

– Sound (assa:lim ÕË� A
��� Ë
�
@): sound roots are free of the two semi-vowels, the

hamza and the reduplication, like /k⊗t⊗b/.

– Geminate (almudQaQQf 	­ ��ª �	� �ÜÏ
�
@ ): geminate roots contain a reduplicated
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letter, like /m⊗r⊗r/.

– First hamzated7 (mahmu:zu lfa:Pi ZA �	® Ë @ �	Pñ �Ò ê �Ó): first hamzated roots be-

gin with hamza like /P⊗k⊗l/. This value is referred to in the lexicon as

“fhamzated”.

– Second hamzated (mahmu:zu lQajn 	á�
 �ªË @ �	Pñ �Òê �Ó): the second consonant in

this type of roots is hamza like /s⊗P⊗l/. This value is referred to in the

lexicon as “samzated”.

– Third hamzated (mahmu:zu lla:m ÐC
��
Ë @ �	Pñ �Òê �Ó): the third consonant in this

type of roots is hamza like /q⊗r⊗P/. This value is referred to in the lexicon

as “thamzated”.

– Assimilated (almiTa:l ÈA
��J Ö�Ï
�
@): roots which begin with either the semi-vowel

wa:w or ja:P are called assimilated, like /w⊗q⊗f/ and /j⊗b⊗s/.

– Hollow (alPaÃwaf 	¬ �ñ �k.
�

B
�
@): hollow roots have either the semi-vowel wa:w or

ja:P in the middle, like /q⊗w⊗l/ and /b⊗j⊗Q/.

– Defective (annaqisQ ��̄
� A
�	JË
�
@): defective roots have either the semi-vowel wa:w

or ja:P in the end, like /d⊗Q⊗w/ and /m⊗è⊗j/.

– First and third weak (allafi:f almafru:q ��ð �Q 	® �ÜÏ @ 	­J
 	®�
��
ÊË
�
@): in this type both

the first and the third letters are semi-vowels, like /w⊗S⊗j/. This value is

referred to in the lexicon as “ftweak”.

– Second and third weak (allafi:f almaqru:n 	àð �Q�®�ÜÏ @ 	­J
 	®�
��
ÊË
�
@): in this type both

the second and the third letters are semi-vowels, like /S⊗w⊗j/. This value is

referred to in the lexicon as “stweak”.

Thus, the subtype attribute has a set of values that contains ten elements and

consequently has the following range:
7Hamza means glottal stop
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rg(Subtype) = {sound, geminate, f hamzated, shamzated, thamzated,

assimilated, hollow, de f ective, f tweak, stweak}

• Form: As mentioned before, Arabic roots are either triliteral or quadriliteral, but

both can host other consonants. That is, three other non-radical consonants can be

added to the triliteral roots, while the quadriliteral roots can only have two more

consonants. In practice, not every lexical root occurs in all different forms, but

they vary from one another, and dictionaries normally list all the forms in which

a lexical root regularly appears (Ryding, 2005, p. 434). If the root only consists

of the three or four consonants, it is in the base form or form I; otherwise it is in

one of the forms II to X. Therefore, in terms of the form, the root takes a Roman

number extending form I to X in case of triliteral roots and from I to IV in case

of quadriliteral roots. For instance, from the root /k⊗t⊗b/, /katab/ ‘he wrote’ is

in form I, /kattab/ ‘made someone write’ is in from II, /ka:tab/ ‘correspond’ is in

form III, /Pktab/ ‘made someone write’ is in form IV, /taka:tab/ ‘wrote to each

other’ is in form VI and so on until we reach Form X. Thus, the form attribute

in the morphological class has the following range:

rg(FORM) = {I, I I, I I I,⋯, X}

• Stem second: The short vowel that follows the second root consonant of the verb

is traditionally referred to as èarakatu Qajni lfiQli (É�
�ª 	®� Ë @

�	á�
 �«
��é
�
»�Q �k ‘stem-second

vowel’)(Ryding, 2005) and I showed in the beginning of this section that the stem-

second vowel may vary from one stem to another. I capture these possibilities

using an attribute with a value set that has six values. These values specify the

stem-second vowel in past and present forms, and therefore, this attribute has the

following range:

rg(Qayn) = {au,ai,aa, ia,uu, ii} .
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Thus, the root /k⊗t⊗b/ has the following morphological class:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

TYPE ∶ tri

SUBTYPE ∶ sound

FORM ∶ I

STEM-QAYN ∶ au

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
This morphological class says that /k⊗t⊗b/ is triliteral , sound, has the form I

and its second consonant is followed by /a/ in the past stem, i.e., /katab/ and by

/u/ in the present stem, i.e., /ktub/. Compare this with the morphological class

of the root /dQ⊗r⊗/:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

TYPE ∶ tri

SUBTYPE ∶ sound

FORM ∶ I

STEM-EAYON ∶ ai

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Both roots share the same value for the attributes TYPE, SUBTYPE and FORM,

but differ in the attribute STEM-QAYN. /k⊗t⊗b/ takes au but /dQ⊗r⊗/ takes ai.

The morphological classes of the roots contain only output-classes. On the other

hand, vocalism morphs are provided with an in-class (for the hosted root morph)

and an out-class (for the result of the merge). The merge is defined only if the

out-class of the root matches the in-class of the vocalism. Consider, for example,

the in-class of the vocalism morph /u/.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

TYPE ∶ tri

SUBTYPE ∶ {sound, f hamzated, shamzated, thamzated}

FORM ∶ I

STEM-EAYON ∶ au

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

This in-class of the vocalism morph /u/ says that it hosts a triliteral sound or

hamzated root in the first form, whose second consonant is followed by /a/ in

the past stem and /u/ in the present stem. The out-class of the root /k⊗t⊗b/

and the in-class of the vocalism morph /u/ match, and can, therefore, be merged
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using the following handler:

H ∶= ⟨⟨(0, false) , (1, false) , (0, true) , (2, false)⟩⟩

H(u, k⊗t⊗b) := kˆtˆuˆb = ktub

This applies to the vocalism morph /i/ which merges with the root morph /dQ⊗r⊗b/

to give the present stem /drib/. It is now clear that both */drub/ and */ktib/

are not allowed because neither the vocalism morph /u/ can merge with the root

morph /dQ⊗r⊗b/, nor the vocalism morph /i/ is allowed to merge with the root

morph /k⊗t⊗b/. This is because the associated classes, in either cases, do not

match.

4.5 Morphophonemic alternations

The interaction among the different types of morphs may result in phonological alter-

nations. I showed that Arabic roots are broadly classified into two types in terms of the

presence or the absence of the two semi-vowels: wa:w and ja:P . They are generally re-

ferred to as weak roots, whose stems may undergo changes when they inflect. Consider,

for example, the different forms of the same hollow roots /b⊗j⊗Q/ /¨⊗ø
 ⊗H. / in (47),

(46) and (47).

(45) �H� @ �PA
��J
 ���Ë@ �Y ��Ò�m �× �̈ A�K.

ba:Qa
sell.3.sg.m.pst

moèammadun
Mohammad.nom.sg.m

assajja:ra:ti
car.acc.pl.f.def

‘Mohammad sold the cars.‘)

(46) �H� @ �PA
��J
 ���Ë@ ��IªK.�

biQtu
sell.1.sg.n.pst

assajja:ra:ti
car.acc.pl.f.def

‘I sold cars’)
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(47) �H� @ �PA
��J
 ���Ë@ �Y ��Ò�m �× �©J
�.�

�K


jabi:Qu
sell.3.sg.m.prs

moèammadun
Mohammad.nom.sg.m

assajja:ra:ti
car.acc.pl.f.def

‘Mohammad sells the cars’

As shown in the examples, the same root morpheme /b⊗j⊗Q/ /¨⊗ø
 ⊗H. / has three

different forms:

• /b⊗a:⊗Q/ /¨ ⊗ @ ⊗ H. / in /ba:Qa/ / �̈ A �K. / ‘he sold’, masculine third person

singular in the past form;

• /b⊗Q/ /¨ ⊗ H. / in /biQtu/ / ��IªK.�/ ‘I sold’, masculine or feminine first person

singular in the past form, and

• /b⊗i:⊗Q/ /¨ ⊗ ø
 ⊗ H. / in /jabi:Qu/ / �©J
�.�
�K
/ ‘he sells’, masculine third person

singular in the present form.

Arabic grammarians attribute such morphophonemic changes to the rule of “origin of

Palif” in verbs like /ba:Qa/ / �̈ A�K./ and /qa:la/ /
�
ÈA��̄/ derived from /b⊗j⊗Q/ and /q⊗w⊗l/

respectively.

They argue that the “Palif” is returned to its original ja:P or wa:w and provide other

justifications for the dropping of the second letter of the root in /biQtu/ for instance. In

all cases, I am not concerned with discussing the rules that justify such changes because

in order to ensure the purely surface-oriented treatment of Arabic word formation, no

rule is used to delete or modify any string. That is, no rule is used, for example, to

change the “Palif” of the hollow verb to its origin its original ja:P or wa:w in specific

forms or to drop it in /qultu/ / ��IÊ��̄/ ‘I said’. This applies to other cases in which the

interaction among different morphs may result in some changes. Instead, each root is

a morpheme that has a set of morphs that correspond to its all possible forms under

merge. Thus, for the root morpheme /b⊗j⊗Q/, I list three morphs:

• /b⊗j⊗Q/, from which /jabi:Qu/ / �©J
�.�
�K
/ ‘he sells’ and the imperative form /bi:Qu:/
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/ @ñ �ªJ
K.�/ ‘sell’ are derived.

• /b⊗Q/, from which /biQtu/ / ��IªK.�/ ‘I sold’ and the jussive form /jabiQ/ /©J.�
�K
/

‘sell’ are derived.

• /b⊗a:⊗Q/, from which /ba:Qa/ / �̈ A�K./ ‘he sold’ and /ba:Qu:/ / @ñ �«A�K./ ‘they sold’ are

derived.

Similarly, for the root morpheme /q⊗w⊗l/, I list three morphs:

• /q⊗w⊗l/, from which /jaqu:lu/ /
�
Èñ ��®�K
/ ‘he says’ and the imperative form /qu:lu:/

/ @ñ
�
Ëñ��̄/ ‘say’ are derived.

• /q⊗l/ from which /qultu/ / ��IÊ��̄/ ‘he says’ and the jussive form /qul/ /É��̄/ ‘say’

are derived.

• /q⊗a:⊗l/, from which /qa:la/ /
�
ÈA ��̄/ ‘he said’ and /qa:lu:/ / @ñ

�
ËA ��̄/ ‘they said’ are

derived.

This not only generates the grammatical forms but also disallows the ungrammatical

ones like */jaqa:lu:/ */ @ñ
�
ËA ��® �K
/ or */jaqultu:/ */ ��IÊ ��® �K
/ and */jaba:Qu/ */ @ñ �«A �J. �K
/ or

*/jabiQtu/ */ ��IªJ.�
�K
/. The different forms of the hollow roots are important from two

perspectives: they represent another instance for the distinction between the notions

morpheme and morph, and their proper handling ensures the theoretical surface orien-

tation of AMRS.

4.6 Summary

In this chapter, I described the morphological component of the morphosemantic lexicon

of (a fragment of) Arabic. I introduced two important aspects of Arabic morphology,
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i.e., discontinuity of morphemes and reduplication, and I solved two problems, namely,

the root and vocalism matching and the morphophonemic alternations. At the very

beginning, I reviewed the most famous theoretical and computational approaches to

Arabic morphology. I showed that there is a gap in the current approaches between

morphology and semantics and argued that AMRS differs from these paradigms in

its compositionality, its disregarding the distinction between morphology and syntax

and its being more restrictive. Arabic roots and vocalisms are dealt with as fractured

glued strings, i.e., they are allowed to be discontinuous. The combination process is

executed through handlers. This mechanism saves the concatenative paradigm but re-

quires finding out the matching between the roots and the vocalisms. This is done using

the morphological classes. Each root is provided with an out-class that specifies with

which vocalism it combines, and each vocalism is provided with an in-class that says

which morph it hosts. I also presented some examples of morphemes that have different

morphs and showed that all morphs of the same morpheme should be inserted in the

lexicon, as is the case of the hollow roots. In the next chapter, I move from the mere

word formation to more complex constituents and show how Arabic sentence can be

handled within AMRS.



Chapter 5

Arabic Sentence: A Syntax-Semantics

Interface

In this chapter, I use AMRS as an interface between the syntax and semantics of Arabic.

I move from the morphological component to the semantic structure of the units. Similar

to morphology, the sentence structure of Arabic involves complex phenomena such

as flexible word order, null-subject and copula-less clauses in a tensed environment.

Although word order in Arabic is relatively free, morphological information plays a

crucial role in the assignment of semantic roles. Also, agreement has a basic role in

the structure of Arabic phrases and clauses. I start the chapter with a distinction

between word order and sentence type and then show how AMRS provides a powerful

compositional mechanism for handling the two types of sentences and their related

phenomena.

5.1 Word order versus sentence type

It is crucial for the proper semantic analysis to identify the constituents of the sentence,

which in turn requires a correct classification of sentence type (Farghaly, 2010). In

languages like English or German, the verb lies in the core, and the position of other

elements is determined relative to it. But the case is different in Arabic because a

distinction should be first made between two terms: sentence type and word order. A

good deal of discussion has been devoted to word order, and the focus has been placed

101
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on whether Arabic is a SVO or a VSO language. This results in a confusion between

the two clearly distinct issues and in some cases, word order alterations have been used

to refer to sentence types. This way of dealing with Arabic sentence structure neglects

a significant part of the Arabic sentences, namely those which do not contain a verb,

neither in the first position nor in the second, i.e., copula-less (verbless) sentences.

5.1.1 Verbal sentences

Verbal sentences contain a verb (phrase) as one of their basic two predicative con-

stituents. The verb (phrase) composes with its subject (noun phrase) and maybe some

other complements a sentence. To the contrary of the traditional approach, which dif-

ferentiates verbal sentences with a noun (phrase) in the first position from those that

begin with a verb (phrase), I deal with both as different forms of word order of the same

sentence type. In this regard, I am not concerned with the position of the arguments

relative to the verb as a criterion of classification, but with the licit versus illicit word

orders, on the one hand, and with the meaning of the sentence on the other. Each verb

has a sub-categorization frame that specifies the number and the type of arguments

it takes. That is, intransitive verbs take one argument. The verb and the argument

can exchange their positions; however, the sentence maintains grammaticality and its

semantics.

(48)
�
Ég. ��QË @

��HA�Ó

ma:ta
die.3.sg.pst.m

arraÃulu
man.nom.sg.m.def

‘The man died’

(49) ��HA�Ó
�
Ég. ��QË

�
@

arraÃulu
man.nom.sg.m.def

ma:ta
die.3.sg.pst.m
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‘The man died’

Adverbial phrases are allowed to appear at any position resulting in the following pos-

sibilities (given X stands for the adverbial phrase, S is the subject, V is the verb):

XVS - VXS - VSX - XSV - SXV - SVX

In the case of transitive verbs, the following word orders are allowed:

(50) ��P
��YË@ �Y ��Ò�m �× �I.

��J
�
»

kataba
write.3.sg.m.pst

muèammadun
Mohammad.nom.sg.m

addarsa
lesson.acc.sg.m.def

‘Mohammad wrote the lesson’

(51) ��P
��YË@ �I.

��J
�
» �Y ��Ò�m �×

muèammadun
Mohammad.nom.sg.m

kataba
write.3.sg.m.pst

addarsa
lesson.acc.sg.m.def

‘Mohammad wrote the lesson’

(52) �Y ��Ò�m �× �I.
��J
�
» ��P

��YË
�
@

addarsa
lesson.acc.sg.m.def

kataba
write.3.sg.m.pst

muèammadun
Mohammad.nom.sg.m

‘Mohammad wrote the lesson’

(53) �Y ��Ò�m �× ��P
��YË@ �I.

��J
�
»

kataba
write.3.sg.m.pst

addarsa
lesson.acc.sg.m.def

muèammadun
Mohammad.nom.sg.m

‘Mohammad wrote the lesson’

As can be observed from the examples, verbal sentences can have four different word

orders:

VSO - SVO - OVS - VOS
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The verb only occurs in the first or the second position and does not appear in the

last position. This fact means that there are two illicit forms, and they should not be

allowed, namely, *SOV and *OSV. So, the following two sentences are ungrammatical:

(54) * �I.
��J
�
» ��P

��YË@ �Y ��Ò�m �×

*muèammadun
Mohammad.nom.sg.m

addarsa
lesson.acc.sg.m.def

kataba
write.3.sg.m.pst

‘Mohammad wrote the lesson’

(55) * �I.
��J
�
» �Y ��Ò�m �× ��P

��YË
�
@

*addarsa
lesson.acc.sg.m.def

muèammadun
Mohammad.nom.sg.m

kataba
write.3.sg.m.pst

‘Mohammad wrote the lesson’

Ditransitive verbs take two arguments in the accusative case in addition to the subject

with a relatively flexible order. That is, in the case of ditransitive verbs, 12 word orders

are possible, 6 if the sentence begins with a verb and 6 if it begins with a noun. Again,

the verb cannot be preceded by two of its arguments, i.e., it occurs either in the first or

the second position. Also, adverbs can appear anywhere. Moreover, Arabic has a special

controversial category of verbs that may take three objects. This category includes

/Paxbara/ / �Q��. 	g
�

@/, /xabbara/ / �Q���.

�	g/, /PaQlama/ /�Õ
�
Î«

�

@/, /Para:/ /ø �P

�

@/, /PanbaPa/ /

�

A�J. 	K
�

@

/, /nabbaPa/ /
�

A ��J.
�	K/, /èaddaDa/ /

��H
��Y �g/ and all have the same meaning ‘to tell or to

inform’. The behavior of this group of verbs is shown in (56).

(56) A ��®
�
Ê 	ª�Ó �	àA

�
¾�ÜÏ @ �Q
K� @

�	QË @ ��HP�A
�mÌ'@ �Q��. 	g

�

@

Paxbara
tell.3.sg.pst

alèa:riTu
guard.nom.def

azza:Pira
visitor.acc.def

almaka:na
place.acc.def

muGlaqan.
closed.acc

‘The guard told the visitor that the place was closed.’

However, this construction is not very frequent in the modern usage of Arabic, and it

is much more preferred to use a /Panna/ /
��	à
�

@/ ‘that’ clause instead of the second and
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the third objects as in (57).

(57)
���
�
Ê 	ª�Ó �	àA

�
¾�ÜÏ @

��	à
�

@ �Q
K� @

�	QË @ ��HP�A
�mÌ'@ �Q��. 	g

�

@

Paxbara
tell.3.sg.pst

alèa:riTu
guard.nom.def

azza:Pira
visitor.acc.def

anna
that

almaka:na
place.acc.def

muGlaqun.
closed.nom.def

‘The guard told the visitor that the place is closed.’

Actually, there is no consensus on the acceptability of this construction. That is, while

Danks (2011, p. 107) reports that he examined the entries of Wehr (1994) and found a

small number of verbs that take three objects as shown in (58).

(58) �é��J�
�K. A�J. �ë
�	X �é �Ó@

��Y �	g
�
½Ê� �ÜÏ @

�
È �YK.

�

@

Pabdala
exchange.3.sg.pst

almaliku
king.nom.def

xadda:mahu
his-servant.acc.def

Dahaban
gold.acc

bajtahu
his-house.acc

‘The king gave his servant gold in exchange for his house.’

Dickins and Watson (2009) consider these indirect objects adverbial complements (see

the footnote in Danks (2011, p. 106)).

5.1.2 Verbless sentences

Verbless clauses are not a unique phenomenon of Arabic. Many other languages share it

with Arabic such as Hebrew and Russian. First, it is important to differentiate verbless

clauses from the so-called small clauses that occur in many languages like English,

Spanish, German and also in Arabic and cover a wide range of constructions including,

among others, consider-type and find-type (González-Rivera, 2010, p. 75).

(59) I consider [Bielefeld beautiful].

(60) Ich
I.nom.1.sg

finde
find.1.sg.prs

[Bielefeld
Bielefeld.acc

schön].
beautiful

‘I find Bielefeld beautiful’

(61)
��é
�
ÊJ
Ô�

�g.
�YÊ 	®� J
Ê�J
K.� ø �P



@
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Par:
find.1.sg.prs

Bielefeld
Bielefeld.acc

Ãami:latan.
beautiful.acc.f

‘I find Bielefeld beautiful’

The first two constructions, in English and German, can be separately dealt with as a

subject and predicate containing an empty verb (be) (González-Rivera, 2010, p. 76),

and without a verb in the case of Arabic, as indicated in the following:

(62) Bielefeld is beautiful.

(63) Bielefeld
Bielefeld.nom

ist
be.3.sg.prs

schön.
beautiful.

‘Bielefeld is beautiful’

(64)
��é
�
ÊJ
Ô�

�g.
�YÊ 	®� J
Ê�J
K.�

Bielefeld
Bielefeld.nom

Ãami:latun.
beautiful.nom.f

‘Bielefeld is beautiful’

Following Stowell (1981) in his argument that predication is possible without verbs, den

Dikken (2006) defines a small clause as “a subject-predicate structure lacking tense”.

As is clear, small clauses in English and German, for example, are not allowed to form

a main clause without the verbs “be” and “sein” respectively. They do not accept main

be-less clauses in a tensed environment (González-Rivera, 2010, p. 92). On the other

hand, Arabic allows for the construction of main clauses without a verb or an overt

copula.

Arabic classical grammarians referred to the possibility to construct a main clause from

a noun phrase as a mubtadaP (
�

@ �Y��JJ. �Ó ‘subject/topic of verbless sentences’) and another

noun phrase (65), an adjective phrase (66), a prepositional phrase (67), a verbal clause

(68), or a verbless clause (69) as a xabar (Q��.
�	g ‘predicate’).

(65) . �é� �ªÓ� A
�m.Ì'@ ú


	̄
�
�	XA��J�

�

@ ��ú
Î

�« NP (NP PP)
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Qalijjun
Ali.nom.sg.m

Pusta:Dun
professor.nom.sg.m

fi:

in
lÃa:miQati
university.gen.sg.f.def

‘Ali is a professor at the university’.

(66) . ��ú
»�
�	X ��ú
Î

�« NP AP

Qalijjun
Ali.nom.sg.m

Dakijjun
intelligent.nom.sg.m

‘Ali is intelligent’.

(67) . �é� �ªÓ� A
�m.Ì'@ ú


	̄
�

��ú
Î
�« NP PP

Qalijjun
Ali.nom.sg.m

fi:

in
lÃa:miQati
university.gen.sg.f.def

‘Ali is in the university’.

(68) . �é� �ªÓ� A
�m.Ì'@ ú

�
Í@
�

�I.
�ë �	X ��ú
Î

�« NP (VP PP)

Qalijjun
Ali.nom.sg.m

Dahaba
go.3.sg.m.pst

Pila:

to
alÃa:miQati
university.gen.sg.f.def

‘Ali went to the university’.

(69) . �é� �ªÓ� A
�m.Ì'@ ú


	̄
�
�	XA��J�

�

@ �èñ�K.

�

@ ��ú
Î

�« NP (NP (NP PP))

Qalijjun
Ali.nom

Pabu:hu
his-father.nom

Pusta:Dun
professor.nom

fi:

in
lÃa:miQati
university.gen.def

‘Ali, his father is a professor at the university’.

All sentences that contain a noun phrase in the initial position, including SVO and

OVS, are traditionally classified as “nominal sentences”. This is not my approach in this

dissertation. I argue that the difference is related to contextual, rather than structural

or semantic, matters. That is, in the case of the NP-initial sentences, the focus of the

sentence is the NP, whereas the action itself is the focus of the VP-initial ones. Consider,

for example, (70) and (71) as two different word orders of the same sentence.

(70) @ �Y 	Jë� �H. �Qå�	� �Y ��Ò�m �×
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muèammadun
Mohammad.nom.sg.m

dQaraba
hit.3.sg.m.pst

hindan
Hend.acc.sg.f

‘Mohammad hit Hend’.

(71) @ �Y 	Jë�
�Y ��Ò�m �× �H. �Qå�	�

dQaraba
hit.3.sg.m.pst

muèammadun
Mohammad.nom.sg.m

hindan
Hend.acc.sg.f

‘Mohammad hit Hend’.

(70) can be seen as an answer of the question: Who hit Hend? But (71) can be considered

an answer of the question: What did Mohammad do? From a syntactic viewpoint, the

subject is the same in the two cases, namely, /muèammadun/ / �Y ��Ò �m �×/ and also the

object, /hindan/ / @ �Y 	J ë� /. In both sentences, /muèammadun / has the semantic role

of the agent and /hindan/ has the semantic role of the patient. The transitive verb

/dQaraba / / �H. �Qå�	�/ ‘he hit’ takes them as its two arguments and the both (70) and

(71) have the same semantic representation.

x, y

x = Mohammd′

y = Hend′

hit′(x, y)

Figure 5.1: DRS for both /muèammadun dQaraba hindan/ and /dQaraba muèammadun
hindan/

The shift between the two orders VSO and SVO in the language of Arabic newspapers

provides a piece of evidence. Watson (1999) observes that the headlines of Arabic news-

paper usually take the SVO order, while the same message is repeated in the first line

but in VSO order. As an example consider (72) and (73).
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(72) A�K. ð �Pð
�

@ ��é

�
Ëñ �¢��. �Ñ

��	¢�	J��K A�J
 	K A �ÜÏ
�

@ [Headline SVO]

Palma:nja:

Germany.nom
tunaDQDQimu
organise.3.sg.prs

butQu:latu
championship.acc.sg.f

Puru:b:

Europe.gen
‘Germany organizes the European Championship.’

(73) A�K. ð �Pð
�

@ ��é

�
Ëñ �¢��. A�J
 	K A �ÜÏ

�

@ �Ñ

��	¢�	J��K [First Sentence VSO]

tunaDQDQimu
organise.3.sg.prs

Palma:nja:

Germany.nom
butQu:latu
championship.acc.sg.f

Puru:b:

Europe.gen
‘Germany organizes the European Championship.’

The headline sentence begins with the subject to attract the attention of the reader

to the winner of the right of hosting the championship. In this case, the name of the

winner is the focus. It is Germany, not Turkey. This is not the case in the first sentence

because the reader already knows who the winner is. Traditionally, (73) is dealt with as

a simple verbal sentence that consists of a verb and its subject and object. On the other

hand, (72) is dealt with as a sentence, whose predicate is a complete verbal sentence.

To account for this, Arabic grammarians assume a hidden pronoun that plays the role

of the subject of the verb and refers to the initial NP as indicated in (74).

(74) @ �Y 	Jë� ( �ñ �ë) �H. �Qå�	� �Y ��Ò�m �×

muèammadun
Mohammad.nom.sg.m

dQarab-a
hit.3.sg.m.pst

(huwa)
(he).nom.3.sg.m

hind-n
Hend.acc.sg.f

‘Mohammad hit Hend’.

The most important syntactic principle in the traditional Arabic grammatical theory

is alQamal (É �Ò �ªË
�
@ ‘governance’). According to this principle, every case marker is defi-

nitely an effect of a specific governor- typically overt, and can be covert (abstract). The

notion of “abstract governor” has generally been developed to deal with the cases of the

absence of the overt governor, and particularly to deal with the absence of the assigner
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of the nominative case for the initial NP (the subject or the topic) in both verbless and

verbal sentences. In NP-initial sentences, the NP, which occupies the first position, is

assigned the nominative case by an abstract governor, no matter what follows. How-

ever, a debate has arisen on what assigns the nominative case of the NP-predicate. Some

grammarians have proposed that it is the subject that assigns the nominative case of

the predicate, others have suggested that both the subject and the abstract governor

assign it together, and a third group has assumed both the subject and the predicate

assign the case of each other mutually. However, none assumed that verbless clauses

have a hidden copula.

In modern Arabic linguistics, one debate has arisen on whether verbless sentences con-

tain a silent copula (González-Rivera, 2010, p. 116). While Bakir (1980) and Fassi

(1993) suggest that there is a silent copula in Arabic verbless sentences, Benmamoun

(2008, 2000) rejects this assumption and provides the following two arguments against

the existence of the silent copula:

• The overt copula assigns an accusative case to the predicate as in (75), but in

copula-less clauses, both the subject and the predicate are assigned a nominative

case as in (76).

(75) @ �XP�A
�K.
��ñ�m.Ì'@

�	àA
�
¿

ka:na
be.3.sg.pst.m

alÃawwu
weather.nom.sg.m.def

ba:ridan
cold.acc.sg.m

‘The weather was cold’.

(76) �XP�A
�K.

��ñ�m.Ì'
�
@

alÃawwu
weather.nom.sg.m.def

ba:ridun
cold.nom.sg.m

‘The weather is cold’.
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• In Arabic, the copula appears in past and future and only disappears in the

present, which requires, given a silent copula, a deletion rule.

In generative transformational grammar, small and verbless clauses are considered a

projection of a functional head, i.e., (pred0) (Bowers, 2001), (5.2: a), tense (Benmamoun,

2008, 2000),(5.2: b), or an abstract functional head that can be a verb, a tense, or a

copula, overt or covert (Den Dikken, 2006) (5.2: c). The latter was adopted by González-

Rivera (2010) to deal with Spanish verbless small clauses.

(a)

PredP

XP Pred′

Pred
ϕ

XP

(b)

TP

XP T′

T XP

(c)

RP

XP R′

R XP

Figure 5.2: Syntactic structure of verbless sentences in generative grammar

While it is allowed in the transformational paradigm to have a deleted copula using

a deletion rule, in non-transformatinoal frameworks, no deletion rules are allowed. In

Lexical functional grammar, for instance, neither deletion rules, nor empty categories

are allowed (Attia, 2008a, p. 95). The question has been whether to deal with the

post-copula complement, and as part of the discussion the predicate in the copula-less

clauses, as an open complement (XCOMP) or as a closed complement (PREDLINK).

Dalrymple et al. (2004) have claimed that a unified approach cannot be realized either

cross-linguistically, or within the same language. To provide an answer to this question,

they have differentiated between two situations:

• The optional existence of the copula

If the occurrence of the copula is optional, then the predicate can function as
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a sentential head and consequently subcategorize for the subject, as is the case

in the Japanese adjectives. In this case, a single-tier analysis, in which the ad-

jective functions as the head of the predicate clause, is suggested (Attia, 2008b;

Nordlinger & Sadler, 2007). The following example is taken form (Dalrymple et

al., 2004).

(77) hon
book

wa
Top

akai
red

‘This book is read’

PRED ’red <(↑SUBJ)>’

SUBJ PRED ’book’

Figure 5.3: Dalrymple’s Analysis for the Japanese sentence: hon wa akai.

• The obligatory existence of the copula

On the other hand, if the occurrence of the copula is obligatory, then the predicate

cannot function as a sentential head and consequently cannot subcategorize for the

subject, as is the case in the Japanese nominals. Instead, a double-tier analysis, in

which the copula functions as the head of the predicate clause, is suggested (Attia,

2008b; Nordlinger & Sadler, 2007). In this case, the post-copula complement can

be represented either as an open function, i.e., XCOMP, or as a closed function,

i.e., PREDLINK, depending on the individual properties of each language.

Attia (2008b) chooses the double-tier closed function as a default for a wide

range of coupla constructions. Following Nordlinger and Sadler (2007), Attia deals

with Arabic copula-less clauses as having a main predictor, null-be, to satisfy

the coherence condition in LFG and to provide some information like tense and

negation as shown in the example (78), its phrase structure and its f-structure.
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(78) �I. Ë�A �£ �ñ �ë

huwa
he.nom.3.sg.m

tQa:libun
student.nom.sg.m

‘He is a student’

S Ð→ NP
(↑ SUBJ)=↓

ϵ
(↑ PRED)=’null-be <SUBJ, PREDLINK>’

(↑ TENSE)=pres

NP ∨ AP
(↑ PREDLINK)=↓
(↓ GEND)=(↑ SUBJ GEND)
(↓ NUM)=(↑ SUBJ NUM)

PRED ’null-be <(↑SUBJ) (↑PREDLINK)>’

SUBJ PRED ‘he’

PREDLINK PRED ‘student’

TENSE present

Figure 5.4: Attia’s Analysis for the Arabic sentence: huwa tQa:libun.

In head driven phrase structure, Sag, Wasow and Bender (1999) have introduced a

constructional analysis of the absence of the copula in African American Vernacular

English (AAVE). In AAVE, copula-less sentences are possible as in (79).

(79) You in trouble. (Bender, 2001)

To remain surface-oriented, they rejected both empty categories and deletion rules.

Instead, they suggested a structural analysis of the copula-less clauses as finite ones

composed of a noun phrase and a predicative phrase. These clauses are referred to as

zero-copula-phrases.

Shortly, three different analyses have generally been proposed for Arabic verbless clauses:

small clause analysis, silent copula analysis and tense projection analysis. Each one has

been formalized according to the adopted approach. The small clause analysis is not

suitable for Arabic verbless sentences because they are tensed. Benmamoun (2008,

2000) uses the case assignment as a basic argument against the silent-copula analysis

and claims that Arabic verbless sentences are projections of a tense phrase. Aoun et al.

(2010) follow the same approach. This analysis entails that both the copula and the T
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select for the same set of complements which is not true. Normally, the T has either VP

or NegP as its complements. In this analysis, it exactly behaves like a copula selecting

for the same type of phrases. Moreover, the functional T analysis does not explain why

both copula sentences and copula-less sentences have the same range of complements.

The same applies to the existential clauses, which are completely the same regardless

of the existence or the absence of the copula (Alotaibi, 2018, p. 222-224).

Since the accusative case is assigned in the past and future by the copula, i.e., the case

and its marker follow the overt occurrence of the assigner in the clause, the covertness

of the assigner entails the absence of its effect. This does not mean there is neither a

covert copula nor an invisible state verb. This can be described as the default case, in

which the two nominative cases are assigned by an invisible state verb (state of being).

The assumption that there is a state verb is motivated by the fact that the copula-less

clauses are sentences that happen through a time. This means that some verb should

be assumed in the (80) that has the meaning /ju:Ãadu/ ‘exists’ or /jaku:nu/ ‘is’.

(80) É�
�Ò �ªË@ ú


	̄
�

��ú
Î
�«

Palijj-un
Ali.nom.sg.m

fi:l-Qamal-i
in the-wor.gen.sg.m.def

‘Ali is at work.’

This was even suggested by classical Arabic grammarians, who allowed a predicative

relation between a noun phrase, as a subject, and an adverbial phrase, as a predicate,

assuming the adverbial phrase is related to either a hidden noun phrase /ka:Pin/ ‘being’

or a verb /Pistaqara/ ‘stay (in a certain place)’. On the one hand, I agree with the

principle that an invisible element exists, but disagree, on the other, with the possibility

of having a hidden noun phrase as the real predicate modified by the overt adverbial

phrase. This can be described a problem transmission from a problematic overt adverbial

phrase that occurs in the position of the predicate to another problematic covert noun

phrase.

This general rule is overridden by some other special rules related to the verbless clauses,

i.e., special rule > general rule. Arabic verbless sentences can be preceded, for example,
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by a special group of articles referred to as Pinna waPaxawa:tuha: ( A�î��E @ �ñ �	k
�

@ �ð

��	à@
�) resulting
in a syntactic change by assigning an accusative case to the subject as shown in (81).

Similarly, if the copula appears at the surface, it yields a syntactic change by assigning

an accusative case to the predicate.

(81)
�	��
Q�

�Ó
�
É �g. ��QË @

��	à@
�
Pinna
Indeed

arraÃula
man.acc.sg.m.def

mari:dQun
sick.nom.sg.m

‘Indeed the man is sick.’

Benmamoun’s second argument is related to the need of a deletion rule in the present

tense. This argument can be valid if all frameworks allow for deletion. As is well known,

nontransformational approaches do not allow for such deletion rules. A string can simply

be empty. The proposed mechanism deals with Arabic in the same way. In the applied

approach, nouns are typical arguments, whereas both adverbs and adjectives function as

adjuncts, and each verb takes a specific number of arguments to constitute a sentence.

When the argument structure of the noun exports a referent that matches one of those

imported by the verb, the number of arguments required by the verb is reduced by

one. Each verb can be thought of as having two natural numbers (i, j), where i is the

number of arguments required by the verb, and j is the number of residual arguments

to complete the sentence, such that prior to any merge i = j, and every single merge

operation reduces j by 1. The sentence is complete when j = 0. This is similar to

Tesnière’s idea of valency and Chomsky’s idea of sub-categorization frames.

To make matters specific, the following points are considered in my treatment of Arabic

sentence structure:

• Subjects and predicates should sharply be distinguished from lexical categories

such as nouns and verbs.
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• Sentences are composed of two basic components, namely, a subject and a predi-

cate.

• The subject, as a component, can be a noun (phrase), a complimentizer phrase,

or a non-finite clause.

• the predicate1, as a component, can be composed of one of the following:

1. a verb without any complement (intransitive verb);

2. a verb with a complement/complements;

3. a copula-construction, or

4. a zero (covert) copula-construction.

Only (transitive) verbs, as a lexical category, can function alone as a predicate, i.e., can

occupy the position of the predicate component. Other lexical categories cannot and

need to combine with some other categories. The abstract functional head, suggested

by den Dikken (2006), is a relatively practical analysis. However, I disagree with this

analysis in the assumption that the relator is distinct from the XP predicate. I do not

assume a third component as den Dikken’s relator is part and parcel of the predicate,

both structurally and semantically.

5.2 Arabic sentence: A syntax-semantics interface

In this section, I show how to apply AMRS to both types of Arabic sentence and their

related phenomena.

5.2.1 Simple verbal sentence

The most important features of Arabic simple verbal sentences are (i) the predicate is

a verb phrase; (ii) the verb agrees with the subject in gender; and (iii) the order of

the predicative constituents can vary from the basic one (Ryding, 2005, p. 65). Let’s
1I mean ”in the syntactic notion
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consider the example (82) and see how this modified version of RS can be used as a

syntax-semantics interface for this type of sentences.

(82) ��ú
Î
�« �i�m.�

�	'

naÃaèa
succeed.3.sg.m.pst

Palijjun
Ali.nom.sg.m

‘Ali succeeded.’

This VS word order of (82) is represented in (5.5). In the merge operation, the verb

takes the role of the functor and the subject takes the role of the argument. If the output

name of the argument matches the input name of the functor, the merge succeeds, and

the variables are renamed in the same way of the original form of RS. In this example,

the variables match and the merge succeeds.

/ �i�m.�
�	'/ ◯,4

/naÃaèa/ ◯,5
⟨e ∶ △ ∶ CAT ∶ verb ∶∶⟩

NUM ∶ sg
PERS ∶ 3

⟨x ∶ ▽ ∶ CASE ∶ nom ∶∶⟩
NUM ∶ ⊺
PERS ∶ 3

x

succeed′(x)

●

/ ��ú
Î
�«/ ◯

/Palijjun/ ◯
⟨z ∶ △ ∶ CASE ∶ nom ∶∶⟩

NUM ∶ sg
PERS ∶ 3

z

z = Ali′

=

/ ��ú
Î
�« �i�m.�

�	'/ ◯
/naÃaèa Palijjun/ ◯

⟨e1 ∶ △ ∶ CAT ∶ verb ∶∶⟩
NUM ∶ sg
PERS ∶ 3

e1, x1

succeed′(e1) x1 = Ali′

agt′(e1) = x1

Figure 5.5: Representation and the merge of the sentence: naÃaèa Palijjun.

To account for the SV word order, another possibility is inserted but the horizontal

diacritic 4 is substituted with 5. This says that the verb expects an argument from

either sides. So, instead of having only one structural possibility in the case of intran-

sitive verbs, I add two: one to account for sentences that begin with the verb and the
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other for sentences that begin with the noun. The whole process proceeds in the same

way as shown in the semantic representation of (83) in (5.6).

(83) �i�m.�
�	' ��ú
Î

�«

Palijjun
Ali.nom.sg.m

naÃaèa
succeed.3.sg.m.pst

‘Ali succeeded.’

/ �i�m.�
�	'/ ◯,5

/naÃaèa/ ◯,4
⟨e ∶ △ ∶ CAT ∶ verb ∶∶⟩

NUM ∶ sg
PERS ∶ 3

⟨x ∶ ▽ ∶ CASE ∶ nom ∶∶⟩
NUM ∶ ⊺
PERS ∶ 3

x

succeed′(x)

●

/ ��ú
Î
�«/ ◯

/Palijjun/ ◯
⟨z ∶ △ ∶ CASE ∶ nom ∶∶⟩

NUM ∶ sg
PERS ∶ 3

z

z = Ali′

=

/ ��ú
Î
�« �i�m.�

�	'/ ◯
/naÃaèa Palijjun/ ◯

⟨e1 ∶ △ ∶ CAT ∶ verb ∶∶⟩
NUM ∶ sg
PERS ∶ 3

e1, x1

succeed′(e1) x1 = Ali′

agt′(e1) = x1

Figure 5.6: Representation and the merge of the sentence: Palijjun naÃaèa

5.2.2 Verbal sentences with transitive verbs

As is the case with intransitive verbs, the argument identification structures of transitive

verbs are not accessed one by one in a restricted order, but they can be skipped if their

information does not match. In other words, the argument identification structures are

G-accessed not E-accessed2. As an example of handling verbal sentences with transitive

verbs, I show how (84) is handled.

(84) A �ÒÊJ
 	̄�
�Yë� A

�����

�Y ��Ò�m �×

2See the two types of access in the access definition in section (3.4).
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muèammadun
Mohammad.nom.sg.m

juSa:hidu
watch.3.sg.m.prs

fi:lman
movie.acc.sg.m

‘Mohammad is watching a movie.’

In this order, the verb takes two arguments: one from its right side and one from its

left side. The merge in AMRS is fully associative. So, the verb can first merge with the

object and then the obtained constituent combines with the subject. The verb may also

combine with the subject and then the two with the object. I follow the first choice.

The verb /juSa:hidu/ / �Yë� A
�����
/ ‘is watching’ combines with the direct object /fi:lman/ /

A �ÒÊJ
 	̄�/ ‘a movie’ as shown in (5.7).

/ �Yë� A
�����
/◯,4,5

/juSa:du/ ◯,5,4

(

⟨e ∶ △ ∶ MOOD ∶ ind ∶∶⟩

⟨x ∶ ▽ ∶ CASE ∶ nom ∶∶⟩
NUM ∶ sg

PERS ∶ 3

⟨y ∶ ▽ ∶ CASE ∶ acc ∶∶⟩

e, x, y

watch′(e); act′(e) = x;
thm′(e) = y.

●

/ A �ÒÊJ
 	̄�/ ◯
/fi:lman/ ◯

⟨z ∶ △ ∶ CASE ∶ acc ∶∶⟩

z

movie′(z)

) =

⟨e1 ∶ △ ∶ MOOD ∶ ind ∶∶⟩

/ A �ÒÊJ
 	̄�
�Yë� A

�����
/ ◯,4
/juSa:du fi:lman/ ◯,5
⟨x1 ∶ ▽ ∶ CASE ∶ nom ∶∶⟩

NUM ∶ sg

PERS ∶ 3

e1, x1, y1

watch′(e1); act′(e1) = x1;
movie′(y1); thm′(e1) = y1.

Figure 5.7: Merge of the verb /juSa:du/ and its object /fi:lman/

The renaming process depends on whether the variable is identified or not; if it is

identified, it is appended 1, denoted here as x1 instead of x1, and if it is not identified,

the variables of the right DRS are appended 1, and those of the left DRS are appended

2. Here, the verb imports two arguments: one under the name nominative singular third

person and the other under the name accusative. The y variable in the DRS of the verb
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/juSa:hidu/ is identified with the z variable in DRS of the noun phrase /fi:lman/, so they

are renamed to x1. The other two variables in the DRS of the verb are not identified;

therefore, they are appended 1 as well because it is the left DRS. Then, both can merge

with the subject /muèammadun as represented in (5.8).

/ �Y ��Ò�m �×/ ◯
/muèammadun/ ◯

⟨z ∶ △ ∶ CASE ∶ nom ∶∶⟩
NUM ∶ sg
PERS ∶ 3

z

z = Mohammad′

●

⟨e1 ∶ △ ∶ MOOD ∶ ind ∶∶⟩

/ A �ÒÊJ
 	̄�
�Yë� A

�����
/ ◯,5
/juSa:hidu fi:lman/ ◯,5
⟨x1 ∶ ▽ ∶ CASE ∶ nom ∶∶⟩

NUM ∶ sg
PERS ∶ 3

e1, x1, y1

watch′(e1); act′(e1) = x1;
movie′(y1); thm′; (e1) = y1.

=

⟨e12 ∶ △ ∶ MOOD ∶ ind ∶∶⟩

/ A �ÒÊJ
 	̄�
�Yë� A

�����

�Y ��Ò�m �×/ ◯

/muèammadun juSa:hidu fi:lman/ ◯

e12, x11, y12

watch′(e12); x11 = Mohammad′;
movie′(y12); act′(e12) = x11;
thm′(e12) = y12.

Figure 5.8: Merge of the subject /muèammadun/ and the verb phrase /juSa:du fi:lman/

Using G-access, the merge between the verb and its two arguments succeeds whether the

order is /muèammadun juSa:hidu fi:lman/, i.e., SVO, or /fi:lman juSa:hidu muèammadun/,

i.e., OVS. The merge succeeds, if the intersection between the argument structure of

the verb /juSa:hidu/ and that of any of its two arguments is not empty. However, even

using G-access, this semantic structure does not account for the VP-initial clauses, i.e.,

VSO and VOS. The problem lies in the direction of the vertical diacritics. The above

structure states that the verb expects two arguments: one from its right side and one

from its left side. The flexibility, offered by the G-access mechanism, allows the two

arguments to exchange their positions, as long as they surround the verb, but both

cannot appear in the same side. Therefore, we make a disjunction relation between two

structures, such that the verb can have one argument at each side or two arguments

(only) at its left side. This is represented in (5.9) and (5.10) in which I follow the VSO

order.
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/ �Yë� A
�����
/◯,4,4

/juSa:hidu/ ◯,5,5
⟨e ∶ △ ∶ MOOD ∶ ind ∶∶⟩

⟨x ∶ ▽ ∶ CASE ∶ nom ∶∶⟩
NUM ∶ sg

PERS ∶ 3

⟨y ∶ ▽ ∶ CASE ∶ acc ∶∶⟩

e, x, y

watch′(e); act′(e) = x;
thm′(e) = y.

●

/ �Y ��Ò�m �×/ ◯
/muèammadun/ ◯

⟨z ∶ △ ∶ CASE ∶ nom ∶∶⟩
NUM ∶ sg
PERS ∶ 3

z

z = Mohammad′

=

⟨e1 ∶ △ ∶ MOOD ∶ ind ∶∶⟩

/ �Y ��Ò�m �× �Yë� A
�����
/ ◯,4

/juSa:hidu muèammadun/ ◯,5

⟨y1 ∶ ▽ ∶ CASE ∶ acc ∶∶⟩

e1, x1, y1

watch′(e1); act′(e1) = x1;
x1 = Mohammad′; thm′(e1) = y1.

Figure 5.9: Merge of the verb /juSa:du/ and the subject /muèammadun/

⟨e1 ∶ △ ∶ MOOD ∶ ind ∶∶⟩

/ �Y ��Ò�m �× �Yë� A
�����
/ ◯,4

/juSa:hidu muèammadun/ ◯,5

⟨y1 ∶ ▽ ∶ CASE ∶ acc ∶∶⟩

e1, x1, y1

watch′(e1); act′(e1) = x1;
x1 = Mohammad′; thm′(e1) = y1.

●

/ A �ÒÊJ
 	̄�/ ◯
/fi:lman/ ◯

⟨z ∶ △ ∶ CASE ∶ acc ∶∶⟩

z

movie′(z)

=

⟨e11 ∶ △ ∶ MOOD ∶ ind ∶∶⟩

/ A �ÒÊJ
 	̄�
�Yë� A

�����

�Y ��Ò�m �×/ ◯

/muèammadun juSa:hidu fi:lman/ ◯

e11, x11, y11

watch′(e11); x11 = Mohammad′;
movie′(y11); act′(e11) = x11;
thm′(e11) = y11.

Figure 5.10: Merge of the subject and the verb /juSa:du muèammadun/ with the object
the subject /fi:lman/

5.2.3 Verbal sentences with ditransitive verbs

As mentioned above in (5.1.1), Arabic verbless sentences can begin either with the

verb or with one of its arguments. If a sentence begins with one of the arguments, its

syntactic structure is similar to its German counterpart. In German main sentences,

the verb occurs at the second position and the arguments can flexibly change their
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positions. This is the same in Arabic. The verb can only be preceded by one argument,

regardless of which one it is, i.e., it occupies the second position. It is true that the

calculus is powerful enough to account for the flexibility of Arabic word order, but

it suffers from a limitation in the case of ditransitive verbs. Unlike German, which

distinguishes morphologically between accusative and dative objects, the two types of

objects are assigned in Arabic accusative case markers. In this part, I only focus on

the power of the calculus to account for the syntactic structure, and this limitation will

be discussed in the evaluation of the theory. (85) is an example of a sentence with a

ditransitive verb. The sentence begins with the verb followed by the subject and the

indirect object, and the direct object comes at the very end.

(85)
��è �	Q
K� A �g. A��J
Ê �«

�Y�Ôg
�

@ �i�	J �Ó

manaèa
give.3.sg.m.pst

Paèmadu
Ahmed.nom.sg.m

Qalijjan
Ali.acc.sg.m

Ãa:Pizatan
prize.acc.sg.f

‘Ahmed gave Ali a prize.’

There are no constraints on the order of the merge. The verb can consume its arguments

in any order, regardless of their positions. It can follow the order of the sentence starting

by consuming the subject followed by the indirect object and ending by the direct object.

It can jump to the direct object skipping both the subject and the direct object and

then consume either of them. Here, I show one possibility, say the order of the sentence

as it appears. The three merge steps are represented in (5.11), (5.12) and (5.13).
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/ �i�	J �Ó/◯,4,4,4
/manaèa/ ◯,5,5,5

⟨e ∶ △ ∶ MOOD ∶ ind ∶∶⟩

⟨x ∶ ▽ ∶ CASE ∶ nom ∶∶⟩
NUM ∶ sg

PERS ∶ 3

⟨y ∶ ▽ ∶ CASE ∶ acc ∶∶⟩

⟨z ∶ ▽ ∶ CASE ∶ acc ∶∶⟩

e, x, y, z

give′(e); act′(e) = x;
ben′(e) = y; thm′(e) = z.

●

/ �Y�Ôg
�

@/ ◯

/Paèmadu/ ◯
⟨z ∶ △ ∶ CASE ∶ nom ∶∶⟩

NUM ∶ sg
PERS ∶ 3

z

z = Ahmed′

/ �Y�Ôg
�

@ �i�	J �Ó/◯,4,4

/manaèa Paèmadu/ ◯,5,5
⟨e1 ∶ △ ∶ MOOD ∶ ind ∶∶⟩

⟨y1 ∶ ▽ ∶ CASE ∶ nom ∶∶⟩

⟨z1 ∶ ▽ ∶ CASE ∶ acc ∶∶⟩

e1, x1, y1, z1

give′(e1); act′(e1) = x1;
x1 = Ahmed′; ben′(e1) = y1;
thm′(e1) = z1.

=

Figure 5.11: Merge of the verb /manaèa/ and the subject /Paèmadu/

/ �Y�Ôg
�

@ �i�	J �Ó/◯,4,4

/manaèa Paèmadu/ ◯,5,5
⟨e1 ∶ △ ∶ MOOD ∶ ind ∶∶⟩

⟨y1 ∶ ▽ ∶ CASE ∶ nom ∶∶⟩

⟨z1 ∶ ▽ ∶ CASE ∶ acc ∶∶⟩

e1, x1, y1, z1

give′(e1); act′(e1) = x1;
x1 = Ahmed′; ben′(e1) = y1;
thm′(e1) = z1.

●

/ A��J
Ê �«/ ◯
/Qalijjan/ ◯

⟨z ∶ △ ∶ CASE ∶ acc ∶∶⟩

z

z = Ali′

=

⟨e11 ∶ △ ∶ MOOD ∶ ind ∶∶⟩

/ A��J
Ê �«
�Y�Ôg

�

@ �i�	J �Ó/ ◯,4

/manaèa Paèmadu Qalijjan/ ◯,5

⟨z11 ∶ ▽ ∶ CASE ∶ acc ∶∶⟩

e11, x11, y11, z11

give′(e11); act′(e11) = x11;
x11 = Ahmed′; ben′(e11) = y11.
y11 = Ali′; thm′(e11) = z11.

Figure 5.12: Merge of the verb and the subject /manaèa Paèmadu/ with the indirect
object /Qalijjan/
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⟨e11 ∶ △ ∶ MOOD ∶ ind ∶∶⟩

/ A��J
Ê �«
�Y�Ôg

�

@ �i�	J �Ó/ ◯,4

/manaèa Paèmadu Qalijjan/ ◯,5

⟨z11 ∶ ▽ ∶ CASE ∶ acc ∶∶⟩

e11, x11, y11, z11

give′(e11); act′(e11) = x11;
x11 = Ahmed′; ben′(e11) = y11.
y11 = Ali′; thm′(e11) = z11.

●

/
��è �	Q
K� A �g. / ◯/Ãa:Pizatan/ ◯

⟨z ∶ △ ∶ CASE ∶ acc ∶∶⟩

z

prize′(z)

=

⟨e111 ∶ △ ∶ MOOD ∶ ind ∶∶⟩

/ A��J
Ê �«
�Y�Ôg

�

@ �i�	J �Ó/ ◯,4

/manaèa Paèmadu/
/Qalijjan Ãa:Pizatan/◯,5

e111, x111, y111, z111

give′(e111); act′(e111) = x111;
x111 = Ahmed′; ben′(e111) = y111.
y111 = Ali′; thm′(e111) = z111;
prize′(z111).

Figure 5.13: Merge of the verb, the subject /manaèa Paèmadu Qalijjan/ with the direct
object /Ãa:Pizatan/

It is also very common to use the preposition /l/ /È/ ‘to’ before the indirect object which
is consequently assigned the genitive case as shown in (86). This does not make a big

difference in the merge process because in such a case, the verb imports a prepositional

phrase as its indirect object instead of importing a noun phrase.

(86) ��ú
Î
�ªË�

��è �	Q
K� A �g.
�Y�Ôg

�

@ �i�	J �Ó

manaèa
give.3.sg.m.pst

Paèmadu
Ahmed.nom.sg.m

Ãa:Pizatan
prize.acc.sg.f

liQalijjin
to-Ali.gen.sg.m

‘Ahmed gave Ali a prize.’

5.2.4 Pro-drop vs reduplicated arguments

In addition to flexible word order, verbal sentences exhibit two other contradictory

phenomena: pro-drop and reduplication of arguments. Arabic, like some other languages
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such as Italian and Spanish, allows for the possibility to drop the subject pronoun, when

the information provided by the subject pronoun can be recovered (Farghaly, 2010).

To the contrary, verbal sentences may contain one argument that is expressed twice.

Consider, for example, the following two sentences.

(87)
��é ��Òê� �ÜÏ @ ø

�X


@

Pada:

do.3.sg.m.pst
almuhimmata
job.acc.sg.f.def

‘He did the job.’

(88) �Y ��Ò�m �× �è
�

@Q��̄ �H. A

��Jº� Ë
�
@

alkita:ba
book.acc.sg.m.def

qaraPahu
read.3.sg.m.pst+it.acc.sg.m

moèammadun
Mohammad.nom.sg.m.

‘The book, Mohammad read it.’

In (87), the subject is dropped; however, its information can be recovered, thanks to

the verb subject agreement. That is, the subject of the verb /Pada:/ /ø �X


@/ ‘did’ is a

third person masculine singular. The null-subject is inserted in the lexicon as an empty

string, and the merge process proceeds exactly in the same way as the overt subject

because each verb has a specific number of required arguments to constitute a sentence.

This number is equal to the imported variables in the argument structure of the verb.

When the argument structure of the noun (overt or dropped) exports a referent that

matches one of those imported by the verb, the variable is consumed and the number

of the required arguments is reduced by one. The representation in (5.14) shows how

the empty string of the null-subject combines with the verb and its object.



126

/ / ◯

⟨z ∶ △ ∶ CASE ∶ nom ∶∶⟩
NUM ∶ sg
PERS ∶ 3
GEN ∶ masc

z

λz.z is_atomic_individual′
∧ z is_masculine′

●

⟨e1 ∶ △ ∶ CAT ∶ verb ∶∶⟩

/
��é ��Òê� �ÜÏ @ ø

�X


@/ ◯,4

/Pada: almuhimmata/ ◯,5
⟨x1 ∶ ▽ ∶ CASE ∶ nom ∶∶⟩

NUM ∶ sg
PERS ∶ 3
GEN ∶ masc

e1, x1, y1

do′(e1); act′(e1) = x1;
thm′(e1) = y1; task′(y1).

=

⟨e12 ∶ △ ∶ CAT ∶ verb ∶∶⟩

/
��é ��Òê� �ÜÏ @ ø

�X


@/ ◯

/Pada: almuhimmata/ ◯

e12, x11, y12

do′(e12); act′(e12) = x11;
thm′(e12) = y12; task′(y12)

λx11.x11 is_atomic_individual′

∧ z is_masculine′

Figure 5.14: Merge of the empty string of the null-subject with the verb and its object

On the other hand, the theme argument in (88) is expressed twice: one time as a noun

phrase in the accusative case and the second one as an anaphoric pronoun that agrees

with its antecedent. I suggest two solutions: the first is to deal with these anaphoric

pronouns as a special group of agreement suffixes that attach to the verb. In this case,

the number of the arguments imported by the verb remains unchanged. The second

is to allow the verb to have another argument, such that the third argument must be

an object pronoun that is equal to its antecedent and agrees with it. I preferred the

second solution in the practical implementation. Thus, to represent (88), I allow the

verb /qaraPa/ /
�

@ �Q��̄/ ‘read’ to import three arguments: the subject /muèammadun/, the

object /alkita:ba/ and the object pronoun /hu/ / �è/ ‘it’ which refers to the object

/alkita:ba/ and agrees with it in gender, case and number. It is also worth noting that

the pronoun and its antecedent can differ in case. This is usually referred to in the

literature as “left dislocation” as shown in (89) taken from Ross (1967, p. 424).

(89) My father, he’s Armenian, and my mother, she’s Greek.

To account for this syntactic structure, the verb /qaraPa/ has the two representations
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in (5.15).

/
�

@ �Q��̄/ ◯ 5 4 4

/qaraPa/ ◯4 5 5
⟨e ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ acc
⟨y ∶ ▽ ∶ CAT ∶ pro ∶∶⟩

CASE ∶ acc
⟨z ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom

e, x, y, z

read′(e); act′(e) = z;
thm′(e) = y; x = y

/
�

@ �Q��̄/ ◯ 5 4 4

/qaraPa/ ◯4 5 5
⟨e ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom
⟨y ∶ ▽ ∶ CAT ∶ pro ∶∶⟩

CASE ∶ acc
⟨z ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom

e, x, y, z

read′(e); act′(e) = z;
thm′(e) = y; x = y

Figure 5.15: Two representations for the verb /qaraPa/

The two representations account for one possible word order but for two possible cases

of the first argument. The antecedent can have either a nominative case or an accusative

case, but the word order remains as follows:

Arg1(noun) Verb Arg2(pro) Arg3(noun)

The three arguments can be represented as shown in (5.16).

/ �Y ��Ò�m �×/ ◯
/moèammadun/ ◯

⟨z ∶ △ ∶ CAT ∶ noun ∶∶⟩
CASE ∶ nom

z

z = Mohammad′

/ �H. A
��Jº� Ë

�
@/ ◯

/alkita:ba/ ◯
⟨z ∶ △ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ acc

x

book′(x)

/ �è/ ◯
/hu/ ◯

⟨z ∶ △ ∶ CAT ∶ pro ∶∶⟩
CASE ∶ acc

Figure 5.16: Representations for three arguments

Again, the merge operation is associative. The verb can merge with its three imported

arguments regardless of the order of the merge. If it is the case that the verb first merges

with the pronoun, the result will be as described in (5.17).
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/
�

@ �Q��̄/ ◯ 5 4 4

/qaraPa/ ◯4 5 5
⟨e ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ acc
⟨y ∶ ▽ ∶ CAT ∶ pro ∶∶⟩

CASE ∶ acc
⟨z ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom

e, x, y, z

read′(e); act′(e) = z;
thm′(e) = y; x = y

●

/ �è/ ◯
/hu/ ◯

⟨z ∶ △ ∶ CAT ∶ pro ∶∶⟩
CASE ∶ acc

=

/ �è
�

@Q��̄/ ◯ 5 4 4

/qaraPahu/ ◯4 5 5
⟨e1 ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x1 ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ acc
⟨z1 ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom

e1, x1, y1, z1

read′(e1); act′(e1) = z1;
thm′(e1) = y1; x1 = y1

Figure 5.17: Merge of the verb /qaraPa/ and the object pronoun

The verb phrase can then merge either with the subject or with the antecedent of the

pronoun. If it merges with the subject, the result in (5.18) is obtained.

/ �è
�

@Q��̄/ ◯ 5 4

/qaraPahu/ ◯4 5
⟨e1 ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x1 ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ acc
⟨z1 ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom

e1, x1, y1, z1

read′(e1); act′(e1) = z1;
thm′(e1) = y1; x1 = y1

●

/ �Y ��Ò�m �×/ ◯
/moèammadun/ ◯

⟨z ∶ △ ∶ CAT ∶ pro ∶∶⟩
CASE ∶ acc

z
z = Mohammad′

=

/ �Y ��Ò�m �× �è
�

@Q��̄/ ◯ 5

/qaraPahu muèammadun/ ◯4
⟨e11 ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x11 ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ acc

e11, x11, y11, z11

read′(e11); act′(e11) = z11;
thm′(e11) = y11; x11 = y11;
z11 = Mohammad′

Figure 5.18: Merge of the verb /qaraPa/ and the object pronoun with the subject

Finally, the whole clause can merge with the remaining argument to get a whole sentence

with a duplicated argument as shown in (5.19).
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/ �H. A
��Jº� Ë

�
@/ ◯

/alkita:ba/ ◯
⟨z ∶ △ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ acc

z

book′(z)

●

/ �Y ��Ò�m �× �è
�

@Q��̄/ ◯ 5

/qaraPahu muèammadun/ ◯4
⟨e11 ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x11 ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ acc

e11, x11, y11, z11

read′(e11); act′(e11) = z11;
thm′(e11) = y11; x11 = y11;
z11 = Mohammad′

=

/ �Y ��Ò�m �× �è
�

@Q��̄ �H. A

��Jº� Ë
�
@/ ◯

/alkit:ba qaraPahu muèammadun/ ◯

⟨e112 ∶ △ ∶ CAT ∶ verb ∶∶⟩

e112, x111, y112, z112

read′(e112); act′(e112) = z112;
thm′(e112) = y112; x111 = y112;
z112 = Mohammad′; book′(x111)

Figure 5.19: Whole sentence with a duplicated argument

In the previous example, I showed how to capture the three arguments if the first

argument has the accusative case. Similarly, the verb can import them if the first

argument is in the nominative case. The difference lies in the value of the case attribute.

5.2.5 Verbless sentence

In section (5.1.2), I discussed in some detail the proposed analyses for the copula-less

structures both in transformational and nontransformational approaches. I also argued

for the covert copula, and accordingly the copula in Arabic has two semantic structures:

1. The argument structure of the overt copula imports a noun phrase in the nomina-

tive case and another noun/adjective phrase in the accusative case, or an adverbial

phrase.

2. The empty string of the covert copula (or state verb) is distinct from the overt

one in two points:

• The two imported phrases are in nominative case.

• It is always in the present tense.

The following two representations in (5.20) show the difference between the two types

of copula 3.
3Tense and properties are dealt with as parameters and they will be discussed in detail in the

chapter devoted to parameters. In this representation, I ignored tense and introduced the property
variable p.
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/
�	àA
�
¿/ ◯,4,4

/ka:n-a/ ◯,4,4
⟨e ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x ∶ ▽ ∶ CASE ∶ nom ∶∶⟩
⟨y ∶ ▽ ∶ CASE ∶ acc ∶∶ p⟩

x, p

p(x)

/ / ◯,4,4
⟨e ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x ∶ ▽ ∶ CASE ∶ nom ∶∶⟩
⟨y ∶ ▽ ∶ CASE ∶ nom ∶∶ p⟩

x, p

p(x)

Figure 5.20: Two representations of the overt copula and the empty string

As an example, I explain how the merge process proceeds in the case of the absence of

the copula as in (90).

(90) �I. �
J.�
�£ ��ú
Î

�«

Palijjun
Ali.nom.sg.m

tQabi:bun
doctor.nom.sg.m

‘Ali is a doctor’

Assuming that /Palijjun/ / ��ú
Î
�«/ ‘Ali’ and tQabi:bun / �I. �
 J.�

�£/ ‘doctor’ have the two

semantic structures in (5.21), the covert copula, i.e., the empty string, imports either of

them first and then the other. If it first merges with the second argument to compose

the predicate component, then the result will be as shown in (5.22).

/ ��ú
Î
�«/ ◯

/Palijjun/ ◯
⟨x ∶ △ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom

z

z = Ali′

/ �I. �
J.�
�£/ ◯

/tQabi:bun/ ◯
⟨z ∶ △ ∶ CAT ∶ noun ∶∶ p⟩

CASE ∶ nom

p

p = doctor′

Figure 5.21: Semantic structures of /Palijjun/ and /tQabi:bun
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(

/ / ◯,4,4
⟨e ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom
⟨y ∶ ▽ ∶ CAT ∶ noun ∶∶ p⟩

CASE ∶ nom

x, p

p(x)

●

/ �I. �
J.�
�£/ ◯

/tQabi:bun/ ◯
⟨z ∶ △ ∶ CAT ∶ noun ∶∶ p⟩

CASE ∶ nom

p
p = doctor′

)=

/ �I. �
J.�
�£/ ◯ 5

/tQabi:bun / ◯4
⟨e1 ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x1 ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom

x1, p

p(x1); p = doctor′

●

Figure 5.22: Merge of the empty string of the covert copula with the second argument

Then, the predicate component can merge with the subject as shown in (5.23).

/ ��ú
Î
�«/ ◯

/Palijjun/ ◯
⟨z ∶ △ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom

z
z = Ali′

/ �I. �
J.�
�£/ ◯ 5

/tQabi:bun / ◯4
⟨e1 ∶ △ ∶ CAT ∶ verb ∶∶⟩
⟨x1 ∶ ▽ ∶ CAT ∶ noun ∶∶⟩

CASE ∶ nom

x1, p

p(x1); p = doctor′

● =

/ �I. �
J.�
�£ ��ú
Î

�«/ ◯
/ Palijjun tQabi:bun / ◯

⟨e12 ∶ △ ∶ CAT ∶ verb ∶∶⟩

x11, p

p(x11); p = doctor′

Ali(x11)

●

Figure 5.23: Merge of the predicate component with the subject

5.3 Summary

AMRS is a morphologically motivated theory of semantic composition. This raises ques-

tions on its adequacy to handling the syntactic aspects of language. From a structural

perspective, Arabic represents an excellent case study to show the powerful mechanism

of AMRS to account for complex phenomena such as flexible word order, null-subject

and copula-less clauses in a tensed environment. In this chapter, I introduced in some

detail the syntactic structure of Arabic. I started with a distinction between two no-

tions: word order and sentence type and showed that Arabic has two different types of

sentences: verbal sentences and verbless (copulaless) sentences, and it also has flexible
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word order. Verbless sentences are main sentences without a verb or an overt copula.

Three famous analyses have been introduced to deal with the absence of the copula,

namely, the small clause analysis, the silent copula analysis and the functional head

analysis. I dealt with the null-subject and covert copula as empty strings. The null-

subject information can be recovered thanks to the verb subject agreement. The empty

string of the covert copula differs from the overt copula in two aspects: it is always

in the present, and the two imported phrases are assigned the nominative case. The

latter is considered a default case, whereas the existence of the copula has a special rule

which overrides the rule of the general case. All the solutions provided in this chapter

are supported with examples that show the powerful mechanism of AMRS to handle

the syntactic structure of Arabic and its related phenomena.



Chapter 6

Parameters: Properties, Tense and Aspect

The proper semantics of any sentence must account for the parameters that affect its

meaning. These parameters include, among others, properties, tense, aspect, and world.

AMRS includes parameters as the fourth component of the argument identification

statement. By adding it, an AIS is a quadruple ⟨x ∶ δ ∶ Ξ ∶∶ P⟩, where x is a variable, δ is

a diacritic; Ξ is a pair of AVSs; and P is a pair of parameters. Theoretically, the calculus

allows to add as many parameters as one needs, but I add only three: properties, tense

and aspect. In this chapter, I show the significance of parameters and the mechanism

of handling them.

6.1 Properties

Kracht (2016) provides three reasons for introducing properties. The first is because

they are different from all kinds of entities. The second is because they help solve the

technical problems of assigning meanings to inflectional morphemes and finally due

to the lack of a direct mechanism for abstraction. That is, in addition to objects and

events, properties should be assumed. To argue for his assumption, Kracht compares

the two sentences in (91) and (92).

(91) John is the fool.

(92) People call John a fool.

While (91) refers to John as that individual, (92) denotes John who has the prop-

133
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erty of being fool. Another piece of evidence comes from syntax. Objects appear after

demonstrative pronouns, but properties do not, as shown in (93) (Kracht, 2016, p. 171).

(93) *People call John this fool.

This means that noun phrases can denote either an object or a property. He gives an

additional piece of syntactic evidence from what is referred to as “lack of discourse

markers” in Hungarian. When a noun phrase denotes a property, no back anaphoric

reference is allowed.

Moreover, Kracht argues in favor of properties from a semantic point of view. The

semantic evidence comes basically from the so-called non-intersective adjectives. It has

largely been agreed upon that adjectival modifiers are not semantically equal, but there

are different kinds of adjectival modifications (Lassiter, 2015). This means that nouns

and adjectives do not combine in the same way. Therefore, a typology of the relationship

between nouns and adjectives has long suggested in formal semantics. For an arbitrary

adjective A and an arbitrary noun N, the relationship between A and N can be one

of the following, using entailment and substitution failure test, due to Siegel (1976)

(examples are taken from (Lassiter, 2015; Partee, 2003)):

• A is an intersective adjective if and only if for all N, JANK = JAK ∩ JNK. An
example is vegetarian.

(94) Al is a vegetarian farmer; Al is a cellist.

⊧ Al is a farmer.

⊧ Al is a vegetarian cellist.

• A is a subsective adjective if and only if for all N, JANK ⊆ JNK. An example is

skillful.

(95) Al is a skillful farmer; Al is a cellist.

⊧ Al is a farmer.

⊭ Al is a skillful cellist.

• A is a non-subsective adjective if and only if for all N, there is at least one N

such that JANK ⊈ JNK. An example is alleged.
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(96) Al is an alleged forger; Al is a pickpocket.

⊭ Al is a forger.

⊭ Al is an alleged pickpocket.

• A is a privative if and only if for all N, JANK∩ JNK = ϕ. An example is fake, since

no fake gun is a gun.1.

This means that in addition to intersective adjectives, subsective adjectives include

non-intersective adjectives. As shown in (95), having the property of being a farmer,

Al is skillful, but this does not mean Al is a skillful cellist. A skillful farmer might be

a very bad cellist or might also be a skillful one, but it is not a must. If an adjective is

intersective, it can be supposed that the adjective attributes a property to an object,

but this cannot be the case if the adjective is non-intersective, because such a type of

adjectives modifies a property rather than attributing a property to an object (Kracht,

2016, p. 174). This applies to the gradable adjectives like /tall/, /small/ and /big/. In

order to get an appropriate interpretation of a modified noun like a /small elephant/ or

a /big turtle/, the standard of comparison, which can only be calculated with respect

to a relevant comparison class, should be specified (Kennedy 2007). A very expensive

T-shirt is clearly very cheap if compared to a modern car, and the biggest housefly is

obviously very small if compared even to the smallest elephant and so on. (97) is an

illustrative example form Partee (1995).

(97) Win is a tall 14-old-boy.

Win is a basketball player.

⊭ Win is a tall basketball player.

According to Kracht, the mystique of the semantics of the non-intersective adjectives

can be avoided using properties- either as sorts of their own or as individual concepts.

The problem of associating meanings to morphemes is another piece of evidence pro-

vided by Kracht in the favor of properties. AMRS presumes a meaning for each and

every morpheme, e.g., the plural morpheme, such that every time the plural morpheme,

for instance, is attached to a given stem, it gives a group of things satisfying this prop-

erty. But consider the example in (98) from Kracht (2016).
1No full consensus on the existence of this type of adjectives. Partee (2003) argues that it does not

truly exist
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(98) quattuor magni mures.

four big mice.

If a meaning is associated each time to the plural morpheme, the result would be a

group of big mice in addition to its being a group of big things and a group of four

elements. This begs the question: is a group of big mice a group of big things? Again,

the problem is related to the relevant comparison class. That is, on the one hand, it

can be considered a group of big things if we talk about mice, but, on the other, they

are definitely a group of small things if we talk about mammals. Kracht’s suggested

solution is to take adjectives and nouns as denoting properties and the numeral as

forming a group of properties (Kracht, 2016, p. 175). The final reason for the necessity

of properties is the lack of an abstraction mechanism to get a property from individuals

and groups. So, instead of dealing with nouns as objects and adjectives as modifiers of

these objects, AMRS proposes that the meaning of adjectives is a function that takes

a property as its argument and returns another property. The given property is then

attributed to the noun. This simply means that adjectives modify properties rather than

objects, and the result is a modified property rather than a modified object. Parameters

are associated with particular variables, and whenever an object variable is shared, the

parameter variable is shared in parallel, as shown in figure (6.1) (Kracht, 2016).

/Q�
J.�
�
»/ 5

/kabi:r/ 4
⟨x ∶ ◇ ∶ n ∶∶ p → p′ ⟩

x, p, p′

p′ ≐ big′(p)

Figure 6.1: Representation of the adjective /kabi:r/

The representation of the adjective /kabi:r/ /Q�
�J.
�
»/ ‘big’ in (6.1) shows how adjectives
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modify properties; it takes p as its argument and gives a modified property p′. Nouns,

on the other hand, do not modify parameters as represented in figure (6.2).

/P
�

A�	̄/ ◯

/faPr/ ◯

CAT ∶ noun
PERS ∶ 3⟨x ∶ △ ∶
GEND ∶ masc
NUM ∶ sg

∶∶ ⟩p

x, p

p ≐ mouse′

Figure 6.2: Representation of the noun/faPr/

The result of the merge between the adjective and the noun is a property of a modified

property as reflected in figure (6.3).

/Q�
�J.�
�
» �P

�

A�	̄/ ◯

/faPrun kabi:run/ ◯
PERS ∶ 3

⟨x ∶ △ ∶ GEND ∶ masc
NUM ∶ sg

∶∶ ⟩p′

x, p, p′

p ≐ mouse′;
p′ ≐ big′(p).

Figure 6.3: Merge of the noun /faPrun/ and the adjective /kabi:run/

Unlike non-intersective adjectives, the merge of an intersective adjective and a property

is a conjunction of a modified object and a property, since intersective adjectives modify

objects. This means that intersective adjectives do not take properties as arguments but

objects as shown in the representations of the adjective /naba:ti:/ /ú

�G� A
�J.
�	K/ ‘vegetarian’
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and the noun /SaxsQ/ /�	m�
���/ ‘person’ in figure (6.4).

/ú

�G� A
�J.
�	K/ =

/naba:ti:/ <
⟨x ∶ ◇ ∶ n ∶∶ p → p′ ⟩

x, p, p′

p′ ≐ λx.vegetarian′(x)∧ p(x)

/�	m�
���/ ◯

/SaxsQ / ◯
⟨x ∶ △ ∶ n ∶∶ p⟩

x, p

p ≐ person′

Figure 6.4: Representation of the noun /SaxsQ/ and the adjective /naba:ti:/

Given the variable is identified, the obtained result is represented in figure (6.5).

/ ��ú

�G� A
�J.
�	K ��	m�

���/ ◯
/SaxsQun naba:tijjun/ ◯
⟨x ∶ △ ∶ n ∶∶ p′ ⟩

x, p, p′

p ≐ person′′
p′ ≐ λx.vegetarian′(x)∧ p(x)

Figure 6.5: Merge of the noun /SaxsQun / and the adjective /naba:tijjun/

Properties are divided into two types: individual level like “man” and stage level like

“president” (Kracht, 2016, p. 180-181). In the definition of the AIS, a parameter is sup-

posed to consist of a pair ⟨ρ, y⟩, where ρ is the name of the parameter and y is a variable,

but so far only variables are used because only one parameter, i.e., properties, is dealt

with. However, from now, both parameter names and variables will be used, since more

than one parameter will be included. That is, noun phrases are considered properties

in a specific time. The attribute PROP is used for the former and the attribute PRED

is used for the latter as shown in figure (6.6).
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/ 	YJ
Ò� Ê�K�/ ◯
/tilmi:D/ ◯

PROP ∶ p
PRED ∶ t

⟩⟨x ∶ △ ∶ n ∶∶

x, p, t

p ≐ pupil′(t)

/ÉK
ñ�
�£/ <

/tQawi:l/ <
PROP ∶ p → p′

PRED ∶ t
⟩⟨x ∶ ◇ ∶ n ∶∶

x, p, p′, t

p′ = tall′(p)(t)

Figure 6.6: Representation of the noun /tilmi:D/ and the adjective /tQawi:l/

Figure (6.6) shows that the attribute value concept used for names is also used for

parameters. That is, in the case of names, attributes like NUM for number and PERS

for person are used, and likewise, in the case of parameters, PROP is used for properties

and PRED for prediction time. Parameters are handled using the so-called parameter

handling statement, or PHS, which is defined, given P is a set of parameter names, as:

Definition 23. A parameter handling statement over P is either a partial function from

P and values from the set of referents; this type is called simplex. Or it is a partial

function from P with values being pairs of referents. This type is called duplex (Kracht,

2016, p. 181-182).

6.2 A three-parameter theory of time

The concept of time in natural language has been the focus of a large amount of research

in a variety of disciplines, and there have been several attempts to explicitly and pre-

cisely formalize the relation between time and the use of tense in language (W. Klein,

1994; Comrie, 1985, 1976; Declerck, 1995, 1991, 1986; Reichenbach, 1947). These at-

tempts can be dated back to Aristotle; however, the work of Reichenbach (1947) is

considered a turning point in the way of describing this relation. In his influential work,

he has suggested three points of time that should be considered:

• Point of speech, defined as the “time point of the token” and referred to with the

initial S.

• Point of event, that specifies the time of the predicate in the sentence and referred

to with the initial E.
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• Point of reference, referred to with the initial R.

The point of reference varies from one tense to another, but it is relevant to all tenses.

The example in (99), taken from (Reichenbach, 1947, p. 288), shows how the three

points are specified on the time axis (see also (Declerck, 1986)).

(99) Peter had left.

The point of the speech is when the token is produced, the point of the event is when

Peter went, and the point of reference is in between (however is determined by the

context). In this example, it is clear that the time of event is before the time of reference,

and both are before the time of speech, as shown at the time axis:

E R S
Past perfect

This applies to other tenses as well. However, some time points can be simultaneous.

That is, in the present perfect, the point of speech and the point of reference are si-

multaneous, and both are after the point of event. In the present tense, the three time

points are simultaneous. This can also be described using the time axis:

E S, R
Present perfect

S, R, E
Present tense

Reichenbach’s system has been criticized for several reasons, most importantly, for the

over-generation of possible tenses, for providing only one reference point for all tenses,

even complicated ones which require more than one reference point and finally for

its inadequacy to deal with the so-called “during the preceding week” time (Declerck,

1986). Comrie (1985) has tried to avoid such limitations and to develop a general

theory of tense. He defines tense as “the grammaticalization of location in time”, i.e.,

the grammaticalized expressions of when a situation is located in time. This location in
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time is relative to a deictic center that can be the present moment or a reference point

that can be understood from the context. If the present moment, i.e., now, is taken

to be the deictic center, the grammatical expression of time reference is referred to as

“absolute tense”, and this category includes past, present and future. If “now” is the

deictic center, situations are located before (anterior) in the past tense, simultaneous

in the present tense or after (posterior) in the future:

• Present tense: E simul S, e.g. I do my homework.

• Past tense: E before S, e.g. I did my homework.

• Future tense: E after S, e.g. I will do my homework.

Comrie has completely disregarded the point of reference in describing the absolute

tenses and considered only two points: the point of speech and the point of event. On

the other hand, relative tenses are described relative to a point of reference given by the

context. This reference point can be the present moment, but the difference between

absolute and relative lies in the obligatory specification of the present time as a reference

point in the former and the optionality in the latter. Non-finite verb forms in English

are examples of relative tenses that have relative time reference.

A further distinction has been made between “pure absolute tenses”, in which the point

of situation is directly described relative to the point of speech as in the past tense,

and “absolute-relative tenses”, in which the point of situation is related to the point of

speech via one or more intermediate reference times as in the past perfect (Declerck,

1995). Absolute-relative tenses include past perfect, future perfect, future in future and

future in past. They are described as follows:

• Past perfect: E before R before S, e.g. Before he joined the university, he had

become a millionaire.

• Future perfect: E before R after S, e.g. By this time next year, I will have com-

pleted my PhD.

• Future in the future: E after R after S, e.g. At midnight, I will be traveling to

USA.
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• Future in the past: E after R before S, e.g. I did not imagine, he would get a

position at Google.

Two observations should be noted:

(i) Comrie’s analysis does not deal with continuous forms as separate tenses.

(ii) It does not distinguish between past tense and present perfect.

Both observations are justified in the light of Comrie’s basic assumption of tense as only

“location in time”. That is, the difference between “John plays” and “John is playing”

is not one of tense because in both sentences the situation holds at the present time,

i.e., both have absolute present tense, but rather is one of aspect which is a different

way of “viewing the internal temporal constituency of a situation” (Comrie, 1976, p.

3). The present tense form represents the situation as “a single unanalyzable whole”,

whereas the present continuous form makes an explicit reference to “the internal tem-

poral structure”. On the other hand, Comrie has not distinguished between past tense

and present perfect except for “current relevance” and not in terms of location in time.

That is, the term “perfect” refers to a past situation with a present relevance as in “His

arm has been broken.” (Comrie, 1976, p. 12).

In terms of the way of viewing the internal temporal constituency of the situation,

Comrie distinguishes between perfective as a way of looking at the situation from out-

side without distinguishing the internal structure, and imperfective as a way of looking

at the situation from inside. Similar to tense, aspect, as a functional category, can be

expressed by different means, including inflectional morphology or periphrasis. A basic

difference between tense and aspect in Comrie’s theory is the existence versus the non-

existence of a relation to a deictic center. He states that aspect is non-deictic, i.e., is

completely independent of any relation to any other point time (Comrie, 1985, p. 14).

His theory has been reconsidered by Klein (1994), particularly for two points: the tem-

poral relation expressed by tense and whether aspect also expresses a temporal relation

or not. Klein, whose terminology and implementation is adopted in this work, has

proposed three parameters (W. Klein, 1994, p. 3-9):

• Time of topic (TT), the time for which an assertion or a claim is made.
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• Time of situation (TSit), the time of the predication.

• Time of utterance (TU), the time at which the utterance is made.

The example in (100), taken from (W. Klein, 1994), illustrates what is meant by each

of these tree parameters.

(100) The light was on.

The situation here is the being-on of the light, and its time (TSit) is the time when the

light was on. A distinction is made here between this time of situation and the time

for which the sentence “the light was on” is made (TT). The time when the sentence is

uttered is the time of utterance (TU). It is clear that the TT is before the TU; however

this does not imply that the light was still on at the TU. Klein argues that the time

of situation may endure beyond the specific time span described by the sentence. This

means that the being on of light can continue after the particular time span for which

the claim is made (say, for example, when I entered the room). The three times are

thought of as intervals rather than just points. This entails relations like inclusion and

exclusion rather than just anteriority, posteriority or simultaneity.

Two distinct relations are expressed by these three parameters; one is expressed by

tense and the second is expressed by aspect:

• Tense expresses the relation between TT and TU.

• Aspect expresses the relation between TT and TSit.

This means that while aspect, in Comrie’s analysis, is non-deictic that does not provide

any temporal relation, it is a way of relating the time of situation to the time of topic

in Klein’s analysis. There are three possible cases (W. Klein, 1994, p. 99-100):

• Tsit is fully including TT (TT INCL TSit).

• Tsit is partially including TT (TT AT TSit). This can be PARTIALLY BEFORE

or PARTIALLY AFTER.

• Tsit is excluding TT (TT EX TSit). This can be BEFORE or AFTER.
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If intervals are reduced to points, there will be a slight change in the description of the

relations, as done, for example, by Kracht in the description of Latin (Kracht, 2016).

That is, the three basic relations are identical (instead of INCL and AT), before and

after (instead of EX). This also applies to tense, but the relation is between TT and

TU. Thus, given t and t′ are two time points, then the three basic relations between t

and t′ are:

• t is identical to t′ (t = t′)

• t is before t′ (t < t′)

• t is after t′ (t > t′)

Three relations are expressed by tense, which correspond to the three well-known tenses:

past, present and future. The relation are described as:

• Past tense: Time of topic is before time of utterance (TT < TU).

• Present tense: Time of topic is identical to time of utterance (TT = TU).

• Future tense: Time of topic is after time of utterance (TT > TU).

Also, there are three relations expressed by aspect that correspond to the three aspects:

perfective, imperfective and prospective.

• Perfective: Time of situation is before time of topic (TSit < TT).

• Imperfective/Ongoing: Time of situation is identical to time of topic (TSit = TT).

• Prospective/Futurate: Time of situation is after time of topic (TSit > TT).

However, this reduction results in losing some important details such as the distinction

between perfect and perfective aspects. I will keep this reduction in the representation

of tenses and consider the inclusion relation in the representation of aspects. If the

perfect aspect is considered, there will be twelve possible cases instead of nine (see

(Bohnemeyer, 2003)).
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Tense
Aspect

Perfective imperfective Perfect Prospective

Past TT < TU; TT ⊇ TSit TT < TU; TT ⊂ TSit TT < TU; TT > TSit TT < TU; TT < TSit

Present TT = TU; TT ⊇ TSit TT = TU; TT ⊂ TSit TT = TU; TT > TSit TT = TU; TT < TSit

Future TT > TU; TT ⊇ TSit TT > TU; TT ⊂ TSit TT > TU; TT > TSit TT > TU; TT < TSit

Table 6.1: Combination of tense and aspectual relations

6.3 Temporal relations in Arabic

There is no identical way in which all languages in the world express the temporal

relations, but they considerably vary in the means of specifying such relations, includ-

ing inflectional endings, stem change, periphrastic constructions and suppletive forms

(W. Klein, 1994, p. 123). Unfortunately, the literature on temporality in Arabic shows

a high degree of inconsistency not only in the adopted approaches and findings but also

in the usage of terms. Also, some phenomena have received little attention like time in

noun phrases and the so-called sequence-of-tense for which the use of parameters is sig-

nificantly important. Questions like “How does Arabic express temporality?” and “How

can the meaning of Arabic morphosyntactic markers and expressions of temporality be

represented?” should clearly be answered. I investigate how Arabic expresses temporal

relations in terms of the relation between TT and TU on the one hand, and between

TSit and TT on the other. Arabic is very well-known for the nature of its derivational

morphology. Derived words also inflect for different grammatical categories depending

on their type. This derivational nature has caused a debate on how Arabic expresses

temporality and on whether Arabic expresses tense or aspect. In the following, I try

to follow the origins of these problems, discuss the different assumptions and suggest

a consistent treatment of Arabic temporal expressions both morphsyntactically and

semantically.
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6.3.1 First insights of classical Arabic grammarians

The first insights of the classical Arabic grammarians show that they were not mainly

concerned with temporality but accidentally dealt with it in their classification of word

types2. They tended to use descriptive language and some examples rather than specific

terms. A first remark dates back to Si:bawajh (765 - 796) in his classification of word

types. He said that the verb, as a word type, takes three different forms, a form for

elapsed events, like /kataba/, a form for ongoing events, like /jaktubu/ and a form

for prospective events, like /uktub/. Taking the general context of the remark into

consideration, I argue that temporality was not the main concern of Si:bawajh’s sub-

categorization of verb forms. He was basically concerned with what makes the verb

distinct from the noun, particularly in terms of the relation of each of them to time.

That is, the noun has a meaning in itself and time is not part of it, whereas the verb

has a meaning in itself and time is part of it.

In his definition of the first verb form, he used the word “elapsed” only, which denotes an

event that happened in the past. This applies to the third form, which refers to an event

that has not occurred yet (or will happen in the future). Only in defining the second

form, he used two parameters: is being and has not elapsed. It seems that Si:bawajh was

aware that the past form solely indicates an elapsed event both relative to the time of

speech or any other time point (span) because the completion and the non-completion

of past events are not determined in Arabic by the verb form in isolation. However, as

mentioned before, Si:bawajh was only concerned with the morphological form of the

verb, not with its semantics when combined with other words, say /ka:na/ /
�	àA
�
¿/ ‘was’

or /ka:na qad/ /Y ��̄ �	àA
�
¿/ ‘was already’. This is also the case of the imperative form.

This assumption can be supported by the examples, given by Si:bawajh, that show

the ungrammaticality of using past forms with future or present adverbs like /Gadan/
2I cited the opinions of Arabic classical grammarians from (Gād, 2017).
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/ @ �Y �	«/ ‘tomorrow’ or /aljawma/ /Ðñ�J
Ë
�
@/ ‘today’ (M. Bahloul, 2007, p. 41) as in (101).

On the contrary, /jaktubu/ denotes both the time of the event (the present) and gives

the meaning of progressiveness.

(101) @ �Y �	«
�
¼A��K

�

@*

Qat:ka
come.3.sg.m.pst+you.acc.2.sg.m

Gadan
tomorrow

‘*He came to you tomorrow.’

The following grammarians have mostly followed the steps of Si:bawajh in his tripartite

classification of verb forms. Pibnu ssarra:Ã (? - 929), for example, has differentiated

between three tenses denoted by the three word forms, namely, past, present and future.

The same classification has been adopted by almubarrid (825 - 899) but he referred to

the possibility of using the present form to denote both the present and the future. Pibnu

Ãinni (? - 1002) has exceeded the mere focus on the single verb form and mentioned

how the verb combines withe prefix /sa/ / ��/ ‘will’ to denote the absolute future, since

the present form can denote both present and future.

The analysis of azzaÃÃ:Ãi: (855 - 923) was more informative. Although he has adopted

a bipartite classification into past and future, he has used for the first time the concept

of time points to describe the verb forms. He defines the past as an event that elapsed

and at least two times exceeded it: the time in which it took place and the time in which

it has been informed about. The future has not occurred yet and no time has exceeded

it. Even though azzaÃÃ:Ãi: has not considered the present a distinct tense, he deals

with it from the same perspective. That is the “verb of current status” is what is being

during the speaker’s utterance. It is neither elapsed nor expected to occur in a later

time. This analysis is very similar to Comrie’s analysis of the so-called absolute tenses,

since each time of event is described relative to the time of the speaker’s utterance. Or

even more accurately, except for the present, the two analyses are identical regarding

the past and the future.

I conclude this part with a piece of evidence for my argument that temporality was

not the main motivation behind the classification of verb forms into present, past and
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future. The term mudQ:riQ( ¨P�A
�	� �Ó ), which is translated to ‘present’ in the modern

literature, was used for forms like /jaktubu/ because Arabic grammarians have consid-

ered these forms similar to “nouns”, since they inflect for “mood” and nouns inflect for

“case”. The first attempts to analyze temporality in the modern Arabic linguistics have

largely been influenced by this traditional classification. This is why, many attempts

have tried to classify Arabic as either a tense-oriented or an aspect-oriented language,

focusing only on the verb forms as the grammatical means of expressing temporality.

6.3.2 The dilemma of tense aspect classification

A main reason for this disagreement has arisen from the assumption that each verb form

expresses one and only one side of temporality- either the time of the situation relative

to the current moment, and in this case it expresses tense, or it specifies the completion

versus the noncompletion of the situation or the inside versus the outside way of view-

ing the internal temporal constituency, and consequently it is aspect-oriented. Comrie

(1976, p. 78-82) and Fassi (2012) have argued that Arabic temporal expressions denote

a tense/aspect combination, or what they referred to as “combined tense/aspect oppo-

sitions” and “polyfunctionality of tense/aspect-forms” respectively. To the contrary of

the tense/aspect combination, Kuryłowicz (1973) claims that Arabic is neither aspect-

oriented like “Slavic” nor tense-oriented like “Romance”. In addition to the two-side

and the neither-nor assumptions, there are two other one-side points of view: the tense-

oriented and the aspect-oriented. The four assumptions are discussed in this part (see

also, (M. Bahloul, 2007, p. 37-42).

• Arabic is an aspect-oriented language

Much of the modern literature on temporality in Arabic starts from Wright’s

analysis of time in Arabic (Wright & Caspari, 1896), in which he considered two

temporal forms of verbs. He has claimed that the two forms denote the (state)

of the action rather than its tense. That is, each form determines whether an act

is finished or unfinished relative to other acts. Therefore, he rejected using the

terms “preterite” and “future” and suggested using the “perfect” vs “imperfect”

instead of the tripartite classification (Wright & Caspari, 1896, VI p 51). Wright
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has supposed that Arabic grammarians have not succeeded in connecting the

two verb forms to time. Instead, he has proposed a bipartite classification in

terms of the action being finished (perfect) or unfinished (imperfect). It is worth

noting that Wright has exceeded the mere verb form and paid attention to the

structures that express temporality. This means that the perfect and imperfect

are considered two umbrella terms under which there is a number of structures,

and each structure has its own semantics. Several scholars have adopted this

analysis and described actions as either completed (finished) or non-completed

(unfinished), but the term “aspect” started to appear instead of Wright’s term

“state”.

• Arabic is a tense-oriented language

Some modern Arabists and grammarians have followed the traditional approach

in describing verb forms as expressing tense. The proponents of this approach have

not introduced a significant contribution to what has already been introduced by

the traditional Arabic grammarians neither terminologically nor analytically.

• Combined tense/aspect oppositions

After differentiating between the meanings of tense and aspect, Camire (1976, p.

78-82) claimed that the difference between the two Arabic forms can be neither one

of aspect nor one of tense. He argued that the debate of tense/apsect classification

arises if the two forms are considered in isolation (without temporal adverbs), as in

(102) and (103); but if a specific time reference is considered, as in (104) and (105),

it becomes clear that Arabic expresses “combined tense/aspect oppositions”.

(102) H.� A
�J. Ë @ ú

�
Î �« @ñ ��

�
Ê �g.

Ãalasu:

sit.3.pl.m.pst
Qala
at

alba:bi
door.gen.sg.m.def

‘They sat at the door.’
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(103)
�	àñ

�
Ê �ª 	®��K A �Ó �Õ

�
Îª�K
 �é

��<Ë
�
@

Allahu
Allah.nom.sg.def

jaQlamu
know.3.sg.ind.prs

ma:

what.acc
tafQalu:na
do.2.pl.ind.prs

‘Allah knows what you do.’

(104) �Qå��J. Ë @ ��Q�Ôg@ @ �	X @
�
�
½�
JJ
k.�

�
@

a:Ãi:Puka
Come.1.ind.prs+you.acc

PiDa
if

Pièmarra
become-red.3.sg.ind.prs

albusru.
dates.nom.def

‘I came to you if the dates become red.’

(105) �é�
�ÓA�J
�®� Ë @

�Ðñ�K
 Õ
�
º�	J�
�K. �Ñ

�
ºm��'
 �é

��<Ë
�
@

Allahu
Allah.nom

jaQèkumu
judge3.ind.prs

bajnakum
between+you.gen

jawma
day.acc

alqija:mati
judgement.gen

‘Allah will judge between you on the Day of Judgement.’

Similarly, Fassi (2012, p. 93-118) argues that Arabic verb forms are polyfunctional.

Again, Fassi compares the semantics of the verb forms in isolation and when

accompanied by auxiliaries or other temporal adverbs. In case of isolation, the two

verb forms express the semantics of “past” and “present” as in (106) and (107);

but when embedded under auxiliaries, they function as perfect and imperfect

‘participles’ as in (108) and (109) Fassi (2012, p. 95).

(106)
��é
�
ËA ��P�

�I.
��J
�
»

kataba
write.3.sg.pst

risa:latan
message.acc.sg.f

‘He wrote a message.’

(107)
��é
�
ËA ��P�

�I.
��Jº�K


jaktubu
write.3.sg.ind.prs

risa:latan
message.acc.sg.f

‘He is writing a message.’
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(108)
��é
�
ËA ��P�

�I.
��J
�
» �	àA

�
¿

ka:na
be.3.sg.m.pst

kataba
write.3.sg.pst

risa:latan
message.acc.sg.f

‘He had written a message.’

(109)
��é
�
ËA ��P�

�I.
��Jº�K


�	àA
�
¿

ka:na
be.3.sg.m.pst

jaktubu
write.3.sg.ind.prs

risa:latan
message.acc.sg.f

‘He was writing a message.’

• Arabic is neither tense-oriented nor aspect-oriented

Comparing Arabic to Slavic languages on the one hand, and to Romance lan-

guages from another hand, Kurylowicz (1973) (depending on (M. Bahloul, 2007,

p. 42)) claims that Arabic verb forms do not denote a particular time reference nor

are they aspectual. Instead, the two forms express an opposition of “anteriority”

and “simultaneity”.

Both the tense-oriented assumption and the neither-nor one are affected by an extreme

view adopted by some authors who restrict the notion of aspect to the morphological

opposition between “perfective” and “imperfective” in Slavic languages. However, the

more liberal perspective claims that other languages can express the same category but

in different ways (W. Klein, 1994, p. 16). I disregard these two extreme assumptions.

Now, given Arabic is an aspect-oriented language, i.e., verb forms only express a com-

pleted or a non-completed situation, the question that arises is: “Relative to when is

it completed or finished?”. The difference between (110) and (111) in English is not

of tense, since both are in the past (if we take the time of utterance as the reference

point).

(110) John hit his sister.
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(111) John was hitting his sister.

But if (110) and (111) are used as subordinates, as in (112) and (113) respectively, the

time of utterance cannot be taken as the reference time.

(112) When I was in my room, John hit his sister.

(113) When I was in my room, John was hitting his sister.

This simply means that the temporal expressions establish two distinct relations: one

with the time of utterance and one with the time to which the expression is produced

(time of topic in Klein’s notions). This applies to (114) and (115) when used as main

sentences or subordinate ones, and consequently the one-side relation is not accepted.

(114)
��é
�
ËA ��P�

�I.
��J
�
» ��ú
Î

�«

Qalijjun
Ali.nom.sg.m

kataba
write.3.sg.pst

risa:latan
message.acc.sg.f

‘Ali wrote a message.’

(115)
��é
�
ËA ��P�

�I.
��Jº�K
 ��ú
Î

�« �	àA
�
¿

ka:na
be.3.sg.m.pst

Qalijjun
Ali.nom.sg.m

jaktubu
write.3.sg.ind.prs

risa:latan
message.acc.sg.f

‘Ali was writing a message.’

The last (and the only valid) assumption is the one adopted by Comrie and Fassi,

i.e., Arabic expresses both tense and aspect. However, Comrie’s analysis itself has been

criticized and argued against (W. Klein, 1994; Declerck, 1991; Salkie, 1989). According

to Comrie’s analysis, “absolute tenses” are only described relative to the time of speech

and the time of event, but if we consider (116) (taken from (Declerck, 1991)), we find

that the time of event is located relative to a reference time (yesterday), which is in

turn before the time of speech. This shows that Comrie’s disregarding of the reference
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time in the description of the so-called asolute tense is not justified (Declerck, 1991, p.

235).

(116) John was here some time yesterday.

I argue that the following three points should be considered together. (i) Temporality is

expressed in Arabic by morphosyntactic expressions that exceed the mere verb form. (ii)

Arabic temporal expressions denote both aspect and tense since the two grammatical

categories denote two distinct relations. (ii) Taking into consideration the combination

of tense and aspcetual relations, Arabic expresses the common combinations in Euro-

pean languages (French, German, Greek and Latin) (Kracht, 2016, p. 187)- either by

the mere morphology or by morphosyntactic combinations.

6.3.3 Means of expressing tense and aspect

Another controversial issue is related to the means of grammatically expressing tempo-

rality in Arabic. Bahloul (2007, p. 29-32) counts different points of view including his

own opinion.

• Tense/Aspect is an abstract morpheme that has no specific phonological real-

ization. Benmamoun (2000, 1993) argues that the suffix /a/ in kataba is a pure

agreement morpheme and the prefix /ja/ in /jaktubu/ is a default form of the

verb.

• The first /a/ in the stem /katab/ denotes the completion of the situation, whereas

the /u/ in /jaktub/ designates recurrence in the actual world (Er-rayyan, 1986,

p. 75-122).

• The first /a/ in /katab/ expresses the tense/aspect category, whereas this category

is expressed in /jaktub/ by the first /a/ and the absence of the first vowel in the

stem (R. Bahloul, 1991).

• The first /a/ is the only marker of the tense and aspect category in both forms.

• Tense/Aspect is expressed by the suffix in /kataba/ and by the prefix in /jak-

tubu/.
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Although Benmanoun’s view seems convincing with respect to the suffix of /kataba/,

it does not explain why there are two different verb stems. In line with this hypothesis,

Hallman (2015) claims that the imperfective form in Arabic does not denote imperfec-

tivity, but rather it marks the default form of the verb. However, the idea of a default

form is also controversial because if we suppose that /jaktub/ is the default, it entails

that /katab/ is derived from it, say by means of stem change, which needs to be proven.

This also neglects the most dominant feature of Arabic morphology, in which the word

form plays the central role in specifying its classification, function and semantics. If

the two grammatical categories are expressed by abstract morphemes, then having two

distinct stem forms is meaningless.

Moreover, Aoun et al. (2010, p. 22-23) argue for this assumption depending on their

observation of the verbs /lajsa/ ‘not’ and /ma: za:la/ ‘be still’ claiming that both

denote negation in the present whereas they host the suffixes of the past forms. This

contradiction demonstrates that the vocalism does not express temporality. It is true

that /lajsa/3 appears on the surface like a past form, since it hosts past suffixes, and

it is also true that it is used (mostly) to negate the present, but to the contrary of

regular verbs, temporality is not part of /lajsa/. It is not devoted to only negate the

present, but it negates the past (117), present (118), future (119) or is even used for

the negation of generic sentences (120).

(117) P�ñ
�J.
��®Ë @ �è� �PA�K
 	P� 	á �« . . . úæ�î�	E Y��̄ ���
Ë

�

@

Palajsa
not

qad
already

naha:

prevent.pst
...
...

Qan
from

zija:rati
visiting.gen

lqubu:ri
graves.gen.def

‘Has not ... forbidden visiting the graves’

(118) A�J. 	�� A
�	« �QK
Y� �ÜÏ @ ���


�
Ë

lajsa
not

l-mudi:ru
manager.nom.sg.m.def

Ga:dQiban
angry.acc.sg.m

‘The manager is not angry.’
3/lajsa/ is a special word in Arabic because it can be used as a verb that only conjugates in the

past form or as a negation particle. In the first case, it behaves like /ka:na/ and its sisters, i.e., it takes
two arguments and assigns for the first a nominative case and for the second an accusative case. But
when used as a negative particle, it only gives the meaning of negation. Thus, /lajsa/ is (mostly) a verb
because it affects the case. That is, when it negates a copula-less sentence, it changes the nominative
case of the predicate to accusative. It is also the locus of gender, number and person.
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(119) Ñ�î 	D �« A�	̄ð �Qå��Ó ���

�
Ë ÑîD
�K�



A�K
 �Ðñ�K


jawma
day.acc

jaPji:him
come.3.ind.prs+them.acc

lajsa
not

masQru:fan
averted.acc.sg

Qanhhum
from+them.gen

‘On the Day it comes to them, it will not be averted from them’

(120) . È�A �ÜÏ @
�Q�
�®�

�	̄ �Q�
�®�
�	®Ë @ ���


�
Ë

lajsa
not

lfaqi:ru
poor.nom.sg.m.def

faqi:ra
poor.acc.sg.m

lma:li
money.gen.def

‘The poor is not the poor in wealth.’

As for /ma: za:la/, it is composed of two separate words: the past form /za:la/ and the

negative particle /ma:/. This verb hosts the suffixes of the past simply because it is the

past form of the root /z⊗y⊗l/ 4, but its meaning is idiomatic. The case of /ma: za:l-a/

is very similar to the compositional meaning of the present form of the verb in Arabic

with the negation particle /lam/ / Õ
�
Ë/ ‘not’. No doubt that the verb form /janÃaè/

/i �j. 	J�K
/ ‘succeed/pass’ denotes the present, but in a sentence like (121), it negates the

past, regardless of the verb form or the suffixes it hosts. This meaning is a result of the

combination, as is the case in /ma: za:la/.

(121) 	à� A
�j��JÓB

�
@ ú


	̄
� i �j. 	J�K
 Õ

�
Ë

lam
not

janÃaè

succeed.3.sg
fi:

in
limtaèa:ni
exam.gen.sg.def

‘He did not pass the exam.’

The other three assumptions can be discussed together because they are closely related

to each other. That is, all of them propose that the first /a/ is the grammatical marker

of the tense/aspect category in /kataba/, whereas they disagree on the grammatical

marker in /jaktubu/. In fact, the three assumptions arise several questions. First, let’s

concentrate on /kataba/. If we suppose that the first /a/ expresses the tense/aspect
4Aoun et al. (2010, p. 23) claim that /za:la/ is derived form the root /z⊗w⊗l/ which is incorrect,

because there is a differenece between /za:la/ /jazu:lu/.
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category, then, what is the function of the second /a/? Is it a distinct morpheme? It is

known that the second vowel can be /a/ as in /katab/ ‘write’, /i/ as in /laQib/ ‘play’

or /u/ as in /èasun/ ‘became comely’; on what basis the second vowel is chosen?

Bahloul (2007, p. 33) claims that the choice is mostly determined by the verb’s va-

lence. He states that the second /a/ considerably specifies transitivity. He gives some

examples to support his view of the function of the second /a/. It is true that many

verbs of this form are transitive, but there are also a large number of intransitive verbs

in the same form as /wahana/ ‘became weak’, /fasada/ ‘became spoiled (corrupted)’,

/baraza/ ‘jut/emerge’, /saqaQa/ 5.

Bahloul (2007, p. 32) uses passivization as another piece of evidence for treating the

first vowel in /kataba/ as the morpheme which represents the aspect–tense category. He

states that passivization is achieved by changing the two vowels of the stem into /u i/,

i.e., the /a/ indicates the active voice and the /u/ the passive voice. He asserts that the

/u/ is the only alternate to the /a/, and this alternation emphasizes the aspect–tense

features of the verbal event. This argument can be argued against using the passive

form of the hollow verbs. A verb like /qa:la/ ‘he said’ has no /u/ in its passive form.

It is changed into /qi:la/ ‘was said’, and the same applies to /xa:fa/ ‘he feared’ and

/xi:fa/ ‘was feared’. This means that /u/ is not the only vowel used in the passive

form. Therefore, the assumption of the first /a/ in /kataba/ as the only marker of the

tense/aspect category is far from perfection.

Bahloul (2007, p. 35) claims that the same vowel /a/ in /jaktubu/ denotes the tense/aspect

category, and the only difference is in its position as part of the prefix, rather than of

the stem, i.e., outside the root. Again, he uses passivization as a piece of evidence for

his argument because the vowel /a/ of the prefix is changed into /u/ in the passive.

However, he himself fails to propose a function for the second vowel stating that “its

function is not as straightforward and as easy to discern as the one for the perfect”. This

simply means, we have left with two distinct bound morphemes, one whose function is

to express tense/aspect, and the second with no function.

Finally, the standard assumption has several problems, above all both the suffix of
5Bahloul’s argument might statistically be true, but since he does not support his argument with

concrete statistics, the counter examples cannot be regarded as exceptions or irregular forms.



157

/kataba/ and the prefix of /jaktubu/ have no fixed form. They have different forms

to satisfy the agreement principle. In addition to the /j/ in /jaktubu/, there are three

other forms: /P/, /t/ and /n/, and all function as agreement prefixes and not as tem-

porality morphemes. This is more problematic in the past form, because the suffix is

completely dropped in the conjugation of the verb with the first person as in /katabtu/

and /katabnaa/.

I suggest that the tense/aspect category is expressed by the two vowels in the stem

form. That is, a verb like /kataba/ is composed of three morphemes: two of them are

discontinuous, namely, the root /k⊗t⊗b/ and the vocalism /a⊗a/, and the suffix /a/

as shown in figure (6.7). /jaktubu/ is composed of four morphemes: two discontinuous

morphemes, i.e., the root /k⊗t⊗b/ and the vocalism /a⊗u/, the prefix /j/ and the suffix

/u/, as shown in figure (6.7).

Verb

jaktubu

Prefix

y

Stem+Suffix

aktubu

Stem

aktub

Root

k⊗t⊗b

Voc

a⊗u

Suffix

u

Verb

kataba

Stem

katab

Root

k⊗t⊗b

Voc

a⊗a

Suffix

a

Figure 6.7: Composition of the two verb forms /kataba/ and /jaktubu/

The discontinuous morpheme /a⊗a/ gives the past meaning before receiving any prefixes

or suffixes. This also applies to the present form. The discontinuous morpheme /a⊗u/

gives the meaning of time before the stem receives the suffix and the prefix. One question

that might arise is why the /a/ in /jaktubu/ precedes the /k/, while it follows it in

/kataba/. I assume this /a/ is not part of the prefix, it is part of the vocalism morpheme.

It precedes the root morpheme for phonological reasons because Arabic does not allow
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the sequence of two consonants without any vowel after any of them and the initial

consonant of any word must be followed by a vowel.

There are various pieces of evidence for my proposal. First, this /a/ is fixed with all

agreement prefixes. That is, as mentioned above, there are four allomorphs for the

agreement prefix of the present stem: /P/, /j/, /t/ and /n/, and there is an array

of suffixes, but the /a/ does not change in all forms. Secondly, every time a change

happens to the past tense vocalism morpheme, this happens in parallel to the present

tense vocalism. Consider, for example, the conversion from active to passive in table

(6.3.3) below.
Past Present

Active Passive Active Passive

katab kutib aktub uktab

laQib luQib alQab ulQab

Sarib Surib aSrab uSrab

Table 6.2: Conversion from active to passive

A third piece of evidence comes from geminate verbs like /dalla/ /
��
È �X/ ‘he guided’,

/jadullu/ /
��
È �Y�K
/ ‘he guides’. In this group of verbs, not only /a/ changes its position, but

also /u/, and again for the same phonological reason. That is, since each geminate verb

contains a reduplicated consonant without any vowel in between, the /u/ is forced to

change its position in order to prohibit the sequence of two consonants. This proposal is

largely supported by the fact that the /u/ in the geminate verbs gets back its position

once the reduplication is decomposed, say when the verb is followed by the feminine

plural suffix /na/ as in /jadlulna/ / �	áÊ
�
ËY�K
/ ‘they [female] guide’.

Table (6.3) shows a set of temporal relations in Arabic. Each row shows the form,

the means of expressing the temporal relation, the meaning of the form and finally a

description of the form.
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Form Means Temporal relations Description

katab vocalim TT < TU; TT ⊇ TSit perfective past

akotub vocalism TT = TU; TT ⊂ TSit imperfective present

sajakotub porclictic + vocalism TT > TU; TT ⊇ TSit future

kana katab aux + vocalism TT < TU; TT > TSit perfect past

kana jakotub aux + vocalism TT < TU; TT ⊂ TSit imperfective past

kana sajakotub aux + porclictic + vocalism TT < TU; TT < TSit prospective past

sayakunu katab aux + porclictic + vocalism TT > TU; TT > TSit perfect future

sayakunu jakotub aux + porclictic + vocalism TT > TU; TT ⊂ TSit imperfective future

Table 6.3: Temporal relations in Arabic

I show how markers install both tense and aspect. Consider, for example, the represen-

tation of the root /k⊗t⊗b/ in figure (6.8).

/H. �H ¼/◯
/k⊗t⊗b/◯

CAT ∶ verb
⟨e ∶ △ ∶ TENSE ∶ ∗

ASP ∶ ∗
∶∶ ⟩

e

write′(e)

Figure 6.8: Representation of the root /k⊗t⊗b/

The past and present vocalisms are represented in (6.9) and (6.10) (taking into con-

sideration that t1 is the time of topic, t2 is the time of situation and t3 is the time of

utterance).
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/a⊗a/ ◯
CAT ∶ verb →

√

⟨e ∶ ⧫ ∶ TENSE ∶ ∗→ past
ASP ∶ ∗→ per f

∶∶ ⟩
TT ∶ t1
TSit ∶ t2
TU ∶ t3

e, t1, t2, t3

time′(e) = t2; t1 < t3; t1 ⊇ t2

Figure 6.9: Representation of the past vocalisms

/a⊗u/ ◯

CAT ∶ verb →
√

⟨e ∶ ⧫ ∶ TENSE ∶ ∗→ pres
ASP ∶ ∗→ imper f

∶∶ ⟩
TT ∶ t1

TSit ∶ t2
TU ∶ t3

e, t1, t2, t3

time(e) = t2; t1 = t3; t1 ⊂ t2;

Figure 6.10: Representation of the present vocalisms

Compositionally, the meaning of the stem is obtained by a merge of the morphological

units, i.e., root and vocalism, and their meanings. This is shown in the representation

of the stems /katab/ and /aktub/ in figures (6.11) and (6.12).

/I.
��J
�
»◯

/katab/ ◯

CAT ∶ verb
⟨e ∶ △ ∶ TENSE ∶ past

ASP ∶ per f
∶∶ ⟩

TT ∶ t1
TSit ∶ t2
TU ∶ t3

e, t1, t2, t3

time′(e) = t2; t1 < t3; t1 ⊇ t2

Figure 6.11: Representation of the stem /katab/
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/I.
��J»/ ◯

/aktub/ ◯

CAT ∶ verb
⟨e ∶ △ ∶ TENSE ∶ pres

ASP ∶ imper f
∶∶ ⟩

TT ∶ t1
TSit ∶ t2
TU ∶ t3

e, t1, t2, t3

time′(e) = t2; t1 = t3; t1 ⊂ t2

Figure 6.12: Representation of the stem /aktub/

In complex tenses the auxiliary /ka:na/ /
�	àA
�
¿/ ‘was’ is made sensitive to whether the

stem form has a past or a present stem; whether TU > TT or TU = TT respectively.

This means that the auxiliary will be considered a tense marker in complex tenses,

whereas the aspect is provided by the stem form.

6.3.4 Time in the Arabic noun phrase

For a long time, temporality has been linked to verbs and research on the expression

of temporality has only focused on notions related the verb, mainly tense, aspect and

aktionarts (W. Klein, 2018). This means that for a long time, the temporal interpre-

tation of the verb arguments has been considered dependent on the time of the main

verb. However, Enç (1986) has proposed that the temporal interpretation of the noun

phrase can be independent of the temporal interpretation of the main verb as in (122).

(122) Every fugitive is now in jail. (Enç, 1986, p. 409)

Attempting to capture the semantics of the tense using the formal theory of tense logic

(Prior, 1967), (122) is represented as shown in (123).

(123) ∀x[ f ugitive(x)→ in − jail(x)]
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But it is impossible to be fugitive and in jail at the same time. The intended meaning

of the sentence is: the individuals, who were fugitive at some time in the past, are now

in the jail. This means, tense morphemes cannot semantically be considered sentential

operators, since the noun phrases can have their own temporal interpretations.

Kracht (2016, p. 190-195) claims that there are only two differences between verbs and

noun phrases in terms of their dependency on time: noun phrases do not express this

dependency morphologically, and they do not handle the parameters but only make use

of one of them. That is, in a sentence like (124), the noun phrase /Praesident/ is a time

dependent property that must hook itself onto a parameter.

(124) Der Praesident war in seiner Schulzeit ein schlechter Schueler. (Kracht, 2016, p.

191)

The.Def.Nom.Sg.M president.Nom.Sg.M. be.3.Sg+Pst in his.Gen.Sg+F school-

time.Gen.Sg.F ein.Indef.Nom+Sg+M bad.Nom.Sg.M studen.Nom+Sg.

‘In his school days the president was a bad student’.

He says that the /Praesident/ is a time dependent property. In (124), the situation is

the being bad student of the president, and its time (TSit) coincides with the time of

topic (president’s school time). This means that the prediction time of the noun phrase

is the time of topic. This idea becomes clearer if the adjective /heutige/ is used to

modify the noun phrase:

(125) Der heutige Praesident war in seiner Schulzeit ein schlechter Schueler. (Kracht,

2016, p. 191)

The.Def.Nom.Sg.M present-day.Nom.Sg.M president.Nom.Sg.M. be.3.Sg+Pst in

his.Gen.Sg+F school-time.Gen.Sg.F ein.Indef.Nom+Sg+M bad.Nom.Sg.M stu-

den.Nom+Sg.

‘In his school days the present-day president was a bad student.’

Using the adjective /heutige/ makes the time of utterance as the predication time of

the noun phrase. The use of the adjective /damalige/ to enforce the time of topic gives

a pragmatically odd sentence as illustrated in (126).

(126) ?Der damalige Praesident war in seiner Schulzeit ein schlechter Schueler. (Kracht,

2016, p. 191)
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The.Def.Nom.Sg.M of-that-time.Nom.Sg.M president.Nom.Sg.M. be.3.Sg+Pst

in his.Gen.Sg+F school-time.Gen.Sg.F ein.Indef.Nom+Sg+M bad.Nom.Sg.M

studen.Nom+Sg.

‘The president of that time was in his school days a bad student.’

Moreover, the predication time of the subject noun phrase can be the time of situation

(TSit):

(127) Im Jahr 1953 hielt der Praesident eine große Rede. (Kracht, 2016, p. 192)

In-the.Def.Gen.Sg.N year.Gen.Sg.N 1953 hold.3Sg.Pst The.Def.Nom.Sg.M pres-

ident.Nom.Sg.M a.Indef.Acc.Sg.F big.Acc.Sg.F speech.Acc.Sg.F

‘In 1953 the president held a big speech’.

However, contrary to Kracht’s claim that noun phrases do not express time morpho-

logically, Nordlinger and Sadler (2004) have introduced evidence from a number of

languages around the world that not only verbs morphologically inflect for tense, as-

pect and mood, but also NP constituents can have TAM markers. They provided a

cross-linguistic comprehensive survey for the TAM marking on NP constituents. Us-

ing data from a range of languages, particularly from North and South America, they

claim that the nominal TAM inflection provides specific temporal information to the

NP independently of the temporal information provided by the inflection of the clausal

head-verb.

In Tariana 6 around forty percent of nouns in texts are tense-inflected ((Nordlinger

& Sadler, 2004) depending on (Aikhenvald, 2003)). Nouns in Tariana have four tense

clitics: -miki-ri, for the past masculine singular, -miki-ru for the past feminine sin-

gular, -miki for the past plural and -pena for the future. Examples include: correio-

miki-ri (post.office-PST-NF) ‘old/former post office’ and du-sa-do-miki-ru( 3SG.NF-

spouse-FEM-PST-FEM) ‘his late spouse’, wa-tfimari-pena (1PL-son.in.law- FUT) ‘our

future son-in-law’ and pi-ya-dapana-pena (2SG-POSS-house-FUT) ‘your future house’

(Nordlinger & Sadler, 2004).

From a different perspective, Tonhauser (2005) rejects the assumption of Nordlinger and
6Tariana is an Arawak language and the only one spoken in the linguistic area of the Vaupes river

basin in the territory of the Upper Rio Negro in northwestern Brazil (Aikhenvald, 2003).
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Sadler that Paraguayan Guaran´7 is inflected for tense but for aspect. I am not much

concerned with this disagreement but with the provided evidence that noun phrases can

express their time dependency morphologically and independently of the main verb. In

the following three examples (taken from (Tonhauser, 2005)), the noun phrase has one

of three cases: to be free of temporal markers (128), to be marked with the nominal

suffix -kue (129) or with -r˜a (130).

(128) Kuehe a-hecha pa’i-pe.

Yesterday I-see priest-PE

‘Yesterday I saw the priest.’

(129) Kuehe a-hecha pa’i-kue-pe.

Yesterday I-see priest-KUE-PE

Yesterday I saw the former priest.

(130) Kuehe a-hecha pa’i-r˜a-me.

Yesterday I-see priest-RA-PE

‘Yesterday I saw the seminarist/future priest.’

In (128), the noun phrase pa’i ‘priest’ is free of temporal markers, which means that

the referent of the noun has the property assigned by the noun at the time of the event

(the speaker’s seeing of the priest). This is not the case in (129) and (130), where the

noun is marked with -kue and -r˜a, which means that the referent of the noun has the

property assigned by the noun before and after the time of the event respectively.

Arabic can also provide a supporting evidence for the argument that noun phrases may

express temporal relations morphologically. Arabic participles may function as nouns,

adjectives, adverbs or even verb substitutes (Ryding, 2005, p. 102). Both (131) and

(132) are of the same sentence type, i.e., copula-less sentences. This type of sentences is

only allowed in the present since the copula appears in the past and future. Therefore,

the two sentences are supposed to express the same temporal relations.
7Paraguayan Guaran´ is a Tupian language spoken in Paraguay, the Argentinean province of Cor-

rientes and in several municipalities of the Brazilian state of Matto Grosso do Sul (Rendón, n.d.).
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(131) �é�
�
Ë A ����QË @ �I. �K� A

�
¿ ��ú
Î

�«

Qalijjun
Ali.nom.sg.m

ka:tibu
writer.nom.sg.m

rrisa:lati
message.gen.sg.f

‘Ali is the writer of the message.’

(132) �é�
�
Ë A ����QË @ �I. �K� A

�
¿ ��ú
Î

�«

Qalijjun
Ali.nom.sg.m

ka:tibun
writer.nom.sg.m

rrisa:lata
message.acc.sg.f

‘Ali is going to write the message.’

However, the time of writing is not the same in the two sentences. In (131), the writing

time of the message is in the past, but it is in the future in (132). The active participle

in (131) functions as a noun, and it composes with the following noun what is referred

to as “idafa construction”. When the active participle is used in the idafa construction,

it typically denotes the past. But if it functions like a verb as in (132), it denotes

the future. In both cases, it expresses time morphosyntactically. In (131), the active

participle is suffixed with the tanwīn of the nominative case, and the noun /rrisa:lat/

‘message’ is assigned a genitive case. But in (132) it is suffixed with dammah, and the

noun /rrisa:lat/ ‘message’ is assigned an accusative case.

Kracht’s idea is to account for these facts using parameters. That is, all elements are

basically supposed to share the three time parameters- whether they make use of them,

or they just pass them to other elements. In the noun phrase, the predication time

of the noun is passed either to the time of topic or the time situation. Thus, a stage

dependent property can be represented as shown in figure (6.13).
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/ ���

K� ��QË
�
@/ ◯

/arraPi:su/ ◯
CAT ∶ noun

DEF ∶ de f
⟨x ∶ △ ∶ GEND ∶ masc

NUM ∶ sg
CASE ∶ nom

∶∶ ⟩PROP ∶ p
PRED ∶ t

x, p, t

p ≐ president′; time′(p) = t; p(x)

Figure 6.13: Representation of the noun phrase /arraPi:su/

Only one parameter, i.e., the time of situation, is used, and the other two parameters are

neglected in this representation because they are not needed. However, in the semantic

representation of an adjective like /alèa:li:/ /ú
Í�A
�mÌ'
�
@/ ‘current’ or /assa:biqu/ /

���K.� A
���Ë
�
@/

‘former’, more parameters are used as shown in their representations in figures (6.14)

and (6.15).

/ú
Í�A
�mÌ'
�
@/ =

/alèa:li:/ <
CAT ∶ noun
De f ∶ de f

⟨x ∶ ◇ ∶ GEND ∶ masc
NUM ∶ sg
CASE ∶ nom

∶∶
⟩

PROP ∶ p → p′

PRED ∶ t → t′
TU ∶ t1

x, p, p′, t, t′, t1

p′ ≐ current′(p(x)); time′(p′) = t′; t′ = t1

Figure 6.14: Representation of the adjective /alèa:li:/
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/
���K.� A

���Ë
�
@/ ◯

/assa:biqu/ ◯
CAT ∶ noun
De f ∶ de f

⟨x ∶ ◇ ∶ GEND ∶ masc
NUM ∶ sg
CASE ∶ nom

∶∶
⟩

PROP ∶ p → p′

PRED ∶ t → t′
TU ∶ t1

x, p, p′, t, t′, t1

p′ ≐ f ormer′(p(x)); time′(p′) = t′; t′ < t1

Figure 6.15: Representation of the adjective /assa:biqu/

The representation of the adjective /alèa:li:/ shows that it takes the time of situation

of the noun and maps it to its own time of situation (t → t′), which equals the time of

utterance (t = t′). The same happens in the DRS of the adjective /asa:biqu/, but the

time of situation of the adjective is before the time of utterance.

6.3.5 Tense in Arabic embedded clauses

Parameters are very significant for the phenomenon of sequence of tense (SOT), used as

a basic argument by Enç (1987) against the treatment of tense as a sentential operator.

That is, in a sentence like (133), there are two possible interpretations: either Mary’s

pregnancy was before John’s hearing or both were simultaneous with each other. The

first reading is referred to as the simultaneous interpretation, and the letter is called

the back-shifted interpretation.

(133) John heard that Mary was pregnant. (Enç, 1987, p. 635)

This topic has attracted much attention in the last two decades, since languages behave

differently in terms of the embedded clauses tenses. That is, while two readings are

possible for (133), there are languages that do not allow the simultaneous reading

in the past under past constructions; Japanese is an example. In the so-called non-

sequence-of-tense languages like Japanese, past-under-past constructions yield only one

interpretation, rather than two, namely, the back-shifted interpretation, as shown in

(134) and (135) (taken from (Ogihara, 1996).
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(134) Taroo-wa Hanako-ga ninsinsi-te i-ru to it-ta

Taro-TOP Hanako-NOM be-pregnant-PRES that say-PAST

‘Taro said that Hanako was [simultaneous] pregnant.’

(135) Taroo-wa Hanako-ga ninsinsi-te i-ta to it-ta

Taro-TOP Hanako-NOM be-pregnant-PAST that say-PAST

‘Taro said that Hanako was [back-shifted] pregnant.’

Russian is similar to Japanese, in which the simultaneous reading requires the embedded

clause to be in the present as is clear in (136).

(136) Pjetja skazal, cto Misha placet. (Kracht, 2016, p. 214)

Pjetja said that Misha is crying

‘Pjetja said that Misha was crying.’

Now, the question is whether Arabic is a SOT language or a non-SOT one. Let’s consider

(137).

(137)
��é �	��
Q�

�Ó �I�	KA
�
¿ @ �Y 	Jë�

��	à@
�
��ú
Î�
�«

�
ÈA��̄

qa:la
say.3.sg.pst.m

Qalijjun
Ali.nom.sg.m

Pinna
that

hindan
Hend.acc.sg.f

ka:nat
be.3.sg.pst.f

mari:dQatan
sick.acc.sg.f

‘Ali said that Hend was sick.’

This Arabic sentence has only a back-shifted interpretation, and the simultaneous inter-

pretation is not possible. The simultaneous reading requires the dropping of the copula

in the embedded clause, which means that the embedded clause should be in the present

as in (138).

(138)
��é �	��
Q�

�Ó @ �Y 	Jë�
��	à@
�

��ú
Î�
�«

�
ÈA��̄
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qa:la
say.3.sg.pst.m

Qalijjun
Ali.nom.sg.m

Pinna
that

hindan
Hend.acc.sg.f

mari:dQatun
sick.nom.sg.f

‘Ali said that Hend is sick.’

This suggests that Arabic is classified as a non-SOT language like Japanese and Russian.

Formally, a verb like /qa:la/ /
�
ÈA ��̄/ ‘said’ specifies the temporal relations of its com-

plement. In (137), each verb has three time parameters, time of utterance, time of

topic and time of situation respectively. The main verb is in the past, which means

that the time of topic (t1) is before the time of utterance (u1); and in the perfective

form, which means that the time of topic (t1) includes the time of situation (s1), i.e.,

(t1 < u1; t1 ⊇ s1). Also, the main verb decides the values of the values of the parameters

of its complement /ka:a/ /
�	àA
�
¿/ ‘was’ such that only the back-shifted reading is allowed.

6.4 Summary

In this chapter, I dealt with the fourth component of the AIS, i.e., parameters. They

are a very significant feature and affect the meanings of sentences. There are several

parameters, and AMRS allows to include any number of parameters. I included only

three: properties, tense and aspect. Properties provide solutions for three problems:

assigning meanings to inflectional morphemes, the semantics of the non-intersective ad-

jectives and the lack of a direct mechanism for abstraction. Noun phrases are considered

properties, and the adjectives are modifiers of these properties. Handling the temporal

parameters in Arabic was very challenging due to the high degree of inconsistency in

the literature on temporality in Arabic in the adopted approaches, findings and the us-

age of terms. I discussed the different assumptions of how Arabic expresses temporality

and showed how to formally represent the meaning of Arabic morphosyntactic markers

and expressions of temporality. Taking into consideration the combination of tense and

aspectual relations, I argued that Arabic grammatically expresses the common com-
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binations in European languages by vocalisms, auxiliaries and clitics. Both perfective

past and imperfective present are only expressed by vocalisms. The other relations are

expressed by combinations. The meanings of Arabic temporal forms are represented by

using the notions of Klein’s theory of time. Furthermore, I discussed two important,

but largely neglected, issues, i.e., time in noun phrases and time in Arabic embedded

clauses. I classified Arabic as a non-sequence-of-tense language Japanese, and therefore

only the back-shifted reading should be allowed. I also showed that Arabic provides a

supporting piece of evidence for the argument that noun phrases may express temporal

relations morphologically.



Chapter 7

Implementation and Evaluation

In the theoretical part of this work, I argued that the proposed calculus is powerful

enough to handle both the morphological and structural aspects of Arabic. In the mor-

phology, constituents are allowed to be discontinuous. This is very important in order

to deal with the nonconcatenative nature of Arabic. Also, although the semantic struc-

ture is independent of morphology, the morphosyntactic features determine whether

two morphs can be combined or not. This allows to capture different word orders of

sentences depending on the match between these morphosyntactic features rather than

the order of the constituents as is the case in the original version of RS. As part of

this dissertation, I developed a computational morphosemantic lexicon for (a fragment

of) Arabic. This lexicon can be used within the computational implementation of the

calculus developed by Marcus Kracht (in OCaml). The system can be downloaded at

http://wwwhomes.uni-bielefeld.de/mkracht/referent/, where a detailed description of

the system can be found (Kracht, 2016). The developed lexicon is attached in the ap-

pendix. While it is true that the applied calculus is designed to deal with the semantics

in combination both with morphology and syntax, i.e., there are no borders between

purely syntactic or purely morphological formation, I managed, for the sake of sim-

plicity, to start with word formation and moved after that to the sentence level. After

describing the developed morphosemantic lexicon, I discuss some limitations of AMRS

both theoretically and practically.

171



172

7.1 Lexical units

Lexical units are morphemes not words. A list of roots is first created. Each lexical

entry has a unique identifier followed by the argument structure as shown in snip of

XML in figure (7.1)1.

Figure 7.1: The unique identifier and the argument structure of the root /k⊗t⊗b/

The unique identifier of the root /k⊗t⊗b/ is “schreiben”, defined by <entry id =

“schreiben”>. The argument structure is a quadruple: a variable defined by the at-

tribute <var name = “e0”>, a diacritic defined by <dia name = “u”>. This means that

the referent functions as an argument with respect to the merge operation, and this is

denoted by the symbol △ in the output2. An attribute value matrix follows the spec-

ification of the diacritic. Since roots function only as arguments, their input attribute

value matrix <avi> is empty, but the output attribute value matrix <avo> contains six

attributes and their values. The first four attributes, i.e., voice, mood, tense and aspect,

have an empty value “ast” denoted by ⋆. All of them will be decided later, not by the

root itself. The last two attributes “trs”(for transitivity) and “cat” (for category) are

provided with the two values “trans” and “root” respectively. Finally, there are two pa-

rameters: gf1 and gf2 for grammatical functions 1 and 2 respectively. The two functions

assign the arguments of the verb or the subject and the object. The semantic roles of

the two arguments are specified in the discourse representation structure.
1This only applies to verbs. Other categories, like nouns and adjectives, are inserted with their

suffixes as one single entry for the sake of simplicity and to save time.
2Recall the set of vertical diacritics in section (3.3.1).
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Figure 7.2: Morphological component of the root /k⊗t⊗b/

Figure (7.2) shows the morphological unit or the exponent <exp> of the root /k⊗t⊗b/.

Arabic roots are fractured glued string. The fractured glued string /k⊗t⊗b/ is composed

of three glued strings <gst>: /k/, /t/ and /b/. Neither of the three glued strings specifies

left or right conditions, since there are no phonological specifications for the combination

process. This is why, both the left conditions <pre> and the right conditions <post> of

the three glued strings are empty. Nevertheless, the morphological component contains

a handler and a morphological class. The handler has the reference ID “null3”, defined

by <hdl idref = “null3”>. The set of handlers is defined as shown in figure (7.3).
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Figure 7.3: Specific handler for the sound roots

This is a specific handler for the sound roots. Similar to other specific handlers, each

part has two attributes: “fct” which takes a boolean value and “pos” for the position

of the string. The three boolean values are “true” because roots are the starting point

of the merge process. When a root morph combines with some other vocalism morph,

the handler of the latter controls the sequence of the strings of both of them.

In addition to the handler, the exponent has a morphological class, which in turn has

two attribute value matrices: input class, denoted by “mi”, and output class, denoted

by “mo”. The input class specifies the required properties of morph that can combine

with the root. Again, since the root morph is always an argument in the merge process,

its input class is empty. The output class specifies the properties of the root /k⊗t⊗b/. It

contains four attributes and their values. According to these values, the root /k⊗t⊗b/

is triliteral , sound, in the first form and the second stem vowels are /a/ in the past

and /u/ in the present. These are the individual properties of this root which specify

its behavior under merge and therefore the vocalism with which it can merge.

The third component of the lexical unit is the DRS. The DRS has two components: the

head and the body. The head, denoted by “head”, contains three variables: “e0”, “x0”

and “x1”, and the body contains the set of conditions. The thematic roles of the subject

and object are specified in the body of the DRS. That is, the subject (“x0”) functions as

the agent of the verb as denoted by the first equation, and the object (“x1”) functions

as the theme as denoted by the second equation. The semantic structure of the root

/k⊗t⊗b/ is shown in figure (7.4).
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Figure 7.4: Semantic structure of the root /k⊗t⊗b/

Each lexical entry is constructed in the same way, but the attributes and their values

differ from one entry to another. When two morphs are combined, the combination

results in a new constituent. At the word level, the match between the output class of

the root morph and the input class of the vocalism morph results in a stem. In case

of the root /k⊗t⊗b/, it merges, for example, with the vocalism morph /a⊗a/ and the

output is the stem /katab/ (as shown in the output of the stem /katab/ in figure (7.5))

which then concatenates with its corresponding prefixes and suffixes. The first line in

the output is the identifier, followed by the stem and some morphological information.

The first box in the output is the argument structure, the second is the semantics of

the parsed string, i.e., a typical DRS with a head part and a body part, and the third

box is the parse terms.

The argument structure of the stem exports an event variable, e. It is categorized as a

stem in the perfective aspect and the past tense. It is also classified as transitive and in

the active form. The mood attribute has no value. The AVS of the parameter has five

parameters: two for the grammatical arguments, i.e., the agent and the theme, and the
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three temporal parameters: time of topic, time of utterance and time of situation.

Welcome to Referent Systems Version 6.1.

Input: /katab/

(1)

Id:en21

Q.(◦, 0)./k·a·t·a·b/⟨
[
form : I;morph : root; stem-Eayon : ai
sub-type : sound; type : triliteral

]
: 0

0◦⟩

⟨e :△:



asp : perf
cat : stem
mood : ∗
tense : past
trs : trans
voice : act


::


gf2 : x0
gf1 : x
TU : t1
TT : t0
TSit : t

⟩
e; t; t0; t1; x; x0

time′(e) = t; before′(t0, t1);
inclde′(t0, t); write′(e);
agt′(e) = x; thm′(e) = x0.

Parse terms:
Q.� f (p1trans : mr2, schreiben : mr0)

1

Figure 7.5: System’s output of the stem /katab/

When the stem merges with the suffix /a/, for example, the complete form of the verb
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gives one result for each directionality of the arguments as shown in the output of the

verb /kataba/ in figure (7.6).

Welcome to Referent Systems Version 6.1.

Input: /kataba/

(1)
Id:en22

Q.(◦, 0)./k·a·t·a·b·a/⟨
[
form : I;morph : root; stem-Eayon : ai
sub-type : sound; type : triliteral

]
: 0

0◦⟩:⟨: 1
0• 0◦⟩:⟨: 1

0◦ 0•⟩

⟨e :△:



asp : perf
cat : verb
gend : masc
mood : ∗
num : sg
per : 3rd
tense : past
trs : trans
voice : act


::

 TU : t1
TT : t0
TSit : t

⟩

⟨x : ▽ :


case : nom
cat : noun
gend : masc
num : sg
pers : 3rd

 :: [ ]⟩

⟨x0 : ▽ :
[
case : acc
cat : noun

]
:: [ ]⟩

e; t; t0; t1; x; x0
time′(e) = t; before′(t0, t1);
inclde′(t0, t); write′(e);
agt′(e) = x; thm′(e) = x0.

Parse terms:
Q.� f (atrasn : mr3,� f (p1trans : mr2, schreiben : mr0))

1

Figure 7.6: System’s output of the verb /kataba/
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The argument structure of the verb includes three AISs: one for the event variable, one

for the agent and one for the theme. The verb exports the event variable and imports

both the agent and the theme. The agent is imported under the name nominative, noun,

masculine, singular and third person, whereas the theme is imported under the name

accusative noun. The parameter AVSs are ignored for the agent and the theme, whereas

the parameter AVS of the verb includes three temporal parameters.

7.2 Phrases and simple clauses

Although the proposed calculus assumes that there is no syntactic structure and de-

pends completely on morphology in the merge process until the whole sentence is con-

structed, I’d prefer to follow the common way of constructing sentences in explaining

the computational implementation of the system. Also, I mention some comments on

this point in the evaluation. Thus, we can imagine that words are already composed

of their constituent morphemes, and they are ready to combine to form phrases. The-

oretically, several variables can be identified under merges. That is to say, the verb

/kataba/ can merge with the subject and the object together. But I prefer to first show

the merge between the verb and one of its arguments, say with the object. This is shown

in the output of the phrase /kataba darosaN/ in figure (7.7). Once the verb /kataba/

merges with the theme /darosaN/, the selection restrictions of the theme disappear in

the resulting constituent.
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Welcome to Referent Systems Version 6.1.

Input: /kataba darosaN /

(1)
Id:en26

Q.(◦, 0)./k·a·t·a·b·a␣·darosaN␣/⟨
[
form : I;morph : root; stem-Eayon : ai
sub-type : sound; type : triliteral

]
: 0

0◦⟩:⟨: 1
0• 0◦⟩

⟨e :△:



asp : perf
cat : verb
gend : masc
mood : ∗
num : sg
per : 3rd
tense : past
trs : trans
voice : act


::

 TU : t1
TT : t0
TSit : t

⟩

⟨x : ▽ :


case : nom
cat : noun
gend : masc
num : sg
pers : 3rd

 :: [ ]⟩

e; t; t0; t1; x; x0
lesson′(x0); time′(e) = t;
before′(t0, t1); inclde′(t0, t);
write′(e); agt′(e) = x;
thm′(e) = x0.

Parse terms:
Q.� f (5(atrasn : mr6,Lehre : mr22),� f (p1trans : mr2, schreiben : mr0))

1

Figure 7.7: System’s output of the phrase /kataba darsoaN/

A full simple sentence can then be obtained by the merge of the verb phrase /kataba

darosaN/ with the subject /Ahmedu/ as shown in the output of the sentence /kataba

Ahmedu darosaN/ in figure (7.8).
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Welcome to Referent Systems Version 6.1.

Input: /kataba Ahmedu darosaN /

(1)
Id:en30

Q.(◦, 0)./k·a·t·a·b·a␣·Ahmedu␣·darosaN␣/⟨
[
form : I;morph : root; stem-Eayon : ai
sub-type : sound; type : triliteral

]
: 0

0◦⟩

⟨e :△:



asp : perf
cat : verb
gend : masc
mood : ∗
num : sg
per : 3rd
tense : past
trs : trans
voice : act


::

 TU : t1
TT : t0
TSit : t

⟩

e; t; t0; t1; x; x0
x = Ahmed′; lesson′(x0);
time′(e) = t; before′(t0, t1);
inclde′(t0, t); write′(e);
agt′(e) = x; thm′(e) = x0.

Parse terms:
Q.� f (5(5(atrasn : mr8,Ahmed : mr18),Lehre : mr22),� f (p1trans : mr2,

schreiben : mr0))

1

Figure 7.8: System’s output of the sentence /kataba Ahmedu darsoaN/

Now, the argument structure contains only the AIS of the exported event variable. In

the head part of the DRS, there are six variables for the event, the agent, the theme and

the three temporal variables. In the body box, the computed semantics is represented

in the form of functions and equations. The agent of the verb is x, represented as
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agt′(e) = x and x = Ahmed. The theme of the verb is x0 and x0 = lesson. The semantics

of time is represented as follows: the time of topic, t0, is before the time of utterance,

t1, which denotes the past tense; and the time of situation, t, is before the time of topic,

t0, which denotes the perfective aspect.

7.3 Evaluation

It is true that the proposed calculus provides a powerful mechanism to account for com-

plex phenomena such as discontinuity of morphemes, flexible word order, null-subject

and copula-less clauses in a tensed environment, but it meets also some challenges and

there are questions that need to be answered.

7.3.1 Multi-word expressions

One of the most basic challenges of compositionality is multi-word expressions and to

be more specific “non-decomposable multi-word expressions”. The notion was suggested

by Sag et al. (2002) as a response to the attempts to provide a semantic compositional

analysis to some idioms (Nunberg (1994) as an example). The meanings of some MWEs

can be predicted from the meanings of their parts and the way they are organized,

even with specific interpretations of the meanings of these parts. “Spill the beans” is

an example (Sag et al., 2002), which means to “remove the secrets”. The meaning is

obtained from “spill” in the “removal” sense and “beans” in the “secret” sense. However,

there are many counter examples that cannot be described in the same way as in

“kick the bucket”. Kracht (2007) defines language as a set of signs, and each sign is

composed of an expression and a meaning. The grammar of language is the finite set

of constructions to form signs. A language L is described as a compositional language

only if it has a compositional grammar, i.e., a finite set of operations to generate L.

Kracht assumes that there is always some way in which the signs are composed and

combined with each other. This way can be specified depending on the phonological

constrains, as reflected in the definition of glued strings and fractured glued strings,

or based on the morphosyntactic agreement. First, it seems obvious that phonology

cannot play any role in this regard. Secondly, taking advantage of the morphosyntactic
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agreement requires the possibility to predict the behavior of the signs under merge.

However, there are MWEs that are syntactically-idiomatic whose construction cannot

be predicted from its smaller components like “ad hoc”, “by and large” and “wine and

dine”. In fact, MWEs represent a challenge to the compositionality principle in general

not to Kracht’s theory in specific. Another syntactic problem is the variation. I argue

that this framework can, from a theoretical viewpoint, deal with the decomposable

MWEs, even in cases of syntactic variation by allowing the parts of the expression

to be discontinuous. The non-decomposable MWEs can only be handled as a single

unit with a specific meaning, which is simply against the compositionality principle.

MWEs can be described as s cross-linguistic phenomenon, and therefore Arabic is not

an exception. It has different kinds of MWEs, including compound nouns such as /Ãa:du

lèaqi/ / ‘Gadu alhaq’, idioms like /zawbaQatun fi: finÃa:nin/ ‘a storm in a tea cup’

collocations such as /assiju:latu lmuru:rijatu/ ‘Traffic fluidity’ … etc. Arabic MWEs are

not dealt with in this dissertation, but the same challenges are expected for Arabic.

7.3.2 Discontinuity between Arabic morphemes and German separable

prefixes

Kracht proposes that German verbs with separable prefixes are inserted in the lexicon

as discontinuous roots as /auf⊗les/ ‘pick up’ while the perfect suffix morphs are as

/ge⊗t/, /ge⊗en/, /t/ and /en/. This is the same solution proposed to Arabic roots

and vocalisms as in /k⊗t⊗b/ and /a⊗a/. This is problematic from two sides: it ignores

the fact that Arabic roots, even if they contain different parts, are single morphemes,

whereas these German “roots” are not composed of different parts but from two distinct

morphs. So, the Arabic root can be associated with one meaning, but one question is

whether the meaning of /auf⊗les/, for example, is obtained compositionally from the

meanings of /auf/ and /les/, or it is associated with its meaning noncompositionally.

Also, the sequence of parts in the Arabic roots is always fixed, but the sequence of parts

in the case of German verbs with separable prefixes is not fixed. German verbs that are

composed of a stem and a separable prefix are different cases: they may maintain the

main sequence of their parts as in the subordinate clauses (139) or exchange the order in
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the main clauses (140) and also in the imperative (141). This in addition to the perfect

form. The discontinuity in Arabic morphemes is purely morphological. The roots and

vocalisms combine to compose the stem and nothing beyond that. In this point, the

perfect form in German is similar, but in the main clauses and in the imperative, it

goes beyond the morphology, since other constituents are inserted between the parts of

the fractured string.

(139) ...,
...,

wenn
when

der
the.def

Zug
train.nom.sg.m

abfährt.
leave.3.sg.prs

‘..., when the train leaves.’

(140) Ich
I.nom.1.sg

mache
make.1.sg.prs

die
the.def

Tür
door.acc.f.sg

auf.
on(open)

‘I will open the door.’

(141) mach
make.2.sg.imp

bitte
please

die
the.def

Tür
door.acc.f.sg

auf.
on(open)

‘Please open the door.’

A final note in this point is related to the strict prohibition of movement. Kracht

argues that his framework does not allow any kind of movement, and he substitutes

the movement rules with the handler. If /auf⊗les/ is dealt with as one morpheme,

then it may appear at the surface either as /auf⊗les/ or as/les⊗auf/. Even using a

combinatorial function instead of the movement rule, the real situation says that there

is a kind of movement, and the difference is only in the way in which the movement is

done.

7.3.3 Absence of diacritical markers

The overt morphological information plays a significant role in the identification of

variables. In fact, the AISs are allowed to be accessed either in a strict order, i.e., E-

accessed, which is not the case of Arabic, or to be skipped depending on the match

of the morphosyntactic information, i.e., G-accessed. However, the writing system of

modern standard Arabic poses real challenges to AMRS, both at the morphological and

syntactic levels.
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Diacritics and word formation: Morphologically, Arabic words are formed from roots

and vocalisms. The latest are supposed to be written as diacritics above or below the

consonants, but this is not the actual case. Diacritics are mostly absent in the written

Arabic texts. Diacritical marks do not appear in 98% of Arabic texts (Habash, Diab, &

Rambow, 2012). The absence of diacritics results in an exceptional degree of ambiguity

in the writing system. Consider the string /ktb/ as actually written. This string may

mean an array of words. It can mean /kataba/ ‘he wrote’, /kutaba/ ‘was written’,

/kattaba/ ‘made someone write’ and /kutub/ ‘books’.

Diacritics and sentence formation: Diacritics also play a significant role at the syntac-

tic level. They are used among others as case markers. Arabic nouns inflect for three

cases: nominative, accusative and genitive. In the normal cases, nouns are suffixed with

a dammah in the nominative case as in /alkitabu/, ‘the book’, a fatha in the accusative

case as in /alkitaba/, ‘the book’ and a kasrah in the genitive case as in /alkitabi/, ‘the

book’. It is noteworthy to mention that there are some other markers used to indicate

these cases, and the same diacritic may function in some cases differently. The absence

of these diacritics represents a real challenge for the proposed approach since it depends

on them in specifying the syntactic functions and consequently the semantic roles of

the arguments. Kracht’s main argument against Vermeulen’s original version of RS and

at the same time his main motivation to extend it is its compositional inadequacy in

the case of languages with free word order like Arabic. However, even Kracht’s solu-

tion requires a fully diacritised sentence to be practically applicable. In a sentence like

(142), neither word order nor the overt morphological marker can help identify the se-

mantic roles of the arguments. That is, if the basic word order of the verbal sentence

is followed, namely VSO, a misleading meaning, in which the employee functions as

the agent whereas the manager functions as the patient, is obtained. But this is not

the intended meaning. Unfortunately, depending on the overt morphological features,

as Kracht proposes, is useless because the case markers are absent and the agreement

between the verb and its subject is not sufficient since both the subject and the object

have the same morphological features except for the case. Both are singular, masculine

and definite. This means that both can syntactically function as the subject or the ob-
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ject, but logically it is expected that the manager is the one who punished the employee

since the opposite is difficult to be imagined.

(142) QK
YÖÏ @ 	­ 	£ñÖÏ @ I.
�̄ A �«

Qa:qb almwDQDQf almdi:r

punish.3.sg.pst.m employee.??.sg.m.def manager.??.sg.m.def

‘The manager punished the employee.’ or ‘The employee punished the manager’

The two possible ways, in which the AISs are accessed, presuppose that arguments

are connected to heads either by the order or by the marking, i.e., languages are either

marking dependent, like many languages from the Indo-European family, including Ger-

man, Greek, Armenian and the Slavonic languages, or zero-marking languages which

typically have a very little morphology like Chinese and Vietnamese (Tallerman, 2014,

p. 140). In the second group of languages, the order is crucial, but the writing system

of modern standard Arabic represents a challenging case in which the relationship be-

tween the head and its arguments cannot be captured neither by the order nor by the

markers.

Clearly, I do not say that Arabic is a zero-marking language or even the writing system

of modern standard Arabic is fully neutral, despite the fact that Arabic dialects have

lost case (Holes, 2004) and the fact that case is not usually marked in the orthography

(Habash, Gabbard, Rambow, Kulick, & Marcus, 2007). In many cases, nouns are in-

flected for case using letters rather than diacritics, and therefore the absence of diacritics

is insignificant for the identification of the syntactic functions. (143) is a modification

of (142) but the verb arguments are in the plural form.

(143) 	àðQK
YÖÏ @ 	á�
 	® 	£ñÖÏ @ I.
�̄ A �«

Qa:qb almwDQDQfi:n almdi:ru:n
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punish.3.sg.pst.m employee.acc.pl.m.def manager.nom.pl.m.def

‘The managers punished the employees.’

The syntactic functions of the verb arguments in (143) can be determined even in the

absence of the diacritics because Arabic sound plural expresses case (also gender and

number) orthographically. In (143), the verb can specify that /almdi:ru:n/ / 	àðQK
YÖÏ
�
@/

‘the managers’ is the subject, and /almwDQDQfi:n/ / 	á�
 	® 	£ñ ÖÏ @/ ‘employees’ is the ob-

ject depending on the distinction between the nominative marker and the accusative

marker.

Riau Indonesian is a more complicated case because it cannot be classified in terms of

the relationship between the verb and its arguments. The three common ways in which

languages indicate this relationship are: constituent order, case marking and agreement

(Tallerman, 2014, p. 189). However, Gil (2004) describes the language, spoken in in-

formal situations by the inhabitants of the Riau province in east-central Sumatra, as a

strongly isolating language with no inflectional morphology, relatively little derivational

morphology and very flexible free word order. According to Gil, the most significant

feature of Riau Indonesian is the pervasiveness of underspecification: grammatical cat-

egories like number, tense, aspect ... etc lack overt features. The expression in (144),

taken from (Gil, 2004), shows the underspecification in Riau Indonesian.

(144) Makan ayam

eat chicken

’an association of eating and chicken’

In (144), /Makan/ ‘eat’ is underspecified for tense and aspect, and there is no overt

marker for number or definiteness in /ayam/ ‘chicken’. More important is the underspec-

ification of the semantic roles of the two components of the expression, and consequently
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the expression can be associated with an array of interpretations that can only be re-

duced depending on the actual context. Finally, the two components can exchange their

positions, and the new expression maintains the same interpretations (Gil, 2004). This

means that the relationship between the head and its arguments in Riau Indonesian

does not follow any of the three above-mentioned ways.

Gil argues that Riau Indonesian is significantly different from European language and

should not be described by the same theory of language. That is, there is no distinction

between syntactic categories of noun, adjective, verb and sentence, nor between lexical

categories and their phrasal projections. This simply means that it lacks any hierarchic

syntactic structure. Also, the semantics of Riau Indonesian centers around the notion

“association” rather than the predicate-argument relation. Moreover, from a semantic

viewpoint, any expression can be interpreted as an event, state, time, place or thing,

and the meaning of a construction XY, from the two expressions X and Y, can be as-

sociated to any interpretation from the interpretations of X and Y. The two orders of

(144) can have the following 13 meanings if one, i.e., Makan, is interpreted as belonging

to the category of things and the other, i.e., ayam, to the category of events (Yoder,

2010).

(145) Makan ayam/Makan ayam

(1) The chicken is eating.

(2) The chickens are eating.

(3) A chicken is eating.

(4) The chicken was eating.

(5) The chicken will be eating.

(6) The chicken eats.

(7) The chicken has eaten.

(8) Someone is eating the chicken.

(9) Someone is eating for the chicken.

(10) Someone is eating with the chicken.

(11) The chicken that is eating.

(12) Where the chicken is eating.

(13) When the chicken is eating.
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This means that the free association of X and Y to any of the five categories results

in 25 possible combinations, and for each combination there are 13 possible mean-

ings. This generates hundreds of meanings for a two-word sentence, which is definitely

unconvincing (Yoder, 2010).

7.3.4 Border removal and overlap of functions

AMRS depends on a basic principle, to which I refer as border removal. Simply, AMRS

does not draw borders between the purely morphological and the purely syntactic for-

mation. The language is simply a sequence of strings (glued or fractured), and these

strings combine in some way. Let’s focus on the verb and ask the following question:

which morph imports the verb arguments? Is it the whole verb as a string or one of

its components? Is it the root, the vocalism or the suffix? The lexical entry of the

root /k⊗t⊗b/ (see figure 7.1) has two parameters for the subject and the object of

the verb, and their semantic roles are specified in the DRS of the root. However, the

proper treatment of the phenomenon of reduplicated arguments, or the so-called “left

dislocation”, requires an additional argument, i.e., a pronoun that agrees with its an-

tecedent. I solved this problem by allowing the suffix to import three arguments rather

than two as in the argument structure of the root. Although the proposed solution is

practically effective, since the arguments are correctly imported with thematic roles,

the theoretical justifications remain unclear. Questions like: Is it the function of the

suffix to export the arguments? If so, what is the significance of the two parameters

in the root entry? In case of simple structures, i.e., a verb and its two arguments,

the root can import the subject and the object; however, in case of three arguments,

one of the three arguments will not be imported. Two solutions can be suggested: the

first is to insert two entries for each root, and the second is to insert two suffixes

and to allow the suffix to import the arguments. Both solutions have their limita-

tions. Having two entries for each root is theoretically unjustified in addition to the

expected redundancy. On the other hand, if one of the two suffixes is allowed to im-

port the arguments, this leads to an overlap in the functions of roots and suffixes.
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7.3.5 Multiplicity of Morphs

This point is closely related to the border removal and the overlap of functions. As ex-

plained, suffixes are allowed to import three arguments to account for the reduplication

of one of the arguments, but this suffix morph cannot be used to account either for the

normal case of transitive verbs, i.e., the case in which the verb has only two arguments

for the subject and object, or for the ditransitive verbs. In the case of transitive verbs

the number of arguments are different, and although in the case ditransitive verbs the

number of the arguments is the same, there are two other problems. The first is that

only two arguments have similar morphosyntactic information, but the third must be a

pronoun in the case of the reduplicated argument, whereas it can be either a noun or a

pronoun in the normal case of ditransitive verbs. Secondly, while in the case of redupli-

cated arguments a specific word order is forced starting by the antecedent either in the

nominative or in the accusative case, followed by the verb connected to the anaphoric

pronoun and finally the last argument, ditransitive verbs allows in the normal case for

a more flexible word order. Unfortunately, this problem cannot be solved by adding

multiple morphs to the same morpheme, i.e., the suffix, because the number of the

imported variables and the morphosyntactic features are first specified in the argument

structure, and the order is then specified in the morphology. This means that the only

solution is to add multiple entries for the same suffix to account for the different possi-

ble cases. Practically, I chose this approach, but the question is whether these entries

represent the same morpheme or they are different. Also, if this is the only way, it will

be extremely difficult to consider all possible cases at the morphological and syntactic

levels because the final result will be a huge number of entries for what is supposed to

be the same morpheme.
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7.3.6 Specifying the semantic role for the two kinds of objects

Ditransitive verbs like /give/ require three arguments: the agent, the theme and the

recipient. The verb should be able to determine in some way how to specify these roles.

Consider, for example, (146) and (147), taken from (Kracht, 2016, p. 94).

(146) They called him an idiot.

(147) He gave Albert the car.

The verb can distinguish the direct object from the indirect object depending on the

order, since changing the order of the two object produces ungrammatical sentences

(Kracht, 2016, p. 94).

(148) *They called an idiot him.

(149) *He gave the car Albert.

In German, the verb can also distinguish the accusative object from the dative object. In

a sentence like (150), the verb can specify that /dem Kind/ ‘the child’ is the dative object

and /das Spiel/ ‘the toy’ is the accusative object depending on the overt morphological

markers.

(150) Der Vater gab dem Kind das Spielzeug.

The-DEF father-NOM+SG+M give-3SG+PST the-DEF child-DAT+SG+N the-

DEF toy-ACC+SG+N

‘The father gave the toy to the child.’

However, the issue is not simple as it may appear. Consider, for example, the Arabic

equivalent of (150) in (151).

(151)
��é�J.ª

��
ÊË @

�
É 	® ��¢Ë@ �YË� @ �ñË@ ù �¢«

�

@

PaQtQa: alwa:lidu atQtQifla alluQbata

give.3.sg.pst father.nom.sg.m.def child.acc.sg.m.def toy.acc.sg.f.def
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‘The father gave the toy to the child’.

The two objects have almost the same morphosyntactic information, and therefore they

have two similar argument structures. Both are definite, singular and in the accusative

case. They differ only in the gender. The child is masculine and the toy is feminine.

Nevertheless, the gender does not play any role in this regard. Also, the two arguments

can exchange their position. Thus, neither the order nor the overt morphological features

can help to distinguish the direct object form the indirect one. This case is different

from ambiguous cases, in which two possible interpretations are semantically acceptable.

Kracht (2016, p. 130) gives the example in (152) where the determiner fails to exhibit

the syntactic functions of the nouns.

(152) ..., dass die Katze die Mutter sieht.

..., that the cat sees the mother.

..., that the mother sees the cat.

Kracht suggests two solutions for such cases: the first is to produce all the possible

analyses. In case of (152), there are two possibilities: one in which /die Katze/ ‘the cat’

is the subject and /die Mutter/ ‘the mother’ is the object, and the other is the opposite.

The applicability of the proposed solution is because both can function as agents and

themes. The second solution is to make the verb first merge with the rightmost entry.

That is, the verb first merges with /die Mutter/ and then both merge the /die Katze/,

and thus this sentence is interpreted as ‘..., that the cat sees the mother’. (153) and

(154), taken from (Kracht, 2016, p. 95), show that the direct and indirect objects in

English can be syntactically indistinguishable, and therefore the verb is not allowed to

first combine with the indirect object.

(153) John gave the farmer the slave.

(154) John gave the slave the farmer.

But in the Arabic sentence the only accepted meaning is when the “toy” is the theme

of the verb and the “child” is the recipient. The opposite is semantically odd because

“the child” cannot be given to “the toy”, but the two objects are allowed to exchange

their positions. Even providing the entries with semantic features cannot completely

solve the problem. They can be useful in some cases, since each semantic role has
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(mostly) some typical features. The problem lies in the impossibility of generalization.

For example, it can be said that agents are mostly human, but it cannot be generalized

that agents are human. The impossibility of generalization renders adding semantic

features to determine the semantic roles as not optimal.

7.3.7 Deviation from the basic meanings

An important motivation of AMRS is to be compositionally surface-oriented, and there-

fore it depends on the morphology and assumes neither syntactic structure nor move-

ment. Two assumptions can be made in this regard: morphs are the basic expressions

and if two morphs merge, they compose a complex expression. Using Frege’s words,

morphs are the parts whose meanings and the way they are organized determine the

meaning of complex expressions. This entails that every morph should have a meaning,

and this meaning is unique. I discuss only one manifestation of the deviation from the

basic meaning of temporal forms in the language of newspapers, namely, the deviation

from the basic meaning of the present. The most prominent deviation, that has been

observed, is the use of the imperfective present in the headlines to denote the perfective

past (See Gad (2017, p. 114-119)3. Consider, for example, the headline in (155) (taken

from (Gād, 2017, p. 115).

(155) A�	J
�
Ë �é� �K. P�A

�	ª�ÜÏ @ �	á���
�� A�J

���Ë@ �è� �ZA ��@
�

�Ñ 	« �P 	á�
���mÌ'@ �ð H.� Q�

	ª�ÜÏ @ I.� ª
��� �©�Ó �	ám�

�	' : �	áÊ�ª�K

��H
�
@ �XA ���Ë

�
@

assa:da:tu juQlinu naènu maQa SaQbi

Assadat.nom.sg.m.def state.3.sg.ind.prs we.nom.1.pl with people.gen.sg.m

almaGribi walèasani raGma Pisa:Pati

Morocco.gen.sg.m and-alèasan.gen.sg.m despite offense.gen.sg.f.def

issija:sijji:na almaG:ribati lana:

Politicians.gen.pl.m.def Moroccan.gen.pl.m to-us.gen.pl

‘Al-sadaat states: we are with Morocco and Al-hasan despite the offense of the

3This observation has been made depending on a corpus of two newspapers: Ð@ �Që
�

B
�
@ al-Pahra:m ‘The

Pyramids’ and ¡ ��ð
�

B@ ��Qå���Ë

�
@ a-SSarq al-PawsaQ ‘The Middle East’. The corpus has been collected by

Gad, and it covers the period from 1960 to 2015 including headlines, articles, reports and news (Gād,
2017, p. 111).
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Moroccan Politicians to us.’

In this headline, the verb /juQlinu/ / �	áÊ�ª�K
/ ‘state’ is used in the present form, and the

main meaning is supposed to be imperfective present, i.e., the time of topic equals the

time of utterance and is included in the time of situation (TT = TU & TT ⊂ TSit).

However, the present form in (155) is used to denote the perfective past. In the body

of the news, the past form /PaQlana/ / �	á
�
Ê«
�

@/ ‘stated’ is used with adverbs of the past

like /Pams/ /�Ó
�

@/ ‘yesterday’. While in (155) the intended meaning of the present form

(as denoting the past) is emphasized in the body of the news by using the past form

along with a past adverb, in (156) (taken from (Gād, 2017, p. 119)) the present form

is used with a past adverb in the headline. In the normal use of Arabic, the headline in

(156) is supposed to be ungrammatical in addition to the semantic deviation form the

main meaning of the present form.

(156) Q�å�
��®Ë@ �H. Q

��̄ 	áK
Q�ë� A
�	¢��J �ÜÏ @ ��ð

�
ð �P ���ñ�	̄ �Ðñ�m�
��' �é�

��K
Q�å�Ö�Ï @
�é�
�j
��
Ê �� �ÜÏ @ �H� @ñ

��®
�
ÊË ��é �ªK.� A

��K �Q���K. ñ
�
ºJ
Ê�ë�

�Ó
�

@ �è� �Që� A

��®Ë @ ¡ �� �ð ��ø
 P�ñ
�êÒ�m.Ì'@

hilikubtaru ta:biQatun lilquwwati almusallaèati almisrijjati

aircraft.nom.sg related.nom.sg to-forces.gen.pl.def armed.gen.def Egyptian.gen.def

taèu:mu fawqa ruPu:si lmutaDQa:hiri:na qurba lqasQri

hover.3.sg.ind.prs over head.gen.pl protester.gen.pl.def near palace.gen.sg.def

lÃumhu:rijji wasaDQa lqa:hirati Pams

republican.gen.sg.def downtown Cairo.gen.sg.def yesterday.

‘A helicopter of the Egyptian armed forces hovers over the heads of the protesters

near the Republican Palace downtown Cairo yesterday.’

I meant to show by (155) and (156) that the actual use of language may involve devi-

ations from the basic meaning of the expression and violations of the standard rules.
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7.3.8 Computational complexity

Computational lexicon-based approaches to natural languages are generally described as

very time-consuming and tedious. AMRS is not an exception. It is not only a completely

lexicalist approach but also a purely surface-oriented one. All information that governs

the behavior of the strings needs to be stored in the lexicon. The problem of Arabic

weak verbs is an obvious manifestation of this complexity. Three distinct entries for

each hollow verb are inserted in the lexicon along their morphosyntactic information.

That is to say, instead of applying general rules to deal with cases of dropping, adding

or changing certain strings, I had to insert multiple entries (morphs) for the same

morpheme, and each morph has its own morphosyntactic behavior.

7.4 Summary

I devoted this chapter to two significant points: the description of the developed morphse-

mantic lexicon and the evaluation of AMRS both theoretically and practically. The

lexicon can be used within the computational implementation of the calculus in OCaml

(Kracht, 2016). At the word level, roots first merge with vocalisms to compose stems.

Both are considered discontinuous, i.e., fractured glued strings, and both have meanings.

Then, stems concatenate with prefixes and suffixes to form words. Then, words combine

to compose phrases and sentences. As an example, I showed the analysis of the sentence

/kataba Ahmedu darsoaN/ [write.3.sg.pst.m Ahmed.nom.sg.m lesson.acc.sg.m.indef]

‘Ahmed wrote a lesson’. In this example, I showed how the root /k⊗t⊗b/ first merges

with /a⊗a/ to form the stem /katab/. I also explained how the argument structures

and DRSs of the root and vocalism merge. Then, I showed that the stem merges with

the suffix /a/ to form the 3rd person singular in the past. After I proved that AMRS

is basically adequate for handling Arabic, I counted a number of theoretical and prac-

tical challenges the theory meets. These challenges include the absence of some overt

morphological markers due to the Arabic modern writing system, the inadequacy to

handle some types of multi-word expressions, the overlap of functions resulting from

the boarder removal between morphology and syntax, the multiplicity of morphs that

may lead to numerous entries for the same morpheme, the problem of specifying the
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semantic role for the two kinds of objects (in some cases) and finally the semantic

deviation from the basic meaning of expressions.



Chapter 8

Conclusion

There have been several attempts to compositionally handle natural language. In this

dissertation, I investigated a theory of semantic composition and applied it to Arabic.

The theory, introduced by Marcus Kracht, is an extension of the work of Kees Ver-

meulen on referent systems. I began the dissertation with questions on the bases of the

theory, how to handle Arabic morphology and structure within the proposed calculus,

to what extent the theory shows universal properties of language and the challenges it

meets both theoretically and practically.

In the introductory chapter, the main assumptions of AMRS are indicated, whereas a

detailed description of the semantic signs is given in chapter 3. The pure surface orien-

tation, the maintenance of the principle of surface compositionality and the promotion

of the role of the overt morphological information in building up complex constituents

are generally the main assumptions of AMRS. Semantic signs are inserted in the lex-

icon, and each sign has two components: a morphological component and a semantic

component. The morphological component is composed of a morpheme and its morpho-

logical information that provides clues to how it combines with other morphemes. The

semantic component is composed of an argument structure and a DRS. The argument

structure is a modification of the definition of RS. The mechanism of the renaming of

the variables is kept as it is in the original version of RS but the clues, that indicate

how variables are identified, are provided by morphology.

To reduce the complexity, I first dealt with word formation. The most important result

in this part is the proof that the concatenative paradigm can be saved for Arabic word

196
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formation if the discontinuity of morphemes is admitted. Arabic morphs are described

as fractured glued strings that can be combined through a combinatorial function. Two

main problems are solved: root and vocalism matching and morphophonemic alterna-

tions. The proper combination of roots and vocalisms is secured as follows:

• Each morph has a morphological class with four attributes:

– Type: {triliteral , quadriliteral}

– Sub-type: {sound, geminate, hollow ....}

– Form: {I, II, II,....}

– Stem-Eayon: {au, aa, ai, ia, ii, uu}

• Roots are only provided with out-classes because they only play the role of argu-

ment and never behave as a functor.

• Vocalism morphs are provided with in-class (for the hosted root morph) and out-

class (for the result of the merge).

• The merge is defined only if the out-class of the root matches the in-class of the

vocalism.

The second problem is the morphophonemic changes as particularly seen in the case of

hollow roots. I considered all these changes as morphs of the same root morpheme, and

consequently all of them are listed in the lexicon. This is consistent with the applied

calculus and also prohibits overgeneration.

Then I moved to sentence structure. Arabic involves two types of sentences: verbal

sentences and verbless sentences. I handled several challenges related to both types.

The empty string, that bears the agreement morphological information, is suggested for

both the absence of copula and the null-subject. The case of reduplication of arguments

in verbal sentences is dealt with by allowing the verb to import one more argument

provided that the extra argument is a pronoun, and it agrees with its antecedent. Free

word order is accounted for using the G-access mechanism, and the adverbial phrase is

allowed to appear at any position in the sentence.

AMRS allows any number of parameters in the AISs; however, I added only three:
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properties, tense, and aspect. Following Kracht (2016) in his treatment of properties,

nouns are dealt with as properties, rather than objects, and adjectives are considered

functions that take properties as arguments and return properties that can then be

attributed to nouns. As for tense and aspect, I argued for Comrie and Fassi’s point of

view that Arabic expresses both but following Klein, I dealt with both as relations. So,

using Klein’s notions, I represented the meaning of Arabic temporal morphosyntactic

markers in terms of the relation between time of topic (TT) and time of utterance

(TU) on the one hand, and between time of situation (TSit) and time of topic (TT)

on the other. I also showed that Arabic expresses the common temporal relations in

European languages. These relations are expressed either by morphology only or by

morphosyntactic combinations.

I devoted chapter 7 to the description of the developed lexicon and the evaluation of

the theory. In particular, I showed how Arabic morphs are listed in the lexicon with a

focus on roots and vocalisms as fractured glued strings. Then, I described how these

morphs are combined to compose phrases and clauses. I also referred to some challenges

that AMRS meets. These challenges include the compositional treatment of multi-word

expressions, the absence of diacritical marker in the modern writing system of Arabic,

the overlap of functions due to the border removal between morphology and syntax,

multiplicity of morphs, specifying the semantic role for the two kinds of objects when

both the order and the morphological information do not suffice, the cases of deviation

from the basic meanings, and the computational complexity. In the following points, I

summarize the results of this dissertation:

• I presented a new attempt to both theoretically and practically represent the

meaning of Arabic sentences dynamically and more smoothly. To the best of my

knowledge, this is the first attempt to combine Arabic morphological units with

their semantic representations.

• I proved that the concatenative paradigm can be saved in the treatment of Arabic

morphology. This support Kracht’s claim that admitting discontinuity can save

the concatenative paradigm.

• In Arabic copula-less clauses, I proposed an empty string that functions as a
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covert copula or a state verb and considered this construction as a default case.

This default case can be overridden by rules of special cases. This empty string

provides this type of sentences with tense, and it differs from the overt copula in

two aspects: it imports two arguments in the nominative case, and it is in the

present tense.

• I suggested two solutions to deal with the phenomenon of “reduplicated argu-

ment”: either to deal with the anaphoric pronouns as a group of agreement suf-

fixes or to allow the verb to import an extra argument. In the implementation, I

followed the second solution.

• Like Comrie and Fassi, I argued that Arabic expresses both tense and aspect.

However, I rejected all the current assumptions regarding the means of expressing

tense and aspect. Particularly, I suggested that temporality is expressed in Arabic

by vocalisms, auxiliaries, and clitics. If the stem forms are isolated, temporality

is only expressed by vocalisms.

• The last point entails rejecting that the first vowel in /jaktub/ is part of the

prefix, but it is part of the vocalism discontinuous morpheme.

• I classified Arabic as a non-sequence of tense language like Japanese and rep-

resented the temporal relations in Arabic embedded clauses depending on this

classification.

• I showed that Arabic can provide a supporting piece of evidence for the argument

that noun phrases may express temporal relations morphologically. This is in

line with Nordlinger and Sadler (Nordlinger & Sadler, 2004) and against Kracht’s

claim that noun phrases do not express their dependency on time morphologically

(Kracht, 2016).

• I evaluated the theory of AMRS and showed that it provides a powerful mecha-

nism to handle complex phenomena both morphologically and structurally; how-

ever, it meets some challenges both theoretically and practically.
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• As part of my work, I built a computational lexicon for (a fragment of) Arabic

depending on the proposed theoretical analysis.

This work can be extended in the future both theoretically and practically. From a

theoretical perspective, it can be developed to include topics like quantification and

conjunctions. These two topics are additional significant indicators for the power of

the calculus. Also, the phenomenon of discontinuity of constituents needs to be cross-

linguistically investigated for a better understanding of this significant phenomenon.

Practically, more work can be devoted to increase the entries of the lexicon. Also, more

parameters can be studied and added, since the calculus allows for any number of

parameters.
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<?xml version="1.0"?>

-<dict xsi:noNamespaceSchemaLocation="refsysschema.xsd" xmlns:xsi=
"http://www.w3.org/2001/XMLSchema-instance">

<name string="Arabische Verben" vlg="de"/>

<name string="Arabic Verbs" vlg="en"/>

<!-- General handlers do not work properly, so this is added fortesting 
purposes. -->

<hdlg lg="1" gen="lg" id="post"/>

-<hdl id="pre1">

-<unit>

<prt fct="true" pos="0"/>

<prt fct="false" pos="0"/>

</unit>

</hdl>

-<hdl id="pre2">

-<unit>

<prt fct="true" pos="0"/>

</unit>

-<unit>

<prt fct="false" pos="0"/>

</unit>

</hdl>

-<hdl id="post1">

-<unit>

<prt fct="false" pos="0"/>

<prt fct="true" pos="0"/>

</unit>

</hdl>

+<hdl id="post2">
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-<hdl id="post3">

-<unit>

<prt fct="false" pos="1"/>

<prt fct="false" pos="0"/>

<prt fct="true" pos="0"/>

</unit>

</hdl>

-<hdl id="null3">

-<unit>

<prt fct="true" pos="0"/>

</unit>

-<unit>

<prt fct="true" pos="1"/>

</unit>

-<unit>

<prt fct="true" pos="2"/>

</unit>

</hdl>

-<hdl id="perf">

-<unit>

<prt fct="false" pos="0"/>

<prt fct="true" pos="0"/>

<prt fct="false" pos="1"/>

<prt fct="true" pos="1"/>

<prt fct="false" pos="2"/>
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</unit>

</hdl>

-<hdl id="null">

-<unit>

<prt fct="true" pos="0"/>

</unit>

</hdl>

<!-- This is the list of roots -->

<!-- Triliteral roots -->

-<entry id="schreiben">

-<argx>

-<arg>

<var name="e0"/>

<dia name="u"/>

<avi/>

<avo voice="ast" mood="ast" tense="ast" asp="ast" trs="trans" cat="root"/>

-<pavs>

<vp name="gf1" out="x0"/>

<vp name="gf2" out="x1"/>

</pavs>

</arg>

</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>k</text>
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<post/>

</gst>

-<gst>

<pre/>

<text>t</text>

<post/>

</gst>

-<gst>

<pre/>

<text>b</text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="null3"/>

<mi/>

<mo stem-Eayon="ai" form="I" sub-type="sound" type="triliteral" morph=
"root"/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="e0+x0+x1">

-<lit>

-<trmf fc="write">

<trmv name="e0"/>

</trmf>

</lit>
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-<eq>

-<trmf fc="agt">

<trmv name="e0"/>

</trmf>

<trmv name="x0"/>

</eq>

-<eq>

-<trmf fc="thm">

<trmv name="e0"/>

</trmf>

<trmv name="x1"/>

</eq>

</drs>

</sem>

</entry>

-<entry id="geben">

-<argx>

-<arg>

<var name="e0"/>

<dia name="u"/>

<avi/>

<avo voice="ast" mood="ast" tense="ast" asp="ast" trs="ditrans" cat="root"
/>

-<pavs>

<vp name="gf1" out="x0"/>

<vp name="gf2" out="x1"/>

<vp name="gf3" out="x2"/>

</pavs>

</arg>

</argx>
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-<mor>

-<exp>

-<gst>

<pre/>

<text>m</text>

<post/>

</gst>

-<gst>

<pre/>

<text>n</text>

<post/>

</gst>

-<gst>

<pre/>

<text>h</text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="null3"/>

<mi/>

<mo stem-Eayon="ai" form="I" sub-type="sound" type="triliteral" morph=
"root"/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="e0+x0+x1+x2">
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-<lit>

-<trmf fc="geben">

<trmv name="e0"/>

</trmf>

</lit>

-<eq>

-<trmf fc="agt">

<trmv name="e0"/>

</trmf>

<trmv name="x0"/>

</eq>

-<eq>

+<trmf fc="thm">

<trmv name="x1"/>

</eq>

-<eq>

-<trmf fc="ben">

<trmv name="e0"/>

</trmf>

<trmv name="x2"/>

</eq>

</drs>

</sem>

</entry>

<!-- List of Derivational Morphs -->

<!-- Perfct stem morphs -->

<!-- Active form -->
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+<entry id="p1trans">
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-<entry id="p1ditrans">

Page 9



Free XML Editor - b

-<argx>

-<arg>

<var name="e0"/>

<dia name="duft"/>

<avi voice="ast" mood="ast" tense="ast" asp="ast" trs="ditrans" cat="root"
/>

<avo voice="act" mood="ast" tense="past" asp="perf" trs="ditrans" cat=
"stem"/>

-<pavs>

<vp name="TT" out="t1"/>

<vp name="TSit" out="t0"/>

<vp name="TU" out="t2"/>

</pavs>

</arg>

</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a</text>

<post/>

</gst>

-<gst>

<pre/>

<text>a</text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

Page 10



Free XML Editor - b

<mi stem-Eayon="au+aa+ai" form="I" sub-type="sound" type="triliteral"
morph="root"/>

<mo/>

<hdl idref="perf"/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="e0+t0+t1+t2">

-<eq>

-<trmf fc="time">

<trmv name="e0"/>

</trmf>

<trmv name="t0"/>

</eq>

-<lit>

-<trmf fc="before">

<trmv name="t1"/>

<trmv name="t2"/>

</trmf>

</lit>

-<lit>

-<trmf fc="include">

<trmv name="t1"/>

<trmv name="t0"/>

</trmf>

</lit>

</drs>

</sem>

</entry>
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<!-- List of suffixes -->

<!-- List of perfect suffixes (subjects) -->

-<entry id="atrasn">

-<argx>

-<arg>

<var name="e0"/>

<dia name="duft"/>

<avi voice="act" mood="ast" tense="past" asp="perf" trs="trans" cat="stem"
/>

<avo voice="act" mood="ast" tense="past" asp="perf" trs="trans" cat="verb"
gend="masc" num="sg" per="3rd"/>

-<pavs>

<vp name="gf1" in="x0"/>

<vp name="gf2" in="x1"/>

</pavs>

</arg>

-<arg>

<var name="x0"/>

<dia name="d"/>

<avi cat="noun" gend="masc" num="sg" pers="3rd" case="nom"/>

<avo/>

</arg>

-<arg>

<var name="x1"/>

<dia name="d"/>

<avi cat="noun" case="acc"/>

<avo/>

<pavs/>

</arg>

</argx>
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-<mor>

-<exp>

-<gst>

<pre/>

<text>a</text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

Page 13



Free XML Editor - b

-<gst>

<pre/>

<text>a </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a</text>
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<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a </text>

<post/>

</gst>

</exp>
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-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a</text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

Page 16



Free XML Editor - b

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

Page 17



Free XML Editor - b

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

</entry>

-<entry id="atrasnlef">

-<argx>

-<arg>

<var name="e0"/>

<dia name="duft"/>

<avi voice="act" mood="ast" tense="past" asp="perf" trs="trans" cat="stem"
/>

<avo voice="act" mood="ast" tense="past" asp="perf" trs="trans" cat="verb"
gend="masc" num="sg" per="3rd"/>

-<pavs>

<vp name="gf1" in="x0"/>

<vp name="gf2" in="x1"/>

<vp name="gf3" in="x2"/>

</pavs>

</arg>

-<arg>

<var name="x0"/>

<dia name="d"/>
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<avi cat="noun" gend="masc" num="sg" pers="3rd" case="nom"/>

<avo/>

</arg>

-<arg>

<var name="x1"/>

<dia name="d"/>

<avi cat="noun" case="acc"/>

<avo/>

<pavs/>

</arg>

-<arg>

<var name="x2"/>

<dia name="d"/>

<avi cat="pro" case="acc"/>

<avo/>

<pavs/>

</arg>

</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a</text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>
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<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="">

-<eq>

<trmv name="x1"/>

<trmf fc="x2"/>

</eq>

</drs>

</sem>

</entry>

-<entry id="aditrans">
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-<argx>

-<arg>

<var name="e0"/>

<dia name="duft"/>

<avi voice="act" mood="ast" tense="past" asp="perf" trs="ditrans" cat=
"stem"/>

<avo voice="act" mood="ast" tense="past" asp="perf" trs="ditrans" cat=
"verb" gend="masc" num="sg" per="3rd"/>

-<pavs>

<vp name="gf1" in="x0"/>

<vp name="gf2" in="x1"/>

<vp name="gf3" in="x2"/>

</pavs>

</arg>

-<arg>

<var name="x0"/>

<dia name="d"/>

<avi cat="noun" gend="masc" num="sg" pers="3rd" case="nom"/>

<avo/>

</arg>

-<arg>

<var name="x1"/>

<dia name="d"/>

<avi cat="noun" case="acc"/>

<avo/>

<pavs/>

</arg>

-<arg>

<var name="x2"/>

<dia name="d"/>

<avi cat="noun" case="acc"/>
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<avo/>

<pavs/>

</arg>

</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a</text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

-<ma>
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<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>
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-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a</text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>
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<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>
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<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a</text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>
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</ma>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>
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<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a</text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>
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-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst>

<pre/>

<text>a </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>
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</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

</entry>

<!-- List of object pronouns -->

-<entry id="Hu">

-<argx>

-<arg>

<var name="x1"/>

<dia name="u"/>

<avi/>

<avo cat="pro" case="acc"/>

<pavs/>

</arg>
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</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>Hu </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<mi/>

<mo/>

<hdl idref="null"/>

</ma>

</marg>

</mor>

-<sem>

<drs/>

</sem>

</entry>

<!-- List of subject nouns -->

-<entry id="Ahmed">

-<argx>

-<arg>

<var name="x0"/>

<dia name="u"/>

<avi/>
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<avo cat="noun" gend="masc" num="sg" pers="3rd" case="nom"/>

<pavs/>

</arg>

</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>Ahmedu </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="null"/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="">

-<eq>

<trmv name="x0"/>

<trmf fc="Ahmed"/>

</eq>

</drs>

</sem>

</entry>

-<entry id="n1">
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-<argx>

-<arg>

<var name="x0"/>

<dia name="u"/>

<avi/>

<avo cat="noun" gend="masc" num="sg" pers="3rd" case="nom"/>

<pavs/>

</arg>

</argx>

-<mor>

-<exp>

-<gst zero="0">

<pre/>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="pre1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst zero="0">

<pre/>

<post/>
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</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst zero="0">

<pre/>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="null"/>

<mi/>

<mo/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="">

-<eq>
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<trmv name="x0"/>

<trmf fc="Ahmed"/>

</eq>

</drs>

</sem>

</entry>

<!-- List of object nouns -->

-<entry id="Lehre">

-<argx>

-<arg>

<var name="x1"/>

<dia name="u"/>

<avi/>

<avo gen="masc" cat="noun" num="sg" pers="3rd" case="acc"/>

<pavs/>

</arg>

</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>darosaN </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<mi/>
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<mo/>

<hdl idref="null"/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="">

-<lit>

-<trmf fc="lesson">

<trmv name="x1"/>

</trmf>

</lit>

</drs>

</sem>

</entry>

-<entry id="Aly">

-<argx>

-<arg>

<var name="x1"/>

<dia name="u"/>

<avi/>

<avo cat="noun" case="acc"/>

<pavs/>

</arg>

</argx>

-<mor>

-<exp>

-<gst>
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<pre/>

<text>AlyaN </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<mi/>

<mo/>

<hdl idref="null"/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="">

-<eq>

<trmv name="x1"/>

<trmf fc="Ali"/>

</eq>

</drs>

</sem>

</entry>

-<entry id="present">

-<argx>

-<arg>

<var name="x2"/>

<dia name="u"/>

<avi/>

<avo cat="noun" case="acc"/>
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<pavs/>

</arg>

</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>jAizataN </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<mi/>

<mo/>

<hdl idref="null"/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="">

-<lit>

-<trmf fc="present">

<trmv name="x2"/>

</trmf>

</lit>

</drs>

</sem>

</entry>
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<!-- List of adj -->

-<entry id="neu">

-<argx>

-<arg>

<var name="x0"/>

<dia name="du"/>

<avi gen="masc" cat="noun" num="sg" pers="3rd" case="acc"/>

<avo/>

<pavs/>

</arg>

</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>jadIdaN </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<mi/>

<mo/>

<hdl idref="post1"/>

</ma>

</marg>

</mor>

-<sem>
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-<drs head="x0">

-<lit>

-<trmf fc="neu">

<trmv name="x0"/>

</trmf>

</lit>

</drs>

</sem>

</entry>

<!-- List of adv -->

-<entry id="today">

-<argx>

-<arg>

<var name="x0"/>

<dia name="du"/>

<avi cat="noun"/>

<avo/>

-<pavs>

<vp name="TT" in="t"/>

</pavs>

</arg>

</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>Alyauma </text>
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<post/>

</gst>

</exp>

-<marg>

-<ma>

<mi/>

<mo/>

<hdl idref="post1"/>

</ma>

</marg>

</mor>

-<mor>

-<exp>

-<gst>

<pre/>

<text>Alyauma </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<mi/>

<mo/>

<hdl idref="pre1"/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="">
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-<lit>

<trmf fc="t is in today"> </trmf>

</lit>

</drs>

</sem>

</entry>

-<entry id="today2">

-<argx>

-<arg>

<var name="x0"/>

<dia name="du"/>

<avi cat="verb"/>

<avo/>

-<pavs>

<vp name="TT" in="t"/>

</pavs>

</arg>

-<arg>

<var name="x0"/>

<dia name="d"/>

<avi cat="noun" case="nom"/>

<avo/>

<pavs/>

</arg>

-<arg>

<var name="x0"/>

<dia name="d"/>

<avi cat="noun" case="acc"/>

<avo/>
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<pavs/>

</arg>

</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>Alyauma </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<mi/>

<mo/>

<hdl idref="post1"/>

</ma>

-<ma>

<mi/>

<mo/>

<hdl idref="post1"/>

</ma>

-<ma>

<mi/>

<mo/>

<hdl idref="post1"/>

</ma>

</marg>

</mor>
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-<mor>

-<exp>

-<gst>

<pre/>

<text>Alyauma </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<mi/>

<mo/>

<hdl idref="pre1"/>

</ma>

-<ma>

<mi/>

<mo/>

<hdl idref="pre1"/>

</ma>

-<ma>

<mi/>

<mo/>

<hdl idref="pre1"/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="">

-<lit>
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<trmf fc="t is in today"> </trmf>

</lit>

</drs>

</sem>

</entry>

-<entry id="today3">

-<argx>

-<arg>

<var name="x0"/>

<dia name="du"/>

<avi cat="verb"/>

<avo/>

-<pavs>

<vp name="TT" in="t"/>

</pavs>

</arg>

</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>Alyauma </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<mi/>
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<mo/>

<hdl idref="pre1"/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="">

-<lit>

<trmf fc="t is in today"> </trmf>

</lit>

</drs>

</sem>

</entry>

<!-- Verb to be -->

-<entry id="be">

-<argx>

-<arg>

<var name="e0"/>

<dia name="u"/>

<avi/>

<avo voice="act" mood="subj" tense="pres" asp="imperf" cat="verb"/>

<pavs/>

</arg>

-<arg>

<var name="x0"/>

<dia name="d"/>

<avi cat="noun" case="nom" def="def"/>

<avo/>

</arg>
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-<arg>

<var name="x1"/>

<dia name="d"/>

<avi cat="noun" case="nom" def="indef"/>

<avo/>

-<pavs>

<vp name="PORP" in="p"/>

</pavs>

</arg>

</argx>

-<mor>

-<exp>

-<gst zero="0">

<pre/>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>

<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

-<ma>
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<hdl idref="post1"/>

<mi/>

<mo/>

</ma>

</marg>

<rank out="5" in="any"/>

</mor>

-<sem>

-<drs head="p+x0">

-<lit>

-<trmf fc="p">

<trmv name="x0"/>

</trmf>

</lit>

</drs>

</sem>

</entry>

-<entry id="Ali">

-<argx>

-<arg>

<var name="x0"/>

<dia name="u"/>

<avi/>

<avo cat="noun" case="nom" def="def"/>

<pavs/>

</arg>

</argx>

-<mor>
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-<exp>

-<gst>

<pre/>

<text>Ali </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<mi/>

<mo/>

<hdl idref="post1"/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="">

-<eq>

<trmv name="x0"/>

<trmf fc="Ali"/>

</eq>

</drs>

</sem>

</entry>

-<entry id="doctor">

-<argx>

-<arg>

<var name="x0"/>

<dia name="u"/>
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<avi/>

<avo cat="noun" case="nom" def="indef"/>

-<pavs>

<vp name="PROP" out="p"/>

</pavs>

</arg>

</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>tabIbuN </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<mi/>

<mo/>

<hdl idref="post1"/>

</ma>

</marg>

</mor>

-<sem>

-<drs head="">

-<eq>

<trmv name="doctor"/>

<trmf fc="p"/>
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</eq>

</drs>

</sem>

</entry>

-<entry id="clever">

-<argx>

-<arg>

<var name="x0"/>

<dia name="du"/>

<avi cat="noun" case="nom"/>

<avo/>

-<pavs>

<vp name="PROP" out="q" in="p"/>

</pavs>

</arg>

</argx>

-<mor>

-<exp>

-<gst>

<pre/>

<text>mAhiruN </text>

<post/>

</gst>

</exp>

-<marg>

-<ma>

<mi/>

<mo/>

<hdl idref="post1"/>
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</ma>

</marg>

</mor>

-<sem>

-<drs head="x0+p+q">

-<eq>

<trmv name="q"/>

<trmf fc="clever of p"/>

</eq>

</drs>

</sem>

</entry>

</dict>
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