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Introduction 1

The phenomenon investigated in this doctoral thesis is a part of the new
research field called antiferromagnetic spintronics. This subcategory of the
well-established field of spintronics has generated a large interest among the
magnetism community up to the point where Nature Physics dedicated its
March 2018 issue to that topic [11, 12]. To outline why this field is of high
interest for contemporary science it is important to follow the history of an-
tiferromagnets and their domain in spintronics and information technology,
respectively.

Brief history of antiferromagnets in information technology

In 1932 Louis Néel, who was awarded the Nobel prize in physics in 1970
[13], published an article where he points out that systems may exist in
which an antiparallel ordering of neighboring spins minimizes the total en-
ergy [14]. Antiparallel ordered spins do not generate a macroscopic magne-
tization which makes the interaction with an antiferromagnet, and therefore
the detection of its magnetic state as well, nontrivial. Hence, the experimen-
tal validation of Néel’s prediction took roughly a decade and was eventually
validated by a local probe neutron scattering experiment in 1942 [15].

The relevance of antiferromagnets for applications became evident in
1956 after the discovery of the exchange bias effect [16, 17]. Exchange bias
describes an induced anisotropy in a ferromagnet that couples to an adjacent
antiferromagnet, enhancing the coercivity of the ferromagnet. However, if
the induced anisotropy is unidirectional the ferromagnet establishes a mag-
netic easy direction. The coupling phenomena is an interface effect and, thus,
has only a significant magnitude in thin film devices and nanoparticles. It al-
lows the engineering of multilayer systems in which magnetically separated
ferromagnets have arbitrary easy directions or where one layer’s magnetiza-
tion is significantly harder to rotate. These properties can be used to build
magnetoresistive sensors or information storage devices with precisely tun-
able characteristics. Hence, antiferromagnets are widely spread in modern
information technology and have, contrary to the initial conception of the
pioneering scientists, an immense value for practical applications [18–20].
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1. Introduction

In magnetoresistive devices with exchange bias the antiferromagnet is a
crucial component but it remains a passive element. It is configured by the
fabrication process and remains invariant during normal operation of the de-
vice. The research field of antiferromagnetic spintronics is a step forward and
utilizes the antiferromagnet as active element in which information can be
stored. The concept of writing information directly into an antiferromagnet
has multiple benefits compared to a ferromagnetic memory [12]:

1. Antiferromagnets have no net magnetization
→ robustness against perturbations and no stray field
→ high memory cell density possible

2. Antiferromagnetic magnetization dynamics are much faster compared
to ferromagnetic dynamics
→ faster writing speed possible

3. Certain read & write mechanisms do not require heterostructures
→ (in principle) easy to fabricate

While the lack of a net magnetization in an antiferromagnet provides sub-
stantial benefits in regard of information storage technologies, it also re-
stricts possibilities to manipulate its properties.

A new mechanism to manipulate the antiferromagnetic state, also re-
ferred to as Néel order, was proposed by Železný et al. in 2014 [21]. The pre-
dicted Néel-order spin-orbit torque occurs if an electrical current is driven
through an antiferromagnet that obeys specific symmetry requirements. It
allows to electrically reorient the Néel order, i.e., switch between different
stable antiferromagnetic states. In 2016 the feasibility to rotate the Néel
order using electrical currents has been validated experimentally by Wadley
et al. in a tetragonal CuMnAs thin film which was grown by molecular
beam epitaxy [22]. The possibility, to reorient the Néel order electrically in
a single layer of antiferromagnetic material, paves the way to design an anti-
ferromagnetic memory device retaining the advantages emphasized above.

Thesis outline

As outlined above it has been proven already that an electrical current pass-
ing trough a CuMnAs thin film of high crystalline quality rotates the Néel
order. However, the fabrication of antiferromagnetic memory devices by
molecular beam epitaxy is not feasible for a large scale production. Thus, the
first question that will be answered within this thesis is whether tetragonal
CuMnAs thin films can be grown in sufficient quality, using dc-magnetron
sputtering as well [cf. Sec. 4.1].
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Secondly, the Néel-order spin-orbit torque is investigated using intense
currents pulses that manipulate the Néel order in those sputtered samples
of tetragonal and highly oriented, but nonepitaxial, CuMnAs films. The
switching is examined with a focus on the effect of successive pulsing and the
time stability of the switched state [cf. Sec. 4.2]. Deviations from Železný’s
prediction are analyzed using a thermal activation model [cf. Sec. 4.3] and
the switching is simulated by a Monte Carlo code [cf. Sec. 4.4], eventually
drawing a consistent picture of the switching mechanism that goes signifi-
cantly beyond the initial proposed theory.

Finally, this thesis questions whether the high current densities, neces-
sary to observe Néel-order spin-orbit torque switching, induce effects of
nonmagnetic origin that superpose with the magnetic response in transport
experiments. The experimental investigation is done by microdiffraction ex-
periments on reference systems. Then, the findings obtained from those
experiments are used to create a numerical model using the Finite-Element-
Method which allows the determination of the nonmagnetic contribution
in a Néel-order spin-orbit torque switching experiment [cf. Chap. 5].

Chap. 2, placed prior to the presentation and discussion of the exper-
imental results of this work, serves to convey basic knowledge about mag-
netism and the Néel-order spin-orbit torque theory. The experimental meth-
ods are described in Chap. 3.

The findings imparted in Chap. 4 and 5 are summarized in their respec-
tive summary sections 4.5 and 5.6 separately and consolidated in Chap. 6 to
display a coherent conclusion of this work.

Other directions of antiferromagnetic spintronics

Electrical switching by the Néel-order spin-orbit torque is limited to anti-
ferromagnets that follow a very specific symmetry and, up to now, only two
materials have been identified to fulfill those requirements. Although this
thesis focuses especially on the Néel-order spin-orbit torque it is important
to note that within the antiferromagnetic spintronics community other means
to electrically rotate the Néel order have been discovered as well [23].

One mechanism I would like to highlight in particular is the rotation of
the Néel order in bilayer systems of the type antiferromagnet / heavy metal.
The typically strong spin-orbit interaction in heavy metals can be used to
electrically generate a spin-orbit torque in the antiferromagnet which drives
the magnetization dynamics. The spin current generating that spin-orbit
torque is created solely in the heavy metal and, thus, allegedly any antifer-
romagnet / heavy metal system with sufficiently spin-transparent interface
should be switchable. This becomes especially interesting since this also
works with insulation antiferromagnets, such as NiO [24, 25]. The thermal
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1. Introduction

activation physics that is essential for Néel-order spin-orbit torque switch-
ing, as pointed out by this thesis, is relevant for this spin-orbit torque in-
duced switching as well [3]. Hence, the results of this work finds broad
application within the antiferromagnetic spintronics community.
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Fundamentals 2

This chapter starts with a basic introduction into magnetism. The given
information is well known to the condensed matter community and can be
found in several textbooks [26–31]. Still, I intent to establish a common
ground of knowledge and a distinct nomenclature regarding the physics that
is of relevance within this thesis. Throughout Sec. 2.1, information that
cannot be found in one of the cited textbooks are referenced individually. If
more specialized literature was used for a certain text passage, although the
information could be found in one of the mentioned textbooks as well, the
reference is given anyway at the appropriate position.

Theoretical predictions that motivate my experimental work, and exten-
sions of this description developed in the course of this dissertation, will be
discussed in Sec. 2.2 and 2.3.

2.1 Magnetism
A commonly used method to partition materials regarding their magnetic
properties is to divide them into two groups, nonmagnetic and magnetic. In
fact, however, all materials show a response if exposed to a magnetic field H .
This feedback can be described by the magnetic flux density

B = µ0 (M +H) (2.1)

with the vacuum permeability µ0 = 4π × 10−7 N/A2 and magnetization

M = χH. (2.2)

The magnetic susceptibility χ is a dimensionless quantity that characterizes
the magnetic response. Due to the superposition of different forms of mag-
netism it is not always visible, but a fundamental physical property of all
matter is to be diamagnetic. Purely diamagnetic materials are characterized
by −1 ≤ χ < 0 and, thus, M �� H . χ = −1 describes perfect diamag-
netism which occurs in superconductors. Paramagnetic materials are charac-
terized by χ > 0. There are various forms of paramagnetism, i.e. Langevin-,
Pauli-, and Van-Vleck-paramagnetism. Langevin-paramagnetism has its
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2. Fundamentals

root in the magnetic moments of atoms. Pauli-paramagnetism originates
from the magnetic moments carried by the conduction electrons and Van-
Vleck-paramagnetism is caused by exited atoms. Regarding their relative
contribution, to the total paramagnetic behavior of a material, the Langevin-
paramagnetism is by far the most relevant. Hence, the following passage will
focus on Langevin-paramagnetism exclusively. Langevin-paramagnetic ma-
terials possess uncoupled permanent magnetic dipole moments m that can
minimize their energy by aligning parallel to an external magnetic field. The
resulting magnetization

M =
1

V

N∑
i

mi =
N

V
⟨m⟩ (2.3)

is the sum over the mean orientation of those N moments per Volume V .
The alignment M ∥ H is countered by the thermal fluctuations with an
energy scale of kBT , which leads to Curie’s law

χ =
C

T
(2.4)

with the material specific Curie constant C > 0 and, hence, χ > 0. At
low temperatures the thermal fluctuations become negligible which means
that all mi are parallel. Consequently, the magnetization |M | saturates at
a finite value. Eq. (2.4) does not capture this effect and is, therefore, not
applicable for low T .

If exclusively those forms of magnetism are present in a material, it is
labeled as nonmagnetic, which means that a spontaneous magnetic order is
absent and no magnetization is observed without an external magnetic field.

2.1.1 Collective magnetism
In contrast, in magnetic materials the permanent magnetic moments are
coupled and, therefore, form a spontaneous magnetic order. This coupling
primarily results from the exchange interaction which is due to the overlap of
wave functions ψ of indistinguishable particles. This interaction is described
by the exchange integral

J =

∫
ψ∗
a(r1)ψ

∗
b (r2) Ĥψa(r2)ψb(r1) dr1dr2 (2.5)

where the Hamiltonian Ĥ contains the quantum mechanical origin of this
interaction. The resulting exchange constant J includes the information
that the total wave function of fermions, e.g. electrons, has to be antisym-
metric following the Pauli exclusion principle. This can be realized by either
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2.1. Magnetism

an antisymmetric spatial wave function or an antisymmetric spin wave func-
tion. It manifests in J being positive or negative. Which configuration is
energetically favorable depends on the individual system. J will be used in
the following without going into detail regarding its quantum mechanical
origin. In the Heisenberg model, the exchange energy

E1,2
xc = −2 J s1 · s2 (2.6)

of two localized spins s1 and s2 is given by the relative orientation of the
interacting spins and their exchange constant. The spins minimize their
energy by ordering parallel if J > 0 and antiparallel if J < 0. For a single
spin s, e.g. embedded in the crystal lattice of a solid, its exchange energy
depends on the interaction with all other spins. If only the interaction with
the nearest neighbors is considered the exchange energy becomes:

Exc = −2J

z∑
j=1

s · sj (2.7)

Here, z is the number of nearest neighbors that are assumed to have an
identical exchange constant J . Typical values for the exchange energy are
in the order of Exc = 10 . . . 100meV [26]. Fe for example has an exchange
energy1 of EFe

xc ≈ 17meV. With a lattice constant of 2.86Å [27] and 2
atoms per unit cell this calculates to an exchange energy density of

2 · EFe
xc(

2.86Å
)3 ≈ 200 000

kJ
m3

. (2.8)

The phenomenon of collective magnetism is partitioned into ferro-, ferri-
and antiferromagnetism to classify the different ordering types of spins. In
a ferromagnet (FM) the moments couple to favor a parallel orientation, as
seen in Fig. 2.1 (a), which allows for a magnetization at zero magnetic field.
In the ferromagnetic state an expression for χ cannot be found analytically
and, thus, the phenomenological differential susceptibility

χ =
∂M

∂H
(2.9)

is used, whereas M = |M | and H = |H|. Magnetizations in FMs are usu-
ally large compared to other forms of magnetism which concludes to χ ≫
0 in most circumstances. In antiferromagnets (AFMs) and ferrimagnets
(FiMs) the moments align antiparallel. To highlight the difference, it is

1Estimated by mean-field theory with TC = 1044K and |m| = 2.22µB [26].
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2. Fundamentals

(c)(b)(a)

Figure 2.1: Illustration of collective magnetism with different ordering. (a)
All magnetic moments are ordered parallel in FMs. (b) In AFMs the mo-
ments compensate each other by ordering antiparallel and, thus, have zero
net magnetization. (c) FiMs show (fractional) antiparallel ordering but with-
out full compensation of moments. Figure inspired by Ref. [26].

handy to divide the magnetic order into two sublattices A and B which are
ferromagnetic if examined separately. Hence, the moments of each sublat-
tice can be described by a single magnetic momentmA andmB, respectively
[cf. Fig. 2.1 (b), (c)]. In AFMs the magnitude of each sublattices moments
is equal which results in a vanishing net magnetization. This magnetically
highly ordered state is called the Néel order and is described by the Néel
vector

L = mA −mB. (2.10)

The susceptibility of an AFM depends on the relative orientation of L and
H . It is small due to the strong exchange interaction of neighboring mo-
ments that enforces an antiparallel orientation. χ⊥ > 0 results from a cant-
ing of the magnetic moments and is independent of the temperature while
χ∥, with 0 ≤ χ∥ ≤ χ⊥, is not. The temperature dependence of χ∥ orig-
inates from thermally induced fluctuation in the antiparallel ordering and,
thus, χ∥ (T = 0K) = 0. FiMs can have an arbitrary order of moments but
with some of them being antiparallel to each other which includes an AFM
like order but with |mA| ̸= |mB|. They behave similar to FMs regarding
their response to an external magnetic field. This classification of magnetic
materials suffices to acknowledge the important differences. However, note
that more complex spin configurations that go beyond this simplistic view,
like chiral spin structures, exist in nature as well.

Likewise to paramagnetism, the coupling of moments that results in
collective magnetism competes against the temperature. As consequence,
there is a critical temperature above which the spontaneous order collapses
and the material becomes paramagnetic. For FMs and FiMs this tempera-
ture is called Curie temperature TC , for AFMs it is called Néel temperature
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2.1. Magnetism

TN . High transition temperatures TC and TN result from a strong exchange
interaction.

2.1.2 Magnetic anisotropy
Physical systems will always minimize their total energyEtot, if possible and
not countered by temperature. Regarding a ferri- or ferromagnetic material
of volume V the energies that can be minimized by a change of the magnetic
orientation add up to

Etot = EZeeman + Eani (2.11)

with the Zeeman energy

EZeeman = −µ0

∫
V

dVM ·H (2.12)

and the anisotropy energy

Eani = Eshape + Emc + Eind + . . . . (2.13)

EZeeman results from the dipolar interaction of the magnetic moment with
H and is minimized for M ∥ H . Its magnitude depends on the mate-
rial and the magnetic field strength. For Fe with a magnetization |M | =
1750 kA/m [26] in a magnetic field of µ0 |H| = 1T the Zeeman energy
density reads ±1750 kJ/m3. Therefore, the possible gain in energy density
by aligning with the external field is 3500 kJ/m3 in this example.

Eani consists of various contributions. The explicitly given Eshape, Emc
and Eind are the shape, magnetocrystalline and induced anisotropy energy,
respectively. Their origin will be discussed in the following subsections.
Note that the anisotropy energy Eani can be represented as the so called
anisotropy field Hani which translates to an energy via Eq. (2.12). In many
cases it is more convenient to use Hani instead of Eani.

2.1.2.1 Shape anisotropy

The root of Eshape can be found in the stray field Hstray emitted by a magne-
tized material. Hstray holds the energy

Estray =
µ0

2

∫
outside

dVH2
stray (2.14)

where the spatial appearance of Hstray, and therefore Estray, depends on M
and the shape of the material. The shape anisotropy energy Eshape is the
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2. Fundamentals

maximum difference ofEstray(M) one can find for a given shape. For a thin
film, these extrema are found forM being out of plane (oop) or in plane (ip).
Hence,

Eshape,film = Estray(M ∥ n̂)− Estray(M ⊥ n̂) ≈ µ0

2

∫
V

dVM2 (2.15)

is obtained which results in Kshape,film ≈ 400 kJ/m3 for a magnetization of
µ0 |M | = 1T. n̂ is the normal vector of the film.

2.1.2.2 Magnetocrystalline anisotropy

The magnetocrystalline anisotropy energy Emc links the crystallographic
structure of a material to magnetic easy and hard axes or planes, respectively.
The coupling mechanism between the magnetic order and the crystal lattice
is based on the spin-orbit interaction (SOI) which gives rise to an energy
contribution

Eso = λ (ℓ · s) (2.16)

that depends on the angle between an electron’s angular momentum ℓ and
its spin s. λ is the spin-orbit coupling constant containing information of
the electron’s quantum numbers and its radial wave function.

Figure 2.2: (a) Contour plot of the atomic orbital with quantum numbers
n = 3, ℓ = 2 and m = 0. (b) The blue areas depict a nonspherical elec-
tron distribution and the arrows represent the orientation of the respective
angular momentum vector ℓ. (c) A rotation of ℓ leads to a rotation of the
electron distribution which can reduce their overlap. Figure merged from
Ref. [32] (a) and Ref. [26] (b) & (c).
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2.1. Magnetism

The spatial extension of an atom’s localized electrons is described by the
atomic orbitals. The shape of an orbital is determined by the main, orbital
and magnetic quantum number n, ℓ and m, respectively. In Fig. 2.2 (a) an
illustration of a d-orbital (ℓ = 2) with magnetic quantum number m = 0
is shown. This orbital, and all orbitals with l ̸= 0, do not obey spherical
symmetry. Their orientation depend on the direction of ℓ which is sketched
in Fig. 2.2 (b) & (c). Hence, a lattice of atoms with atomic orbitals that are
non-spherical has configurations with minimal orbital overlap and, there-
fore, minimal energy. Those configurations correspond to a preferred orien-
tation of ℓ and, thus, of s.

The coupling mechanism acts on individual atoms and results in easy axes
or planes where the energies for ±s are identical. Therefore, the deduction
is valid for FMs and AFMs alike. For AFMs with collinear sublatties Emc
can be translated into an anisotropy field Hmc via Eq. (2.12) analog to FMs
by replacing M with L.

A phenomenological description of magnetocrystalline anisotropies can
be established by the expansion of

Emc
V

= Kmc = K0 +

∞∑
i=1

Ki fi(m) (2.17)

into a series of functions fi(m) and coefficients Ki. The fi(m) depend on
the orientation of the magnetic moment m and the crystallography of the
respective system. For a uniaxial symmetry Eq. (2.17) becomes

Kuni
mc = Kuni

0 +Kuni
1 sin2 ϑ+Kuni

2 sin4 ϑ+ . . . (2.18)

with ϑ being the angle betweenm and the anisotropy axis. In case of a cubic
symmetry Eq. (2.17) reads:

Kcub
mc = Kcub

0 +Kcub
1

(
m2

xm
2
y +m2

ym
2
z +m2

zm
2
x

)
+Kcub

2

(
m2

xm
2
ym

2
z

)
+ . . . (2.19)

A visualization of the three dimensional energy landscape given by Eqs.
(2.18) and (2.19) is shown in Fig. 2.3. A uniaxial anisotropy can create ei-
ther a magnetic easy axis or a magnetic easy plane if Kuni

mc < 0 or Kuni
mc > 0,

respectively. A cubic anisotropy leads to three or four easy axes dependent
on the sign ofKcub

mc [cf. Fig. 2.3 (c) & (d)]. Different types of magnetocrys-
talline anisotropies can occur simultaneously. In a tetragonal system for
example, the anomalous axis c would typically induce a uniaxial anisotropy.
This anisotropy can lead to an easy axis that dominates other contributions
to Emc. Alternatively, the uniaxial anisotropy can enforce a magnetic easy

13



2. Fundamentals

Figure 2.3: The contour plots show surfaces of constant magnetic energy
density in dependence of the orientation of m. Only contributions of first
order are considered. In (a) & (b) Eq. (2.18) is used for the plot and the
anisotropy axis is parallel to the z axis. A positive anisotropy constant results
in an easy plane while a negative value leads to an easy axis. For (c) & (d)
Eq. (2.19) is used and the easy axes are parallel to the basis vectors if Kcub

1

is positive. If the sign of Kcub
1 becomes negative the basis vectors become

hard axes which results in four easy axes. Figure taken from Ref. [26].

plane. In this case a two-dimensional fourfold symmetry may superpose the
easy plane. For c ∥ z this can be described by Eq. (2.19) with mz = 0 and
results in the fourfold magnetocrystalline anisotropy energy density

K ff
mc = Kcub

1 (mxmy)
2 (2.20)

= Kcub
1

(
m2 sinφ cosφ

)2 (2.21)

= Kcub
1

m4

4
sin2 2φ (2.22)

= K4∥ sin2 2φ (2.23)

with φ being the angle between m and one of the easy axes x or y. The
constant offset Kcub

0 has no physical relevance and can be omitted. K4∥
summarizes all constant factors.

Typical magnetocrystalline anisotropy energy densities are in the order
of Kmc = 5 . . . 800 kJ/m3 [26].

14



2.1. Magnetism

2.1.2.3 Induced anisotropy

The induced anisotropy energy Eind respects extrinsic contributions to the
anisotropy arising from elastic deformation, strain, chemical disorder or ex-
change coupling. Its magnitude can be comparable to Emc and Eshape. In-
duced anisotropies can affect FMs and AFMs.

2.1.3 Magnetic domains
A rectangular cuboid of magnetic material with homogeneous magnetiza-
tion, shown in Fig. 2.4 (a), minimizes Estray if M aligns with its long edge.
Estray can be further reduced by the formation of magnetic domains that
are separated by the domain walls which on their part cost the energy Ewall
[cf. Fig. 2.4 (b)-(d)]. Thus, the particular orientation of each individual
magnetic moment m in a magnetic material is nontrivial. The energetic
landscape associated to different arrangements of moments can have mul-
tiple local minima which give rise to a hysteresis in external field loops, as
depicted in Fig. 2.5.

The lack of a net magnetization suggests that Eshape and EZeeman should
be zero in AFMs. They are, however, small but nonzero due to uncompen-
sated moments at the surfaces, interfaces, defects and induced ferromagnetic
moments. Induced moments may result from thermal excitations or canting
due to an external magnetic field. Nevertheless, the domain pattern of an
AFM is primarily given by Emc, Eind and the granularity of the material.
In contrast to the ferromagnetic order, the Néel order cannot be stabilized
by long range dipole interactions that can overcome, e.g., grain boundaries.
Naively this raises the expectation that the antiferromagnetic domain size is

Figure 2.4: Formation of ferromagnetic domains. The stray field energy
Estray reduces from (a) to (d) while the domain wall energy increases. Figure
taken from Ref. [26].
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Figure 2.5: Magnetization curve of a ferromagnet in a magnetic field H .
(a) The loop stars at M(H = 0) = 0 which corresponds to a multidomain
state with Estray ≈ 0. (b) Increasing H leads to a domain wall movement
that enlarges the domain with lowest EZeeman. This movement is reversible
for small fields but eventually becomes irreversible. (c) A single domain state
is formed in which M is not fully aligned with H . For high fields, M and
H become parallel and the projection M · H = Ms is maximal. Ms is
the saturation magnetization. Once the sample is magnetized and H is set
to zero again, one obtains the remanent magnetization |Mr| ≤ Ms being
oriented to minimize Etot. The field necessary to achieve M (HC) = 0 is
the the coercive field HC with HC �� Mr. Figure adapted from Ref. [26].

limited by the crystallographic grain size of the AFM, which is true in most
cases. Within a grain Emc and Eind determine the magnetic easy axes and
planes. For thin film samples, Eind can be tuned by varying the deposition
conditions and, therefore, a desired magnetic anisotropy can be tailored.

The size limitation of an antiferromagnetic domain to the size of its host-
ing grain can be overcome by an indirect coupling mechanism. Grains that
exhibit a collective magnetic order characterized by M or L elastically de-
form with usually constant volume due to the magnetostriction effect and,
as consequence, can exert compressive strain to neighboring grains. If the
distortion of a grain is countered, e.g., from a neighboring grain that de-
forms as well, the total energy is minimized by a rotation of M or L to
relief the stress. Thus, this so called magnetoelastic coupling can facilitate
antiferromagnetic domains that span over multiple grains where the change
of L in one grain affects the others [33].

A final remark regarding the Néel order deals with the influence of H
on L. In the presence of a magnetic field the rotation of L has no effect
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2.1. Magnetism

on Etot due to M = 0. However, the canting of neighboring moments
result in an induced magnetization δM ∥ H leading to EZeeman < 0 [c.f.
Eq. (2.12)]. Likewise, the canting disrupts the antiparallel ordering which
is adverse for Etot and restricts δM to be small. The energy gain achievable
through canting depends on the angle ∠ (H,L) and is maximized for H ⊥
L. For H ∥ L, and T = 0K, canting cannot decrease the total energy
of the system. In this case, a rotation of L to facilitate canting can reduce
Etot which occurs at usually high magnetic fields. This so called spin-flop
transition happens at the spin-flop field [34, 35]

Hsf =

√
2HxcHani
1− χ∥/χ⊥

. (2.24)

Hxc is the exchange field andHani is the anisotropy field. Eq. (2.24) demands
for χ⊥ > χ∥ which is true if T < TN . Hence, the divergence of Eq. (2.24)
for T ≥ TN and, therefore, χ⊥ = χ∥, has no physical meaning.

2.1.4 Anisotropic magnetoresistance
There are plenty transport phenomena related to magnetic materials. Most
of them are linear in M and, therefore, of minor interest for AFMs. This is
especially true for this thesis since H = 0 in all presented experiments. The
anisotropic magnetoresistance (AMR), however, is quadratic with respect
to each magnetic moments m and therefore correlates with the Néel order
without the need of heterostructures [36, 37]. It describes the effect of the
magnetic order on the electrical resistivity ρ. The orbitals of a magnetic atom
with associated moment m are not spherically symmetric [cf. Sec. 2.1.2.2].
Hence, the scattering cross-section for the conduction electrons depends on
the relative orientation of m and the electron flow direction. The effect
is identical for ±m and, thus, present in FMs, FiMs and AFMs. Macro-
scopically the orientation of the magnetic order is given by M or L and
the electron flow direction is characterized by the electrical current density
j. The highest/lowest resistivities are found for j being parallel/perpendic-
ular to M and L, respectively. Hence, these extremum values are labeled
as ρ∥ and ρ⊥. Typically one finds ρ∥ > ρ⊥ for the AMR whereas the case
ρ∥ < ρ⊥ is regarded as anomalous.

To establish a macroscopic mathematical description of the AMR I will
adapt the derivation from Thompson et al. [38, 39]. We consider a two di-
mensional magnetic material, sketched in Fig. 2.6, with all quantities being
in plane (ip). j = (j, 0)

ᵀ defines the reference axis and the arrangement of
magnetic moments is characterized by θ = ∠ (j,L) = ∠ (j,M) for AFM
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2. Fundamentals

Figure 2.6: Schematic of the electrical fields resulting from the AMR. The
coordinate system with base x̂1 and x̂2 is defined by the current density
direction j. Different resistivities for j being parallel or perpendicular to
the magnetic order, characterized by L or M , give rise to electrical fields
that are longitudinal Elong and transverse Etrans to j as derived in the text.

and FM/FiM, respectively. The electrical field

E = ρ̃ j (2.25)

follows Ohm’s law with the resistivity tensor ρ̃. Knowing how ρ depends on
the relative orientation of the magnetic order and j, we can write

ρ̃ = R̃ (θ)

(
ρ∥ 0
0 ρ⊥

)
R̃ (−θ) (2.26)

using the rotation matrix

R̃ (θ) =

(
cos θ − sin θ
sin θ cos θ

)
(2.27)

and obtain

E =

(
ρ∥ cos2 θ + ρ⊥ sin2 θ cos θ sin θ

(
ρ∥ − ρ⊥

)
cos θ sin θ

(
ρ∥ − ρ⊥

)
ρ⊥ cos2 θ + ρ∥ sin2 θ

)(
j
0

)
(2.28)

= j

(
ρ∥ cos2 θ + ρ⊥ sin2 θ
cos θ sin θ

(
ρ∥ − ρ⊥

) ) . (2.29)

The electric field longitudinal to j becomes

Elong = E1 = j
[
ρ⊥ +

(
ρ∥ − ρ⊥

)
cos2 θ

]
(2.30)
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Figure 2.7: Simulation of the angular dependence of (a) AMR and (b)
planar Hall effect (PHE) for perfectly arranged contacts. The data is cal-
culated using Eqs. (2.30) and (2.31) with the parameters j = 1A/m2,
ρ = 100Ωm and ∆ρ/ρ = 2%. The curves show a phase shift by π/4 with
respect to each other and have twofold symmetry. (a) The AMR occurs on
top of an ohmic contribution which is adverse regarding the experimental
realization. (b) The PHE is by design symmetric around zero.

using the identity sin2 θ+cos2 θ = 1 and the transversal component resolves
to

Etrans = E2 = j sin 2θ
ρ∥ − ρ⊥

2
(2.31)

with 2 cos θ sin θ = sin 2θ. Typically, the longitudinal component is asso-
ciated with the term AMR while the transverse component is commonly
known as PHE. Hence, the nomenclature EAMR = Elong and EPHE =
Etrans is used. The effect size is given by the AMR amplitude

AAMR =
ρ∥ − ρ⊥

2
(2.32)

or the AMR ratio
∆ρ

ρ
=

2AAMR
ρ⊥

=
ρ∥ − ρ⊥

ρ⊥
. (2.33)

∆ρ/ρ is typically less than one percent but can reach a couple percent, e.g.,
in permalloy ∆ρ/ρ ≈ 6% [37]. The normalization done in Eq. (2.33) is
reasonable for the AMR because the change in resistivity on top of the ohmic
contribution ρ ≈ ρ⊥ is decisive to be detectable in a measurement. On the
other hand, the PHE can be measured free from that ohmic resistivity and
is, therefore, a more precise method to detect the anisotropy of the electrical
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2. Fundamentals

resistance due to the thermal noise being proportional to temperature and
resistance. A visualization of the angular dependence of AMR and PHE is
shown in Fig. 2.7.

The electrical field E within a material is typically not evaluated in an
experiment. Instead, the voltage V ∝ |E| that arises either parallel (∥) or
perpendicular (⊥) to a current I is measured with the respective resistances
being defined as:

R∥ =
V∥

I
R⊥ =

V⊥
I

(2.34)

2.1.5 Magnetization dynamics
So far, all considerations assume steady state conditions. To capture the
magnetization dynamics the Landau-Lifshitz-Gilbert-Equation (LLGE)

dM
dt = − γ

1 + α2M2
s

M ×Beff −
αγ

1 + α2M2
s

M × (M ×Beff) (2.35)

is used. Here, γ is the gyromagnetic ratio, α = Ms/G is a parameter that
respects dissipative damping withG as dimensionless Gilbert damping con-
stant and Ms is the saturation magnetization [cf. Fig. 2.5]. Note that G
and, thus, α are phenomenological quantities. The effective magnetic flux
density

Beff = µ0Hext + µ0Hani + µ0Hxc + . . . (2.36)

Figure 2.8: Magnetization dynamics following the LLGE [Eq. (2.35)]. (a)
Only the precession term in considered (field-like). (b) Evolution of M
respecting precession and damping. dM/dt ≈ −M ×Beff is true for small
damping α. Figure taken from Ref. [26].
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2.1. Magnetism

consists of various contributions like the external magnetic field Hext and
fields that result, e.g., from the materials anisotropy (ani) or the exchange
interaction (xc). Eq. (2.35) describes a superposition of two torques acting
on M that point in different directions. The first one, being proportional to
M×Beff, leads to a precession of the magnetization aroundBeff as depicted
in Fig. 2.8 (a). For M being in a steady state a change in Beff is typically
achieved by varying Hext. Thus, this precession is commonly considered
as field driven and excitations that follow the same symmetry are therefore
called field-like torques. The second term accounts for the damping of the
precession and eventually enforces an alignment M ∥ Beff. Contributions
that follow this symmetry are called damping- or anti-damping-like torques.
Damping goes with a positive sign +M × (M ×Beff) and anti-damping
refers to a negative sign −M × (M ×Beff), respectively. The trajectory of
M respecting both terms is visualized in Fig. 2.8 (b). The time necessary
to orient M to a degree comparable with thermal fluctuations depends on
the material and the magnitude of Beff but is typically short (< 1 µs) com-
pared to experiments that make use of external fields [40]. For electrically
induced torques acting on FMs magnetization dynamics in the range of ps
are achievable [41].

The formulation of the LLGE chosen in Eq. (2.35) relies on a macro-
scopic magnetization but it is valid for a single magnetic moments m as
well. Hence, the LLGE can be used to describe the dynamics of AFMs by
considering two sublattices A and B that are antiferromagnetically coupled
via an exchange flux density Bxc. This concludes into two coupled equations

dm̂A
dt = γα m̂A ×Beff,A + αγα m̂A ×

(
m̂A ×Beff,A

)
(2.37)

dm̂B
dt = γα m̂B ×Beff,B + αγα m̂B × (m̂B ×Beff,B) (2.38)

for normalized magnetic moments m̂A,B with γα = −γ
(
1 + α2

)−1 and
the effective flux densities:

Beff,A = Bext +Bani +Bxc m̂B + . . . (2.39)
Beff,B = Bext +Bani +Bxc m̂A + . . . (2.40)

The magnitude of the exchange flux density2 Bxc = ± (100 . . . 1000) T
is determined by the exchange coupling strength. Bxc < 0 relates to an-
tiferromagnetic coupling. Its direction depends on the orientation of the
complementing magnetic moments.

2Estimated via Eq. (2.12) using typical values for the exchange energy Exc and magnetic
moment |m| [cf. Sec. 2.1.1].
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One can further extend Eqs. (2.37) and (2.38) by adding terms that ac-
count for the interaction of the magnetic moments with spin(-polarized) cur-
rents, leading to spin-transfer torque (STT) and/or spin-orbit torque (SOT)
[42, 43]. The relevant current-driven torque for this thesis is the Néel-order
spin-orbit torque (NSOT), which will be discussed extensively in Sec. 2.2.

2.2 The Néel-order spin-orbit torque

The Néel-order spin-orbit torque (NSOT) describes a field-like torque that
arises if an electrical current passes through an antiferromagnetic material
that obeys certain crystallographic symmetries. More specific, the antiferro-
magnetically coupled atoms have to be structural inversion partners which
concludes to combined PT symmetry. It was predicted in 2014 by Železný
et al. as a mechanism to manipulate the Néel order, or respectively the Néel
vector L, in tetragonal Mn2Au [21]. Prior to my work, the NSOT has been
observed in Molecular Beam Epitaxy (MBE) grown tetragonal CuMnAs
[22, 44, 45] and dc-sputtered tetragonal Mn2Au [2, 46, 47]. The NSOT
itself is a consequence of multiple more basic effects discussed in the coming
sections.

2.2.1 The Rashba Effect
In systems with broken structural inversion symmetry the Rashba Effect
adds a so called Rashba contribution to the SOI [26, 48]. The foundation
of this effect lies in relativistic transport theory which will not be examined
further in this work. The consequence of the Rashba Effect, however, is a
spin-dependent k-band splitting while complying with s ⊥ k. s is further
limited by the remaining symmetry. In a thin film for example the inversion
asymmetry is given by the confinement of the electrons to a two-dimensional
plane, e.g. the xy-plane. Here, s ⊥ k is accompanied by s ⊥ z. A dis-
persion with finite Rashba coupling and, thus, spin-momentum locking is
illustrated in Fig. 2.9. For Mn2Au and CuMnAs the tetragonal axis is ana-
log to the surface normal of this thin film example.

2.2.2 The inverse Spin Galvanic Effect
In a system with Rashba coupling and, thus, k-band splitting one can ob-
serve the inverse Spin Galvanic effect (iSGE) [50, 51]. A simple picture
to get the idea of the iSGE is drawn by the help of Fig. 2.10. Note that
Fig. 2.10 (b) is essentially the cross-section of Fig. 2.9 (a) for ky = 0. Here,
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2.2. The Néel-order spin-orbit torque

Figure 2.9: (a) Disperion relation of a 2D-electron gas with finite Rashba
coupling. The k-bands are split for antiparallel orientations of s ⊥ k.
(b) Cross-section of (a) for a constant energy E(k) = constant. s is indi-
cated by the red and blue arrows while the brown arrows mark the direction
of k. Figure taken from Ref. [26].

the electron’s dispersion relation follows

ε =
h̄2k2

2m∗ ± β |k| (2.41)

with h̄ as the reduced Planck constant,m∗ as the effective mass and β as the
spin-orbit coupling strength. If an electric field E is applied to the material,
the Fermi surface will move until an equilibrium between acceleration by the
electric field and deceleration by scattering events is obtained. This results
in a stationary current density j ∥ E. A projection of the Fermi surface
for E pointing in x direction is shown in Fig. 2.10 (a) for spin-degenerated
systems, i.e. β = 0. For β ̸= 0 the parabolic energy band splits into two
subbands with opposite spin polarization [cf. Fig. 2.10 (b)]. A scattering
event can always include a spin-flip since the spin orientation is not a con-
served quantity. For the given system, however, the spin-flips |↑⟩ → |↓⟩
and |↓⟩ → |↑⟩ involve different quasi-momentim transfers ∆k. Hence, one
process becomes more likely and the electrical current gets spin polarized.
The direction of this local spin polarization σ depends on the symmetry of
the Rashba coupling which itself depends on the local magnetic moment,
i.e. +σ → −σ if +m → −m. In AFMs with combined PT symme-
try this local spin polarization creates a macroscopic spin polarization of the
current due to the alternation of σ on each magnetic lattice site. Here, the
term macroscopic deserves special attention since a material that exhibits
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Figure 2.10: Plots of the dispersion relation of electrons according to
Eq. (2.41). The occupation of states under the influence of an electric field
is illustrated by circles located on the parabolic dispersion. (a) Without SOI
and, thus, spin-degeneracy. (b) For β ̸= 0 the dispersion relation splits in
two subbands that are shifted in k-space dependent on their spin orienta-
tion. Consequently, one type of spin-flip scattering becomes more likely.
Figure adapted from Ref. [49].

inversion symmetry still can develop spin polarizations locally that cancel
out in macroscopic systems.

2.2.3 Torques acting on the Néel order
In a two-dimensional AFM, where the antiparallel coupled magnetic sub-
lattices form structural inversion partners, the iSGE can drive antiferromag-
netic magnetization dynamics. Prominent examples for materials that com-
ply with this prerequisites are, as statet before, tetragonal Mn2Au and tetrag-
onal CuMnAs thin films. The unit cell of CuMnAs is shown in Fig. 2.11 (a).
Its magnetic structure can be abstracted with two normalized magnetic mo-
ments m̂A and m̂B representing each magnetic sublattice, respectively [cf.
Fig. 2.11 (b)]. In such a system, the iSGE generates local spin polarizations
that are different at each lattice site if a current density j is pushed through
the materials plane. This local spin polarizations, characterized by the local
spin polarization vector σ, interact with the local magnetic moments m by
exerting a field-like torque of the form

Γ =
dm
dt ∝ m× σ (2.42)

with σ ∝ j × z where z points out of plane (oop), i.e. parallel to the c
axis of the CuMnAs unit cell [cf. Fig. 2.12 (a)]. The sign of σ depends
on the direction of the local magnetic moment and, therefore, has an oppo-
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2.2. The Néel-order spin-orbit torque

Figure 2.11: (a) The unit cell of tetragonal CuMnAs. The c axis points
oop. The Mn atoms are structural inversion partners but with antiparallel
orientation of their magnetic moments. (b) Simplified representation of the
magnetic structure in CuMnAs. Here, the normalized magnetic moments
m̂A,B represent each sublattice, respectively. x, y and z correspond to a,
b and z in (a), respectively. Subfigure (a) was created in VESTA [52] and
subfigure (b) was made with a Python script.

site sign on lattice sites that are structural inversion partners. The antiferro-
magnetic sublattices A and B are characterized by the magnetic moments
mA = −mB. If these magnetic moments are exposed to the local spin
polarizations σA = −σB they will experience a parallel torque

ΓA ∥ mA × σA ∥ (−mA)× (−σA) ∥ mB × σB ∥ ΓB (2.43)

on each sublattices magnetic moments [cf. Fig. 2.12 (a)]. This torque in-
duces a small ferromagnetic moment δmz ∥ ΓA,B in oop direction which
is countered by the exchange interaction. Eventually, this results in an ex-
change torque

Γxc
A,B = mA,B × δmz ∝ mA,B ×

(
mA,B × σA,B

)
. (2.44)

Γxc
A,B has the form of a damping-like torque acting on the Néel vectorL that

drives a rotation [cf. Fig. 2.12 (b)]. The magnetic damping slows down the
rotation and results in an equilibrium state in which the torque ΓA,B and,
thus, Γxc

A,B becomes zero. This is true for mA,B ∥ σA,B which is equivalent
to L ⊥ j. Hence, the current switches L from parallel to perpendicular with
respect to the current density j.
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Figure 2.12: (a) Initial state with the Néel vector L being parallel to the
x axis. The current density j points in −x direction, i.e. j ∥ L. The spin
polarization σA,B is opposite for each sublattice, resulting in the parallel
torques ΓA,B that disturb the antiparallel alignment. (b) The canting of the
moments induces a small ferromagnetic component δmz . Disrupting the
antiparallel order is costly in terms of energy for antiferromagnetically cou-
pled moments. Hence, the exchange interaction gives rise to the exchange
torque Γxc

A,B which leads to a rotation of the moments. The plots were cre-
ated with a Python script.
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Figure 2.13: Trajectory of m̂A,B with σ ∝ j × z and j ∥ −x as exclusive
driving force that is constant in time. (a) For Bxc = 1T to overemphasize
the canting of the moments as intermediate step for the rotation. (b) With
a more realistic exchange field of Bxc = 100T. The canting remains but
becomes too small to visualize. The graphs were generated with a Python
script. The used parameters besideBxc areα = 1,

∣∣mA,B
∣∣ = 500 kA/m, and

ΓA,B = 0.5 J. Magnetic anistropy is neglected, i.e. Kani = 0. Introducing a
magnetically hard z axis has no qualitative effect on the dynamics. For this
parameter set the switching takes 80 ps.
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The switching is a dynamic process in which the torques continuously
change due to the canting and rotation of the moments. The time evolution
is given by coupled LLGEs similar to Eqs. (2.37) and (2.38) extended by a
field-like torque resulting from the NSOT and a normalization factor due
to |m| ̸= 1. A visualization of the switching is shown in Fig. 2.13. The
simulation is done with a Python script that solves the LLGE numerically
using the Euler method in time steps of δt = 5 × 10−18 s. The solver has
been programmed by Prof. Dr. Markus Meinert and was adapted for the
given problem by the author of this thesis.

2.2.4 The effective Néel-order spin-orbit torque field
The drawn picture sketches the mechanism how the iSGE leads to a rotation
of L that eventually reaches an equilibrium configuration in which L ⊥ j.
For the transport experiments conducted in the course of this thesis, how-
ever, the dynamics of the current induced reorientation ofL has no relevance
since it is not resolvable anyway. Hence, the torques that eventually reorient,
or switch, the Néel order are condensed into a staggered effective field

Beff = (j × z)χ (2.45)

with the spin-orbit-torque efficiency χ. Beff gives rise to the Zeeman energy
density

εZeeman = −L ·Beff
Vcell

(2.46)

per unit cell volume Vcell which is minimized for L ⊥ j.
To apply this effective field approach to an actual sample on has to con-

sider additional sample specific properties. First, the film is not single crys-
talline but consists of many grains of grain volume Vg. Second, CuMnAs is
assumed to have a strain induced biaxial anisotropy which is characterized
by the anisotropy constant K4∥ [53]. The easy axes correspond to the a and
b axes, i.e. (100) and (010) directions, of the tetragonal CuMnAs [54] [cf.
Fig. 2.11 (a)]. Furthermore, the Néel vector of a single grain is regarded as
collinear. The magnetic energy of a CuMnAs grain under the influence of
an electrical current density j can be written as

E(φ) =

[
K4∥ sin2 2φ− L ·Beff

Vcell

]
Vg (2.47)

with φ being the angle betweenL and the a axis of the film [cf. Sec. 2.1.2.2].
Following this description, L can be switched between different states that
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2.3. Relevance of thermal activation

coincide with magnetic easy axes if the NSOT, given by Eq. (2.46) multi-
plied by Vg, overcomes the anisotropy energy barrier

Eani = K4∥Vg (2.48)

and the pulse lines coincide with the magnetic easy axes a and b. Note that
the lithography is done to ensure that a and b are parallel to x and y, respec-
tively [cf. Fig. 2.11 (a) and Fig. 3.4]. Up to now, this process is regarded
as deterministic and the set state is stable in time. Hence, a current burst
of sufficient magnitude would switch L and the resulting orientation could
be evaluated by a PHE measurement using the 45◦ rotated probe lines [for
more details regarding the pulse-probe setup cf. Sec. 3.4]. The expected re-
sult is a switching between two discrete R⊥ values that are related to the
AMR amplitude. Furthermore, the switching should be temperature inde-
pendent as the NSOT mechanism is predicted to be independent of the
electron-scattering time [21].

However, the preliminary experiments on Mn2Au [2] suggest that the
switching is probabilistic, e.g. a thermally activated or at least assisted pro-
cess. This hypothesis is consistent with the results of this dissertation.

2.3 Relevance of thermal activation

The potential-energy surface (PES), often simply called energy landscape,
described by Eq. (2.47) is plotted in Fig. 2.14 (a) using parameters that have
been found to be reasonable in the course of this work [cf. Sec. 4.2]. The
local minima given by the biaxial anisotropy of the CuMnAs are shifted
slightly due to the NSOT energy, but the energy barrier separating neigh-
boring minima remains EB > 0. Thus, no deterministic switching can be
observed in this system using moderate current densities. The current den-
sity at which deterministic switching occurs, i.e. EB < 0 due to the NSOT
energy, is [2]

jdet =
8
√
6

9

K4∥Vcell
Lχ

. (2.49)

For the CuMnAs system this calculates to jdet ≈ 22× 1010 A/m2.
The system, however, is at a finite temperature T with the thermal energy

kBT |T=300K ≈ 26meV. kB = 1.380649 × 10−23 J/K is the Boltzmann
constant. kBT is comparable toEB and, therefore, the system can change its
state by a thermally activated hopping process. This infers that a system of
multiple grains, which have L aligned in a certain direction, will randomize
over time since it is thermally unstable. The hopping becomes preferential
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Figure 2.14: (a) Calculated PES using Eq. (2.47) with the parameters
|j| = 6.0 × 1010 A/m2, χ = 3mT/(1011 A/m2) [22], |L| = 7µB [54],
K4∥ = 1.2 µeV/(unitcell) ≈ 2.1 kJ/m3, Vcell = 6.318Å ·

(
3.820Å

)2, and
Vg = (38 nm)

3, obtained from literature or experimental results presented
in Sec. 4.2. Here, EB ≈ 0.4 eV is the energy barrier for a switching from
φ = 270◦ to φ = 360◦. (b) Time dependent temperature rise δT for a
current pulse with |j| = 6.0 × 1010 A/m2 and ∆t = 1 µs calculated using
Eq. (2.50). The x-axis is split into a linear and a logarithmic segment.

due to the NSOT which allows for a thermally assisted switching that occurs
at j < jdet. Furthermore, the current generating the NSOT also heats up
the device due to the Joule heating power dP = ρ j2 dV . The experiment
therefore facilitates the switching by multiple means, i.e., reducing the en-
ergy barrier with the NSOT and enhancing hopping processes by increasing
the temperature. A model derived by You et al. can be used to estimate the
temperature rise [55]

δT (t) =
whj2

πκsσ

[
arcsinh

(
2
√
µst

αw

)

− θ (t−∆t) arcsinh
(
2
√
µs (t−∆t)

αw

)]
(2.50)

of a thin film device during a current pulse. The model considers a two-
dimensional heat dissipation into the substrate with parameters κS and µS ,
namely the heat conductivity and the thermal diffusivity. h is the film thick-
ness, w is the pulse line width and σ is the electrical conductivity of the
film. α is an adjustable parameter which is set to α = 0.5 as suggested
by You et al.. The evaluation of Eq. (2.50) using the substrate parame-
ters κGaAs = 55W/(m K) and µGaAs = 31mm2/s of GaAs and device
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2.3. Relevance of thermal activation

parameters h = 68 nm, w = 8 µm, and σ = (430 µΩ cm)
−1 is shown in

Fig. 2.14 (b). The temperature rise of the device will reduce σ and, thus, j
will fall during the pulse since a constant voltage source is used to generate
the current bursts. Therefore, the calculation yields an upper estimate for
δT .

The energetic conditions, at least in this particular experiment with
sputter-deposited films of high granularity, demand to regard the switching
as a thermally activated mechanism that promotes a preferential orientation
of L due to a weak contribution that originates from the NSOT. An inde-
pendently acting grain in such a film with thermally driven dynamics will
attempt to change its state at a rate ν that is given by the Néel-Arrhenius
equation

ν =
1

τ
= f0 exp

(
− EB
kBT

)
. (2.51)

The attempt rate f0 = 1012 Hz accounts for the THz dynamics in antifer-
romagnets, i.e., the ultrafast precession of the sublattice magnetic moments
about the exchange field [56].

2.3.1 Thermal relaxation
After each attempt, L can end in one of p different states where p denotes
the number of minima in the PES [cf. Fig. 2.14 (a)] which is equivalent to
a p-fold rotational symmetry. Such a system can be described as

N =


N1

N2

...
Np

 (2.52)

with Ni being the relative occupation number of each state and
∑

iNi = 1.
Without electrical current, all states are energetically degenerate and, thus,
the change of Ni depends on its occupation only. Therefore, one can write

dNi

dt =

p∑
j=1

[(
1

p
− δij

)
νNj

]
(2.53)

as the time derivative of Ni. δij is the Kronecker delta and ν is given by
Eq. (2.51). For the CuMnAs films a biaxial anisotropy (p = 4) is assumed
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and, hence, Eq. (2.53) can be written in matrix form as

dN
dt =

ν

4


−3 1 1 1
1 −3 1 1
1 1 −3 1
1 1 1 −3




N1

N2

N3

N4

 (2.54)

which has the general solution

N(t) = exp (−νt)

C1


−1
0
0
1

+ C2


−1
0
1
0

+ C3


−1
1
0
0




+
1

4


1
1
1
1

 . (2.55)

N1,3 and N2,4 account for L being (anti)parallel to the x- or y-axes of the
experiment, respectively. For all grains being oriented, e.g. N1 = 1, one
obtains the coefficients C1 = C2 = C3 = −1/4. In a PHE measurement
this results in the time dependent transverse resistance

R⊥(t) = AAMR [N1(t) +N3(t)−N2(t)−N4(t)] (2.56)
= AAMR exp (−νt) , (2.57)

where AAMR is the AMR amplitude [cf. Sec. 2.1.4]. If not all grains are
collinear at t = 0 the amplitude is reduced, i.e. R⊥(t = 0) < AAMR.
R⊥ decays with the Néel-Arrhenius rate ν. Using the more common decay
constant τ = 1/ν this concludes to

R⊥ = R⊥(t = 0) exp
(
− t

τ

)
. (2.58)

2.3.2 Derivation of an analytic expression for the switching
For j ̸= 0 a grain will preferably switch into a low energy state, but the
mechanism remains probabilistic with small switching probability and high
attempt rate. Such a system is described by a Poisson distribution and the
probability that an electrical pulse of length ∆t switches the grain therefore
reads [2]

Psw(∆t) = 1− exp
(
−∆t

τ

)
(2.59)
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2.3. Relevance of thermal activation

with τ being given by Eq. (2.51). This is a purely kinetic description and
only valid for pulses ∆t≫ 1/f0, which is satisfied for ∆t ≥ 1 µs. For small
switching probabilityPsw ≈ 0 one can apply a linear response approximation
by expanding the exponential in Eq. (2.59) to

Psw(∆t) ≈ ∆tf0 exp
(
− EB
kBT

)
(2.60)

with τ being inserted accordingly. For an initially uniform occupation of all
states and identical grains the transverse resistance, generated by the PHE,
becomes R⊥ ∝ Psw. Hence, the R⊥ change per current pulse in linear
response regime is given by∣∣∣∆Rlin

⊥

∣∣∣ ≈ A∆tf0 exp
(
xLχVgj

kBTVc
− EB
kBT

)
(2.61)

with A being the effect amplitude which equals the AMR amplitude in the
case of coherent switching of all grains.

x =

{
± 1√

2
,±
(
1− 1√

2

)
,−
(
1 +

1√
2

)}
(2.62)

reflects that the energy barrier EB entering Eq. (2.51) depends on the com-
bination of initial and final state [cf. Fig. 2.14 (a)]. Further considering the
experimental condition of a constant charge per burstQ, a detail that will be
discussed in Sec. 3.4, one obtains a linear response approximation per burst
of ∣∣∣∆Rburst

⊥

∣∣∣ ≈ QAf0
jwh

exp
(
xLχVgj

kBTVc
− EB
kBT

)
(2.63)

by multiplying Eq. (2.61) with Eq. (3.18). This equation yields multiple pre-
dictions regarding the dependence of the switching characteristics on various
experimental parameters. The switching amplitude is found to depend expo-
nentially on the current density j and also exponentially on the measurement
temperature T . Here, the switching amplitude is independent of the pulse
width ∆t. However, the temperature rise δT during the pulse is not cap-
tured by this description [cf. Eq. (2.50)]. Thus, longer ∆t are expected to
increase the switching amplitude as well since they facilitate higher sample
temperatures.
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Experimental techniques 3

The scope of this thesis is an experimental investigation of the NSOT in-
troduced theoretically in Sec. 2.2. The process steps to fabricate a suitable
device for transport measurements are illustrated in Sec. 3.1. In this work,
the transport experiment profoundly relies on the Lock-In technique which
is outlined in Sec. 3.2. Sec. 3.3 gives an introduction to simulation routines
that are used to corroborate the interpretation of the results.

This chapter will be concluded by Sec. 3.4 where the experimental se-
quence of the transport experiment is presented. Although the applied
methods are allover common, the exact progression of current flows is new
and was designed in the course of this work to rule out artifacts, e.g. by
measuring a polarity dependence.

3.1 Sample preparation

In this section the sample preparation procedure will be outlined with the
assumption, that the fundamentals about standard techniques as sputter de-
position [57, 58], lithography [59, 60] and basic thin film characterization
methods [61–64] are already known.

3.1.1 Thin film growth
All samples that are discussed in this thesis were grown by magnetron sput-
tering in machines that allow to vary the substrate temperature during depo-
sition. If not specified otherwise, the plasma was sustained with a dc power
supply. For epitaxial samples, (1× 1) cm2 large pieces of single-crystalline
GaAs (001) or MgO (001) were used as substrates. MgO is electrically
insulating while GaAs is a semiconductor. However, the used GaAs was
undoped with a resistivity ρGaAs > 108 Ωcm at room temperature and, thus,
acts like an insulator in regard of transport experiments. To evaluate the
stoichiometry of a deposited alloy via x-ray fluorescence (XRF), completely
amorphous SiO2, also called fused silica (FS), substrates were used. Growth
rates were determined by measuring x-ray reflectivity (XRR) at films grown
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on either FS or fragments of Si-wafers with 50 nm thermally oxidized sur-
face. All samples were capped with materials, i.e. Ti or Si, that passivate
under ambient conditions to prevent a degradation of the film. Materials
that are stable in air were capped as well to keep the sample stacks as similar
as possible. Si was always sputtered using an rf generator.

Usually, MgO substrates are suitable to grow epitaxial samples without
any preparation steps. A GaAs substrate, however, must undergo a cleaning
procedure before executing the deposition since its surface oxidizes under
ambient conditions and the oxide has not the crystallographic properties for
which GaAs was chosen in the first place. Hence, the oxide layer has to
be removed, e.g. by a chemical treatment with technical hydrochloric acid
37% (HCl). HCl dissolves the oxide layer and does not damage the GaAs
itself. In addition, the substrates surface becomes protonated by the acid
which acts as a short-time protection from further oxidization. The GaAs
preparation procedure follows:

1. HCl etching for 2 minutes

2. flushing with purified water

3. drying with pressurized N2 gas

4. insertion into the sputtering chamber

Once the substrate is placed into the sputtering chamber and, thus, in a vac-
uum with base pressure p0 < 1× 10−7 mbar, the surface does not need pro-
tection from oxidization anymore. However, the surface is still protonated
and has to be cleared, e.g. by increasing the substrates temperature above
the desorption temperature TD of the protective layer. This work asserts that
TD ≈ 400◦C [cf. Sec. 4.1].

3.1.2 Structural characterization
XRR and x-ray diffraction (XRD) experiments are performed to investigate
the structural properties of the deposited films. XRR curves can be fitted us-
ing the GenX reflectivity-fitting package to obtain parameters as thickness,
mass density and interface/surface roughnesses [65]. For the fit to succeed it
is necessary that the root-mean-square roughness RRMS of the films surface
and interfaces are sufficiently small. The threshold up to which RRMS the
evaluation is possible differs quite a bit and depends on the optical proper-
ties of the material and the machinery, e.g., which wavelength and optics are
used. For CuMnAs measured with the locally available diffractometer this
threshold is around RRMS ≈ 5 nm. XRD is used to investigate the crystal-
lography of the grown film, i.e., the crystal structure, the oop lattice constant
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c and the oop crystallite size Lc. The ip lattice constants are referred to as a
and b. The crystal structure determines which diffraction peaks, character-
ized by the Miller indices (h k l ), exist. From peaks with indexing ( 0 0 l )
one can calculate

c =
λl

2 sin θ . (3.1)

λ = 1.540598Å is the used x-ray wavelength. θ describes the angle be-
tween the x-ray beam and the samples surface with θ = 90◦ representing a
perpendicular incidence. Scherrer’s formula allows to estimate

Lc ≈
λ

βw cos θ (3.2)

from the integral width βw of a diffraction peak in radians.
The surface roughness obtained by XRR represents the samples topog-

raphy with a single number σs, which is only equal to RRMS if the height
profile follows a Gaussian distribution. The real value ofRRMS for any height
profile, and many other topographic features, can be examined by scanning
force microscopy (SFM) (also known as atomic force microscopy). In prin-
ciple, SFM can be used to evaluate the lateral-grain-size distribution or the
lateral-coherence length. However, in this thesis, the purpose of SFM was
solely to obtain reliable values for RRMS.

Another method to investigate the samples surface is scanning electron
microscopy (SEM). This technique creates images with morphologic and
material dependent contrast. SEM lacks the possibility to quantify the height
of details in the image and the lateral resolution is inferior to SFM. How-
ever, taking a SEM image takes seconds while the recording of a SFM mea-
surement takes tens of minutes. Additionally, SFM is more limited than
SEM regarding the design of the sample. In particular, only small planar
thin film samples can be investigated by SFM due to the mechanical com-
ponents that are necessary to handle the cantilever. SEM was not used as
regular characterization method but becomes important in Chap. 5, espe-
cially due to its utility regarding the morphological investigation of bonded
samples.

The inner structure of a thin film can be imaged by transmission electron
microscopy (TEM). This technique has a great spatial resolution and allows
to visualize the ordering of atoms in the film as a real-space picture. Thus,
one can evaluate grain sizes in those pictures as well. It is also possible
to create element-specific images to track diffusive processes or to identify
oxidized layers. Unfortunately, to create a TEM image a thin lamella has to
be cut out of the thin film sample which destroys the sample partially and
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poses considerable effort. Thus, only one TEM image, recorded by Daniela
Ramermann, was made to complement the findings of this thesis.

3.1.3 Electrical characterization
A fast but yet powerful electrical characterization can be made via the four-
point method. Here, four equidistant tips are placed on the sample in a line.
The voltage drop V4p between the inner tips can be used to calculate the
resistance R4p = V4p/I4p with the current I4p flowing in the film, injected
through the outer tips. The resistivity of a thin film sample then computes
to

ρ = h
π

ln 2 R4p (3.3)

with the film thickness h.

3.1.4 Lithography and electrical contacting
The samples are grown as planar films and the standard characterization
methods, specifically XRR, XRD, SFM and four-point resistivity measure-
ment, can be done noninvasive without further preparation. On the other
hand, plenty experiments require to pattern the film into a distinct structure.
A structured film that serves a certain purpose is generally called device. For
this thesis, the patterning was done with ultra-violet lithography (UVL) and
electron-beam lithography (EBL) to define devices with dimensions in the
micrometer scale. The etching was done with Ar-ion milling. Initial experi-
ments were carried out with devices structured by EBL, which is a time con-
suming but very accurate way to do the patterning. Later it became evident
that this high precision is not necessary for the experiment and, therefore,
UVL was used as fast alternative. For transport experiments, it is necessary
to reliably contact the devices electrically. Thus, a device is typically con-
nected to contact pads with dimensions of (100× 100) µm2. The pads are
either part of the initial lithography step and, thus, consist of the sample’s
material, or they are added in a second lithography step and are made of,
e.g., a Ta/Au double layer with low resistance. In this thesis no Au contact
pads were used, primarily because the films investigated in Chap. 4 repeat-
ably became damaged during the second lithography step. Anyhow, it was
tested several times to perform two-step lithography since a low resistance
of the whole device is usually desirable.

If only a small number of contacts, e.g. two, have to be connected to
the electrical equipment to do an experiment, the contacting is often real-
ized via gold needles. This method is handy because there is no need for fur-
ther sample preparation following the lithography. The experiments done in
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this work, however, need eight connections. Thus, the samples were placed
into ceramic dual inline packages (C-DIPs) with a lead count of 24. The
cavity, in which the sample was glued with silver paint, had dimensions of
(9.65× 9.65) mm2. Hence, after performing the lithography, the sample
had to be cleaved to fit in the cavity. The sample was coated with uv-resist
during the breaking process to keep the surface dust free. The connections
between contact pads and C-DIP leads were established by Al-wedge bond-
ing.

3.2 The Lock-In technique
The class of experiment that is fundamental to this thesis is the electrical
transport experiment, i.e., measuring a voltage V that arises as consequence
to a charge current I . This voltage measurement is often considered simple
since high quality dc and ac voltage measurement equipment is commercially
available. However, resolving small voltage changes on top of a base voltage
or measuring small voltages with magnitudes comparable to, e.g., thermal
noise or crosstalk from other electromagnetic emitters, is a nontrivial task.
The conventional approach to increase the sensitivity of a voltmeter is to
apply a moving-average filter which is not very efficient especially if the
perturbations originate from crosstalk. A more advanced method is the so-
called Lock-In technique which is the subject of this section. It is applicable
in a great variety of experiments as long as an ac driving force is related to an
ac response. Here the focus lies on its implementation regarding ac transport
experiments and, hence, this passage conditions that a Lock-In amplifier
is used. The presented information is extracted from a Stanford Research
Systems Lock-In amplifier manual [66].

A Lock-In measurement requires a reference frequency ωr at which the
Lock-In amplifier generates a time dependent output voltage

Vref(t) = V ref
0 sin (ωrt+ θr) (3.4)

with amplitude V ref
0 and phase θr. If the output of the Lock-In amplifier is

connected to a perfect ohmic resistor with resistance R an in-phase current

Iout(t) =
V ref
0

R
sin (ωrt+ θr) (3.5)

is driven through this resistor. The voltage drop over that resistor, which is
the measurement signal of interest in this example, is Vsig = γVref. 0 < γ <
1 accounts for the lead resistance. However, due to perturbations the actual
measured voltage

Vin(t) = Vsig(t) + Vwhite(t) + Vcross(t) + . . . (3.6)

39



3. Experimental techniques

can contain additional terms like white thermal noise Vwhite ∝
√
RT and

disturbances from crosstalk Vcross(t) =
∑

i Vi sin (ωit+ θi) consisting of a
finite number of perturbations at distinct frequencies and phases. A typi-
cal root cause for crosstalk is another experiment that operates at a distinct
frequency and emits radiation. However, in this example Vcross(t) summa-
rizes all perturbations with fixed frequency and phase, e.g., constant fluctu-
ations in the power supply. Iout would be affected by those perturbations
as well, which is neglected at this point. Just note that a time dependent
resistance R(t), for example due to electric heating of the resistor, induces
higher harmonic responses. A visual representation of Eq. (3.6) with low
signal-to-noise ratio is shown in Fig. 3.1. In (a), the different terms Vwhite(t),
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Figure 3.1: A visualization of the Lock-In technique. (a) Possible con-
tributions to the measured signal shown individually. The red, black and
blue curves show Vwhite, Vcross and Vsig, respectively. They are shifted by
[+4, 0,−4]V for clarity. (b) A plot of Vref = Vsig/γ with γ = 1 for ideal
leads. (c) The time dependent signal that is recorded by the Lock-In, i.e.
Vin = Vsig + Vcross + Vwhite. (d) A plot of VPSD = Vref · Vin. The black line
represents the average value of VPSD. The data used for this figure is gener-
ated with the NumPy package in Python.
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Vcross(t) = 1V sin(12.3ωr) and Vsig = 1V sin(ωr) with ωr = 2π s−1 are
drawn in red, black and blue, respectively. Vwhite follows a normal distri-
bution with a width of 1.0, centered at zero and multiplied by 1V. The
frequency 12.3ωr at which Vcross oscillates is chosen at random. (b) is a plot
of Vref = Vsig/γ and (c) shows the summation of all terms in (a), i.e. Vin.
To separate the desired signal from noise and perturbations, the measured
voltage is then multiplied with Vref :

VPSD(t) = Vin(t) · Vref(t) (3.7)

The outcome is called Phase Sensitive Detection (PSD). The result is shown
in Fig. 3.1 (d). The time average of this curve is avg (VPSD) = 0.499877V2.
In fact, this average converges to

avg (VPSD) =
V

sig
0 V ref

0

2
=
γ

2

(
V ref
0

)2
(3.8)

for an infinite measurement interval and therefore allows to calculate the
amplitude of the unperturbed voltage drop over the resistor V sig

0 = γV ref
0 .

Here, V sig
0 = 2 avg (VPSD) /V

ref
0 = 0.9998V is remarkably close to the

true value of 1V. To mathematically proof Eq. (3.8) one has to execute the
multiplication in Eq. (3.7) using a generalized representation of Vin. An
arbitrary ac input signal can be written as the integral

Vin(t) =

∫ ∞

0

dωV0(ω) sin (ωt+ θ(ω)) (3.9)

over all frequencies ω with individual amplitudes V0(ω) and phases θ(ω).
Using this generalized form Eq. (3.7) turns into

VPSD(t) =

∫ ∞

0

dωV0(ω) sin (ωt+ θ(ω)) · V ref
0 sin (ωrt+ θr) (3.10)

=

∫ ∞

0

dωV0(ω)V ref
0 sin (ωt+ θ(ω)) sin (ωrt+ θr) (3.11)

and with the trigonometric identity

2 sin(ωat+ θa) sin(ωbt+ θb) = cos ([ωa − ωb] t+ θa − θb)

− cos ([ωa + ωb] t+ θa + θb) (3.12)

one finds that VPSD is a voltage containing frequencies components of ωr
mixed with any ω present in the measured signal. Most frequency mixes
result in an ac voltage. The only dc component of VPSD arises from ω = ωr
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which is, if ωr is chosen wisely, solely due to the measurement signal Vsig =
γVref [cf. Eq. (3.12): (ωa − ωb) = 0].

Eq. (3.8) allows to calculate V sig
0 by taking the time average of VPSD

which is a possible solution for that problem since the ac components will
eventually cancel out if the measurement time is large enough. However,
the technical solution used in Lock-In amplifiers utilizes low-pass filter to
separate the dc component of VPSD. This can be done with analog electronics
or by a Digital Signal Processing (DSP) chip after digitalization of VPSD. In
electronics, a low-pass filter can be realized by the combination of a capacitor
and a resistor with capacitance C and resistance R, respectively. In Fig. 3.2
an example for an RC filter of fourth order is shown. In general, an RC
filter is characterized by its order n, i.e. how many identical RC filter are
placed in series, and the time constant

tc = R · C. (3.13)

tc is a measure how long the capacitor needs to be charged if a voltage
is applied to the input side of the RC filter. A large capacitor with high
capacitance takes longer to charge. The charging time also increases if the
charging current is limited by a high resistance. Hence, an oscillating voltage
will change its polarity before a significant voltage could build up at the
output of the RC filter if tc is large. This damping effect of high frequencies,
more precisely of frequencies larger than the cut-off frequency ωc = tc−1,
is enhanced with each increase of n [cf. Fig. 3.3 (a)]. ωc is independent of
n.

A dc voltage will always pass a low-pass RC filter independent of tc.
However, if a dc voltage is switched on or off it is not constant in time

R R RR C C CC

a cb d e

Figure 3.2: A fourth-order RC low-pass filter is constructed by a series
connection of four RC low-pass filter with identical time constant tc =
R ·C. The individual filters are visually separated by the dotted vertical lines.
The bottom power line is grounded. A time dependent voltage applied to
point a results in a voltage at point b with high frequencies ω > ωc = tc−1

being damped. This process is recursive for point c, d and e, successively
enhancing the dampening of high frequencies.

42



3.2. The Lock-In technique

~
VoutVPSD

Vref

phase
modulation

0 | �/2

E
response: Vin low pass

filter
current: Vout

x ~~ dc

(a)

(b)

Figure 3.3: (a) Frequency dependent dampening of voltages at an RC filter.
The filter order n increases the slope of the curve. The cut-off frequency
depends on the filter characteristics ωc = tc−1 = (RC)−1. (b) Graphical
depiction of the Lock-In technique. An ac reference Vref(t) excites a driving
current Vout(t) to feed a transport experiment E. From that experiment, the
ac voltage Vin(t) is recorded. VPSD(t) = Vin(t) · Vref(t) is calculated with
Vref(t) being optionally phase shifted by π/2. A low pass filter separates the
dc component V dc

out of VPSD(t) which is proportional to the experiments in-
or out-of-phase response at reference frequency. Subfigure (a) is adapted
from Ref. [67].

anymore and the RC filter will therefore react time dependent. The output
voltage of an ideal low-pass filter converges with time to the dc input voltage.
Practically, a fourth order RC filter needs about 10 · tc to level at the equi-
librium output voltage. Depending on the filter characteristics the output
voltage consists of the dc and low frequency components of VPSD. Hence,
in each situation a reasonable tc must be chosen to balance measurement
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3. Experimental techniques

accuracy and time expenditure. This becomes especially important if the
observed transport effect is itself time dependent.

A closer look at Eq. (3.12) bares another important detail. The cosine
becomes time independent if ωa = ωb but its value deviates from unity if
θa ̸= θb. Hence, the phase between reference and measured signal is im-
portant. The presented algorithm evaluates the in-phase component of the
signal with respect to the reference. To obtain the out-of-phase component,
the reference signal is phase shifted by π/2 before executing the multipli-
cation in Eq. (3.7). Although it is not important for this thesis note that
Lock-In amplifiers are capable to evaluate the experiments response with
respect to the reference frequency ωr or at integer multiple frequencies, i.e.,
higher harmonics.

To summarize this section a compact visualization of the Lock-In tech-
nique is depicted in Fig. 3.3 (b).

3.3 Computational techniques

Beside the tools available through standard evaluation software, more com-
plex computational methods had to be mastered to accomplish the aim of
this thesis. This section conveys a brief introduction to those techniques.

3.3.1 Kinetic Monte Carlo Simulation
Monte Carlo (MC) in general refers to algorithms that treat problems by
the use of random numbers [68]. It allows to solve computationally expen-
sive problems with fewer operations compared to a conventional approach.
The consequential speed increase is in balance with a loss in accuracy and
can be tuned to match the requirements of the problem. A use case for the
MC method is solving a complicated integral. The inherent randomness
of every MC method becomes handy when dealing with physics that con-
tains randomness itself, such as thermodynamics. Probabilistic events can
be described by analytic expressions, e.g., as solutions of rate equations, only
for simple systems and large ensembles. Thus, in many cases, a numerical
approach is inevitable.

If one is interested in the time evolution of a probabilistic system it is
straightforward to utilize a MC method, i.e., kinetic Monte Carlo (kMC)
[69]. Note that dynamic Monte Carlo is often used synonymously to kMC.
In general, kMC is applicable to systems that can be described entirely by
a potential-energy surface (PES). Then, the possible states of the system
are given by the local minima of the particular PES. The time evolution is
regarded as hops from one state into another. Hopping itself is a stochastic
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process where the hopping probability captures the physics of the system
and is usually linked to the PES. In each iteration of a hopping process,
representing a discrete time step, the hopping probability is compared to a
random number which decides whether the hop takes place, or not. The
code that was used for this thesis has been developed by Prof. Dr. Markus
Meinert with additions by the author of this thesis. It is written in Python
and was executed parallelized on a remote workstation with 32 cores.

3.3.2 Finite-Element-Method
The Finite-Element-Method (FEM) is used to find approximative solutions
for sets of partial differential equations (PDEs) [70]. PDEs are essential
to describe a large variety of physical phenomena including electrostatics,
which classifies the problems that had to be solved within this thesis. In
particular, equilibrium current density distributions in arbitrarily shaped two
dimensional devices were studied using the FEM. For this kind of problem,
the algorithm has to approximate the solution of the Poisson equation

−ϵ̂∇2ϕ = ρc. (3.14)

ϕ is the electrostatic potential that is linked to the voltage V = ∆ϕ =
ϕi − ϕj and ϵ̂ is the permittivity tensor. Note that the permittivity tensor
includes the conductivity and, thus, Ohm’s law. ρc is the charge density
which, through the continuity equation

−∇j = ρ̇c, (3.15)

is related to the current density j. As the first step of the FEM a given device
shape with specified boundary conditions and material parameters is parti-
tioned into a finite number of elements. This procedure is called meshing.
These finite elements can have any form but are typically triangular. Sec-
ondly, a polynomial function as approximation for the fundamental PDE,
here for Eq. (3.14), is derived and solved for each triangle with matching
boundary conditions of neighboring triangles. From that solution one can
derive the current density at each point via Eq. (3.15). The FEM is by its
construction only an approximation but its precision can be adjusted by vary-
ing the size of each triangle, which is in balance with the computation time.

The FEM analysis in this thesis was done with COMSOL Multiphysics
and FEMM. Both softwares need as input the device geometry, boundary
conditions and material parameters. Hence, they are easy-to-use and do not
require a detailed understanding of the underlying algorithms. COMSOL is
a highly sophisticated FEM software package that allows to do three dimen-
sional FEM simulations with the possibility to couple various physical prob-
lems, e.g., a current generates heat and, thus, changes the resistivity which
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3. Experimental techniques

eventually results in a nontrivial current density distribution at equilibrium.
This software, however, is available only with a subscription of considerable
price. A license was available through the Bielefeld University of Applied
Science only while Christian Mehlhaff and Lukas Neumann worked on their
Master’s theses [71, 72]. FEMM, on the other hand, is a free software with
limited functionality in comparison to COMSOL [73, 74]. However, it
can calculate current density profiles in two dimensional structures which is
the required functionality for this thesis. Therefore, most FEM simulations
were executed using FEMM (version 4.2).

3.4 Setup of the NSOT transport experiment

To perform a transport experiment, it is necessary to guide a current, in
this case an electrical current, in a specific direction and measure a voltage
between points with well-known location in relation to that current. Hence,
plane thin-film samples are typically patterned into devices by the use of
lithography [cf. Sec. 3.1.4]. In Fig. 3.4 images of the two variants of the
used device are shown. Due to the similarity to the national flag of the
United Kingdom this device type will be referred to as Union Jack device.
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Figure 3.4: Images of the Union Jack devices with an overlay depicting
the measurement geometry. The nomenclature of the pulse lines is defined
by the coordinate system. (a) A greyscale optical micrograph of a device
patterned using EBL. The current channels are 8 and 3 µm wide. (b) UVL
patterned device with current channels of 8 and 4 µm width. The image is
recorded with a SEM.
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3.4. Setup of the NSOT transport experiment

The Union Jack devices are designed to guide current pulses either in x or
y direction trough the 8 µm wide channels which will be called pulse lines in
the following. The pulses are characterized by their pulse width ∆t and cur-
rent density j = |j|. If multiple pulses are bunched to a burst, the number
of pulses per burst and the duty cycle separating subsequent pulses are addi-
tional parameters. The black and red arrows in Fig. 3.4 represent the tech-
nical current direction for j > 0, e.g., in the image the electrons are moving
from left to right for a positive current density being applied to the x pulse
line. The narrow channels are the probe lines. They are used to investigate
the response of the film to the pulses using a PHE measurement geometry,
i.e., the voltage is measured perpendicular with respect to the probe current.
The transport measurement is done with a Lock-In amplifier (Zurich In-
struments MFLI) and the polarity marked in the figure correspond to the
colors of the outputs and inputs of the Lock-In. The evaluated quantity is
the perpendicular resistance [cf. Fig. 3.3 (b)]

R⊥ =
V dc

out
Iout

. (3.16)

Iout is measured as voltage drop over a series resistor with known resistance.
There are various physical effects that are responsible for the response to a
current pulse of considerable intensity. Hence, the investigated phenomenon
will be introduced in the respective chapter individually. The experimental
setup for the transport measurement, however, is very similar throughout
this thesis and independent of the involved physics.

The electrical setup that facilitates a successive burst generation and R⊥
measurement is shown as a circuit diagram in Fig. 3.5. The bursts are gener-
ated by an arbitrary waveform generator (Agilent 33522A) in combination
with a differential broadband amplifier (Tabor Electronics 9260) that has a
fixed amplification factor of x10 and provides a differential output voltage
of ≤ 34V. The pulse form is monitored with a digital storage oscilloscope
(UNI-T UTD2052CEX) which is connected directly to the output of the
Tabor amplifier. A switchbox containing reed relais directs the bursts either
to the x or y pulse line while keeping the Lock-In disconnected during the
burst to avoid an overload of the Lock-In amplifiers input. Additionally,
the R⊥ measurement would become corrupted if the broadband amplifier
with is finite lead resistance is connected to the device during the measure-
ment. Hence, the switchbox facilitates open circuit conditions for the pulse
lines during probing as well. Optionally, the sample is placed in a closed-
circuit He cryostat allowing to vary the sample temperature Ts ≤ 290K.
Before each sequence, the pulse line resistances Rx,y(Ts) are checked with
two-point resistance measurements using a Keithley 2000 multimeter. The
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Figure 3.5: Circuit diagram of the transport experiment. The usage of the
cryostat and the SR850 Lock-In is optional. Dashed lines represent data
connections while solid lines are BNC cables with an impedance of 50Ω
used to measure voltages or to push currents. B is the breakout box, S is
the switchbox, T is the Tabor amplifier, O is the oscilloscope and A is the
Agilent waveform generator. KR and KSR are Keithley 2000 multimeters.
Note that the Tabor amplifier inverts the polarity. All dynamic components
are regulated by the PC which allows for a completely automated measure-
ment. The color code is adapted from Fig. 3.4, complemented by orange
and burgundy. Orange accounts for the connections to measure Rx,y and
burgundy, which is a mix of red and black, highlights the lines carrying the
pulse voltage which are not yet assigned to either the x or y pulse line.
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3.4. Setup of the NSOT transport experiment

pulse voltage

Vx,y(Ts) = j whRx,y(Ts) (3.17)

is adjusted accordingly to obtain the set current density. w and h are the
current line width and film thickness, respectively. In each pulse, the volt-
age is ramped linear to Vx,y during a well defined ramp-up and ramp-down
time tramp−up = tramp−down = tramp = min(0.25∆t, 1 µs). The charge that
is transferred in a pulse is unaffected by this procedure. A breakout box
that can ground the sample using mechanical switches is installed between
the device and the switchbox. It is primarily used during sample changes.
A second Lock-In amplifier (Stanford Research Systems SR850) is used to
determine the magnitude of the probe current Iout. Both Lock-In amplifiers
use identical settings and are phase locked. If no second Lock-In was avail-
able, the voltage drop over the series resistor was measured with a Keithley
multimeter directly.

A schematic illustration of the sequence that is considered as one ex-
periment is shown in Fig. 3.6. Before the first and after each burst, R⊥ is
evaluated at the reference frequency fref = 81.3Hz using a fourth-order
low-pass filter with tc = 100ms. Hence, a delay of 2 s between burst and
the recording of R⊥ is set to ensure an equilibration of V dc

out [cf. Eq. (3.16)].
The bursts are designed to transport a constant charge per burst Q trough
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Figure 3.6: Schematic illustration of the measurement sequence for a trans-
port experiment. The color code is matched to the arrows in Fig. 3.4. Prior
to each burst, R⊥ is measured with an ac probe current. The probe current
density is at least two orders of magnitude smaller compared to the burst
currents. The time evolution ofR⊥ is monitored for the duration Trelax after
n bursts have been applied to one pulse line. Bursts are applied with varying
polarity in subsequent parts labeled with ( I ) and ( II ).
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the structure by adjusting the number of pulses per burst

N(∆t, j) = Q (∆t j wh)
−1 (3.18)

in dependence of other experimental parameters. After n bursts along x,
the time evolution ofR⊥ is observed over the so-called relaxation time Trelax
with measurements every second. The same scheme is executed for bursts
parallel to the y-direction, forming part ( I ) of the sequence. Part ( II ) is
a repetition of ( I ) with inverted polarity of the current pulses. A complete
experiment for a given set of parameters consists of m full repeats of each
part, i.e. m times part ( I ) followed by m times part ( II ).

The Union Jack devices do not promote a homogeneous current flow in
the center region of the device. This affects the pulse and the probe current
alike. Thus, a FEM simulation is set up to determine the actual current
density distribution [cf. Sec. 3.3.2]. The results for the switching pulse and
the probe current, calculated with COMSOL, are shown in Fig. 3.7. The
current flow is inhomogeneous with hot spots at the corners, which is a
similar result obtained for 4-arm Hall crosses [2]. For pulsing, the current
density in the center of the device reads 55% of the current density in the
leads, which is the nominal applied current density j, while it is increased up
to 185% of the lead current density in the hot spots. Hence, whatever effect
is driven by that current will vary locally in magnitude. Note that compared
to the 4-arm crosses the area of nearly homogeneous current density is quite
large.

The same is true for the probe current density jprobe which results in a
locally varying sensitivity of the experiment [cf. Fig. 3.7 (b)]. The eventually
measured voltage V⊥ originates primarily from electrical fields E that are in
between the pick-up leads, which can be estimated by the line integral

V⊥ =

∫
r

E(jprobe) · dr (3.19)

along the curve r. Following this simplistic view one can conclude that
a large portion of V⊥ originates from the central region of the Union Jack
device. Hence, the measurement is mostly sensitive on the effect size in this
region and therefore center region current density

jcr = 0.6 j (3.20)

is introduced which is especially important for quantitative analyses.
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Figure 3.7: FEM simulation of the relative current flow distribution in a
Union Jack device with pulse line width of 8 µm and probe line width of 3 µm.
(a) For a constant voltage being applied at the pulse line in x-direction. (b)
For a constant voltage being applied at the probe line in (x, y)-direction.
The purple line points in (−x,−y)-direction.
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Néel-order spin-orbit torque switching
in sputtered CuMnAs 4

This chapter comprises the key results of this thesis, which have been ob-
tained from switching experiments on tetragonal CuMnAs thin films that
were deposited by dc-magnetron sputtering. From first switching experi-
ments on Mn2Au, which were conducted in the course of the Master’s thesis
of Dominik Graulich, it became obvious that the NSOT theory alone can-
not describe the obtained results [75]. Thus, the first output in conjunction
to this work is an extension to the NSOT theory that regards the switch-
ing as a thermally activated mechanism [2]. The experience gained from
these preliminary experiments lead to an extensive series of experiments on
tetragonal CuMnAs [4]. In particular, the switching characteristics were
investigated in dependence of the sample temperature Ts, the pulse current
density j, and the pulse width ∆t. All found dependencies are in striking
agreement with the extension to the NSOT theory [cf. Sec. 2.3]. The results
are shown in Sec. 4.2. As final consistency check a kMC simulation is ap-
plied to resemble the switching, again, with good agreement [cf. Sec. 4.4].

4.1 CuMnAs sample preparation and characterization

The NSOT is only present in materials that obey symmetry requirements
described in Sec. 2.2. In this thesis, tetragonal CuMnAs is used as this ma-
terial. To perform a transport experiment in which the current is guided par-
allel to either the crystallographic a or b axis the thin film needs its tetragonal
symmetry axis, the c axis, pointing in oop direction. In the following, this
process which eventually results in a working device for NSOT switching
will be outlined. A series of CuMnAs films are deposited by dc-magnetron
sputtering from a composite target with Cu0.3Mn0.3As0.4 stoichiometry on
HCl-etched GaAs (001) substrates [cf. Sec. 3.1.1]. Prior to the deposition,
the substrate is heated to 400 ◦C or 410 ◦C and kept at the respective tem-
perature for 10 minutes to clean the GaAs surface. Afterwards, the sample
is cooled down to the deposition temperature Td. All CuMnAs samples are
capped with Ti which is deposited after cooling down to room temperature.
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4. Néel-order spin-orbit torque switching in sputtered CuMnAs

XRD measurements done at samples deposited at different Td are shown in
Fig. 4.1. At high temperatures, the CuMnAs crystallizes highly oriented
in the desired phase with an oop lattice parameter c = 6.286Å. The c
axis of these samples is 0.5% shorter if compared to samples prepared by
MBE [76]. With decreasing Td the (00 l ) peaks decrease in intensity and
a (110) peak arises close to the GaAs (002) substrate peak. From Fig. 4.1
alone one can tell that a high Td ≥ 400◦C is necessary to grow CuMnAs
films of good crystalline quality. Repeatability tests for various Td show that
a bad crystal growth is obtained randomly if the surface cleaning is done
at 400 ◦C. This issue is solved by increasing the cleaning temperature to
410 ◦C. Hence, samples used for further experiments are cleaned at 410 ◦C
for 10 minutes and, out of convenience, the deposition temperature is chosen
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Figure 4.1: XRD measurements of Ti capped CuMnAs films with nominal
film thicknesses hCuMnAs = 100 nm grown at various deposition tempera-
tures Td. The curves are shifted vertically for clarity. The steep intensity
increase for 2θ > 64◦ is due to the (004) peak of the GaAs substrate. For
Td < 400◦C a CuMnAs (110) peak is visible around 2θ = 33.25◦. For
Td = 400◦C this peak vanishes which indicates a highly oriented growth
of the CuMnAs crystallites. Furthermore, the peaks become narrower for
higher Td. This is related to larger CuMnAs crystallites in oop direction [cf.
Eq. (3.2)].
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Figure 4.2: (a) XRR and (b) TEM measurement of a CuMnAs sample
grown at 410◦C. The nominal thickness is hnom = 80 nm while the ac-
tual thickness, obtained consistently from the TEM image and the XRR
fit, reads h = 68 nm. The film roughness of 4.6 . . . 5.0 nm obtained by the
XRR fit is consistent with the SFM result of RRMS = 4.8 nm.

as Td = 410 ◦C as well. The film is sputtered from an off-stoichiometric tar-
get but has a 1:1 :1 stoichiometry within the accuracy of the available XRF
experiment. Films grown at Td = 410 ◦C have a high surface roughnesses
of RRMS = 4.8 nm which is quantified by SFM measurements. Hence,
fitting XRR curves becomes tricky since oscillations are only visible up to
2θ ≈ 1◦, as seen in Fig. 4.2 (a). The shown fit, however, appears to be
reasonable since its results are consistent with the TEM and SFM results.
Fig. 4.2 (b) shows a TEM image of a lamella cut parallel to the (110) direc-
tion of the GaAs substrate. A detail view of the GaAs−CuMnAs interface
can be seen in Fig. 4.3 (a) with the visible tetragonallity of the CuMnAs
unit cell. Since the (a or b)− c plane is visible in the picture the basal plane
of the CuMnAs has to grow rotated by 45◦ with respect to the GaAs sur-
face unit cell. This is expected since aCuMnAs = bCuMnAs = 3.82Å [76] fits
to aGaAs = bGaAs = cGaAs = 5.65Å [77] only for a rotated growth, i.e.√
2 · 3.82Å = 5.40Å (∼ 4.5% mismatch). Note that the GaAs has an fcc

structure. Energy-dispersive x-ray spectroscopy (EDX) done in the TEM
shows the presence of oxygen throughout the Ti film and in the bright areas
of the CuMnAs layer [cf. Fig. 4.3 (b) - (d)]. Since CuMnAs likely oxidizes
under ambient conditions this oxygen accumulation is most likely related to
the TEM preparation process which includes contact to air. Nevertheless,
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4. Néel-order spin-orbit torque switching in sputtered CuMnAs

the oxidation is limited to certain areas of the film, indicating that the crys-
tal is more vulnerable to oxygen in these regions. These weak spots can be
interpreted as grain boundaries. This reasoning is consistent with Scherrer’s
formula, Eq. (3.2), which calculates an oop crystallite size of Lc ≈ 10 nm
from the XRD peak widths. Note that the EDX result also assures that

Figure 4.3: (a) Detail view of the GaAs / CuMnAs interface. The white
rectangle spans over five CuMnAs unit cells and highlights the tetrago-
nal distortion. The observed dimensions fit to the asserted rotated growth.
(b) TEM image used for an EDX analysis. The two arrows point on large
white areas within the CuMnAs layer which turn out to be oxygen rich
[cf. (d)]. (c) EDX result for Ti concentration. (d) EDX result for O concen-
tration. The capping layer is completely oxidized but no significant oxidation
penetrates the CuMnAs. Areas that are bright in (b) show a high oxygen
concentration.
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the Ti film works well as non-conducting capping layer that protects the
CuMnAs from bulk oxidation.

The sample on which the transport experiments are conducted has the
stack design GaAs / CuMnAs 68 nm / Ti 5nm. The electrical resistivity
ρ ≈ 430 µΩ cm of the CuMnAs is estimated using four-point measure-
ments assuming negligible conduction in the Ti capping [cf. Sec. 3.1.3].
After the growth and basic characterization multiple Union Jack devices are
patterned onto the sample by EBL [cf. Fig. 3.4 (a)]. The structured sample
is then glued into an C-DIP and randomly selected devices are contacted by
Al-wire bonds. Here, two neighboring devices on the same sample are used.
The j and ∆t variations are performed on the same device, whereas the Ts
variation is done on the second one. The final sample package is then placed
in a closed-cycle He cryostat with electrical feedthroughs.

4.2 Experimental findings on CuMnAs
Pulsing experiments as described in Sec. 3.4 are performed with ranges of
sample temperatures Ts, current densities j, and pulse widths∆t. The pulses
are expected to rotate the Néel vector L via the NSOT mechanism, ex-
plained in Sec. 2.2. The state ofL is evaluated by a Lock-In measurement of
the transverse resistance using the narrow probe lines. Since the transverse
resistance is expected to originate from the orientation of the magnetic sys-
tem, i.e. via the PHE, the recorded quantity is labeled as planar Hall resis-
tance RPHE. Note that the distinction whether the transverse resistance has
a magnetic origin becomes important in Chap. 5. Exemplary data is shown
in Fig. 4.4 (a) where RPHE is drawn as a function of the elapsed time. Al-
ternating the direction of pulsing switches the system between high and low
values of RPHE where the change is independent of the current-polarity as
expected for the NSOT mechanism. A weak polarity dependence remains,
i.e. RPHE drifts to higher values during part ( I ) and to lower values in part
( II ). This polarity dependent contribution may originate from torques that
arise in the domain walls of the AFM [53]. Nevertheless, the contribution
is very small and will be removed throughout the thesis by taking the po-
larity average, as plotted in Fig. 4.4 (b). The curve is color coded to match
the pulsing sequence introduced with Fig. 3.6 and an offset arising from im-
perfect lithography is removed, i.e. the curve is centered around zero. The
set magnetic state is thermally unstable as seen from the decay of ∆RPHE
during the relaxation of length Trelax = 600 s. However, the experiment
demonstrates perfectly reproducible switching of RPHE with a slight asym-
metry with respect to the pulsing direction.
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Figure 4.4: (a)RPHE versus time trace at Ts = 260K, j = 5.9×1010 A/m2

and ∆t = 5 µs. Different polarity of the current pulses in part ( I ) and ( II )
is highlighted by different colors. (b) Average over ( I ) and ( II ) plotted
in colors matched to the pulsing scheme in Fig. 3.6. A constant offset of
∆RPHE is removed.

The first switching cycle of a Ts variation is shown in Fig. 4.5. The x
axis is split with burst number as the parameter for the pulsing phase and
time as the parameter for the relaxation phase. The temperature not only
affects the amplitude of the switching, but also changes the overall shape, e.g.
the steepness. However, the curve shape is similar for different Ts, which
holds true for different j and ∆t as well. To comprehensively visualize the
features of the switching curves in dependence on the varied parameters one
has to compress these features into quantitatively comparable characteristic
parameters. A procedure to achieve this is described in the following section.

4.2.1 Quantification of switching characteristics
The magnetically set state is thermally unstable which is a proof that the
switching energy barrier is in the order of the thermal energy. Hence, the
thermal-activation model introduced in Sec. 2.3 can be used to extract mi-
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top and bottom of the graph, respectively.

croscopic parameters of the system from the collected data. The decay of
the magnetic system with no current applied, described by Eq. (2.58) in
Sec. 2.3.1, allows to evaluate the microscopic energy barrier EB = K4∥Vg
via the Néel-Arrhenius equation (2.51). EB depends on the volume of the
ensemble of grains that have been switched and, thus, a film of grains that
follow a grain size distribution will manifest in a superposition of different
relaxation times τi. Hence, the general fitting function for the relaxation
reads

∆RPHE(t) =
n∑

i=0

di exp
(
− t

τi

)
. (4.1)

n gives the number of exponential functions used and di are the weights.
Alternatively, one may use stretched exponentials to describe the ensemble
when the relaxation times are dense [3, 78]. However, the simple sum of
exponentials provides a more transparent picture. n should be as small as
possible to limit the number of free parameters and, therefore, avoid over-
fitting. On the other hand, n must be large enough to find good agreement
between the model function and the data. As seen in Fig. 4.6 three terms

59



4. Néel-order spin-orbit torque switching in sputtered CuMnAs

of the form

∆RPHE(t) = d0 + d1 exp
(
− t

τ1

)
+ d2 exp

(
− t

τ2

)
(4.2)

during relaxation are sufficient to describe the observed switching curve
reasonably well and additional exponentials do not further improve the re-
sult. d0 ≈ d0 exp (−t/τ0) corresponds to an exponential function with
τ0 ≫ Trelax.

An analytic expression that describes the switching amplitude per burst∣∣∆Rburst
⊥
∣∣, cf. Eq. (2.63), has been derived in Sec. 2.3.2. The requirement of

a uniform orientation of L is approximatively given after Trelax and, hence,
the steepness of the switching curve at burst number b = 0 is a good esti-
mation for

∣∣∆Rburst
⊥
∣∣. Taking the numerical derivative on the measured data

turns out to be relatively unstable. Therefore, a purely phenomenological fit
is applied to the data to take the derivative analytically. Interestingly, Eq.
(4.1) is also well suited to model the pulsing phase. However, different vari-
ables need to be used, i.e., time is replaced by burst number and the decay
parameter is replaced by a dimensionless quantity µi with no direct physical
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Figure 4.6: Plot of the data taken at Ts = 260K already shown in Fig. 4.5
using the color code introduced with Fig. 3.6. The solid lines in red and
green are piecewise fits using Eq. (4.3) and (4.2), respectively. Pulsing and
relaxation are plotted on separate x-axis.
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meaning. Thus, the pulsing phase is fitted with

∆RPHE(b) = c0 + c1 exp
(
− b

µ1

)
+ c2 exp

(
− b

µ2

)
. (4.3)

b represents the burst number, µ1,2 and c0,1,2 are fit parameters. The steep-
ness of the switching curve, called switching efficiency Re in the following,
is then calculated as

Re =

∣∣∣∣d(∆RPHE(b))

db

∣∣∣∣
b=0

=

∣∣∣∣− c1
µ1

− c2
µ2

∣∣∣∣ ≈ ∣∣∣∆Rburst
⊥

∣∣∣ (4.4)

by taking the derivative of Eq. (4.3) at b = 0. The good agreement between
the model function and the data for n = 3 suggests that the real grain size
distribution can be characterized by three distinct grain sizes V i

g that relate
to the energy barriers Ei

B = K4∥V
i

g . The relative occurrence of each grain
size does not change between pulsing and relaxation and, hence, one would
expect c1/c2 = d1/d2. Implementing this constraint into the fitting routine
greatly improves the stability of the fit which is the first evidence that the
thermal-activation model is self-consistent.

To obtainRe and τ1,2 the averaged data is fitted piecewise using Eq. (4.2)
and (4.3). Those characteristics can be calculated for each switching cycle
where the signal-to-noise ratio is sufficiently large to apply the fit. Addition-
ally, the difference ofRPHE before and after applying n bursts along one axis
is defined as the absolute switching amplitude |∆Ra| [cf. Fig. 4.6].

4.2.2 Dependence of the switching characteristics on sample
temperature, current density, and pulse width

Re, |∆Ra|, τ1, and τ2 for different parameter sets {Ts, j,∆t} are shown in
Fig. 4.7, 4.8, and 4.9, respectively. In each experiment 10 switching cycles
are recorded which are analyzed independently. The shown data represents
the mean values. The results differ slightly between pulsing along x or y.
Hence, standard deviations are calculated separate for each pulsing direction
and the greater value is taken as error to reflect the reproducibility.

By taking the logarithm of Eq. (2.63) one obtains

ln [Re] ≈ ln
[ ∣∣∣∆Rburst

⊥

∣∣∣ ] ∝ xLχVgj

kBTVc
− EB
kBT

(4.5)

as prediction of the thermal-activation model. The dependency of ln [Re(Ts)]
on Ts and j is explicitly captured:

ln [Re(Ts)] ∝ − 1

Ts
and ln [Re(j)] ∝ j (4.6)
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Figure 4.7: Plot of (a) Re and |∆Ra| and (b) τ1,2 in dependence of the
sample temperature Ts with fixed j = 6.5 × 1010 A/m2 and ∆t = 1 µs.
The inset in (a) shows Arrhenius plot of Re including a line fit disregarding
the data point at 1/280K−1. τ1,2 depends on Ts as expected for a thermally
unstable system.

From Eq. (4.5) no ∆t dependency is predicted. However, the temperature
rise during a pulse, given by You’s formula (2.50), is not implemented in the
analytic derivation. Due to the higher device temperatures obtained from
longer pulses an increase of Re and |∆Ra| in dependence of ∆t is expected.
Weather this dependency will be linear, quadratic or indiscriminately, cannot
be told from the thermal-activation model.

In Fig. 4.7 (a) one sees that |∆Ra| has a local maximum at Ts = 260K
and it decreases to zero for low Ts. From the maximum absolute switching
amplitude one can calculate the maximum resistivity change due to the mag-
netic switching to ∆ρ = |∆Ra| · 68 nm = 0.68 µΩ cm. Hence, the lower
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Figure 4.8: Plot of (a) log10 [Re] and log10 [ |∆Ra| ] and (b) τ1,2 in depen-
dence of the current density j with fixed Ts = 260K and ∆t = 1 µs. The
line in (a) is a linear regression to log10 [Re], validating an exponential de-
pendence Re(j). τ1,2 is independent of j.

limit of the AMR ratio reads ∆ρ/ρ = 0.14%. Re monotonically increases
with increasing Ts. The inset shows an Arrhenius plot of Re, i.e. ln [Re] is
plotted against 1/Ts. The resulting linear dependency with negative slope is
in line with the prediction of the thermal-activation model [cf. Eq. (4.6)].
The deviations for high Ts are a consequence of the particular grain size dis-
tribution of the film, which will be discussed in depth in Sec. 4.3. The relax-
ation time constants τ1 and τ2 decrease with increasing Ts and tend to zero
for Ts > 280K as shown in Fig. 4.7 (b). Note that the thermal-activation
model states that the decay rate solely depends on the sample temperature
Ts [cf. Sec. 2.3.1].

A logarithmic plot of Re and |∆Ra| as function of the current density
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Figure 4.9: Plot of (a) Re and |∆Ra| and (b) τ1,2 in dependence of the
pulse width ∆t with fixed Ts = 260K and j = 5.9 × 1010 A/m2. The
dependence of Re and |∆Ra| on ∆t is implicitly captured by the thermal-
activation model since Joule heating is enhanced for longer pulses. Thus, the
shown trend matches the expectation. τ1,2 is independent of ∆t.

is shown in Fig. 4.8 (a) with a linear fit applied to log10 [Re]. Again, the
prediction made with Eq. (4.6), i.e. Re ∝ exp(j), is verified. |∆Ra| grows
sub-exponentially due to a saturation of the switching. The decay times τ1
and τ2 are independent of j [cf. Fig. 4.8 (b)].

In Fig. 4.9 (a) the dependence of Re and |∆Ra| on ∆t is shown. As
argued above, this increase is expected due to the increased Joule heating
facilitated by longer pulses. τ1 and τ2 are independent of ∆t as well [cf.
Fig. 4.9 (b)]. The decay constants obtained for Ts = 260K are

τ1 ≈ 24 s and τ2 ≈ 234 s. (4.7)
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4.3. Discussion of the thermally assisted switching in CuMnAs

4.3 Discussion of the thermally assisted switching in
CuMnAs

All predictions that conclude from the thermal-activation model are verified
by the experimental results presented in Sec. 4.2.2. From the fits applied to
switching efficiency dependencies, however, no microscopic parameters of
the CuMnAs film like the anisotropy energy density K4∥ can be extracted.
Actually, the only quantity which can be evaluated without numerically ex-
pensive simulations, which will be discussed in Sec. 4.4, is the switching
energy barrier EB. This can be done by rearranging Eq. (2.51) to

Ei
B = ln (f0τi) kBTs (4.8)

considering that the system can be characterized by three grain sizes V 0,1,2
g .

EB = K4∥ Vg depends on the grain size distribution of the system, which is
identical for all shown experiments. The measured decay constants (4.7) at
Ts = 260K then relate to

E1
B ≈ 691meV and E2

B ≈ 743meV. (4.9)

The index i = 0 accounts for the nonrelaxing grains withE0
B > E2

B. For the
Ts variation one finds temperature dependent τ1,2 and temperature depen-
dentE1,2

B which are shown in Fig. 4.10 (a). Here, a linear fitEB = ∆T kBTs
allowing no offset yields the so-called thermal stability factor

∆T =
EB
kBTs

(4.10)

which characterizes the switched grain ensemble. This calculates to

∆1
T ≈ 31.1 and ∆2

T ≈ 33.4. (4.11)

Using the thermal stability factor the grain ensembles are categorized
into three segments, namely unblocked for ∆T . 27 (τ . 0.5 s), switchable
for 27 . ∆T . 44, and blocked if ∆T & 44 (τ & 107 s ≈ 0.3 yr). This
classification follows the rationale of metallic polycrystalline exchange bias
systems [79]. In a film with grains that follow a grain size distribution, e.g. a
Gaussian one, these categories represent different segments of grain sizes, as
depicted in Fig. 4.10 (b). In unblocked grains L changes its state fast com-
pared to our measurement timing and, thus, their contribution to the signal
averages to zero. The switchable grains can be manipulated by the current
pulses but are not stable at given Ts. Hence, the signal generated by these
grains decays within tens of minutes. Blocked grains do not change their
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Figure 4.10: (a) E1,2
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that are unblocked (red), switchable (green/blue), or blocked (black).

state during the given time scales and are considered stable, even with cur-
rent applied if Joule heating is neglected. In reality, however, Joule heating
results in a temperature increase δT during a pulse allowing for the switching
of a set of initially blocked grains, represented by the blue hatched area in
Fig. 4.10 (b). After the pulse, the temperature returns back to Ts whereupon
the relaxation rate is enhanced during the first couple of µs of the cool-down
[cf. Fig. 2.14 (b)]. The measurement ofRPHE is delayed by 2 s after the burst.
Thus, grains which have been switched and did not relax back to equilibrium
during this delay are measured. This is effectively the case for τ & 0.5 s dur-
ing the pulse. The increased temperature Ts + δT during the pulse shifts
the subset of switchable grains to larger grain sizes. Thereby, larger grains
become switchable, while small grains become unblocked during a pulse and
occupy the four Néel-vector orientations uniformly. When the switchable

66



4.3. Discussion of the thermally assisted switching in CuMnAs

subset during the pulse shifts through a maximum of the grain size distri-
bution as a function of temperature a maximum in |∆Ra| is observed, while
the efficiency Re further increases [cf. Fig. 4.7 (a)]. This reasoning for the
local maximum of |∆Ra| in a Ts sweep applies to any distribution that has
a well-defined maximum occurrence of Emax-o

B = K4∥ V
max-o

g .
The estimated thermal stability factors of the fast and slow relaxation

component (4.11) are independent of Ts. At lower temperature, the switch-
able subset of grains shifts to smaller grain volumes, such thatEB = kBT∆T

is in agreement with the categorization of switchable grains. Consequently,
it is expected that at lower temperature only grains with smaller energy bar-
rier are switchable. The temperature increase during a pulse and the ac-
companied relaxation enhancement acts on a shorter time scale than the
measurement can resolve. Formerly blocked grains that became switchable
during the pulse and did not relax within the 2 s delay are blocked again
and, therefore, do not affect the relaxation time constants τ1,2. Hence, the
observable resistance decay is determined by Ts only. This is in line with the
theoretical result that the NSOT should be temperature independent [21].

Up to now, the Arrhenius plot in the inset of Fig. 4.7 (a) has only been
used to validate the proportionality Re ∝ −T−1

s . However, e.g. in chem-
istry such a plot is routinely used to find the activation energyEA of a chem-
ical reaction. It is calculated from the slope |m| via

EA = kB|m| = (195± 8) meV (4.12)

with |m| being obtained from the Arrhenius plot. The error is the standard
deviation of the fit times kB. Following Eq. (4.5) one can identify

EA = EB −
xLχVgjcr

Vc
. (4.13)

Note that the center-current density jcr = 0.6 j is used for this quantitative
analysis [cf. Chap. 3]. The Arrhenius plot evaluates EA with respect to Ts
although the switching happens with a time dependent temperature Ts <
T < Ts + δT and, hence, EA is underestimated.

With known jcr, x = 1/
√
2 for orthogonal switching, literature values

χ = 3mT/(1011 A/m2) [22] and |L| = 7µB [54], structural information
Vcell = 6.318Å·

(
3.820Å

)2 andEB obtained from relaxation measurements,
one finds that Vg is the only unknown parameter. This conclusion holds true
if only grains with one distinct grain size are excited by the NSOT. But, as
it was argued above, within a temperature sweep one always excites grains
with matching thermal stability factor ∆T and, thus, different parts of the
grain ensemble.
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In the following the consequences of this statement are illustrated in an
example. Fig. 4.11 shows histograms of three ensembles with 106 grains
each, where the distribution of EB = K4∥Vg is lognormal, i.e. LN (µ, σ).
µ is the mean value and σ the standard deviation of the distribution. From
a known distribution one can calculate the switching efficiency

Rsim
e ∝

106∑
i=1

(
lig exp

[(
ξ V i

g −
K4∥

kB
V i

g

)
1

Ts

]
·

exp
[
−2 s · f0 exp

(
−
K4∥ V

i
g

kBTs

)])
(4.14)

with ξ = xLχjcr/(kBVc) following Eq. (2.63). K4∥Vcell = 1.2 µeV (K4∥ ≈
2.1 kJ/m3) is taken from the kMC simulation results that will be discussed
in Sec. 4.4. The second exponential function accounts for the relaxation dur-
ing the delay of 2 s in the experiment [cf. Eq. (2.51)]. Each summand con-
tributes to the measured transverse voltage in proportion to the edge length
lg ≈ 3

√
Vg of the respective grain. The Arrhenius plot of Rsim

e is shown in
the inset of Fig. 4.11 for three different grain size distributions. It turns out,
that LN 1(ln 0.8, 0.16), LN 2(ln 1.0, 0.23), and LN 3(ln 1.2, 0.27) are rep-
resented by similarEA = {198±8, 189±4, 192±2}meV, although their
shapes are diverse. Hence, EA does not allow to draw conclusions about the
underlying grain size distribution and, thus, the Arrhenius plot evaluation

68



4.4. Kinetic Monte-Carlo model

only yields an effective quantity. As consequence one has to conclude, that
the grain size of the nonrelaxing grains V0 is not accessible by the shown
experiment.

4.4 Kinetic Monte-Carlo model

The experimental findings provide substantial evidence that the thermal-
activation model for the NSOT switching is valid for this sputter-deposited
CuMnAs film. However, the shown analysis only yields the product of
anisotropy energy density K4∥ and grain size (distribution) Vg as result re-
garding microscopic parameters. Thus, a full kMC simulation is set up to
simulate the switching and relaxation alike to extract K4∥ and Vg individu-
ally [2, 4]. The simulation applies the NSOT theory to calculate a PES for
the system with and without current [cf. Fig. 2.14 (a)]. Then, the thermal-
activation model is used to calculate the respective switching probability Psw
with Eq. (2.59). This is done for a large number, e.g. 200 000, of individual
grains and for each of them Psw is compared to a random number 0 < r < 1.
If Psw > r, the grain switches its state.

The simulations result is shown as a comparison to the respective exper-
imental data in Fig. 4.12. The relevant inputs used in the simulations are
listed in Tab. 4.1.

Most parameters entering the simulation are accessible either from theo-
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Figure 4.12: Comparison of a kMC simulation using the parameters listed
in Tab. 4.1 and the first switching cycle of the measurement shown in
Fig. 4.4 (b).

69



4. Néel-order spin-orbit torque switching in sputtered CuMnAs

retical calculations or the presented analysis scheme for the switching curves.
The remaining free parameters are the anisotropy energy density K4∥, the
effect amplitude A which in the case of one grain size would be equal to
the AMR amplitude AAMR, and the underlying grain size distribution. As
demonstrated by Fig. 4.11 it is not possible to determine the grain size dis-
tribution from the experiments. However, it is possible to model the decay
of a set state by the sum of three terms, cf. Eq. (4.2), each representing
an energy barrier EB. This leads to three energy barriers E0,1,2

B that can be
used to characterize the grain size distribution. E0

B accounts for the nonre-

Parameter Value Source

aniso. energy density K4∥ = 1.2 µeV/Vcell free
effect amplitude A = 71.5mΩ free

grain size population V 0,1,2
g = {0.42, 0.35, 0.23} free

energy barriers E1,2
B = {691, 743} meV measurement

energy barrier E0
B = 2E2

B − E1
B = 795meV estimation

electrical resistivity ρ = 430 µΩ cm measurement
CuMnAs thickness h = 68 nm measurement

cr current density jcr = 3.54× 1010 A/m2 FEM simul.
sample temperature Ts = 260K exp. parameter

pulse width ∆t = 5 µs exp. parameter
relaxation time Trelax = 600 s exp. parameter

unit cell volume Vcell = 92.2Å3 Ref. [76]
spin-torque efficiency χ = 3mT/(1011 A/m2) Ref. [22]

Néel-vector magn. |L| = 7µB Ref. [54]

Table 4.1: Summary of parameters used for the kMC simulation shown in
Fig. 4.12. Free parameters are adjusted iteratively to reach good agreement
with the experiment. Experimental parameters are set conditions at which
the experiment is conducted. Literature values are taken from the respective
references. The other parameters are extracted from the switching experi-
ment, estimated or originate from a simulation. cr stands for center-region.
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laxing grains and, thus, cannot be determined by relaxation measurements.
To limit the number of free parameters E0

B = 2E2
B −E1

B = 795meV is cho-
sen as fixed parameter in the simulation. The rational behind this decision is
to have a set of energetically equidistant grains [∆E = 52meV]. With a bi-
axial anisotropy energy density of K4∥ = 1.2 µeV/(unit cell) ≈ 2.1 kJ/m3

a good match between simulation and experiment is achieved. The corre-
sponding grain volumes are of the order Vg ≈ (37 . . . 39 nm)3. From XRD
and TEM investigations we know that the sample has an oop grain size of
Lc ≈ 10 nm [cf. Sec. 4.1]. This, in turn, leads to a lateral grain diameter of
≈ 2.3 nm assuming cylindrical grains. These numbers are an approximation
and might not represent the true granularity of the system. However, the
scale of this outcome fits in the overall picture.

4.5 Summary on CuMnAs switching

In the first part of this thesis the NSOT switching mechanism was inves-
tigated in CuMnAs thin film samples that were grown by dc-magnetron
sputtering. The deposition process was studied and a procedure that allows
to reliably grow CuMnAs thin films that crystallize in the tetragonal phase
has been found. The deposition at high temperatures of Td = 410◦C com-
pels a rough surface with RRMS = 4.8 nm if the sputtering is done with a
dc power supply. A Bachelor’s thesis that was done in collaboration to this
dissertation found that an rf plasma greatly decrees the surface roughness
while keeping the crystalline quality [80]. However, up to now no switch-
ing experiments have been conducted at those smooth rf films.

The NSOT switching was observed in the sputtered films and the ex-
perimental parameters sample temperature Ts, pulse current density j, and
pulse width ∆t have been varied. To analyze the switching characteristics in
dependence of those parameters an evaluation scheme has been developed
and applied to the data. The findings were discussed using a macroscopic
thermal-activation model which acts as an extension to the NSOT theory.
The good agreement between experiments on CuMnAs and predictions that
follow the thermal-activation model provides strong evidence that the devel-
oped description marks a valuable advancement in understanding the physics
of NSOT switching.

The switching and relaxation can be reproduced by a kMC simulation
with striking agreement to experimental data. With the shown evaluation
scheme and theoretical calculations from other sources the proposed model
achieves quantitative agreement with only three free parameters left. The
biaxial anisotropy energy density K4∥ is one of those free parameters. By
optimizing the agreement between simulation and experiment the value
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K4∥ = 1.2 µeV/Vcell (K4∥ ≈ 2.1 kJ/m3) has been found.
One can summarize that the NSOT is a relatively small torque that can-

not facilitate a deterministic switching of the Néel order using moderate
current densities. The observed switching is a thermally assisted process
and, as consequence, the set state is to a large degree thermally unstable.
Despite the thermally activated nature of the switching it is observable at
multiple temperatures. This is reasoned by the granularity of the film which
results in various switching energy barriers. At each temperature, a different
subset of grains participates in the switching process. The active grains are
characterized by a thermal stability factor 27 . ∆T . 44.
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In Chap. 4 the current densities used to reorient the Néel vector in a CuMnAs
thin film are 5.3× 1010 A/m2 < j < 7.1× 1010 A/m2. As comparison, a
commercially available NYM-J cable with three braids used in private house-
holds has a braid cross section of Ahh = 1.5mm2. According to DIN VDE
0298-4 each braid has a legal current resilience of Ihh = 15A if installed into
a ductwork [81]. This concludes to a legal current density for households of

jhh =
Ihh
Ahh

= 107 A/m2 (5.1)

which is more than three orders of magnitude smaller than the current den-
sity used in the CuMnAs switching experiment. Regarding the relatively
high current densities necessary to observe NSOT switching it is manda-
tory to consider changes of the film due to the electrical stress.

Hence, this chapter covers the influence of high current densities on non-
magnetic thin film Union Jack devices to reveal possible artifacts in NSOT
switching experiments. For this investigation different materials have been
tested as model systems, namely Mo, Nb, Ta, Ti, and V. It was desired to
find a metal that can be grown in different degrees of crystalline quality by
adjusting the deposition temperature. Although all candidates yielded sim-
ilar results that lead to the same conclusion, Nb was outstanding regarding
durability and reproducibility. Investigations that go beyond a proof of con-
cept transport experiment are, therefore, only conducted in Nb films and
those results are shown in the following.

First, Nb thin films of different crystalline quality are prepared. The de-
position procedure and basic characterization results are covered in Sec. 5.1.
Then, different mechanisms that may alter the thin film properties are in-
troduced in Sec. 5.2 followed by experiments used to test for the proposed
mechanisms in Sec. 5.3. Finally, FEM simulations are conducted to con-
struct a consistent model that can explain how changes of the thin films
properties result in a nonmagnetic contribution that resembles the PHE.
They are presented in Sec. 5.4.
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5. Resistive-nonmagnetic contribution in switching experiments

5.1 Nb sample preparation and characterization

Stacks of Nb thin films of the type MgO (001) / Nb 25 nm / Si 2 nm are
grown by dc-magnetron sputtering [cf. Sec. 3.1.1]. The Nb film is deposited
at different temperatures Td to obtain samples with varying properties. One
sample is grown at RT while the HT sample is grown at Td = 400 ◦C.
XRD measurements, presented in Fig. 5.1, show that the crystallographic
properties of the films depend on Td. The RT sample shows no preferred
growth direction, whereas the HT sample grows in (110) direction. Using
Scherrer’s formula (3.2) one finds that the oop crystallite size Lc is in the
order of the film thickness for both samples. This difference in XRD inten-
sity indicates that the grains in the RT sample grow broadly oriented and,
thus, only a fraction of grains can contribute to the diffraction peaks. In
the HT sample, on the other hand, most crystals align themselves accord-
ing to the substrates crystallography which leads to a high XRD intensity.
The resistivities are ρRT = 27.4 µΩ cm and ρHT = 23.5 µΩ cm, determined
by four-point measurements. ρHT < ρRT is due to reduced electron scat-
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Figure 5.1: XRD measurements of Si capped Nb films with film thick-
nesses hNb = 25 nm grown at various deposition temperatures Td, i.e. room
temperature (RT) and high temperature (HT). The integral width of the
(110) peak reads βHT = 0.47◦ and βRT = 0.55◦ which translates to
LHT,RT
c = {24.6, 20.5} nm.
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5.2. Consequences of high current densities

tering at grain boundaries, directly linking the resistivity to the crystallite
size. From the deposition characteristics one can conclude that the growth
of Nb crystals in (110) direction on MgO (001) substrates is favored in a
high-temperature deposition process.

To repeat the experiments done at CuMnAs the films are patterned
into Union Jack devices using UVL [cf. Fig. 3.4 (b)] and wire-bonded into
C-DIPs. On each sample, half of the devices have their pulse lines aligned
parallel to the substrates edge, the other half of the devices are rotated by
45◦.

5.2 Consequences of high current densities

In the following two mechanisms will be discussed regarding the expected
effects of high currents passing through the the Union Jack devices pulse
lines.

5.2.1 Annealing
You’s formula (2.50) has already been introduced in Sec. 2.3. It describes
the temperature rise δT facilitated by a current density that flows through a
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Figure 5.2: Maximum temperature rise of the Nb film during a ∆t = 10 µs
pulse of different current density j evaluated with You’s formula (2.50). The
used parameters are κMgO = 40W/(m K), µMgO = 12mm2/s, α = 0.5,
w = 8 µm, h = 25 nm, and σ = (25 µΩ cm)−1. The dashed line visualizes
δT ∝ j2 by a quadratic fit.
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5. Resistive-nonmagnetic contribution in switching experiments

thin current channel. Hence, the maximum film temperature

Tmax = Ts + δT (j,∆t) (5.2)

can be calculated in dependence of current density j and pulse width ∆t.
In this chapter the sample temperature Ts is always room temperature. As
seen in Fig. 5.2, one has to apply high j to obtain a δT that is comparable to
CuMnAs which is primarily due to the lower resistivity and film thickness
of the Nb samples [cf. Fig. 2.14 (b)]. Anyway, for ∆t = 10 µs and j =
6× 1011 A/m2 one obtains a temperature rise of 344K ≈ δTCuMnAs. From
knowledge gained from the deposition process one could expect that the RT
sample would experience significant thermal annealing if exposed to such a
current density for a longer period of time. The annealing would then reduce
the resistivity in areas of high current density, i.e. in the constrictions of the
Union Jack device.

An elevated temperature may also induce a structural transformation
of the material into an unstable phase of different resistivity. However, a
metastable phase transition in Nb should only appear above 2800K [82].
Hence, the annealing process is regarded as irreversible with no effect being
expected during the observation of the relaxation. Note that this might be
different in other systems.

5.2.2 Electromigration
The effect of high current densities in thin film devices has been investigated
extensively decades ago in the course of microelectronics [83–86]. It has
been found that the predominant reason for the failure of microstructures
under electrical stress is electromigration. In the presented experiment elec-
tromigration would manifest in a transport of material away from areas of
high current density, i.e. the constrictions, thereby creating voids in the
material and increasing the local resistivity.

Electromigration as well as annealing are thermally activated and depend
on individual energy barriers Q and the temperature T via a Boltzmann
factor [87]. In particular, according to Black’s equation [88]

MTF =
A

j2
exp
(

Q

kBT

)
(5.3)

the mean-time-to-failure (MTF) is a strong function of current density and
temperature, where the film temperature itself depends strongly on the cur-
rent density. Here, kB is the Boltzmann constant and A is a scaling factor.
As shown above, the film temperature may rise by several hundred Kelvin
within a pulse [cf. Figs. 2.14 (b) & 5.2]. In Fig. 5.3, Black’s equation
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5.2. Consequences of high current densities

(5.3) is evaluated within two models: one calculated at fixed temperature
T = 300K, and one calculated at an elevated temperature T+avg (δT )with
avg (δT ) being the pulse-averaged temperature for a pulse width of ∆t =
10 µs. The parameters for Black’s equation are chosen as Q = 0.6 eV and
A = 2 × 1017 sA2/m4. While Q is a typical value for grain-boundary self-
diffusion [88], A is chosen to roughly match the experimental destruction
threshold of the device determined in Sec. 5.3. Considering j > 1011 A/m2

one clearly sees that the Joule heating is largely responsible for a short MTF.
In the high-current density regime, Black’s equation (5.3) is often rewritten
as

MTF =
A

jm
exp
(

Q

kBT

)
(5.4)

withm > 2 to effectively take the Joule heating into account. The numerical
estimate done via You’s formula (2.50) suggest that m ≈ 13 in this specific
example, i.e. the MTF shows a very rapid decay with increasing j.

Electromigration is a long-range movement of atoms and fundamentally
different to, e.g. the dislocation of atoms within a unit cell. During the
relaxation, a negligible current is flowing through the structure and, thus,
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Figure 5.3: MTF as a function of the current density. Two models are
considered: The blue curve considers a fixed temperature of 300K, and
the red curve includes Joule heating δT as pulse-averaged temperature
avg (δT ). The dotted line represents a power-law fit to the high-current
density regime.
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5. Resistive-nonmagnetic contribution in switching experiments

there is no driving force for electromigration. It is therefore expected that
no electromigration related effect is observable during the relaxation of the
system.

5.3 Experimental investigation

The experimental procedure regarding the transport experiment is similar
to the CuMnAs switching experiment and described comprehensively in
Chap. 3. Here, however, the sample is not placed in a cryostat and the
probe-current readout is not done with a second Lock-In amplifier but with
a Keithley multimeter directly [cf. Fig. 3.5]. Transport experiments are per-
formed either with simultaneous microdiffraction (µXRD) measurements or
SEM imaging.

5.3.1 Pulsing experiments with Nb thin films
A pulsing experiment performed with Nb thin films is presented in Fig. 5.4.
Panel (a) shows the change of R⊥ for the RT sample with a current density
of j = 7.5 × 1011 A/m2 applied alternating to the x and y pulse line. The
respective relaxation is observed for Trelax = 60 s. A significant change of
R⊥ during pulsing is observed, whereasR⊥ remains stable during the relax-
ation. Initially, pulsing along x increasesR⊥ while pulsing along y decreases
R⊥. The amplitude of the switching decreases with each repeat and vanishes
around the fifth repeat. The following repeats show an inverted sign of the
response with virtually constant amplitude. An overall trend towards higher
values of R⊥ is present which is most likely related to asymmetries of the
pulse lines due to imperfect lithography. It is not shown explicitly but note
that the polarity of the pulse current has no impact on the signal. Fig. 5.4 (b)
shows an equivalent measurement for the HT sample. However, a higher
current density of j = 11.0 × 1011 A/m2 had to be applied to observe a
transverse electrical response of similar magnitude. The HT sample only
shows one sign of transverse resistance change ∆R⊥ that is independent of
the applied current density. The degradation of the ∆R⊥ amplitude slows
down for successive repeats. There is no qualitative difference in behavior
between devices with aligned with the edge of the substrate or rotated.

This experiment shows that one can observe a transverse response to elec-
trical pulses in a nonmagnetic film. The striking difference to the NSOT
switching in CuMnAs, discussed in Chap. 4, is that the current induced re-
sponse of the Nb is stable in time. The processes introduced in Sec. 5.2 share
this property. The following passages focus on the experimental validation
of either process without verification that a lateral variation in resistivity can
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induce a transverse response in a PHE measurement geometry. The exact
mechanism how any of these processes can introduce a perpendicular resis-
tance change will be clarified later in Sec. 5.4.
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Figure 5.4: (a) Pulses with j = 7.5 × 1011 A/m2 and ∆t = 10 µs are
applied to a device on the RT sample with x ∥ MgO[100]. The colors
of the data points match the arrows in Fig. 3.4 to identify the pulsing and
the relaxation phase. The arrows here accentuate the sign of dR⊥/dt that
correlates with a certain pulsing direction. In (a), this sign inverts after the
fifth repeat. (b) A similar measurement performed at the HT sample with
j = 11.0×1011 A/m2 and ∆t = 2 µs. The offset toR⊥ in (a) and (b) arises
from imperfect lithography, i.e. the transverse voltage pick-up lines are not
perfectly in line.
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5.3.2 Pulsing experiments at Nb with simultaneous
microdiffraction measurements

The annealing mechanism proposed in Sec. 5.2.1 suggests that Joule heat-
ing induced by the applied current density leads to a crystallization in the
constrictions of the Union Jack device. This should be observable in the RT
sample but not in the HT sample since it is of good crystallinity already.
The structural properties of a crystalline sample are typically investigated
by XRD. Here, the pulsing experiment is combined with µXRD measure-
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Figure 5.5: Schematic of the UVL Union Jack device. The arrows describe
the electrical contacting and are analog to Fig. 3.4. Pulse and probe line have
a width of 8 µm and 4 µm, respectively. Yellow areas show the positions
of the x-ray spot for µXRD measurements and the nomenclature for the
positions. The contour corresponds to 50% beam intensity.
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Figure 5.6: Lorentzian intensity profile of the x-ray spot used for the µXRD
measurements. (a) 2D colorplot of the spot with contours for various relative
intensities. The beam expands in x and y direction due to the apertures used
to reduce the spot size. (b) Intersection of the 2D intensity profile along the
x-axis highlighting the long tails associated with a Lorentzian.

ments to investigate the crystallinity of the film in the constrictions and find
a correlation to the electrical pulsing, i.e. a current induced annealing.

The µXRD investigation is conducted at the Advanced Light Source
(ALS), beamline 12.3.2, Berkeley, California, USA [89]. µXRD uses a
synchrotron as radiation source where white x-rays are generated by the de-
flection of an electron beam with superconducting bending magnets. This
white beam has a high brightness and the spot can be downsized to a couple
of µm, which allows to investigate laterally varying crystallographic proper-
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5. Resistive-nonmagnetic contribution in switching experiments

ties. Optionally, the white beam can be guided through a monochromator
allowing to select a specific photon energy hν. The x-ray spot has a fixed po-
sition, and the sample can be moved by a xyz− θ−ϕ stage with submicron
positioning accuracy. To calibrate the position of the x-ray spot, the sam-
ple is moved while measuring the x-ray fluorescence which allows to map
the presence of Nb and, thus, find the device. Diffraction patterns are de-
tected by a PILATUS 1M detector, consisting of ten two-dimensional x-ray
sensitive charge-coupled device (CCD) arrays, using an integration time of
10− 30 s.

An experiment that combines electrical current pulses and µXRD oper-
ates as follows. A pulse-relaxation sequence of n = 100 bursts of pulses
with pulse width ∆t = 10 µs is sent through either the x or the y pulse
line of the device with R⊥ measurements after each burst. During the fol-
lowing relaxation time Trelax = 60 s diffraction patterns are measured subse-
quently for the beam being positioned in each of the constrictions {x±, y±}
and the center C of the device, as indicated in Fig. 5.5. The positions at
which the µXRD measurements are taken always follow the same order, i.e.
{C, x−, y−, x+, y+}. This procedure is then repeated for the other pulse
line. The current density j is gradually increased to maintain aR⊥ change of
significant amplitude after each pulse-µXRD succession. The yellow spots
sketched in Fig. 5.5 mark the contour at which the beam intensity drops
to 50% which corresponds to a full-width-at-half-maximum (FWHM) of
5 µm. However, the beam profile follows a Lorentzian intensity distribution
as illustrated in Fig. 5.6. Due to the long tails associated with a Lorentzian
intensity profile, a fraction of the beam will hit the constrictions of the device
even if positioned in the center.

Exemplary 2D diffractograms for the RT and HT sample are shown in
Fig. 5.7. The photon energy hν is chosen individually to suit the diffraction
conditions of selected diffraction peaks. To determine the crystallinity of
a sample, the integrated intensity In,raw =

∑pixel
ipixel is calculated in a

region of interest (ROI) around the respective peak position. ipixel is the
total x-ray count of each pixel and n is the experiment index. The x-ray
intensity of the beamline varies slightly over time, so In,raw is normalized to
the background signal Ibg which is calculated from a ROI that contains only
diffuse scattering and fluorescence signals. The positions of the off-specular
diffraction spots, e.g. (013) and (123), depend on the oop and ip lattice
constants of the Nb. A deformation of the crystal, analog to the piezoelectric
effect, would therefore be visible as movement of the peaks. A deformation
of the unit cell induces an anisotropic resistivity comparable to the AMR
and, hence, would resemble the NSOT switching in a nonmagnetic material
as well. A movement of peaks is not observed in any experiment which
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negates this alternative explanation of the transverse resistance variation seen
in Fig. 5.4.
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Figure 5.7: Exemplary 2D diffractograms measured with monochromatic
x-rays of energy hν. The reflexes result from the Nb film and are labeled with
Miller indices. The rings are due to the polycrystalline Al bonding wires.
(a) RT sample measured with hν = 11.2 keV. (b) HT sample measured
with hν = 12.6 keV. The low-intensity area at the bottom is caused by
shadowing from the C-DIP frame.
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The expectation regarding the presented evaluation scheme is, that each
time the bursts are applied in x(y) direction an enhancement In,raw/Ibg is
obtained in diffractograms measured at the x± (y±) position with a slight
enhancement for the C position due to the expanded intensity profile of the
x-ray spot [cf. Fig. 5.6]. The µXRD peak intensities measured at the con-
strictions that are not used for pulsing should not change significantly. In
Fig. 5.8 the evaluation of the normalized peak intensity In = In,raw/Ibg di-
vided by I0 under continuous electrical stress is shown. Panel (a) shows the
RT and the (b) HT sample, respectively. Because of the noisy signal, the
measured value In=0 is not suitable for normalization of the measurements.
Instead, the normalization factor I0 is determined by applying a linear fit
individually to each data set (n, In). The experiment index on the x-axis is
a number raised with each pulsing-relaxation sequence containing no infor-
mation about j or the pulsing direction. The pulse lines are altered with each
raise of the experiment index. However, note that a more sophisticated plot
containing the omitted information yields no more insight due to the huge
scattering of the data. The error bars are calculated as∆In =

√
In following

Poisson statistics which implies the assumption of a perfect detector. This
methodology underestimates the error but allows to compare data sets of
varying peak intensities. Note that the data sets shown in Fig. 5.8 (a) have
varying errors which change systematically with measurement position and
observed peak. This apparent inconsistency can be regarded as an artifact
due to the movement of the sample stage in combination with a measure-
ment performed at imperfect diffraction condition. For the RT sample hν
is chosen to capture simultaneously specular and off-specular peaks which
comes with the cutback that neither peak is measured at optimized diffrac-
tion condition. As consequence, the measured intensity is highly sensitive
to changes of the sample’s angles with respect to the beam. The peaks with
comparably small error correlate with the movement direction of the stage
along the x direction. Hence, this effect is most likely caused by a tiny me-
chanical instability of the setup, i.e. each time the sample stage moves it
tilts slightly with respect to the beam. Due to this technical issue, which is
most prominent for movements along x direction, the brightness data scat-
ters significantly more than expected from photon counting statistics. This
mechanism has no effect on the measurement performed on the HT sample
because hν is optimized solely for the off-specular peaks and, thus, the mea-
sured peak intensity is stable with respect to small variations of the samples
orientation.

Pulsing-µXRD experiments are conducted either until the sign of the
response inverts or the device breaks. j is gradually increased to maintain a
∆R⊥ of similar magnitude. For the RT sample the current density is varied
in the range jRT = (7.0 . . . 7.8) × 1011 A/m2 and jHT = (7.4 . . . 9.0) ×
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Figure 5.8: Plots of the normalized peak intensities In divided by their
value prior to the pulsing experiment for (a) the RT and (b) the HT sample.
Error bars are calculated as ∆(In/I0) =

√
In/I0. The experiment index in-

creases with every pulsing-relaxation sequence. 2D diffractograms are taken
and evaluated for each peak and every position on the sample. The dashed
black lines represent In/I0 ≡ 1. Linear fits of the data are shown as blue
lines with blue areas representing a 3σ surrounding obtained from the fit.
The fit in (b) is applied for experimental index n = 0 . . . 6. The inset shows
a micrograph of the broken device after n = 7.

1011 A/m2 for the HT sample, respectively. The radiation itself does not
affect the electrical readout during Trelax, therefore it is assumed that the
sample is not altered by the µXRD measurement.

To overcome the unsatisfying signal-to-noise ratio a more general exam-
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ination of the data is applied. Instead of looking at the individual positions,
all datasets are collected and a linear regression y = y0 +m ·n is applied to
extract the trend of peak intensity under repeated electrical pulsing. Each
data point is weighted according to its individual error ∆In from photon
counting statistics. In Fig. 5.8, these regressions are visualized by the blue
lines. The blue areas indicate a 3σ error band. Note that the fit result is
dominated by the data points with comparably low error and, hence, the
calculated uncertainty is small as well. Tab. 5.1 contains the summarized
results of this investigation. The HT device was destroyed during the exper-
iment with index 7 where pulses were applied in x direction. It can be seen
in Fig. 5.8 (b) that the peak intensity measured at the x− position after de-
struction drops about 20%, which is significantly less compared to the other
positions. An optical micrograph verifies that indeed the x− constriction
is the one which broke during the experiment. Thus, the linear regression
is restricted to n = 0 . . . 6. This observation additionally validates that the
x-ray spot is significantly larger than the 5 µm FWHM suggest.

Concluding one can say that the RT sample shows an enhancement
of µXRD peak intensity under repeated electrical pulsing while the HT is
greatly unaffected by the pulses prior to destruction. Hence, the µXRD data
can be regarded as indication for an enhanced crystallinity of the RT sample
due to the electrical pulsing. The result for the HT sample aligns with this
assumption since no enhancement of the µXRD peak intensity is observed,
which is consistent with the already good crystallinity [cf. Fig. 5.1]. The
negative slope obtained for the HT sample could even be interpreted as an
indication for local destruction of the sample. However, judging from the
3σ error band this conclusion is rather vague. Dislocation of atoms due to
electromigration occurs primarily in grain boundaries and, thus, the effect
on the µXRD peak intensity should be small anyway.

Sample slope m± σm y−intercept y0 ±σy0

RT [cf. Fig. 5.8 (a)] +4.7h± 0.2h 1.000± 0.002

HT [cf. Fig. 5.8 (b)] −3.1h± 1.1h 0.999± 0.004

Table 5.1: Results obtained from the microdiffraction evaluation illustrated
in Fig. 5.8. For the HT sample only data points n = 0 . . . 6 are considered
due to the destruction of the device at n = 7. The given uncertainties are the
parameter error estimates σ obtained from the parameter covariance matrix
of the linear fit. Note that y0 ≃ 1 results from the normalization routine.
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5.3.3 Pulsing experiments at Nb with simultaneous electron
microscopy

The µXRD investigation presented in Sec. 5.3.2 provided evidence that high
currents passing through a Union Jack device indeed promote an annealing
of the film as proposed in Sec. 5.2.1. The HT sample, however, has to be
investigated in more detail to uncover a gradual destruction of the film prior
to an eventual meltdown. In this section, pulsing experiments are followed
by SEM imaging to investigate lateral changes of the films morphology. The
electrical contacting is identical to Sec. 5.3.2 but with a device that is rotated
by 45◦ with respect to the MgO edge. The used pulses are similar, e.g. the
pulse width is ∆t = 10 µs. A SEM image showing the device prior to any
pulsing is shown in Fig. 5.9. The image appears slightly blurred due to the
low acceleration voltage of EHT = 5 kV to increase the surface sensitivity
of the imaging.

Out of convenience the following measurements are conducted on a
fresh device on the RT sample since both signs of the nonmagnetic switch-
ing are present in that sample and can therefore be investigated successively
[cf. Fig. 5.4 (a)]. After each pulsing-relaxation sequence a SEM image is
taken with the device grounded while taking the image. The pulses are ap-
plied primarily along x direction with a single pulsing-relaxation sequence
applied in y direction to demonstrate that the sign of ∆R⊥ depends on the

Figure 5.9: SEM image of a 45◦ device on the RT sample prior to any
pulsing with arrows to indicate the electrical contacting analog to Fig. 3.4.
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Figure 5.10: (a) ∆R⊥ response to bursts of different j. The colors of
the data points match the arrows (red, black) in Fig. 5.9 to identify the
pulsing direction and the relaxation phase (blue). The background coloring
highlights the magnitude of j with respective numbers noted in the legend
above. (b) The x-pulse line resistance Rx is measured prior to each pulsing-
relaxation sequence. Rx does not change if the pulses are applied in y direc-
tion.

pulsing direction as in preliminary experiments. The ∆R⊥ response of the
system and the values of Rx, taken intermittently as described in Chap. 3,
are plotted in Fig. 5.10 (a) and (b), respectively. For j ≤ 6.0 × 1011 A/m2

neither a transverse response nor a change of Rx can be seen. Starting with
j = 6.5 × 1011 A/m2 a response with ∆R⊥ > 0 and a decrease of Rx is
observed. Further increasing j enhances the transverse response and the re-
sistance change ∆Rx alike. Pulsing in y direction changes the sign of ∆R⊥
and has no impact onRx. For successive bursts in the same direction, ∆R⊥
and ∆Rx seem to saturate until j is increased again. There is a crossover
between reducing and increasing Rx at j = 8.0 × 1011 A/m2 where the
change of the transverse response also changes sign, superposed by a drift
to higher values of ∆R⊥. This change in sign becomes more apparent for
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5.3. Experimental investigation

even higher j until a response associated to the HT sample, cf. Fig. 5.4 (b),
is obtained for j = 9.0× 1011 A/m2.

All SEM images taken inbetween the pulsing-relaxation sequences for
j ≤ 9.0×1011 A/m2 show no change of the samples features and are there-
fore not shown.

For larger current densities the effect size greatly enhances, as seen for
j = 9.5× 1011 A/m2 in Fig. 5.11 (a) and (b). For this current density, the
transverse response intermittently has a positive sign, while the overall trend
is negative. Rx increases with each successive experiment until the device
breaks. The lower left constriction of the structure displays morphological
changes from sequence to sequence beginning with the first experiment at
j = 9.5 × 1011 A/m2 until destruction. Two SEM images taken after the
second and fifth pulsing-relaxation repeat are shown in Fig. 5.11 (c) and
(d), respectively. The destruction appears to be due to a meltdown of the
film with droplets of material moving in electron flow direction. This visual-

(b)(a)

(d)(c) +

x

electron flow

(d)

(c)

Figure 5.11: In (a) and (b) the continuation of Fig. 5.10 for j = 9.5 ×
1011 A/m2 is plotted with data overlap, i.e. the data for j = 9.0 ×
1011 A/m2 exits in both figures. (c) and (d) show SEM images of the de-
vice after the second (c) and fifth (d) repeat with j = 9.5 × 1011 A/m2.
The arrow in (d) indicate the electron flow direction that correlates with the
formation of droplets after meltdown of the device in the constriction.
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5. Resistive-nonmagnetic contribution in switching experiments

ization of momentum transfer between conduction electrons and Nb atoms
supports the hypothesis of electromigration posed in Sec. 5.2.2.

The investigation presented in this section explicitly links the different
signs of the nonmagnetic contribution to ∆R⊥ to a decrease and increase
of Rx,y. As discussed in Sec. 5.3.2, the mechanism that decreases Rx,y is
a current induced annealing of the pulse lines. The increase of Rx,y is pro-
posed to be due to electromigration. The Rx,y increase becomes significant
way before any damage is observable in SEM imaging. The picture of the
melted constriction provides only hints to electromigration. However, it has
to be recognized that the literature [83–85, 87, 88] provides plenty examples
where electromigration has been found to be the key mechanism for the de-
struction of micristructures. Hence, the assumption that electromigration
causes the increase ofRx,y will be regarded as affirmed in the following. Fur-
thermore, the SEM images show that morphological changes of the sample
are located in the constrictions of the device, i.e. in areas of high current
density.

5.4 Discussion of resistive contributions in switching
experiments using simulations based on the
finite-element-method

The results presented in Sec. 5.3 provide strong evidence that the proposed
mechanisms, namely current induced annealing and electromigration, are re-
sponsible for the observed change of pulse line resistancesRx,y. The changes
are located in areas of the Union Jack device that experience the highest cur-
rent densities. Hence, the local resistivity change ∆ρ is asymmetric with
respect to the probe current Iout. As consequence, the probe current dis-
tribution will be asymmetric as well, inducing transverse voltages that re-
semble the PHE symmetry obtained in NSOT switching experiments [cf.
Chap. 4].

In the following, the presented experimental evidence will be discussed
by the help of FEM simulations. The calculations are performed with ver-
sion 4.2 of the free FEMM software package [73, 74]. Fig. 5.12 shows the
locally resolved current density for the Union Jack devices patterned by UVL
during a current pulse. The current density is highest in the constrictions
with a concave profile. A change ofRx,y is due to a change of resistivity ∆ρ
in the area of high current density only. Hence, the relative proportion of
the constriction to the total resistance has to be calculated.

To shorten the following equations R0 ≡ Rx,y is used. The relative
proportion to the total resistance that relate to a specific area of a given device
can be calculated using the FEM. A suitable simulation setup is sketched
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simulations based on the finite-element-method

jrel = 1

jrel = 0

Ipulse
+ -

Figure 5.12: Greyscale plot of the locally resolved relative current density
magnitude jrel = |j/jmax| in a Union Jack device. The arrows show the local
direction of j. The boundary conditions resemble a pulse applied horizon-
tally (x-direction). The area of highest current density follows a concave area
in the constrictions of the device.

in Fig. 5.13. Here, the contact pads and most parts of the device have the
resistivity ρ. The constrictions are modeled by rectangles that may have a
different resistivity ρ∗. As pointed out above, in reality the area of resistivity
change is concave. However, it turns out that the actual shape of this area has
only a small impact on the simulated perpendicular resistanceRfem obtained
from the model. This has been tested for rectangular, concave, and convex
areas. Hence, this description will consider rectangular areas for simplicity.
The boundary conditions for the simulation are:

• Potential at the edge of the right contact pad is VR = 0V (grounded).

• A constant current Iin = 1A is injected into the left contact pad.

The simulation evaluates which voltage VL applied to the left contact pads
edge solves the problem. For Rc ≪ R0 the relative proportion of the con-
strictions resistance Rc to the total resistance R0 can be calculated by com-
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Iin

��

�
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Figure 5.13: FEM mesh of the Union Jack device including the horizontal
contact pads. A constant current Iin is injected into the left contact pad while
the right one is grounded. The film has a resistivity ρ while rectangular areas
in the horizontal constrictions of the Union Jack device have the resistivity
ρ∗. The contact pads have realistic dimensions of (100× 100) µm2.

paring two conditions. First, ρ∗ = ρ is considered which results in

V 1ρ
L = (Rc +Rr) Iin (5.5)

that solves the problem. Rr = R0 − Rc ≈ R0 is the resistance that is not
due to the constrictions. The second simulation uses ρ∗ = 2ρ which results
in the solution

V 2ρ
L = (2Rc +Rr) Iin. (5.6)

V 1ρ
L , V 2ρ

L and Iin are known which allows to solve forRc andRr distinctively.
This results in

Rc
R0

≈ Rc
Rr

= 6.36% ≈ 6%. (5.7)

Note that Rc is the sum of the resistance of opposing constrictions. Hence,
each constriction accounts for ≈ 3% of the total pulse line resistance.

This consideration can be used to translate a change of the pulse line
resistance ∆R0 into a resistivity change in the constriction. Before and after
a burst sequence two resistivitiesR0 andR′

0 are measured, respectively. Only
the resistance of the constrictions changes due to the bursts. Hence, one
obtains

R0 = Rc +Rr (5.8)
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and

R′
0 = R′

c +Rr (5.9)

with Rr being unaffected by the pulses. With Eq. (5.7) one can set

Rr = 0.94R0 and Rc = 0.06R0 (5.10)

which allows to transform Eq. (5.9) to:

(R′
0/R0)− 1

0.06
=

∆Rc
Rc

(5.11)

Rc and ∆Rc are connected to their respective resistivities by identical geo-
metric parameters. Hence,

∆ρc
ρc

=
∆Rc
Rc

(5.12)

and, therefore,

∆ρc
ρc

=
(R′

0/R0)− 1

0.06
(5.13)

links the relative change of the constrictions resistivity ∆ρc/ρc to the mea-
sured relative pulse line resistance change R′

0/R0.
From the variation of Rx in Fig. 5.10 (b) one can calculate a ∆ρc/ρ

of about −6% around burst index 495. Here, the measured perpendicular
resistance change is ∆R⊥ = +17.7mΩ. That the constrictions relative
proportion to the total resistance and ∆ρc/ρ are similar is a coincidence and
will vary for differently shaped devices. To check whether ∆ρc can account
for ∆R⊥ FEM simulations are performed. The resistivity of the film is
set to ρRT and the resistivity in the constrictions is ρa = ρRT + ∆ρc =
0.94 ρRT [cf. Fig. 5.14]. The simulation considers a dc sensing current Is
which resembles the in-phase response to an ac output current Iout driven by
the Lock-In amplifier. As seen in Fig. 5.14, a transverse voltage arises due
to the symmetry break about the sensing current direction with simulated
transverse resistance is Rfem = +8.7mΩ ≈ 0.5∆R⊥.

In Fig. 5.12 one can see that the highest values of j are located at the
device’s edges close to the probe lines and also outside of the area that is
considered for resistivity changes. The local modification of ρ will be con-
centrated where j is highest. The intersections between area of resistivity
change and device contour cannot be moved easily in FEMM. Hence, these
positions are fixed for every investigated shape of that area although the real
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Figure 5.14: Greyscale plot of the potential landscape in a Union Jack de-
vice for an applied sensing current Is. The boundary conditions resemble
a measurement in PHE geometry [cf. Fig. 3.4]. Rectangular areas in the
constrictions of the horizontal pulse line have reduced resistivity ρa. The
simulation reveals the rise of a voltage perpendicular to Is which resembles
the PHE symmetry.

area of resistivity change ranges further towards the probe line as set for the
simulation. This is troublesome because resistivity changes have more effect
on the probe current if they are located closer to the probe lines. The discrep-
ancy ∆R⊥ ≈ 2×Rfem is most likely due to the simplicity of the model, i.e.
that the hot spot areas are not fully captured in the local resistivity change,
which is due to limitations by the software. In Fig. 5.15 the experimental
findings are compared to calculations made with the model using rectangular
constrictions, where the local resistivity variation is calculated on the basis
of the change in pulse line resistance. The qualitative agreement between
experiment and simulation is remarkably good. Hence, the conclusion is
that the transverse voltage that resembles the PHE in nonmagnetic Union
Jack devices is largely due to a local change of the resistivity ∆ρc in the con-
striction.
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Figure 5.15: Comparison between Rfem, calculated form the pulse line re-
sistance in Fig. 5.10 (b), and∆R⊥. The coloring of the data points for∆R⊥
and the background is analog to Fig. 5.10. The quantitative agreement is as-
tonishing for j ≤ 7.0× 1011 A/m2 if the scaled values 2×Rfem are used.

5.5 Discussion of competing explanation approaches

The first manuscript that identified a nonmagnetic contribution in current
driven switching experiments was uploaded on arXiv.org in June 2019 and
was written by Cheng et al. [90]. The peer-reviewed version was published
in 2020 [91]. Here, Cheng et al. identified a “saw-tooth”-shaped contribu-
tion in R⊥ measurements arising from the Pt layer in a α−Fe2O3/Pt het-
erostructure that occurs if large current densities are applied to the device.
The signal was present in devices made of a Pt single layer as well, which is
analog to the epitaxial Nb films investigations. The manuscript of Cheng et
al. does not propose an explanation, they only report the existence.

In November 2019, Chiang et al. obtained similar results and proposed a
model to explain their finding [92]. They suggest that the high pulse currents
lead to lateral temperature gradients and, thus, to Seebeck voltages which
contribute toR⊥ measurement. According to Cheng’s interpretation, these
voltages are of significant magnitude and persist over hours.

During this investigation there was no time dependent longitudinal or
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transversal resistance changes during the relaxation observable. Hence, the
temperature of the Union Jack device is constant during the relaxation which
is in line with You’s calculation that predicts a decay of the device tempera-
ture within tens of microseconds after the pulse current is switched off [cf.
Fig. 2.14 (b)]. This work therefore provides no evidence that supports the
presence of lateral temperature gradients seconds after the pulse as suggested
by Chiang et al.. In the supplementary material of Chiang’s publication [92]
one can see that they observe a significant change of the longitudinal resis-
tance in their devices which they do not discuss with regard of its effect on
R⊥. The proposed model based on thermal gradients can also not explain
the positive or negative signs of the transverse voltage that correlate with the
pulse line resistance changes. Following the model developed in the course
of this thesis, the longitudinal resistance change can explain their observa-
tion without the assumption of any temperature gradients. Thus, this com-
peting explanation that is solely based on thermal gradients and associated
thermovoltages is inconsistent with the data obtained in this work.

5.6 Summary on resistive contributions in switching
experiments

The second part of this thesis dealt with effects of nonmagnetic origin that
can occur if high currents are driven through Union Jack devices. As model
system two Nb thin films have been prepared by dc-magnetron sputtering
on MgO (001) substrates. By choosing different deposition temperatures
the samples were designed to have different degrees of crystallization, i.e.,
one sample was polycrystalline, and one was epitaxial. The transport exper-
iments, which are analog to those used to observe NSOT switching via the
PHE [cf. Chap. 4], were conducted with operando µXRD and SEM mea-
surements to reveal the underlying mechanisms that facilitate a nonmagnetic
contribution in PHE measurement geometry.

In summary, the observation is reasoned by a gradual change of the
sample’s resistivity by electrical stress. This change is located in the areas
of the Union Jack device that experience the highest current densities, i.e.
the constrictions of the device. The local resistivity change leads to a trans-
verse voltage in PHE measurement geometry due to the symmetry break
of the device’s properties about the axis defined by the sensing current [cf.
Fig. 5.14]. Pulsing along the orthogonal channel restores the mirror symme-
try by also reducing/increasing the resistivity in the other constriction. From
the pulse line resistance changes ∆Rx,y,(̸= ∆Rxy) the magnitude of resis-
tivity change ∆ρc in the constrictions is estimated by the help of an FEM
simulation. The obtained value for ∆ρc is used to perform further FEM
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simulations allowing to calculate an expected tranverse resistance change
Rfem(∆Rx,y) which is then compared to the measurement result R⊥. The
findings are in semi-quantitative agreement.

The decrease and increase of the local resistivity is attributed to a crystal-
lization and destruction of the sample, respectively. Operando SEM imaging
and µXRD measurements support this interpretation. The crystallization or
annealing effect, induced by joule heating, is not visible in SEM images,
whereas the µXRD results corroborate the hypothesis of local crystallization
in polycrystalline films. The sample destruction becomes significant in the
transverse and pulse line resistance way before any morphological change
could be seen in SEM images. The destructive mechanism is most likely
electromigration which is supported by literature [83–86], although a solid
proof for this particular experiment is yet missing. Throughout this study,
it was found to be irreversible and relaxation was not observed. Thus, it is
probable that as long as the electrically set state relaxes, the observed per-
pendicular resistance change is, at least partially, due to a switching of the
magnetic order.
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Antiferromagnets have been important components in spintronic devices for
decades and are highly relevant up to the present day. Their classical role
is to passively modify the properties of ferromagnets via the exchange bias
effect. Then the engineered ferromagnet acts as an active component of the
spintronic device, e.g. to store information by the orientation of its magneti-
zation. The fledging field of antiferromagnetic spintronics successfully demon-
strated various concepts to utilize an antiferromagnet as an active component
in these kind of devices. The most relevant advantages of antiferromagnets
are their insensitivity to external magnetic fields and their ultrafast dynamics
which, in principle, allow for information writing times in the picosecond
time scale.

A promising mechanism to imprint information into an antiferromagnet
is to send an electrical current through a thin film of a material in which the
antiferromagnetic sublattices form inversion partners. In such a material
the electrical current gives rise to the Néel-order spin-orbit torque (NSOT).
This torque acts on the Néel order to eventually align the Néel vector L in
the film plane, perpendicular to the driving current. A device in which the
current can be directed into orthogonal directions can therefore be used as a
digital memory cell. The information read-out can be realized by the planar
Hall effect (PHE) through additional probe lines. This type of structure
is called Union-Jack device [cf. Fig. 3.4]. The switching characteristics of
these devices can be investigated with a pulse-probe transport experiment,
portrayed in Chap. 3. This kind of experiment is typically referred to as a
switching experiment.

Tetragonal CuMnAs possesses the symmetry required to generate the
NSOT. The material can be grown with decent crystalline quality on GaAs
substrates using dc-magnetron sputtering as described in Sec. 4.1. Observa-
tions made in switching experiments, illustrated in Sec. 4.2, reveal that the
NSOT mechanism alone is insufficient to describe the observed dynamics.
The extension of the NSOT theory to be a thermally activated or assisted
process bears predictions to the dependency of the switching efficiency on
the sample temperature, current pulse density, and current pulse width. The
experimental findings are in line with the predictions made by the thermal

101



6. Conclusion and Outlook

activation model [cf. Sec. 2.3]. As seen in Fig. 4.7 (a) the temperature de-
pendence of the switching efficiency is rather weak considering that it was
found to be a thermally activated process. The reason for this peculiarity is
the granularity of the dc-sputtered CuMnAs film. Each grain making up
the film has a volume which defines its magnetic anisotropy energy barrier
that must be overcome in a switching process. Since the film consists of
grains with different volumes the switching can be observed at a range of
different temperatures [cf. Fig. 4.7 (a)]. Hence, the referenced plot is a
nontrivial transformation of the films grain size distribution [cf. Sec. 4.3].
One can summarize that the observable switching at a given temperature
always originates from a subset of grains that fulfill a certain thermal stabil-
ity criterion, i.e. 27 . ∆T . 44. It also implies that the NSOT in the
investigated film is relatively weak and the switching itself relies on thermal
assistance, thereby always leading to a thermally unstable state which has
limited relevance for information storage applications. This process facili-
tates memristive behavior which can be used for neuromorphic computing.
The issue with the thermally unstable final state could be compensated by
a variation of the pulse form. The cool down of the sample after the cur-
rent is switched off takes a couple of microseconds [cf. Fig. 2.14 (b)]. In
the presented experiment, however, the current ramp-down time is much
faster, i.e. tramp = min(0.25∆t, 1 µs). Hence, after a switching pulse the
sample remains at an elevated temperature while the NSOT field is zero
which results in enhanced relaxation. To overcome this issue the current
ramp-down could be matched to the cool down profile. Then, the sam-
ple would experience a gradually decreasing NSOT field during cool down
which should stabilize the switched state. Another approach to improve
the utility of NSOT switching could be the application of rf sputtering to
deposit films with a narrower grain size distribution, while maintaining its
compatibility with a large scale production. This could significantly increase
the switching amplitude at an optimized temperature, since a larger portion
of the total grain size ensemble would be active at a time.

The small magnitude of the NSOT demands for high current densities
to observe the switching. Those high current densities promote significant
Joule heating of the film which assists the switching process. The switched
state is to a large extent thermally unstable and equilibrates over time. This
picture fully describes the observations made in the investigated CuMnAs
thin film. However, there are more effects that must be taken into account if
high currents are passing through hot solids. The ones examined in Chap. 5
of this work are electromigration and annealing. Note that the thermal-
activation physics are similar for NSOT switching, annealing and electro-
migration, which makes it nontrivial to disentangle those contributions by
switching experiments alone.
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To investigate the electrical response facilitated by electromigration and
annealing in a PHE like read-out configuration, as applied for NSOT switch-
ing experiments, Nb films with different degree of crystallization were pre-
pared [cf. Sec. 5.1]. Although nonmagnetic, these films generate an electri-
cal response similar to the PHE in a switching experiment [cf. Sec. 5.3.1].
The response of a sample with low crystalline quality was examined with
respect to current-induced annealing by operando microdiffraction (µXRD)
measurements [cf. Sec. 5.3.2]. It turns out that the current pulses enhance
the crystallinity of the film. This is verified by an increase of diffraction inten-
sity and a decrease in electrical resistivity. The investigation aimed to resolve
a local variation in crystallinity since the current density in a Union-Jack de-
vice also varies locally. However, the technique did not allow to create a
map of crystallinity due to the limitation of the ability to focus the x-ray
spot. Nevertheless, it is reasonable to assume that the annealing process fol-
lows the current density distribution because the temperature rise of the film
depends on the current density squared.

For the investigation of the electromigration component to the nonmag-
netic response the epitaxial Nb sample was used. This sample cannot experi-
ence annealing since it is of good crystalline quality already. Investigations
have been repeated with µXRD measurements and revealed no change in
diffraction intensity until a meltdown of the device is observed. Here, the
PHE like response coincides with an increase in electrical resistivity, indi-
cating a gradual destruction of the film that is not visible in µXRD mea-
surements. This effect has been further investigated by operando scanning
electron microscopy (SEM) imaging as described in Sec. 5.3.3. The shown
data corresponds with a sample of low crystal quality to successively investi-
gate the morphological change of the film during annealing and destruction.
One can see that a change in electrical resistivity has a significant magni-
tude way before morphological changes become resolvable by SEM. The
visible destruction of the film is uniquely located in the device’s constrictions,
which are the areas of highest current density [cf. Fig. 5.11 (c) & (d)]. The
formation of droplets that moved in electron flow direction, strengthens the
hypothesis that electromigration is the root cause for the increase of resistiv-
ity.

The experiments conducted within this thesis confirm that high currents
passing through a Union Jack device can induce PHE like responses in the
electrical read-out that may superpose with the magnetic signal of a switch-
ing experiment. The mechanisms are most likely annealing and electromi-
gration which decrease/increase the local resistivity of the film in the con-
strictions of the device. The local change of resistivity breaks the mirror sym-
metry of the device about the sensing current direction, which results in an
asymmetric current flow that leads to a transverse voltage. Pulsing along the
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orthogonal direction restores this mirror symmetry which eventually resem-
bles the PHE. This model has been checked for quantitative consistency
using the Finite-Element-Method (FEM) [cf. Sec. 5.4]. The simulated
transverse voltage deviates from the experiment by roughly a factor of two.
This discrepancy can be attributed to the simplicity of the applied model
which only allows for two different resistivity values in the device and the
area of changed resistivity is fixed. A simulation that takes the current den-
sity profile of the pulse current to calculate a continuous resistivity change,
may rectify this inaccuracy. Despite small numerical deviations the model
provides a solid framework to understand one mechanism of nonmagnetic
contributions that resembles the PHE symmetry.

As electromigration is a directed transport along the direction of electron
flow, one may use single-cycle ac current pulses instead of dc pulses. If the
current pulses are short enough, this should substantially reduce the directed
transport, thereby increasing the device’s lifetime by orders of magnitude
[93]. Consequently, the resistivity-enhancing component of the transverse
electrical response should be substantially reduced. However, the contri-
bution due to annealing would remain affected. The contribution due to
annealing could be removed by ac pulsed-current annealing the device with
a large current density prior to systematic investigations.

Annealing and electromigration are irreversible and, thus, do not gener-
ate a time dependent transverse voltage as observed in the CuMnAs switch-
ing experiments [cf. Fig. 4.4]. Therefore, it is most likely that the obser-
vations made in this work are truly related to the reorientation of the Néel
vector in CuMnAs by the NSOT. In future experiments, however, one
should make sure to regularly measure the pulse line resistances and to check
the reproducibility of the switching not only at one parameter set but in,
e.g., current density sweeps. This is particularly relevant for experiments
performed close to the destruction threshold of a device since they are par-
ticularly prone to the electromigration-like component of the nonmagnetic
electrical response. Using the FEM model, developed in this thesis, can
also help to distinguish between magnetic and nonmagnetic signals since a
change of the pulse line resistance can be used to estimate the magnitude of
the parasitic nonmagnetic contribution.
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As a concluding short summary one can say: The attempt to observe
NSOT switching in sputtered CuMnAs thin films was successful. Parasitic
contributions in current induced switching experiments have been identified
and quantitatively analyzed using various techniques. A methodology to
quantify switching characteristics for magnetic switching and to estimate
the potential corruption by nonmagnetic contributions has been developed.
All key results are published in peer-reviewed journals and potential research
gaps are addressed.
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