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Abstract

Stochastic singular control models (such as optimization problems, games and mean
field games) refer to a class of problems in which some agents want to optimize a cer-
tain performance criterion by acting in a random environment which evolves in con-
tinuous time, and in which the effect of the agents’ action on both the environment
and on the performance is (linearly) proportional to the size of the action. Applica-
tions include investment and portfolio selection in finance, inventory management in
operations research, control of queueing networks, dividend and equity issuance in in-
surance mathematics, spacecraft control in aerospace engineering, or rational harvesting
in mathematical biology. Models involving stochastic singular controls raise many un-
solved mathematical issues which represent a relevant limitation to their theoretical
understanding.

In this thesis, we provide mathematical tools and structural conditions which al-
low to address problems of existence, characterization and approximation of solutions
in optimization problems and games involving stochastic singular controls. For a class
of optimal stochastic control problems with singular controls, we characterize the op-
timal control as the unique solution to a related Skorokhod reflection problem. We
prove that the optimal control only acts when the underlying diffusion attempts to exit
the so-called waiting region, and that the direction of this action is prescribed by the
derivative of the value function. We next consider problems concerning existence and
approximation of Nash equilibria in N-player stochastic games of multi-dimensional
singular control with submodular costs. In a not necessarily Markovian setting, we es-
tablish the existence of Nash equilibria via Tarski’s fixed point theorem, and we propose
an algorithm to determine a Nash equilibrium. Moreover, we derive relations between
weak (distributional) Nash equilibria of the game of singular control and the Nash equi-
libria of stochastic games with regular controls. Further, we study mean field games with
regular and singular controls and costs that are submodular with respect to a suitable
order relation on the state and measure space. The submodularity assumption allows
us to prove existence of solutions via an application of Tarski’s fixed point theorem,
covering cases with discontinuous dependence on the measure variable. Also, it ensures
that the set of solutions enjoys a lattice structure: in particular, there exist minimal
and maximal solutions. Finally, it guarantees that those two solutions can be obtained
through a simple learning procedure based on the iterations of the best-response-map.
Our approach also allows to prove existence of a strong solution for a class of submodular
mean field games with common noise, where the representative player at equilibrium
interacts with the (conditional) mean of its state’s distribution. Finally, we analyse
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stationary mean field games with singular controls in which the representative player
interacts with a long-time weighted average of the population through a discounted and
an ergodic performance criterion. This class of games finds natural applications in the
context of optimal productivity expansion in dynamic oligopolies. We prove existence
and uniqueness of the mean field equilibria, which are completely characterized through
nonlinear equations. Furthermore, we relate the mean field equilibria of the discounted
and the ergodic games by showing the validity of an Abelian limit. The latter also allows
to approximate Nash equilibria of symmetric N-player ergodic singular control games
through the mean field equilibrium of the discounted game.
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Notation

General notation.

For d € N with d > 1 and =,y € R%, we denote by xy the scalar product in R%, as
well as by | - | the Euclidean norm in R?. For x € R? we denote by z7 the transpose of
x. The vector e¢; € R? indicates the i-th element of the canonical basis of R? and, for
z € R and R > 0, set Bp(x) —{yeRdHy—x\ < R}.

For z,y € R? and ¢ € R, we will write z < y if 2° < ¢ for each £ =1, ..., d, as well
as o < cif #° < ¢ for each £ = 1, ..., d. Moreover, we set x Ay := (z' Ayt, ..., 29 Ay?) and
rVy = (2 vy, ..., 24V y?), where 2° A y* := min{z’, ¥’} and 2° V ¢y’ := max{z’, y’}
for each ¢ =1, ..., d.

For d, N € N with d, N > 1, and a = (a',...,a") € RNd for each 1 = 1,..., N set
at = (al, woa et a) € RWD and, for v € RY s

(v,a7%) = (a',...,a" ' v, a™, ... ") € RN

Unless otherwise stated, C' indicates a generic positive constant, which may change

from line to line.

Functional spaces.
For d € N with d > 1, an open set B C R% a = (a1, ...,aq) € N? and a funciton
f: B — R, we denote by D*f := D{"...D3?f the weak derivative of f, where D;f :=
fu; = 0f/0x;, and we set || := a3 + ... + ag.

For ¢ € N, ¢q € [1, 0], and a measure space (E,E,m), we define:

o ||fllzee) = [g|f|%dm if ¢ < oo, and || f|| Lo (k) := esssupy f for ¢ = o0

o LI(E) = LYFE,m):= {measurable f : £ — R s.t. || f| pem < oo}

e CYB):={f: B — R with continuous f-order derivatives}

e O%(B):={f: B — R with compact support, s.t. f € C*(B) for each £ € N}

o fllcow) = supsep [f (@) [ fllLipB) = subsyen |/ (y) = F(2)|/1y — 2]
i “f”C“(B = 2jal<e | D% fllcocsy + > lal=t 1D fl|Lip (B)
o COY(B)=={f € CYB) st. || fllceam < oo}
o |[fllweas) = Zjajce 1D fllzas)
o Wh(B) := {f € LU(B) with || f[lwea(s) < oo}
o Wéq(B) = {f| f € W5(D) for each bounded open set D C B}
)

loc
o Wi“(B

Probability.

Given a probability space (£2, F,P) and a random variable X: Q@ — R, we use the
notation P o X~ for the law of X under P, i.e., we set (Po X 1)[E] := P[X € F|
for each Borel set E of R. Finally, for a given 7" € (0,00) and a stochastic process
X = (Xy)iep,r), with a slight abuse of notation, we denote by P o X! the flow of
measures associated to X; that is, we set Po X! := (Po Xt_l)te[O,T]-

denotes the closure of CZ°(B) in the norm || - [|yea(p)

x1






Chapter 1

Introduction

Stochastic optimal control theory (see, e.g., [15, 81, 143, 168]) deals with problems in
which an agent wants to optimize a certain performance criterion by acting in a random
environment which evolves in time. In a typical instance of the problem, the evolution
of the environment is described by a stochastic process (the state process) which can be
affected by another stochastic process (the control). The control is chosen by the agent
in order to minimize a certain expected value of a random functional of the paths of the
control and of the state process resulting from the chosen control (the controlled state
process). When several agents want to optimize a performance criterion, depending
also on the action of the other agents, a strategic interaction arises and we refer to
the problem as to a stochastic game (see, e.g., [15]), to agents as to players, and to
controls as to strategies. From this perspective, a control problem is a stochastic game
with only one player. While many notions of solutions to the game can be introduced,
the notion of Nash equilibrium seems to be the most appropriate for games in which
players are assumed not to cooperate with each other. A Nash equilibrium is, roughly
speaking, a vector of strategies (one for each specific player) such that no unilateral
deviation is convenient for any of the players. The vector of outcomes (like a price,
or a payoff) deriving from playing a Nash equilibrium is said to be a value of the
game. Furthermore, taking inspiration from models of interacting particle systems, the
recent theory of mean field games (MFGs) has been developed in order to study the
(approximate) Nash equilibria in games with a large number of players under suitable
symmetry assumptions (see, e.g., [15, 17]). The intuition is to replace the problem
of a large number of identical players solving symmetric optimization problems, by
the problem faced by a representative player, which plays against a limit distribution,
describing the optimal state of the other players.

All these types of models have the challenging objective of describing and better
understanding very complex phenomena emerging from (a simplified version of) many
real world problems in which agents are competing in an environment. They are central
in social sciences and find countless applications in economics, systems theory, engi-
neering, operations research, biology, ecology, environmental sciences, among others.
For example, players can be animals, computers, firms while the environment can be
nature, a network or a market.

Stochastic control problems and games relate to other branches of mathematics and
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play a main role in the theory of partial differential equations (PDEs) as well as in
probability theory. Indeed, due to their importance from an application point of view,
since the early 50’s these models captured the interests of many mathematicians, who
introduced a wide range of tools in order to improve the theoretical understanding
and to provide explicit solutions to real world problems (see [15, , ]). One of
these tools is the dynamic programming principle (DPP) developed by Bellman. In
the case of stochastic control problems in continuous time with Markovian data, this
principle connects the dynamic optimization problem to a PDE of second order, the
so-called Hamilton-Jacobi-Bellman equation (HJB), allowing to characterize the value
of the problem as the unique solution (in a proper sense) of such a PDE. This approach
represents one of the main routes to find and characterize the solutions to a control
problem. Indeed, one can hope to “solve” the HJB equation, which in turn allows (in
many instances of the problem) to compute the optimal control. Another approach is
the Pontryagin maximum principle (PMP), in which the optimization problem is related
to a system of forward-backward stochastic differential equations (FBSDEs). Also in
this case, solving the FBSDE system leads to a solution of the problem. Finally, one can
employ techniques from the theory of weak convergence of probability measures in order
to prove existence of optimal controls. This latter approach is known as compactification
method. It allows to prove existence of optimal controls in great generality but it is not
very useful from the perspective of providing explicit solutions to the problem, since
the established controls often come with no further characterization.

Stochastic singular control problems (see, e.g., [31, |) represent a particular class
of stochastic control problems, in which the effect of the agents’ action on both the state
of the system and on the performance is (linearly) proportional to the size of the action.
This particular feature is very natural when modelling problems such as investment
and portfolio selection in finance (see [14, 53, 63, 81], among many others), inventory
management in operations research (see, e.g., [306, 94]), control of queueing networks
(see, e.g., [111]), dividend and equity issuance in insurance mathematics (see [120],
among others), spacecraft control in aerospace engineering (see, e.g., [135]), or rational
harvesting in mathematical biology (see, e.g., [3]). Intuitively, while the (regular) control
at time t represents the action taken by the agent at time ¢ (e.g., the infinitesimal
amount of money invested at that time), the singular control at time ¢ represents the
cumulative action taken up to time ¢ (e.g., the total amount of money invested up to time
t). The fact that the performance is proportional to the action brings as a consequence
that the system can be divided in two states: one in which it is optimal not to act, and
one in which an action is required. The term singular control arise indeed from the fact
that, in many examples, it has been shown that the optimal control is a nondecreasing
process which is singular with respect to the Lebesgue measure (see, e.g., [110]). Such
a control keeps the underlying state process inside the no-action region by reflecting it
at its boundary (often referred to as to the free boundary). For this reason, stochastic
singular control theory is intimately related to the problem of existence of solutions to
reflected stochastic differential equations (SDEs), also known as the Skorokhod problem
for SDEs (see, e.g., [111]).

Classical tools from stochastic control theory (such as the aforementioned DPP ap-



proach, the PMP approach and various compactification methods) have been adapted
to stochastic singular controls (see [37, &1, 96]). Nevertheless, the nature of a singu-
lar control problem brings substantial difficulties in employing such methods in order
to provide or explicitly characterize the solutions. Indeed, having a solution to the
HJB equation or to the related FBSDE system allows to find the optimal control only
in a very limited number of examples, mostly in one-dimensional settings. Therefore,
trying to employ these techniques in order to find equilibria in N-player games or in
MFGs with singular controls appears even more challenging. Concluding, even though
stochastic singular control models were introduced in the 60’s, they still raise many
unsolved mathematical issues which represent a relevant limitation to their theoretical
understanding.

It is the aim of this thesis to provide mathematical tools and structural conditions
which allow to address the following problems in the context of stochastic singular
control:

1. Characterize the optimal control in terms of a related Skorokhod problem in
multidimensional stochastic singular control problems;

2. Prove existence and approximation of Nash equilibria in N-player games with
singular controls;

3. Prove existence and approximation of equilibria in MFGs with singular controls;

4. Mlustrate some setups in which a MFG with singular controls can be (fairly)
explicitly solved.

Problem 1 will be studied via a connection with a game of optimal stopping, which
in turn will allow to prove some properties of the free boundary thanks to structural
conditions on the data. These properties will then allow to construct a suitable prob-
abilistic approximation of the optimal control, leading to its characterization as the
solution to a related Skorokhod problem.

Problems 2 and 3 will be addressed enforcing the so-called submodularity condition.
Submodular games were first introduced by Topkis in [157] (see also [10, 158, 160]) in
the context of static non-cooperative N-player games. They are characterized by costs
of the players that have decreasing differences with respect to a partial order induced by
a lattice structure on the set of strategy vectors. Because the notion of submodularity
is related to that of substitute goods in economics, submodular games have received
large attention in the economic literature (see [9, 137], among many others). Also, this
condition represents the situation in which players have an incentive to imitate each
other, and, in the context of MFGs, it consists of a sort of antithetic version of the well
known Larsy-Lions monotonicity condition (see [121]). The submodularity assumption,
since the seminal work of [157], is known to enrich the game with some remarkable prop-
erties. Firstly, it allows us to prove existence of equilibria via an application of Tarski’s
fixed point theorem. Secondly, it ensures that the set of solutions enjoys a lattice struc-
ture: in particular, there exist minimal and maximal solutions. Thirdly, it guarantees
that those two solutions can be obtained through a simple learning procedure based
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on the iterations of the best-response-map. Such a condition brings new existence and
approximation results both in N-player games with singular control and in MFGs with
regular or singular controls. Particularly relevant are new results in MFGs with com-
mon noise (an aggregate source of randomness), in which existence of strong solutions
(i.e., adapted to the common noise) are proved.

From the methodological point of view, we also underline that, for Problems 2 and
3, a suitable approximation of the singular controls is often employed. In particular, ex-
ploiting the density (in a suitable topology) of the set of Lipschitz continuous functions
in the set of cadlag (i.e., right-continuous with left limits) nondecreasing functions, the
N-player game with singular controls is related to games with regular controls. A simi-
lar technique is also employed to derive some new existence and approximation results
for MFGs with singular controls, which we previously obtained for MFGs with regular
controls.

Problem 4, instead, is addressed by formulating stationary MFGs with singular
controls and discounted or ergodic payoff functional. By exploiting structural conditions
on the data and characteristic properties of Ito-diffusion processes, the equilibria of
these two MFGs are (fairly) explicitly provided by systems of equations. Relations
among MFGs with discounted and ergodic payoffs are also established, as well as their
connection with suitable N-player games with singular controls.

In the rest of this introduction we discuss the problems treated in this dissertation
in more detail. In particular, for each problem we introduce the studied model, discuss
the related literature and the motivations for our study, present the results and finally
describe the solution approach.

1.1 Chapter 2: Singular control and Skorokhod prob-
lem

Chapter 2 considers the problem of characterizing optimal policies for stochastic
singular control problems in multidimensional settings.! A stochastic singular con-
trol problem appears for the first time in [10], where the problem of controlling the
motion of a spaceship has been addressed. Later on, examples of solvable stochastic
singular control problems have been studied in [21]. Stochastic singular control prob-
lems of monotone-follower type have been introduced and studied in [106] and [I10]. A
monotone-follower problem is the problem of tracking a stochastic process by a nonde-
creasing process in order to optimize a certain performance criterion. Since then, this
class of problems has found many applications in economics and finance (see [11, 53, (3],
among many others), operations research (see, e.g., [30, 91]), queuing theory (see, e.g.,
[114]), mathematical biology (see, e.g., [8]), aerospace engineering (see, e.g., [135]), and
insurance mathematics (see [126], among others). The literature on stochastic singular
control problems experienced results on existence of minima (or maxima) (see [73] and
[96], among others), characterization of the optimizers through first order conditions

!Parts of this introduction and of Chapter 2 are based on a joint work with Giorgio Ferrari, see

[69]-
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(see, e.g., [12], [11] and [37]), as well as connections to optimal stopping problems (see,
e.g., [110] or the more recent [28]) and to constrained backward stochastic differential
equations [31].

We consider the problem of controlling, through a one-dimensional cadlag (i.e.,
right-continuous with left limits) process v with locally bounded variation, the first
component of a multidimensional diffusion with initial condition x. Namely, the con-
troller can affect a state process X which evolves according to the equation

AXT = b(XT)dt + o(XT)dW, + eydvy, >0, X5 =z, (1.1.1)

for a multidimensional Brownian motion W, a suitable convex Lipschitz function b,
and a volatility matrix o, which is either constant or linear in the state. The aim of the
controller is to minimize the expected discounted cost

J(z;v) = E[/OOO e PPh( X dt + /[0 - B_ptd|v|t] ; (1.1.2)

for a given convex function h and a suitable discount factor p > 0. Here, |v| denotes the
total variation of the process v. The value function V of the problem is defined, at any
given initial condition z, as the minimum of .J(x;v) over the choice of controls v. Also,
a control v is said to be optimal for z if J(z;v) = V(). Existence of optimal controls
can be proved in very general frameworks using different probabilistic compactification
methods (see, e.g., [31, 58, 90, , 135]).

Natural questions that immediately arise are whether it is possible to characterize
V', and how one should act on the system in order to obtain the minimal cost V. As a
matter of fact, the Markovian nature of the problem together with mild regularity and
growth conditions on b and h, allows to employ the dynamic programming approach.
This leads to the characterization of the value function as a solution (in a suitable sense)
to the Hamilton-Jacobi-Bellman equation

max{pV — bDV — tr(co"D*V)/2 — h,|V,,| — 1} = 0. (1.1.3)

This equation provides key insights on the way the controller should act on the system
in order to minimize the cost of her actions. Indeed, when V' is sufficiently regular, an
application of 1td’s formula suggests that the controller should make the state process
not leaving the set W := {|V,,| < 1}, usually referred to as the waiting region. In
fact, in many examples (see, e.g., [66, 90, , , , , |, among others) it
is possible to construct the optimal control as the solution to a related Skorokhod
reflection problem; that is, the optimal control can be characterized as that process v,
with minimal total variation, which is able to keep the process X% inside the closure
of the waiting region W, by reflecting it in a direction prescribed by the gradient of
the value function. However, in multidimensional settings, such a characterization often
remains a conjecture (see the discussion in Chapter 6 in [152], Remark 5.2 in [28], and
also [55, 56, 78, 77]), and many questions about the properties of optimal controls
remain open, representing a strong limitation to the theory.

We now discuss more in detail the problem of the characterization of optimal rules.
When the state process is one dimensional, optimal controls can be explicitly con-
structed as Skorokhod reflections in a general class of models (see [3, 19, 64, 79, ,
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, , 162], among others). Also, in the (not necessarily Markovian) one dimensional
case, a similar characterization of optimal controls has been achieved in [12, 13, 1],
without relying on the dynamic programming approach. When the dimension of the
problem becomes larger than one, the difficulty of characterizing optimal controls dras-
tically increases. Indeed, classical results on the existence of solutions to the Skorokhod
reflection problem in the multidimensional domain W require some regularity of the
boundary of W and of the direction of reflection, which are, in most of the cases, un-
known. When the value function V' is convex, this difficulty is overcome in some specific
settings. A celebrated example is presented in [149], where the problem of controlling
a two-dimensional Brownian motion with a two-dimensional process of bounded vari-
ation is considered. There, the authors show that the boundary of the waiting region
(the so-called free boundary) is of class C?, and they are therefore able to construct
the optimal policy as a solution to the associated Skorokhod problem. The problem
of the characterization is also encountered in [56, 55, 78, 77], where the construction
of the optimal control can be provided only by requiring additional properties on the
boundary of the waiting region. Another example is exhibited in [64], in which the case
of controlling a multidimensional Brownian motion with a multidimensional control is
considered in the case of a radial running cost h(z) = |z|>. We also refer to [113], where
the construction of the optimal policy is provided in a two-dimensional context in which
the drift is non-zero. To the best of our knowledge, in the case of a convex V', the most
general multidimensional setting in which this characterization is shown is presented in
[L15], and in its finite time-horizon counterpart [30]. There, the problem of controlling
a multidimensional Brownian motion with a multidimensional control is considered for
a convex running cost. Remarkably, in [115] (and in [30]) the author presents an ap-
proach which allows to construct the unique optimal policy as a solution to the related
Skorokhod problem bypassing the problems related to the regularity of the free bound-
ary. In non-convex settings, the number of contributions are even rarer. The suitable
regularity of the boundary of W is shown, in two-dimensional settings, in [90] and in
[66], while a multidimensional case is considered in [167], via a connection with Dynkin
games. We also mention that the construction of multidimensional reflected diffusions
in polyhedral domains has been recently studied in [59, 89, 91], in the context of games
with singular controls. To conclude, despite many decades of research in the field, the
nature of optimal controls is, in general, far from being completely understood, and
this motivates our study.

The main goal of Chapter 2 is to provide sufficient conditions for the characterization
of the optimal policy of the singular control problem specified by (1.1.1) and (1.1.2)
as the solution to the related Skorokhod reflection problem. Despite in our setting the
control is one dimensional, the multidimensional nature of the problem arises from the
fact that the components of the state process are interconnected; in particular, the
action of the controller on the first component of the state process can affect all the
other components. We will show the claimed characterization under two main classes
of assumptions in which the volatility matrix is constant or linearly dependent on the
state. In both cases additional monotonicity assumptions are enforced to the running
cost h and to the drift b. These structural conditions are satisfied in a relevant class
of linear-quadratic models, and in some specific settings considered in the literature
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for which the problem of constructing the optimal control remained partially open (see
[56, 55, 78, 77]). The strategy of our proof is inspired by [115] and can be summarized
in three main steps:

1. We first derive important monotonicity properties on V. This is done by identi-
fying V.., as the value of a related Dynkin game, through a variational formulation
in the spirit of [50].

2. We construct solutions v° to a family of Skorokhod problems in domains W.
approximating VY. Here the monotonicity of V,, plays a crucial role in order to
show the regularity of W.. The controls v¢ are e-optimal for (1.1.2); i.e. J(z;0°) <
V(z) +e.

3. We find a control v such that v* — v, as € — 0. This implies that v is optimal
for z, and, thanks to the properties of ©°, that v solves the Skorokhod problem
on the original domain W. This then provides the desired characterization of the
optimal policy v.

As a consequence of our result, some works (in particular [56] and [167]) in the literature
on singular control can be revisited, and the characterization of optimal controls can
provided under slightly different assumptions. In addition, our approach allows to treat
the singular control problems with degenerate diffusion matrix studied in [78, 77]. The
results apply to problems with monotone controls, and to the case in which increasing
the underlying diffusion has a different cost than decreasing it. The approach presented
in this chapter seems to be suitable to treat also singular control problems in the finite
time-horizon.

Clearly, our results relate to stochastic differential equations (SDEs, in short) with
reflecting boundary conditions, also known as Skorokhod reflection problems for SDEs.
In this field, existence and uniqueness of strong solutions to reflected SDEs in convex
time-independent domains with normal reflection was first shown in the seminal [154].
These results were then generalized to non-convex smooth domains with smooth oblique

reflection in [125], and subsequently refined in [140]. Existence of strong solutions in
a class of non-smooth domains has been proved in [71], and therefore generalized to
the time-dependent case in [128]. This list is, however, far from being exhaustive, and
we therefore refer the interested reader to [35, 30, 60, 61, , | and to the refer-

ences therein. From this point of view, our results provide existence and uniqueness of
a (strong) solution to a Skorokhod problem in which the domain is given by the non-
coincidence set VW of a solution of the variational inequality with gradient constraint
(1.1.3), and in which the reflection direction is prescribed by its gradient.

An essential tool for our analysis is the connection between optimal stopping and
stochastic singular control theory. This connection is known since the seminal [16],
where the authors observed that the derivative of the value function of a singular
control problem identifies with the value of an optimal stopping problem. Since then,
this connection has been elaborated through different approaches (see [241, 28, ],
among others), until the more recent interpretation given in [123]. When the control
is assumed to be of locally bounded variation, and the system has dynamics with in-
dependent components, with one of them being controlled, the space derivative of the
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value function of the control problem coincides with the value of a zero-sum game of
stopping; i.e., a Dynkin game (cf. [27, 56, 55, 90, 111]). This connection was described
in a multi-dimensional setting with interconnected dynamics in [56] and [55] by employ-
ing a variational formulation of the problem. In Chapter 2, we employ essentially the
formulation and the techniques elaborated in [56], however extending their arguments
to fit our convex setting. An important aspect that needs to be underlined is that these
types of connections are known only when the control is assumed to be of dimension
one. This represents the main reason why our problem is formulated for one-dimensional
bounded variation controls.

1.2 Chapter 3: Submodular N-player games with
singular controls

In Chapter 3, we consider a class of stochastic N-player games over a finite time-
horizon in which each player, indexed by i = 1, ..., N, faces a multi-dimensional stochas-
tic singular control problem of monotone-follower type.? On a filtered probability space
(Q, F,TF, P) satisfying the usual conditions, consider an adapted multi-dimensional cadlag
(i.e., right-continuous with left limits) process L and, for ¢ = 1, ..., N, multi-dimensional
continuous semimartingales f¢ with nonnegative components. We call monotone-follower
game the game in which each player i is allowed to choose a multi-dimensional control
£ in the set of admissible strategies

A= F-adapted processes with nondecreasing,
a nonnegative and cadlag components |’

in order to minimize the cost functional
THE € = E[ J) g gt g (L) + [ dsz],

where £ := (€7);4;. Here T' < oo and h' and ¢’ are suitable nonnegative convex cost
functions. Furthermore, we introduce a sequence of approximating games with regular
controls in the following way. For each n € N, define the n-Lipschitz game as the
game in which players are restricted to pick a Lipschitz control in the set of admissible
n-Lipschitz strategies

U, = {¢ € A|¢ is Lipschitz with Lipschitz constant smaller that n and & = 0},

in order to minimize the cost functionals J*.

The number of contributions on games of singular controls is still quite limited
(see [65], [80], [29], [91], [119], [151], [161]), although these problems have received an
increasing interest in the recent years. We briefly discuss here some of these works. In
[151] it is determined a symmetric Nash equilibrium of a monotone-follower game with

2Parts of this introduction and of Chapter 3 are already published in a joint work with Giorgio
Ferrari, see [08].
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symmetric payoffs (i.e., the cost functional is the same for all players), and it is provided
a characterization of any equilibria through a system of first order conditions. The same
approach is followed in [80] for a game in which players are allowed to choose a regular
control and a singular control. A general characterization of Nash equilibria through the
Pontryagin maximum principle approach has been investigated in the recent [161] for
regular-singular stochastic differential games. Connections between nonzero-sum games
of singular control and games of optimal stopping have been tackled in [65]. It is also
worth mentioning some recent works on mean field games with singular controls (see
[83] and [87]) and their connection to symmetric N-player games (see [J1]). A complete
analysis of a Markovian N-player stochastic game in which players can control an
underlying diffusive dynamic through a control of bounded-variation is provided in
the recent [89]. There, the authors derive a Nash equilibrium by solving a system of
mowving free boundary problems. General existence results for stochastic games with
multi-dimensional singular controls and non-Markovian costs were, however, missing in
the literature, and this has motivated our study.
The main contributions presented in Chapter 3 are the following.

1. Under submodularity conditions on the functions h* and ¢°, we establish the
existence of Nash equilibria for the monotone-follower and the n-Lipschitz games.

2. We show connections across these two classes of games. In particular:

(a) Any sequence obtained by choosing, for each n € N, a Nash equilibrium of
the n-Lipschitz game is relatively compact in the Meyer-Zheng topology,
and any accumulation point of this sequence is the law of a weak Nash
equilibrium of the monotone-follower game (see Definition 5 below). That
is, any accumulation point is a Nash equilibrium on a suitable probability
space on which are defined two processes f and L such that their joint law
coincides with the joint law of f and L.

(b) The N-dimensional vector whose components are the expected costs associ-
ated to any weak Nash equilibrium obtained through the previous approx-
imation is a Nash equilibrium value. Moreover, for each € > 0, there exist
ne. € N large enough and a Nash equilibium of the n.-Lipschitz game which
is an e-Nash equilibrium of the monotone-follower game.

Furthermore, we provide applications of our results to deduce existence of Nash equilib-
ria for a class of stochastic differential games with singular controls and non-Markovian
random costs. Also, in the spirit of [I57], we construct an algorithm to determine a
Nash equilibrium of the monotone-follower game.

We now provide more details on our results by discussing the ideas and techniques
of their proofs.

The existence results. Going back to the seminal ideas of J. Nash, a typical way to
prove existence of Nash equilibria is to show existence of a fixed point for the best-
reply map. In the spirit of [157], our strategy to prove existence of Nash equilibria in
the monotone-follower game and in the n-Lipschitz game is to exploit the submodu-
lar structure of our games in order to apply a lattice-theoretical fixed point theorem:
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the Tarski’s fixed point theorem (see [155]). We proceed as follows. We first endow
the spaces of admissible strategies A and U, (defined above) with a lattice structure.
While the lattice U,, is complete, the same does not hold true for A. To overcome this
problem, we show that, under suitable assumptions, each “reasonable” strategy lives in
a bounded subset of A, and we restrict our analysis to this subset. We then prove that
the best-reply maps are nonempty. To accomplish this task in the n-Lipschitz game,
we employ the so-called classical direct method. Indeed, since each strategy is forced
to be n-Lipschitz, then the sequence of time-derivatives of any minimizing sequence is
bounded in 2. Hence, Banach-Saks’ theorem, together with the lower semi-continuity
and the convexity of the costs, allows to conclude existence of the minima. On the
other hand, for the monotone-follower game we use some more recent techniques al-
ready employed to prove existence of optimizers in stochastic singular control problems
(see [11]). Assuming a uniform coercivity condition on the costs (which has to be, any-
way, necessarily satisfied in any Nash equilibria; see Remark 3.1.6 below) we can use
a theorem by Y.M. Kabanov (see Lemma 3.5 in [104]) which gives relative sequential
compactness, in the Cesaro sense, of any minimizing sequence. Then, exploiting again
the lower semi-continuity and the convexity of the cost functions, we conclude exis-
tence of the minima. Next, we show that the best-reply maps preserve the order in the
spaces of admissible strategies, and for this the submodular condition is essential. The
existence then follows by invoking Tarski’s fixed point theorem.

Our result also generalizes to the infinite time-horizon case (see Remark 3.1.9) and
to the monotone-follower game in which players are allowed to choose both a regular
control and a singular control (see Remark 3.1.8). Moreover, some of our assumptions
are not needed if we impose finite-fuel constraints (see Remark 3.1.7).

It is worth stressing that our proof strongly hinges on the submodularity assumption,
which, however, is a typical requirement in many problems arising in applications (see,
e.g., [137], [157], [159], or the books [158] and [160] and the references therein).

The approximation results. Singular control problems naturally arise to overcome
the ill-posedness of standard stochastic control problems in which the control linearly
affects the dynamics of the state variable, and the cost of control is proportional to
the effort. Some kind of connection between regular control problems with the linear
structure described above and singular control problems is then expected, and actually
already discussed in the literature (see, e.g, the early [135] for an analytical approach,
and [123] for a probabilistic approach). In Theorem 21 of [123], it is shown that any
sequence obtained by choosing, for each n € N, a minimizer of the monotone-follower
problem when the class of admissible controls is restricted to the set of n-Lipschitz
controls, suitably approximates a (weak) optimal solution to the original monotone-
follower problem.

We prove that any sequence of Nash equilibria of the n-Lipschitz game is weakly
relatively compact, and that any accumulation point is a weak Nash equilibrium of the
monotone-follower game. We first show that this sequence satisfies a tightness criterion
for the Meyer-Zheng topology. Then, we prove that any Nash equilibrium of the n-
Lipschitz game necessarily satisfies a system of stochastic equations. After changing
the underlying probability space by a Skorokhod representation, we pass to the limit in
these systems of equations and deduce that any accumulation point solves a new system
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of stochastic equations. These equations can be viewed as a version of the Pontryagin
maximum principle, and they are sufficient to ensure that the limit point is a Nash
equilibrium in the new probability space, hence a weak Nash equilibrium.

As a byproduct of this result, we are able to show that, for each € > 0, there exists
n € N large enough such that the Nash equilibrium of the n-Lipschitz game is an e-
Nash equilibrium of the monotone-follower game. This gives a clearer interpretation of
the weak Nash equilibrium found through the approximation: the N-dimensional vector
whose components are the expected costs associated to the weak Nash equilibrium is,
in fact, a Nash equilibrium value (as defined in [33]) of the monotone-follower game.

Applications and examples. Our existence result applies to deduce existence of open-
loop Nash equilibria in stochastic differential games with singular controls and non-
Markovian random costs, whenever a certain structure is preserved by the dynamics.
For the sake of illustration, we consider the case in which the dynamics of the state vari-
able of each player are a linearly controlled geometric Brownian motion and a linearly
controlled Ornstein-Uhlenbeck process.

Moreover, we consider the algorithm introduced by Topkis (see Algorithm II in
[157]) for submodular games: given as initial point the constantly null profile strategy,
this algorithm consists of an iteration of the best-reply map. We show that, also in our
setting, this algorithm converges to a Nash equilibrium.

1.3 Chapter 4: Submodular mean field games with
regular and singular controls

Chapter 4 is devoted to the study of mean field games with submodular costs,
in which the representative agent’s minimization problem is either a regular control
problem or a singular control problem.? More precisely, on a complete filtered prob-
ability space (€, F,F,P), consider a standard Brownian motion W, and an F, ran-
dom variable zy. The set of regular controls U/ is given by the set of square integrable
progressively measurable processes, while the set of singular controls A is the set of
nonnegative nondecreasing cadlag adapted processes. For any flow of probability mea-
sures 1 = (fi¢)ejo,r], We can consider two types of representative agent’s minimization
problem. In the case of regular controls, this is given by

fOT(f(ta Xta :ut) + l<t7 Xt7 ut))dt + g(XTa ,uT) )
subject to dX; = b(t, Xy, u)dt + odWy, t € [0,T], Xo = xo.

On the other hand, for the MFG with singular controls, the optimal control problem is

infeeca E[foT f( X, pe)dt + g(Xor, pr) + f[Q,T] Ctdft} )
subject to dX; = b(t, X;)dt + odW; + d&;, t € [0,T], Xo_ = xo.

3Parts of this introduction and of Chapter 4 are already published in a joint work with Markus
Fischer, Giorgio Ferrari and Max Nendel, see [70].
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In both cases, a flow of measures p is said to be a MFG equilibrium (or solution) if the
fixed point condition holds; that is, if

Mt:PO(X#>_l> for any t € [O,T],

where X* is one of the optimally controlled state process, when optimizing against .
The diffusion coefficient, while independent of state and control, is possibly degenerate.
Deterministic dynamics are thus included as a special case.

Mean field games, as introduced by Lasry and Lions [121] and, independently, by
Huang, Malhamé and Caines [99], are limit models for non-cooperative symmetric N-
player games with mean field interaction as the number of players N tends to infinity;
see, for instance, [12], [15] and the recent two-volume work [17]. The related notion
of oblivious equilibra for infinite models was also developed independently in [164].
The submodularity assumption has been applied to MFGs by Adlaka and Johari in
[2] for a class of discrete time games with infinite horizon discounted costs, by Wiecek
in [165] for a class of finite state MFGs with total reward up to a time of first exit,
and by Carmona, Delarue, and Lacker in [19] for mean field games of timing (optimal
stopping), in order to study dynamic models of bank runs in a continuous time setting.

General existence of solutions to the MFG problem can be obtained through Ba-
nach’s fixed point theorem if the time horizon is small (cf. [99]). For arbitrary time
horizons, a version of the Brouwer-Schauder fixed point theorem, including generaliza-
tions to multi-valued maps, can be used; cf. [12] and [120] (see also [33] in the context
of MFGs with singular controls). In the presence of a common noise (i.e., an aggregate
source of randomness), the existence of a weak MFG solution (i.e., not adapted to the
common noise) can be established for a general class of MFGs. On the other hand,
the existence of a strong MFG solution (i.e., adapted to the common noise) seems to
be addressed mainly under conditions which imply the uniqueness of equilibria. For
example, in [15] an analogue of the famous result of Yamada and Watanabe is derived,
and it is used to prove existence and uniqueness of a strong solution under the Lasry-
Lions monotonicity conditions (see [121]). Under lack of uniqueness, existence of strong
solutions remains mainly an open question.

Since uniqueness of equilibria in game theory is the exception rather than the rule, it
is not surprising that existence of multiple solutions is quite common also in MFGs. This
phenomenon has been investigated mainly on a case by case basis, and specific examples

with multiple solutions have been presented in the recent [15, 51, 67, 150], among others.
Interestingly, the submodularity assumption appears implicitly in a number of classical
linear-quadratic models (see, e.g., [22]) and in [15, 38, 51, 67], even if this property is not

exploited therein. Therefore, the increasing interest in the non uniqueness of solutions
together with the perspective of characterizing many models through a unique key
property motivates our study on submodular MFGs.

Finally, the problem of how to find solutions to a MFGs in a constructive way is of
interest too. This problem has been addressed by Cardaliaguet and Hadikhanloo [11].
They analyze a learning procedure, similar to what is known as fictitious play (cf. [98]
and the references therein), where the representative agent, starting from an arbitrary
flow of measures, computes a new flow of measures by updating the average over past
measure flows according to the best-response to that average. For potential mean field
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games, the authors establish convergence of this kind of fictitious play via PDE methods.
Similar approaches have been further developed in some recent works (see [75, , ],
among others) with the help of machine learning techniques, providing a rich set of tools
in order to address computational aspects in MFGs.

Driven by this questions, the aim of Chapter 4 is to investigate existence, structure
and approximation of equilibria for MFGs with regular or singular controls in which
the measure-dependent costs are assumed to be submodular with respect to the first
order stochastic dominance on measures and the standard order relation on states (cf.
Assumption 4.1.9 below). In the context of MFGs, the submodularity represents the
situation in which players have an incentive to imitate each other, and it consists of a
sort of antithetic version of the well known Larsy-Lions monotonicity condition.

The main results of Chapter 4 highlight the submodularity as relevant structural
condition for MFG models, and can be summarized as follows.

1. The submodularity assumption yields an alternative way of establishing the ex-
istence of MFG solutions using Tarski’s fixed point theorem [155]. This allows us
to cover systems with coefficients that are possibly discontinuous in the measure
variable. Furthermore, our lattice-theoretical approach allows to prove existence
of strong solutions to a class of MFGs with common noise in which the repre-
sentative agent faces a mean field interaction through the conditional mean of its
state given the common noise.

2. The set of MFG solutions enjoys a lattice structure, so that there are a minimal
solution and a maximal solution with respect to the order relation.

3. The learning procedure which consists of iterating the best-response-map (thus
computing a new flow of measures as best-response to the previous measure flow)
converges to the minimal (or the maximal) MFG solution, for appropriately chosen
initial measure flows.

These results are proven first for a representative class of MFGs with regular controls,
under the additional assumption that the representative agent’s minimization problem
admits a unique optimal control. Therefore, we extend them to MFGs with relaxed
controls (see, e.g., [120]), in order to deal with control problems in which multiple
optimal controls are allowed. The results obtained for regular and relaxed controls
allow then to derive analogous conclusions for MFGs with singular controls, via an
approximation of monotone cadlag processes through Lipschitz processes, which in turn
can be seen as regular controls.

Our lattice-theoretical approach works as long as some “good properties” are pre-
served by the costs and the dynamics, and some further setups are presented for the
sake of illustration. In particular (yet relevant) cases we can also prove existence of
MFG solutions when the dynamics of the state process depends on the measure (see
Subsection 4.4.4). Finally, although our results strongly hinge on the one-dimensional
nature of the setting, suitable multidimensional cases can also be considered. In par-
ticular, if the dependence on the measure is only through one of its one-dimensional
marginals, existence and approximation of MFG solutions can still be obtained in some
settings (cf. Subsection 4.4.1).
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The approach that we follow in this thesis focuses exclusively on the representative
agent minimization problem, without reformulating the problem in terms of a related
forward-backward system or of the master equation (see, e.g., [20, 13, 10]). Whether
those reformulations of the mean field game problem allow to obtain results of a similar
fashion of ours is, to the best of our knowledge, an open question that we leave for
future research.

1.4 Chapter 5: Stationary mean field games with
singular control

In Chapter 5, we consider two stationary MFG models with singular controls, in
which the representative agent optimization problem consists in the maximization of a
discounted or ergodic profit functional.*

Our models are motivated by the aim of providing an explicit construction of equi-
libria in games of productivity expansion. Our analysis allows to treat the mean field
version of a symmetric dynamic oligopoly model, which is described as follows. In the
pre-limit, each company can instantaneously increase via costly investment its produc-
tivity, which is affected by idiosyncratic noise modeling, e.g., exogenous technological
shocks. In the spirit of Chapter 11 in [71] or [25], each unit of investment gives rise
to a proportional cost, and investments do not need to be necessarily performed at
rates; also singularly continuous actions and gulps are allowed. The operating profit of
each company increases with its productivity and decreases with the average long-term
weighted mean productivity of other firsms. In the limit, the representative company is
then expected to react to a weighted mean of the population’s stationary productivity.
In Chapter 5, we abstract from this concrete application and study a stationary mean
field game where: (i) the state variable of the representative agent is a nonnegative sin-
gularly controlled Ito-diffusion; (ii) the interaction among players is through the reward
functional, in which instantaneous profits depend on a suitable weighted average of the
state process with respect to the stationary distribution; (iii) the representative agent
maximizes either a discounted net profit functional or its ergodic version. The study
of the ergodic mean field game is particularly relevant when one considers decisions in
the context of sustainable development and management of public goods, in which it
might be important to take care of the payoffs received by successive generations.

We now describe more in detail the models studied in Chapter 5. On a complete
filtered probability space (2, F,F,P), consider a standard Brownian motion W and the
set A of nonnegative nondecreasing cadlag adapted processes. For any x > 0 and £ € A,
denote by X*¥ the solution to the singularly controlled Ito-diffusion

AX7E = b(X[)dt + o(X7)dW, + d&, t >0, X =w.

The uncontrolled underlying state process is assumed to have 0 and +oo as natural
boundaries. For any parameter 6 > 0, we consider discounted profit functionals J, and

4Parts of this introduction and of Chapter 5 are based on a joint work with Haoyang Cao and
Giorgio Ferrari, see [10].
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an ergodic profit GG, respectively given by

J(x, &, 0;r) = E[/OO e h(XP, 0)dt — /[ ]e”dﬁt], for r > 0,
0 0,7

and

G(z,€,0) == limsup 1]El/T hXPE,0)dt — gT] .
Tooo 1 0

A parameter § > 0 is a solution for the discounted (resp., ergodic) MFG if the optimally

controlled process X? for the profit functional J(z, -, 8;7) (resp., G(z, -, 6)) admits a lim-

iting distribution Pg. satisfying 0 =0(P %= ). Here, for two positive increasing functions

f and F, we set

00 = F( [ Fhuto)),

for any probability measure p such that [, f(z)du(z) < oo,

The results in Chapter 5 contribute to the literature on mean field games with
continuous time and continuous state-space. The closest work to ours is the recent
paper [11], where the authors study a stationary discounted mean field game with
two-sided singular controls, and its relation to the associated N-player game. However,
differently to our general diffusive model, in [11] the dynamics of the state process is
a geometric Brownian motion and the relation to the ergodic formulation of the mean
field game is not addressed. In [38] and [91] mean field and N-player stochastic games
for finite-fuel follower problems are studied, and the structure of equilibria is obtained.
Finally, [$3] provides a careful technical analysis of the existence of solutions to general
mean field games involving singular controls.

The main contributions presented in Chapter 5 are the following. First of all, we are
able to construct the unique mean field stationary equilibrium, both for a discounted and
an ergodic reward functional. In both cases, the equilibrium control is of barrier-type:
there exists an endogenously determined threshold z at which it is optimal to reflect
the state process upward in a minimal way (i.e. according to a so-called Skorokhod
reflection; see, e.g., Chapter 6 in [93]). The equilibrium stationary distribution is given
by a truncated version of the speed-measure of the underlying Ito-diffusion; that is, it
coincides with the speed measure on [Z,00) and it is zero otherwise. The equilibrium
triggers are characterized as the unique solutions to some nonlinear equations involving
marginal profits, marginal cost of investment, and characteristic quantities of the Ito-
diffusion. Those equations can be easily solved numerically. The approach leading to
such a complete characterization of the discounted and ergodic mean field equilibria is as
follows: we fix the stationary average 6 of the population, and we solve one-dimensional
stochastic singular control problem parametrized by 6. In line with [4, 5, , , ],
among others, we find that, for each given 6, it is optimal to reflect the state upward
at some z(#). We then impose that the value of # at equilibrium is the one which is
computed through the stationary distribution of the state process reflected at z(0). We
prove that the resulting fixed point problem admits a unique solution @, which, in turn,

leads to the equilibrium trigger z := z(#). It is worth observing that a byproduct of
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our analysis is the solution to a class of ergodic stochastic singular control problems,
via exploiting a connection to optimal stopping in the spirit of [107].

Second, we can show that the so-called Abelian limit holds for our mean field games.
This means that, when the representative agent discounts profits and costs at a rate
r decreasing to zero, the expected reward associated to the mean field equilibrium of
the r-discounted problem, multiplied by 7, converges to a constant. The latter actually
is the equilibrium value of the ergodic mean field game. Moreover, also the barrier
triggering the equilibrium control of the discounted problem converges to that of the
ergodic problem when r | 0. The proof of such a convergence requires a careful analysis
of the dependency with respect to r of the equilibrium trigger and average arising in
the discounted game. This is possible by analyzing the continuity with respect to r of
the solution to the system of equations uniquely defining the equilibria.

A natural question is whether the determined mean field equilibria approximate the
corresponding symmetric N-player games. Moreover, in light of the Abelian limit, one
can wonder whether the mean field equilibrium for the discounted problem relates to
g-equilibria in the ergodic symmetric N-player game. The study of these two questions
represents the third main contribution of Chapter 5. We introduce ergodic and dis-
counted N-player symmetric games where each player reacts to the long-time average
of an increasing function of a weighted mean of the opponents’ states. We then show
that the mean field equilibria of the ergodic and discounted problems realize an € y-Nash
equilibrium for those N-player games, with €y converging to zero as N goes to infinity.
Furthermore, when NN is large and r is small, the validity of the Abelian limit allows
to prove that the equilibrium of the discounted mean field game approximates a Nash
equilibrium of the ergodic N-player singular control game. While N-player games with
singular controls have already attracted some attention in the recent literature (see,
among others, [65, 68, 80, 89, 91, , 1), to our knowledge, singular control games
with ergodic criterion have not yet been investigated. Thus, the previous approximation
result sheds light on a novel class of dynamic stochastic games which naturally arise in
applications.

1.5 Outline of the thesis

This thesis consists of 5 chapters and two appendices.

Chapter 2 addresses the problem of characterizing optimal singular controls, and
it is organised as follows. In Section 2.1 we formulate the problem, we enforce some
structural conditions, and we state the main result. The proof of the main result for
a constant volatility is presented in Section 2.2, while the proof for a linear volatility
is discussed in Section 2.3. Extensions and examples are provided in Section 2.4, while
Section 2.5 and Section 2.6 are devoted to some auxiliary technical results.

In Chapter 3 we study N-player games with singular controls. In Section 3.1.1 we
introduce the monotone-follower game. Sections 3.1.2 and 3.2 are devoted to the exis-
tence theorems of Nash equilibria for the submodular monotone-follower game and for
the n-Lipschitz game, respectively. The approximation results are contained in Section
3.3. The application of our result to suitable stochastic differential games is provided
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in Section 3.4, together with the proof of the convergence to a Nash equilibrium of a
certain algorithm.

Chapter 4 is devoted to the study of submodular MFGs. In Subsection 4.1.1, we
introduce the controlled system dynamics and costs, together with our standing as-
sumptions, and give the definition of a mean field game, where we take regular controls
as admissible strategies. In Subsection 4.1.2, we define the order relation on probability
measures which is crucial for the submodularity assumption on the cost coefficients of
the game. That assumption is stated and discussed in Subsection 4.1.3, while Subsec-
tion 4.1.4 deals with properties of the best-response-map. Subsection 4.1.5 contains our
main results for MFGs with regular controls. In Section 4.2, we extend the analysis of
Section 4.1 to submodular mean field games defined over stochastic relaxed controls.
This allows to re-obtain the existence and, especially, the convergence result under more
general conditions. Finally, in Section 4.3 we derive similar results for MFGs with singu-
lar controls. Section 4.4 concludes with comments on the multidimensional setting, the
linear-quadratic case, systems with multiplicative and mean field dependent dynamics,
while some models with common noise are discussed in Section 4.5.

The stationary MFG models with singular controls are presented in Chapter 5.
In Section 5.1 the probabilistic setting is introduced, while the mean field games are
presented in Section 5.2. Section 5.3 collects the results of existence and uniqueness of
mean field equilibria, and Section 5.4 derives the Abelian limit. The relation between
the considered mean field games and their related symmetric N-player games is then
discussed in Section 5.5.

In Appendix A we recall some results about the Meyer-Zheng topology, while some
auxiliary results on first order stochastic dominance are collected in the Appendix B.






Chapter 2

Singular control and related
Skorokhod problem

In this chapter, we characterize the optimal control for a class of stochastic singular
control problems as the unique solution to a related Skorokhod reflection problem.
The considered optimization problems concern the minimization of a discounted cost
functional over an infinite time-horizon through a process of bounded variation affecting
an Ito-diffusion. The setting is multidimensional, the dynamics of the state and the costs
are convex, the volatility matrix can be constant or linear in the state. We prove that the
optimal control acts only when the underlying diffusion attempts to exit the so-called
waiting region, and that the direction of this action is prescribed by the derivative of the
value function. Our approach is based on the study of a suitable monotonicity property
of the derivative of the value function through its interpretation as the value of an
optimal stopping game. Such a monotonicity allows to construct nearly optimal policies
which reflect the underlying diffusion at the boundary of approximating waiting regions.
The limit of this approximation scheme then provides the desired characterization. The
main result of this chapter applies to a relevant class of linear-quadratic models, among
others. Furthermore, it allows to construct the optimal control in degenerate and non
degenerate settings considered in the literature, where this aspect was only partially
addressed.

2.1 Problem formulation and main result

2.1.1 Singular control and Skorokhod problem

Fix d € N, d > 2, and a d-dimensional Brownian motion W = (W1 .. W49
on a filtered probability space (2, F,F,P) satisfying the usual conditions. For each
= (1,...,24) € R, let the process X% = (X%, ..., X%) denote the solution to the
stochastic differential equation (SDE, in short)

dX,;" = (ay + 01X ")dt + 5(X )W}, ¢
dX;" =0(X)7, XpT)dt + o (X)) AW,

19
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Here aq, b} are constants, while the coefficients b* € C(R?) and 5 € C(R) are determinis-
tic Lipschitz continuous functions. The drift b(z) := (a; + btz b*(z1, 22), .., b4 (21, 24)) T
and the function & satisfy Assumption 2.1.1 below. Next, introduce the set of admissible
controls as

V := {R-valued F-adapted and cadlag processes with locally bounded variation} ,

and, for each v € V and x € R, let the process X% = (Xb¥v .. X4%Y) denote the
unique strong solution to the controlled stochastic differential equation

dX;" = (ay + DIX")dt + (X5 dWE + dvy, >0, X = 1y,
dXp™ =0 XM XPT0)dt + o (X7 )dWY, t>0, Xg% =2y, i =2,...,d.
(2.1.2)
For any given initial condition # € R? consider the problem of minimizing the
expected discounted cost

J(z;0) = El/oo e Ph(X0)dt + e_ptd|v|t], vev, (2.1.3)
0

[0,00)
where |v| denotes the total variation of the process v, h : R? — R is a continuous
function, and p > 0 is a constant discount factor. We will say that the control v € V is
optimal if

V(z) = II€1£ J(z;0) = J(z;0), (2.1.4)

and, in the following, we will refer to the function V' as to the value function of the
problem, and to X*? as to the optimal trajectory.

The second integral appearing in (2.1.3) has to be understood in the Lebesgue-
Stieltjes sense, and it is defined as

/ e~Ptd|v]; == yv|0+/ e~"td|vl,, (2.1.5)
[0,00) 0

in order to take into account possible jumps of the control at time zero. Moreover, for
v € V we will often write dv = 7d|v| to denote the disintegration

t
vy = / vsd|vls, for each t > 0, P-a.s.,
0

where |v| denotes the total variation of the signed measure v, and the process 7 is the
Radon-Nikodym derivative of the signed measure v with respect to |v|. Also, for a control
v, the nondecreasing cadlag processes 1, €~ will denote the minimal decomposition of
the signed measure v; that is, v = ¢+ — ¢, and ¢+ < €+ and €~ < & for any other
couple of nondecreasing cadlag processes £+, €~ which satisfy v = &t — .

Finally, recall from [115] the following notion of solution to the Skorokhod problem,
which we adapt to our setting.

Definition 1. Let O be an open subset of R with closure O, x € O, and set S := 00.
Let v be a continuous vector field on S, with v = eyv and |v(y)| =1 for each y € S.

We say that the process v € V is a solution to the modified Skorokhod problem for
the SDE (2.1.2) in O starting at x with reflection direction v if
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1. PX[" €O, Vt>0]=1;

2. P-a.s., for each t > 0 one has dv = ~vd|v|, with
¢
[v], :/0 Lixzves,vixz)=n. ol

3. P-a.s., for each t > 0, a possible jump of the process X% at time t occurs on
some interval I C S parallel to the vector field v; i.e., such that v(y) is parallel to
I for each y € I. If X*" encounters such an interval I, it instantaneously jumps
to its endpoint in the direction v on I.

Moreover, if v is continuous, then we say that v is a solution to the (classical)
Skorokhod problem for the SDE (2.1.2) in O starting at x with reflection direction .

2.1.2 Assumptions and main result

The main objective of this chapter is to characterize optimal control policies for
Problem (2.1.4) as solutions to related Skorokhod problems.

We will prove our main result under the following structural conditions, which we
enforce throughout the rest of this chapter. We postpone the discussion of some gener-
alizations to Section 2.4.

Assumption 2.1.1. For p > 2 we have:

1. The running cost h is CFY(RY), convex, and, for suitable constants K, ky, kg > 0,
it satisfies, for each x,y € RY and for all X\ € [0,1], the conditions

K(1+ |zP),
(L4 |z[P~" + |y ")y — 2|,
ML= N1+ [z + [y )|z -y,

Ki1|z1|P — ko < h(z) <

|h(y) — h(z)] <

M(x) + (1= N)h(x) — h(Ax + (1 = N)y) <
<

)
oy) — b(a)|

The functions b* are conver of class C*(R?). Furthermore, we assume that hy, >
0 and bl , b Dy, <O for eachi=2,...,d, and that Db is globally Lipschitz.

1’ T1x4?

3. For p* := p(2p — 1) and a constant o > 0, either of the two conditions below is
satisfied:

(a) o(y)

(b) 5(y) = oy, y € R, and the discount factor satisfies the relation p > 2p*(L +
o?(p* —1)). In this case, we also assume that there exists xj > 0 such that

he (z) < min{0,—bi} for each x with xy < 2x%, that b'(zy,x;) > 0 for

x1,x; = 0 for each 1 =2,...,d, and that a; > 0.

o, y € R, and the discount factor satisfies the relation p > 3p*L.
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Natural examples in which the conditions above are satisfied are given —after dis-
cussing generalizations of Assumption 2.1.1- in Section 2.4. These include a relevant
class of linear-quadratic stochastic singular control problems (see Example 1 and Sub-
section 2.4.4 below). Notice that the nature of problem (2.1.4) is genuinely multidimen-
sional, as the components of the dynamics (2.1.2) are interconnected.

Remark 2.1.2 (On the role of Assumption 2.1.1). We underline that the particular
choice of p > 2 is motivated by quadratic running costs (cf. Example 1 in Section 2.4).
From Condition 2 one can see that quite strong requirements are needed in order to treat
models with a general b. However, when b® has a simpler form, some conditions on the
derivatives b, , b, . . he,, heyo, can be weakened (see Subsections 2.4.1 and 2.4.1). Also,
the assumption on h,, in Condition 3b is to enforce that the optimal trajectories live in
the set RY := {& € RYxz; >0, i =1,...,d}, whenever the initial condition v € RL (cf.
Lemma 2.3.1 below). This condition is a natural substitute, for minimization problems
in dimension d > 2, of the classical Inada condition at 0 (see, e.q., equation (2.5) in
[58]). The latter, is typically assumed in profit mazximization problems, and it is satisfied
by Cobb-Douglas production functions. Finally, the conditions on the discount factor p
are in place in order to ensure a suitable “integrability” of the optimal trajectories,
which allows to prove some semiconcavity estimates for the value function V' (see steps
2 and 3 in the proof of Theorem 2.5.1 in Section 2.5).

Observe that, when Condition 3a is in place, a generic controlled trajectory X% v €
V), can reach the whole space with probability P > 0. On the other hand, under Condi-
tion 3b, as mentioned in Remark 2.1.2, the natural domain for a controlled trajectory
is R%. This suggest to define a domain D in the following way

D := R? if Condition 3a holds, D :=R? if Condition 3b holds. (2.1.6)

Indeed, it is possible to show that the value function V is finite and it is a convex
solution in W;2>°(D) of the Hamilton-Jacobi-Bellman (HJB, in short) equation

max{pV — LV — h,|V,,|—1} =0, a.e. in D, (2.1.7)

where LV (z) := b(z)DV (z) + L %, 6%(2;)Vae(x), @ € D, is the generator of the
uncontrolled SDE (2.1.1). For completeness, a proof of this result is provided in Section
2.5 (see Theorem 2.5.1). During the proof of Theorem 2.5.1, the convergence of a certain
penalization method is studied: This convergence will be a useful tool in many of the
proofs in this chapter.

Define next the waiting region VW as

W = {z € D||V,,(2)] < 1}, (2.1.8)

and notice that, by the W/lifo—regularity of V', W is an open subset of D. Also, for each
z € R%! we define the sets

Di(z) :={yeR|(y,z) € D} and Wi(z) :={y € R|(y,2) € W}.

In the sequel, the closure of W (resp. Wi (z)) in D (resp. D1(z)) will be denoted by W
(resp. Wi(z)). We state here a technical lemma, whose proof is given in Section 2.6.
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Lemma 2.1.3. For any v = (11, 2) € D, with 2 € R¥™Y, the set W (2) is a nonempty
open interval; in particular, VV is nonempty.

Remark 2.1.4 (Existence and uniqueness of optimal controls). For each = € D, it
is possible to show that, under Assumption 2.1.1, there exists a unique optimal control
v € V. This is a classical result when the drift is affine. In the case of a convex drift, it
essentially follows from the convexity of J w.r.t. (x,v). The latter in turn follows from
the convexity of the drift, the monotonicity of h, and a comparison principle for SDFEs.
The argument can be recovered from the proof of Lemma 2.2.7 below, which works for
any sequence of controls minimizing the cost functional J. Finally, the uniqueness of
the optimal control is a consequence of the strict convezity of h in the variable xy.

The following is the main result of this chapter, characterizing the optimal policies
in terms of the waiting region VW and the derivative V,, in the sense of Definition 1.

Theorem 2.1.5. Let & = (71,2) € D, with 2 € R¥. The following statements hold
true:

1. If T € W, then the optimal control v is the unique solution to the modified Sko-
rokhod problem for the SDE (2.1.2) in W starting at T with reflection direction
_Vxlel;

2. If T ¢ W, then the optimal control v can be written as v = §; — T1 + W, where 4
is the metric projection of Ty into the set W1(z), and w is the unique solution to
the modified Skorokhod problem for the SDE (2.1.2) in W starting at i := (i1, 2)
with reflection direction —V, e;.

In Section 2.2 we provide a proof of Theorem 2.1.5 under Condition 3a in Assumption
2.1.1. The strategy of the proof can be summarized in three main steps:

Step a. In Subsection 2.2.1 we study an important monotonicity property of V., through
a connection with Dynkin games.

Step b. In Subsection 2.2.2; this property will allow us to construct e-optimal policies as
solutions to Skorokhod problems in domains W, approximating W.

Step c. Finally, in Subsection 2.2.3 we prove that the e-optimal policies approximate the
optimal policy, and that the latter is a solution to the Skorokhod problem in the
original domain W.

The proof of Theorem 2.1.5 under Condition 3b in Assumption 2.1.1 follows similar
rationales, and it is discussed in Section 2.3. In particular, in Subsections 2.3.1 a pre-
liminary lemma is proved, while in Subsection 2.3.2 we show how to use this lemma in
order to repeat (with minor modifications) the arguments of Section 2.2.

2.2 Proof of Theorem 2.1.5 for constant volatility

In this section we assume that Condition 3a in Assumption 2.1.1 holds. To simplify
the notation, the proof is given for d = 2, so that D = R2. The generalization to the
case d > 2 is straightforward.
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2.2.1 Step a: A connection to Dynkin games and the mono-
tonicity property

In this subsection we adopt an approach based on the variational formulation of
the problem in order to show, in the spirit of [70], a connection between the singular
control problem (2.1.4) and a Dynkin game. This connection will enable us to prove
a monotonicity property of V,,, which will be then fundamental in order to construct
g-optimal controls.

The related Dynkin game

We begin by characterizing V,, as a W/lifo-solution to a two-obstacle problem. The
proof of the next result borrows arguments from [50] (see in particular Theorem 3.9,
Proposition 3.10, and Theorem 3.11 therein). However, since in our case b can be convex,
the techniques used in [56] needs to be refined, and used along with suitable estimates
(described more in detail in the proof of Theorem 2.5.1 in Section 2.5) on a penalization
method. We provide a detailed proof for the sake of completeness.

Theorem 2.2.1. The function V,, is a W;2°(R?)-solution to the equation
maz{(p — bV, — LV, — h,|Vy,| =1} =0, a.e. in R?, (2.2.1)
where h = hay + 02 Vi,

Proof. We organize the proof in two steps.

Step 1. In this step we show that the function V,, is a solution to a variational inequality
with a local operator, and that V,, € W2>(RR?). Fix B C R? open bounded and consider
a nonnegative localizing function ¢ € C2°(B). Define the sets

K:={UeW2®R)||U<lae} and Ky:={vU|UcK}.

We show in the sequel that the function W := V,, ¢ is a solution in Ky, to the variational
inequality X
AW, U -W) > (H,U—-W)p, foreachU € Iy, (2.2.2)

where H := hi) — Vp L) — DV, D, the operator Ag : W12(B) x W12?(B) — R is
given by

2
Ap(U,U) := %Z o U g— (DU, U g+ (p—b )T, U for each U,U € W'2(B),

and (-,-)p denotes the scalar product in L*(B).

Let us begin by introducing a family of penalized versions of the HJB equation
(2.1.7). Let g € COO( ) be a convex nondecreasing function with 3(r) = 0 if r < 0 and
B(r) =2r —1if r > 1. For each € > 0, let V= be defined as in (2.5.2). As in Step 1 in
the proof of Theorem 2.5.1 in Section 2.5, V¢ is a C?-solution to the partial differential
equation

SLV 4 BVEV 1) =h, rER2 (223)
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It is possible to show (see Step 2 in the proof of Theorem 2.5.1 in Section 2.5) that, for
each R > 0, there exists a constant Cr such that

sup |[[V*|lwae(py) < Ckr- (2.2.4)
€€(0,1)

Moreover (as in (2.5.18) in the proof of Theorem 2.5.1), as € — 0, on each subsequence
we have:

(Ve, DV*) converges to (V, DV') uniformly in Bg; (2.2.5)
D?V¢ converges to D*V weakly in L*(Bg).

We now show that V,, € K. Since the W, -regularity of V,, is already known (cf.
Theorem 2.5.1 in Section 2.5), we only need to show that |V,,| < 1 in R% To this end,
take R > 0 and observe that, by (2.2.4) and (2.2.3), we have

sup Hﬁ((V;l)z — 1)||2(r) < Chre, (2.2.6)

€€(0,1)

where the constant Czr > 0 does not depend on €. Moreover, unless to consider a larger
Cr, by the estimate (2.2.4) and the definition of 3, we also have the pointwise estimate

1B((VE)? = 1) <2((V5)?+1) < Cr, on Bg, for each € € (0,1). (2.2.7)

Therefore, the limits in (2.2.5) and the estimates (2.2.7) allow to invoke the dominated
convergence theorem to deduce, thanks to (2.2.6), that

18((Var)* = Dllzasey = im [18((VE,)* = D2 = 0-

Since R is arbitrary, we conclude that |V, | < 1 a.e. in R?, and therefore that W € KCy.

We continue by proving (2.2.2). Since V¢ is a solution to (2.2.3), a standard boot-
strapping argument (using Theorem 6.17 at p. 109 in [85]) allows to improve the regu-
larity of V¢ and to prove that V¢ € C4. Therefore, we can differentiate equation (2.2.3)
with respect to z; in order to get an equation for V7 . That is,

2 R
(o= W) — V5 + =8 (Va2 — DVAVE,, =B, 2R, (228)

1 Z171

where we have defined he := hy, + b2, V. Moreover, by (2.2.8), the localized function

T xT2°
Vi, ==V 1 is a solution to the equation

2 .
(o= b)) = £V + 20V~ ViVi, = B, weR% (229)
where H® := h¥) — VE L1p — DVE Dy,
Let now U € Ky. Taking the scalar product of (2.2.9) with U — V7, an integration
by parts gives
2
A(VE U = Vi) + 200 (Ve )~ )Vevis

xr1x1?

U—-Vi)p=(HU-V)p (22.10)
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2
Moreover, since o > 0, the operator ("— " Uy, Us)) B ) Y , U € WH2(B), defines a
norm on Wy*(B), and it is therefore lower semi-continuous with respect to the weak
convergence in W, ”(B). By the limits in (2.2.5), this implies that

2 2

.0 0 &
llren_}glf?;(‘/wmz Ve > ?; W, Wa,) B (2.2.11)
Therefore exploiting the convergences in (2.2.5) and (2.2.11), taking the liminfase — 0
n (2.2.10), we obtain
2
Ap(W,U = W) + lim inf gw’((le)Q -1V V;

xr1T1?

U-Vi)p> (HU-W)p. (22.12)

In order to prove (2.2.2), it thus only remains to show that the scalar product in (2.2.12)
involving 3 is nonpositive. Write U as U = U, with U € K. If z € R? is such that
(Ve (2))* < (U(x))?, then §'((VE (z))? — 1) = 0 since U € K. On the other hand, if
(V£ (2))* > (U(x))? then we have 2V (U — Vi) < U? — (V;5)? < 0. Hence, since V* is
convex and ' nonnegative, in both cases we deduce that

2
gﬁ/((V;l)Q - 1)Vw‘/$€1x1 (U - Vi;) < 0.

Therefore, we conclude that T is a solution to the variational inequality (2.2.2).

Finally, since o > 0, the W, >*-regularity of V,, follows from Theorem 4.1 at p. 31 in
[82], slightly modified in order to fit problem (2.2.2) (see Problem 1 at p. 44, combined
with Problems 2 and 5 at p. 29 in [82]).

Step 2. We now prove that V,, is a pointwise solution to (2.2.1). For B C R? open
bounded and i € C°(B), by Step 1 we have that V1 is a solution to the variational
inequality (2.2.2). Moreover, thanks to the regularity of V,,, an integration by parts in
(2.2.2) reveals that

(Lap, (U =V )W) p > 0, for each U € K, (2.2.13)

where L := [(p—b}) — £]V,, — h. For every € > 0, define the sets We o= {|Va,| <1— e}
and, for N > 0 and 0 < 5 < £/N, set 1 := —nL1 w. Lii<ny- Define next U := Vg, + ¢,
and observe that U € K. With this choice of U, the inequality (2.2.13) rewrites as

0< /B L(U =V, da = — /R L1 1 ey da,

which in turn implies that [g. E2¢21W51{|£\<N}dx = 0. Taking limits as N — oo and

e — 0, by monotone convergence theorem, we conclude that I f,2¢2da: = 0; that is,
L=0a.e. inW.
Finally, defining the two regions

T ={reR?|V,(z)=—-1} and Z,:={xcR?*|V, (2)=1}, (2.2.14)

for @/AJ = —77[:+]II+]I{‘£|<N} and 7,@ nﬁ_ﬂﬂ]l{mdv}» we can repeat the arguments

above in order to deduce that L < 0 a.e. in Z, UZ_, and thus completing the proof of
the theorem. O]
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Theorem 2.2.1 allows to provide a probabilistic representation of V,, in terms of
a Dynkin game. Let 7 be the set of F-stopping times, and, for 7,7 € 7, define the
functional

T1N\T2 N R .
G(z;m, 1) = E[/ e PPh(XT)dt — e M ir <rmeos + € P 1 ery |,
0

where h = oy 402 Va, (cf. Theorem 2.2.1), the process X* denotes the solution to the
uncontrolled SDE (2.1.1), and p := p — b}. Consider the 2-player stochastic differential
game of optimal stopping in which Player 1 (resp. Player 2) is allowed to choose a
stopping time 7y (resp. 73) in order to maximize (resp. minimize) the functional G.
Recalling the definitions of Z_ and Z, given in (2.2.14), from Theorem 2.2.1 we
obtain the following verification theorem. Its proof is based on a generalized version of
It6’s formula (see Theorem 1 at p. 122 in [ 16]) which can be applied to the process
(e7PV,, (XF))is0 because V,, € W2P(R?) by Theorem 2.2.1. Since these arguments are

C
standard, we omit the details in the interest of length.

Theorem 2.2.2. For each x € R?, the profile strategy (71, T2) given by the stopping
times

T=inf{t >0/ X/ €Z_} and H:=inf{t>0| X €Z,}

is a saddle point of the Dynkin game, and its corresponding value equals V,.,(x); that is,
G(z;1,72) < Vo (z) = G(x; 71, 7o) < G(x; 7y, 72), for each 7,19 € T.
Moreover, we have

Vi, (x) = supinf G(x; 7, 72) = inf sup G(z; 71, Ta). (2.2.15)

1 T2 2 1

The monotonicity property

We now show how Condition 2 in Assumption 2.1.1 together with Theorems 2.2.1
and 2.2.2 lead to an important monotonicity of V.

Proposition 2.2.3. We have b2 V,,,, > 0 in R?.

Proof. Since b2, < 0 by Condition 2 in Assumption 2.1.1, it is enough to show that
V2, < 0. Fix an initial condition z € R?, take r > 0, and define a new initial condition
" € R? by setting 2" := x + rey. Let X® = (X5 X%*") be the solution to the
uncontrolled dynamics (2.1.1), with initial condition ”. By the structure we assumed on
the drift, this perturbation of the initial condition will affect only the second component
of X*". Indeed, since z;, > w5, a standard comparison principle for SDE (see [101]) gives
X2 — X} > 0 for each t > 0, P-a.s., while X5*" = X1 Hence, since hy 4, <0, we
have

B, (XF) < ey (XF),  for each t > 0, P-a.s. (2.2.16)
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Moreover, since b? . < 0, we can exploit the convexity of V' to obtain
b, (XF) (Via (XT7) = Viu (XT)) (2.2.17)
‘e 1 T
= 2, (X)X = X2) [ Vo (X7 s(X — X2))ds
0
<0, foreacht >0, P-a.s.

Let us now prove that V,,(y) > 0, for each y € R2. Fix y € R? and let v be an optimal
control for y. Observe that, for each § > 0 we can still employ a comparison principle
to deduce that X% — X}¥%2% — 0, and X2¥" — X2¥792% > (), for each ¢ > 0, P-a.s.
This, since h,, > 0 and V € C*(R?), in turn implies that

V() = V(= be)

V() = lim g (2.2.15)
> lim J(y;v) — J(y — deg;v)
6—0 )
1 00 . .
> i 5E[/ e P (h(XP") = h(XP™°=))dt | > 0,
— 0

where we have used that the control v is suboptimal for the initial condition y — des.
Hence, since b2 ,, < 0, we obtain that

(02 (X7) =02 (X]))Va, (X)) <0, for each t >0, P-as. (2.2.19)

Summing now the inequalities (2.2.16), (2.2.17) and (2.2.19), we find, for each ¢ > 0,
P-a.s.,

hay (XT7) 0, (X7 )WVao (XT) < Dy (X)) + 07, (XT) Vi (XT): (2.2.20)
that is, A(X*") < h(X®). Therefore, for each stopping time 71, 7 € 7, we deduce that
G(z";m1,m) < G(z;71, T2).

Taking the supremum over 7, € 7 and the infimum over 7, € 7 in the latter inequality,
we deduce, in light of (2.2.15) in Theorem 2.2.2, that V,, (") < V., (z). Hence, we
conclude that V., < 0 in R? which completes the proof of the proposition. O

2.2.2 Step b: Construction of s-optimal policies

For every € > 0 define the sets
W.:={z eR*|V](z) <1l—¢e}, S.:=0W..

The proof of the following lemma is obtained combining arguments from [I 15] together
with the monotonicity property shown in Proposition 2.2.3.

Lemma 2.2.4. For each € > 0 such that x € W., there exists a solution v° € V to the
(classical) Skorokhod problem for the SDE (2.1.2) in W, starting at T with reflection
direction —Vy, [|Vz, |e1.
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Proof. Fix € > 0 such that z € W.. In order to employ the results of [125] to construct
v® as the solution of the Skorokhod problem with reflection along S, we first show that
S. is a C® hypersurface.

To this end, we begin the proof by showing that

Ve () >0, for each x € W. (2.2.21)

Take indeed z € W and 6 > 0 such that Bs(z) C W. Since V solves the linear equation
pV — LV = h in W, from Theorem 6.17 at p. 109 in [35] it follows that V € C*(W).
Therefore, we can differentiate two times with respect to z; the HJB equation (2.1.7),

and obtain an equation for V. .,

(p - 2b1)‘/"r1x1 - E"/ﬂmxl = hflflml + 2b9261‘/119”2 + b2

ey Vs, 0 Bs(x). (2.2.22)
Since by assumption h,,,, > 0, thanks to Proposition 2.2.3 we have that h,,,, +
202 Vyioy > 0. By the inequality (2.2.18) in the proof of Proposition 2.2.3, and the
fact that b® is convex, we deduce that b2 , V,, > 0. Therefore, the right hand side of
(2.2.22) is positive. Next, by the strong maximum principle (see Theorem 3.5 at p. 35 in
[85]), Vi, cannot achieve a nonpositive local minimum in Bs(z), unless it is constant.
If V, ., is constant in Bs(x), then by (2.2.22) we obtain V,,,, > 0 as desired. If V.,

attains its minimum at the boundary dB;s(z), then by convexity of V' we still have

Vxl:}cl (y) > dféll(n) ‘/961371 > 0, for each Yy - B(;(Qj),
5(x

which also proves (2.2.21)

Next, define v(x) := V,,(2)/|Vy, (z)]e; for each z € S., and w(y) := |V, (y)|* for
cach y € W. Notice that \/w(y) = |0,V (y)|. For R > 0, by compactness of Wfﬂ =
W, /2 N Bp, in light of (2.2.21) we can find a constant c£ > 0 such that

i%fR Voo (2) > & > 0. (2.2.23)
xTe e/2

Therefore, for x € S, and R large enough, by (2.2.23), we have
w(z + Av) = 0,V (x + Av) 2 0,V (z) + Al /2 = \Jw(x) + Al /2,

and hence
Oo\Jw(z) > /2. (2.2.24)
It thus follows that d,w # 0 on S.. This implies, by the implicit function theorem, that
S, is a C3-hypersurface.
Now, by (2.2.24), arguing as in Lemma 2.7 in [ 15] it is possible to show that the
vector —7 is not tangential to S., and, by definition of W. and of 7/, we observe that the
vector —v points inside W.. Therefore, we can employ a version of Theorem 4.4 in [125]

for unbounded domains in order to find a solution v* € V' to the Skorokhod problem
for the SDE (2.1.2) in W, starting at Z, with reflection direction —V,, /|V,,|e1. O

We conclude this section with the following lemma. We omit its proof since this can
be established as in the proof of Lemma 2.8 in [115].

Lemma 2.2.5. For each x € W and € > 0 such that x € W., let the control v° be as
in Lemma 2.2.4. Then J(Z;v°) — V(Z) as € — 0.
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2.2.3 Step c: Characterization of the optimal control

Thanks to the results of Subsections 2.2.1 and 2.2.2 we can now prove Theorem
2.1.5. We provide a separate proof for each of the two claims.
Proof of Claim 1

We will first prove Claim 1 for rew, and then, at the end of this subsection, we
will give a proof for a general z € W. Fix € W and a sequence {&, },en converging
to zero. To simplify the notation, according to Lemma 2.2.4 we define the processes

pem€
X" = X5 " =0, £ = ||, for each n € N.

Bear in mind that the processes v, 7" and £" depend on the initial condition Z,
and that, according to Lemma 2.2.5, the sequence of controls {v"},cy is a minimizing
sequence; that is, J(z;v") — V(Z) as n — 0.

We begin with the following estimate.

Lemma 2.2.6. Let p' :== (2p — 1)/2. We have
sup [~ e (BIXP) + BIXGP )t < C(1 + [717), (2.2.25)

Proof. Denoting by X7 the solution to (2.1.1), a standard use of Gronwall’s inequality
and of Burkhdlder-Davis-Gundy’s inequality leads to the classical estimate

E[|X7?] < Ce? (14 |z|?) for each t > 0,

where L is the Lipschitz constant of b and C' > 0 is a generic constant. Therefore, since
the control constantly equal to zero is not necessarily optimal for z, from the latter
estimate and the growth rate of h we obtain

V() < ]E[ /0 T e (X dt

< c/°° e~ (1 + B[ X7|P])dt
0

<O [T e 14 gyt < O(1+ |al),
0

where we have used that, by Condition 3a in Assumption 2.1.1, p > p L. Therefore,
since v" is a minimizing sequence, for all n big enough we find the estimate

K1 / e[| X P — ke < J(7;0") < O(1+ |7]P),
0

from which o
sup / e~ PE[| X" Pldt < O(1 + |z]P). (2.2.26)
n 0

Next, using again Gronwall’s inequality and Burkholder-Davis-Gundy’s inequality,
we find

/ T / t /
E[|X;"P] < Ce? Lt(l +|Z” + pe +pt/0 E[| XL P ]ds), for each t > 0,
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where p; is a suitable (deterministic) polynomial in ¢, not depending on n. Therefore

/ e~ PE[| X2 dt < C / WL (1 4 |27 + p,)dt (2.2.27)
0
+C/ [pL p(1—p' /D)t D / p(0'/P)s R |X1"|p]dsdt

<O [Tl ol + )t
0

/
P

+C’/ e[p,L_p(l_p'/p)}tpt</ e_psE[|Xsl’"|p]ds> dt.
0 0

After noticing that Condition 3a in Assumption 2.1.1 implies p'L — p < 0 and p'L —
p(1 —p'/p) <0, using (2.2.26) in (2.2.27), we conclude that

sup [ e BI|XP e < 1+ fal?),
which, together with (2.2.26), completes the proof of the lemma. O
Lemma 2.2.7. Let v € V be the unique optimal control for . We have that
X' = X7 and vt — 0, P®dt-ae inQx[0,00), asn— oo.
Proof. The proof employs arguments as those in the proof of Theorem 8 in [135], that
however need to be suitably adapted in order to accommodate our more general convex

setting.
We organize the proof in two steps.

Step 1. Arguing by contradiction, in this step we prove that the sequence X" is Cauchy
w.r.t. the convergence in the measure P ® e *'dt; that is, for each § > 0 we have

El/ e_pt]l{|xtn_xtm|>5}dt1 — 0, asn,m — oo. (2.2.28)
0
Indeed, suppose that for a subsequence (not relabelled), one has
E[/ e‘pt]lﬂxtn_xgnb(;}dt] > 09 >0, foreachn,m €N, (2.2.29)
0

for a certain constant oy > 0.
Fix A € (0,1). We begin by defining the processes

ynmo— XAV and 2 = A X+ (1 —=X)X™, for each n,m €N.
We first need to show that

Y,"" < Z™, for each t > 0, P-a.s. (2.2.30)
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Since the drift b' is affine, we have Y™ = ZLnm MNoreover, since b? is convex, we
find

t
ZE =gyt [ (XD 4 (1= NBX)de + oW (2.2.31)
0
t
0
t
= my+ [ B 2 W,
0

while Y™™ = Zy + [L0*(Y 5™, Y2™™)ds + oW?. This, by the comparison principle
for SDE (see [101]), implies that Y*™™ < Z7™™, for each t > 0, P-a.s., and (2.2.30)
follows.

Next, in light of (2.2.30), by the monotonicity of h in x5 we find

A (Z;0") + (1= AN J(Z;0™) — J(Z; "™ 4+ (1 — A)o™) (2.2.32)

= E[/Ooo e PPN(XT) + (1 — NR(XT) — h(Y,"™))dt

+ e PHNdE + (1 — N)dE" — d| ™ + (1 — )\)vm|t)1

[0,00)

> E

[T RO + (0= )~ 1z

as we have that A" 4+ (1 — A\)v™|; < A+ (1 — N\)EP, and that e ' is positive and
decreasing.
Then, using (2.2.29), for M > 0 we observe that

E[/O ePt]l{IXt"—X;”|>6}]1{X;L|<M,XthM}dt]
>0 — E[/{) ept]l{|X?>M}dt] — E[/o ept]l{ng"|>M}dt].

Moreover, the estimate in Lemma 2.2.6 and an application of Chebyshev’s inequality
yield
CQ+ |z

T , for eachn € N,

E[/OOO ept]l{|X?>M}dt] <
so that we can find M big enough such that
E[/Ooo e*Pt]l{‘X?_Xgnbg}]lﬂxmg]w, |Xtm<M}dt] > 620, for each n,m € N.
Combining the latter inequality with (2.2.32), we obtain
A (z;0") + (1= N)J(Z;0™) — J(Z; A" + (1 — A)o™) (2.2.33)

> 5(50,M>E[ /0 e P yxp—xmssy Lyxpl<ar, | xm<arydt

do

> 5(60,M)§7
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where, by strict convexity of h in the variable z1, we have d(5, ar) > 0, for
Sigoan = f {Ab(x) + (1 = Mh(y) = h(Az + (1= Ny)||& = y| > 6o, |2, [y] < M}.

On the other hand, by Lemma 2.2.5, J(Z;v") converges to V' (Z) as n — oco. Therefore,
from (2.2.33), we can find n € N such that
do

V(z) > 5(60’M)Z + J(z; " + (1 — A)o™), for each n,m > n,

which contradicts the definition of V', completing the proof of (2.2.28).

Step 2. By the previous step, there exists a limit process X and, unless to consider a
subsequence, we can assume that

X' — X, P@dtae inQx[0,00), asn— oo. (2.2.34)

Next, defining the process v; := th A (X;)ds — oW}, using the estimate from
Lemma 2.2.6 and (2.2.34) we find

~ _ [t ~
o — v| < X" — X+ L/ X1~ Xlds —» 0 P®di-ae in Qx [0,00),
0
which implies that

v — vy P®dtae. in Q x [0,00), as n — 0. (2.2.35)

We also observe that, by using Lemma 3.5 in [1041], we can assume the processes X1
and v to be cadlag. Also, denoting with & the total variation of v, from (2.2.35) we
easily find

& <liminf&'  for each ¢ > 0. (2.2.36)

Next, exploiting the limits in (2.2.34), the Lipschitz continuity of ? and the estimate
from Lemma 2.2.6, we can see that the process X2 is continuous and it solves the SDE
dX? = b(X}, X2)dt + odW?, t > 0, X2_ = Z,. This, together with the definition of v,
implies that
X =X (2.2.37)
Finally, thanks to the limits in (2.2.34), (2.2.35) and (2.2.36), to the identity (2.2.37),
and to the continuity of h, we invoke Fatou’s lemma and, with an integration by parts
(see, e.g., Corollary 2 at p. 68 in [115]), we find

J(#:0) = E[ / TP (XEVdE + p / - eptgtdt] (2.2.38)
0 0
< lim ianE[ / - e P h(X])dt + p / B e‘ptif’dtl = liminf J(z;0") = V(Z),

where we have used that the sequence {v"}, ey is minimizing for z, according to Lemma
2.2.5. Thus, the process v has locally bounded variation, and v € V. Also, from (2.2.38)
we deduce that the control v is optimal for Z, and, by uniqueness of optimal controls
(see Remark 2.1.4), we conclude that v = v and X = X7 completing the proof of the
lemma. O
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The proofs of the next two propositions follow by employing arguments similar to
those employed in Sections 2.3 and 2.4 in [L15] (we provide details here in order to
recall these arguments in the sequel).

Proposition 2.2.8. We have that P[X7" € W, Vt > 0] = 1.

Proof. By Lemma 2.2.7, X7 — X{"", P ® dt-a.e. in Q x [0, 00), and, by Lemma 2.2.4,
PX] € W,t > 0] = 1, as W., C W for each n € N. Therefore, it is clear that
X" e W, P® dt-a.e. in Q x [0, 00), which, by right-continuity, implies that P[X{" €
W,t>0]=1. O

Proposition 2.2.9. We have dv = 3d|v| with
t
o], = /0 ]I{Xffe&7V11(X§f):;y5}d]17]3, for each t > 0, P-a.s.

Proof. Take R > 0 such that T € By and define 75 := inf{t € [0,00)|XZ" ¢ Bg}. For
each ¢ > 0, let V¢ be as in (2.5.2). As in the Step 1 in the proof of Theorem 2.5.1 in
Section 2.5, V¢ is a convex C*?-solution to (2.5.3). By Itd’s formula for semimartingales
(see, e.g., Theorem 33 at p. 81 in [145]), applied on the process (e ”V(X["));0 on
the time interval [0, 75, we find

E[e™m V(X7 = V()

TR oy b e [ VTN~ 9|~
+E[/O e PHLVE — pVE)(X[)dt + e PVE (X ) d|ol,

[07TR)

+ Y e HVEXTT) = VE(XEY) = VE(XE ) A(|o) — ’@’t»]'

0<t<™r

By the convexity of V¢, the last sum above is nonnegative. Also, since the function
in (2.5.3) in nonnegative, we have pV® — LV < h a.e. in R?. Hence from the latter
equality we deduce that

Ve(z) <E

[ [ o xEdpl]. 22s)
0 0,7Rr

Therefore, taking first limits in (2.2.39) as ¢ — 0 (using (2.5.18) and the dominated
convergence theorem), and then letting R — oo (using the monotone convergence
theorem and the dominated convergence theorem), we obtain

V(z) <E

[T [ e, o) (2:2:4)
0 0,00

Next, by the optimality of v, we have that V(z) = J(z;v), and, from (2.2.40), it follows
that

]El/[ )e_pt(l + Vo (XE9) ) d|o), | <0, (2.2.41)
0,00
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This in turn implies, using 0 < 1 — |V,,| < 1+ V,, 7 for all v € R with |y| = 1, that

O0<E

N

[ e WGl <[ [ e V(| <o

From the latter chain of inequalities we deduce that the support of the random mea-
sure d[o] is P-a.s. contained in the set {(w,t) € Q x [0,00) | X;""(w) € OW, 3(w) =
—V,, (X7 (w))}, which completes the proof of the proposition. O

The proof of the next proposition also follows by employing the arguments in [115].
Details are provided in Section 2.6 for the sake of completeness.

Proposition 2.2.10. We have that, P-a.s., a possible jump of the process X%V at time
t > 0 occurs on some interval I C OW parallel to the vector field —V, ey, i.e., such
that =V, (x)ey is parallel to I for each x € I. If X%V encounters such an interval I, it
instantaneously jumps to its endpoint in the direction —V, e, on I.

Combining then the Propositions 2.2.8, 2.2.9 and 2.2.10, we see that, for z € W,
the optimal control v € V is a solution to the modified Skorokhod problem for the SDE
(2.1.2) in W starting at T with reflection direction —V, e;.

Take next # € W. By definition, there exists a sequence {x*},cn C W such that
2 — 7 as k — oo. For each k, let w* be the optimal control for z*, and consider
the controls ¥ — Z + w*, which consist in following the policy w* after an initial
jump from Z to x*. Using the fact that ¥ € W, from Proposition 2.2.8 we have that
]P’[ka;wk € W,t > 0] = 1. Observe, moreover, that X= " = X%#*~#+w* a1 that
|J(Z; 2% — 7 + wk) — J(z%; w*)| = |Z — 2¥|. By the continuity of V', we now see that

V(z) = liin V(z®) = liin J(2F;wk) = lilgn J(z; 2" — 7+ wh).

Therefore, the sequence of controls {z* — Z + w*},cn is a minimizing sequence for the
initial condition z. Repeating the proof of Lemma 2.2.7 with the sequence of controls
{x¥ — T + w*}ren, we see that ka;wk — X, P®dt-a.e. in Q x [0,00). This allows to
repeat the arguments in the proofs of Propositions 2.2.8, 2.2.9 and 2.2.10 in order to
conclude that, also for Z € W, the optimal control ¥ € V is a solution to the modified
Skorokhod problem for the SDE (2.1.2) in W starting at & with reflection direction
—leel.

Finally, through a verification theorem (which can be proved by using It6’s formula
as in the proof of Proposition 2.2.9, see also Theorem 4.1 at p. 300 in [31]), it is easy
to show that any solution to the modified Skorokhod problem for the SDE (2.1.2)
in W starting at Z with reflection direction —V,, e; is an optimal control. This, by
uniqueness of the optimal control (see Remark 2.1.4) implies that such a solution is
unique, completing the proof of Claim 1 of Theorem 2.1.5.

Proof of Claim 2

Fix 7 = (7),%) ¢ WV and denote again by v the optimal control for Z. Let 1 € R
be the metric projection of Z; into the set Wi (z). The set Wi(Z) is a closed interval
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(cf. Lemma 2.1.3), hence the point ; is uniquely determined. Set then ¢ := (71, 2)
and observe that §y € 0W. Let w be the optimal control for 3. Notice that, since
V., is pointing outside W, (z), we have V,, (¥)(T1 — #1) = |Z1 — #1|. Therefore, since
(01 + M@1 — 1), 2) ¢ W for each X € (0, 1), we get

V(z)=V(y,2) + /01 Vi (U + MZ1 — 1), 2)(Z1 — 1)dA =V (§) + |Z1 — 7.

This means that V(z) = J(y; w) + |21 — 91| = J(Z; 1 — y1 + W), which, by uniqueness
of the optimal control, implies that ©# = Z; — z; + w. Moreover, since §j € ¥ and w
is optimal for gy, by Claim 1 we have that w is the unique solution to the modified
Skorokhod problem for the SDE (2.1.2) in W starting at y with reflection direction
—V,,e1. This completes the proof of Claim 2 and therefore also of Theorem 2.1.5.

2.3 On the proof of Theorem 2.1.5 for linear volatil-
ity
In this section we assume that Condition 3b in Assumption 2.1.1 holds. To simplify

the notation, also this proof is given for d = 2, so that D = R = {z € R?*| x4, x5 > 0}.
The generalization to the case d > 2 is straightforward.

2.3.1 A preliminary lemma

Define the set
Vii={veV] XY X2 S () for each ¢ > 0, P-a.s.}.
Lemma 2.3.1. We have V(z) = minyeye J(x;v), for each x € R?.

Proof. Let v € V be an optimal control for x € Ri, and denote by (£1,¢7) its minimal
decomposition. In order to simplify the notation, set X := X*". Assuming that v, =0
for each s < 0, define the family of random variables

T :=inf{t > 0| <Xt1’§;r1/k — &) € (—o0,27) x (0,00)}, k€N

Define the filtration F* := (Fi+1/k)e=0 and notice that, for each k > 1, 7, is an F~-
stopping time. Set 7 := sup, 7%, and observe that, for k < EJ we have 7, < 7z. This
implies that, for each k > 1, 7 = SUDg >k Tk, SO that 7 is an F*-stopping time, and, by
right-continuity of the filtration I, we deduce that 7 is an F-stopping time. Also, such
a definition of 7 is such that the negative part £~ of v acts at time 7; that is, 7 is in
the support of the measure £~.

If P[r < oo] = 0, then the control £~ never acts when the state process X! lies in the
region (—oo, %). Since a; > 0 and b? > 0, this is enough to ensure that X, X" >
0 for each t > 0, P-a.s., which in turn implies that v € V{.

Arguing by contradiction, suppose that P[r < oo] > 0. Define the control 7, :=
TgeryortLsny (& +min{a]— X1 0} A ~py), and the process X := X*? Define next
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the stopping time 7 := inf{t > 7| X} > 2z}, the control 7, := LTiery0 + Loy (X3 —
X;_ + v, — v;7) and the process X := X%?. Since at time 7 only the negative part ¢~
of v acts, on {7 < oo} we have 7 < 7. Also, by the definition of v, for k such that
T+ 1/k <7, on {r < oo} we have

Urii/k = Urii/k 2 Sy 2 Sne > Somap 2 05

so that the processes v and ¥ are not indistinguishable. Moreover, v and v are such
that, on {7 < 0o}, we have

{th = X} for t € [0,7) U[F, 0), (2.3.1)

X< X} fort € r,7).
After some manipulations, from (2.3.1) we deduce that
(7:7)

+ E[lrescye ™ (1X7 = X7 | = |X] = X7 |)]
+]E[]l{7<oo}€_pf(|X; - X;—| - |X; - X;—m’

J(z;v) — J(2;0) = E[n{f@o} ( / ) e Ptde; + / ’ e "' Dh(X,)(X, — Xt)dtﬂ (2.3.2)

for X; = MX; 4 (1= X)X € (—o0, 22%) x R, and suitable choice of A;(w) € [0,1]. We
point out that, the expectations in (2.3.2) are well defined also for 7 = oo. Indeed, since
v is optimal, we have limy_.o, E[e ?T |v|7] = 0, so that e ?7 (| X2 - X1 |—|X2-X! |) =0
P-a.s. on {7 = oo}. Since £~ acts at time 7, we have X! — X1 < 0. Also, at time 7 the
control ¥ can only jump to the left, giving X! — X! < 0. Hence, using X! — X! > 0,
we obtain

(X7 = X | - X - X)) = e (X; - X7) > 0. (2.3.3)
So that, from (2.3.2), we get
J(z;v) = J(2;0) 2 E[l{r<oep V], (2.3.4)
with
- /w) erde; + | TP DR(X,) (X, — X,)dt (2.3.5)

e T(IXE - X1 | — |2 - XL,
Now, if X! > X1 | then using (2.3.1) we find
X -xL |- xXl-XL | =>XL -XL >o0. (2.3.6)
Therefore, plugging (2.3.6) into (2.3.5) and taking the expectation, we obtain the in-
equality

E[l{rco, xi>x1 1 9] > E

1{T<oo,x;>x;_}/ e hg, (Xi) (X} — th)dtl (2.3.7)

" Eh{moo,XiZXi_}/ e P hy, (X0)(X7 — X7)dt| >0,
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where we have also used (2.3.1), Condition 3b in Assumption 2.1.1, and that, due to the
monotonicity of b* in the variable x;, via a comparison principle we have X7 — X7 <0
for t € (7,7). On the other hand, if X! < X! | from (2.3.1) we obtain

G- X2 |- -X2 > X0 - X (2.3.8)
— X' - X!y / pLX) — XDVdt + / o(X) — X)W} — /(Tf) dé; .
If b} < 0 substituting (2.3.8) into (2.3.5), as in (2.3.7) we obtain
E[L (<0, r<oo, x1<x2 V] > 0. (2.3.9)
Similarly, for b; > 0 we find
E[L (5120, <0, x1<x1 V] (2.3.10)

> Elﬂ{@oﬁ@,m@} / (hay (X0) = b1) (X} = XS)]
+E[l{b%20,T<W,X%§Xi}/ th(Xt)(th — th)dt] > 0.

Finally, adding the inequalities (2.3.7), (2.3.9) and (2.3.10) and using (2.3.4) we obtain
J(z;v) — J(x;0) > 0,

which contradicts the uniqueness of the optimal control v, completing the proof of the
lemma. O]

2.3.2 Sketch of the proof of Theorem 2.1.5

Since we are interested in characterizing the optimal control for any given z € R?,
thanks to Lemma 2.3.1 we can restrict the domain of the HJB equation to the set ]Ri.
We observe that, upon exploiting the ellipticity of the operator £ in the domain ]R%r
(and, in particular, the uniform ellipticity of £ on each ball B C R2), all the results from
Sections 2.2.1 and 2.2.2 can be recovered, with minimal adjustments of the arguments
therein.

For € W we can consider the processes X" := X" " for n € N, with {v"},.en
minimizing sequence of solutions to the Skorkokhod problems on domains W,, accord-
ing to Lemma 2.2.5 (here W,, denotes the closure of W, in R?).

Estimates as those of Lemma 2.2.6 can now be proved as follows. Denoting by X~
the solution to (2.1.1), by standard results (see, e.g., Theorem 4.1 at p. 59 in [133]) we
have E[|X7[P] < Ce? CLto*(=1)!(] 4 |z|P) for each t > 0. Hence, arguing as in the proof
of Lemma 2.2.6 and using the requirement on p from Condition 3b in Assumption 2.1.1,

we find -
Sup/ e~ PE[| X" Pldt < O(1 + |z]P). (2.3.11)
n 0
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Next, for p’ := (2p —1)/2, we use (2.3.11) to estimate | X>"|”". We underline that, since
W, CW, we have X' > 0 P®dt-a.e. in Q x [0,00). For each n € N, define the process
A" as the solution to the SDE

dA? = L(1 + | X"+ AMYdt + o ATdW?2, t >0, Al = Zy.

Since X" < Ty + [ L(1 + | X1+ | X2"|)ds + o [} X2"dW?2, by a comparison principle
for SDE (see [101]) we obtain X" < A™. Therefore, using that

A} —Et[xg—l—/ 1—}-|X1n|) E-lds|

with E, := exp[(L — 02/2)t + oW,], we find
/ T PR X2 | dt (2.3.12)
0
< [T eemliag e ar
0

o0 ALl t . ,
<C / e 'R [Ef = +p, / EVE? ds}
0 0

+0/ (/ e P E[| X1 P)d )‘11 P<1—2>t(/OtE[(Et/ES)p’q*]ds>l*dt

where we have also used Holder’s inequality with exponent ¢ = p/p’, ¢* denoting the
conjugate of g. Exploiting the requirement on p made in Condition 3b in Assumption
2.1.1, after elementary computations one can see that

1
*

/0 ” e—p<1—;>t< /0 t]E[(Et/ES)p’q*]ds> dt < co. (2.3.13)
Finally, substituting (2.3.11) and (2.3.13) in (2.3.12), we conclude that
sup/ “PR[| X2 P]dE < O(1 + |z]P),
which, combined with (2.3.11), gives
sup /0 T E X + BIXPP])dE < C(1 + |7 ]P). (2.3.14)

Thanks to the estimate (2.3.14), the arguments of Step 1 in the proof of Lemma
2.2.7 can be recovered, so that (up to a subsequence)

X' > X, P®dt-ae in Qx[0,00), asn— oo, (2.3.15)

for an adapted process X. Using again (2.3.14) and the assumption p > 2, a standard
use of Banach-Saks’ theorem allows to find a subsequence of indexes {n; }JGN such that
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the Cesaro means of {X'"}cy converge in L2 to the process X'; that is, for each
T > 0, we have

1 .
72 Xt X1 asm — oo, in L2(Q x [0,T];P® dt). (2.3.16)
m —

Next, defining the process v; := th — T — Jy des — 3 1dVVS, and exploiting the L2
convergence in (2.3.16) and the linearity of the dynamics for the first component, we
deduce that

1 m

"= = 0" — v, asm — oo, inL*(Qx[0,T];P®dt), for each T > 0. (2.3.17)
m
7=1
Again, by using Lemma 3.5 in [104], we can assume the processes X! and v to be

right-continuous. Next, observe that the processes X" can be expressed as
XP" = By |5y + [V (X7)/Euds|, with E, = exp (oW2 - 5t), t>0.

Hence, taking limits as n — oo in the latter equality (exploiting (2.3.15) and the uniform
integrability deriving from (2.3.14)), we deduce that

X} = B[z + [J0(X,)/Buds|, t>0,

so that, thanks also to the very definition of v, we have X = X7*. Overall, from (2.3.15),
(2.3.17) and the latter equality, we have

Xmi==> X" — X" and ?" — v, P®dt-ae inQx|0,00), (2.3.18)

1
m iz
as m — oo. It is however worth noticing that X™ is not the solution of the SDE
controlled by ©™, unless b? is affine. Similarly to (2.2.36), using the fact that the sequence
of controls v™ is minimizing, and exploiting the limits in (2.3.18) and the convexity of
h, we find

J(#0) = EUOM e~ PUR(XT)dt + p/ooo ept|v|tdt]

< lim ian[‘E[/Oo e (X[ dt + ,0/OO 6_pt|5m’tdt]
m 0 0

1 & oo " 00 _
< liminf — Z]E[/ e P'h(X,7)dt + p/ e_pt|v'”f|tdt1 =V (z),
mom = 0 0

so that the control v has locally bounded variation and it is optimal. By uniqueness of
the optimal control, we deduce that o = v and X = X%?.

Finally, thanks to the properties of (X", v™), by repeating the arguments leading to
Propositions 2.2.8, 2.2.9 and 2.2.10 (see Section 2.6), the optimal control v for & € W
can be characterized as the unique solution to the modified Skorokhod problem for the
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SDE (2.1.2) in W starting at Z with reflection direction —V,, e;. On the other hand, for
T € W, we can repeat the rationale at the end of Subsection 2.2.3, which yields that
the optimal control can be characterized also for # € W, completing the proof of Claim
1 of Theorem 2.1.5.

When 7 ¢ W, following the arguments of Subsection 2.2.3, one can characterize the
initial jump of v. This completes the proof of Theorem 2.1.5 under Condition 3b in
Assumption 2.1.1.

2.4 Comments, extensions and examples

2.4.1 Refinements of Assumption 2.1.1

Assumption 2.1.1 can be improved as follows.

Affine drift

If & is constant, Theorem 2.1.5 holds also for a drift b(z) := a + bz, for a vector
a € R? and a matrix b € R¥9 such that the vector 8 := (0,b%,...,6{)" € R? is an
eigenvector of b and h,,5 > 0. Here the vector (0,0%,...,b¢)" is the first column of b,
with b7 replaced by 0, while h,,s denotes the 3-directional derivative of h,,. In this
case, for x € R% r > 0 and 2" := x + rf3, the solution X?*" of (2.1.1) writes (see, e.g.,
p. 99 in [133]) as X¥ = e’'a" + P, where P; does not depend on z". Hence, since the
vector (3 is by assumption an eigenvector of the matrix b with eigenvalue A\, we find
X — X? = ref®3 = ret*3, for each t > 0, P-a.s. This easily allows to repeat the
arguments in the proof of Proposition 2.2.3, so that V,, g > 0, while all of the other
results in this chapter still hold (often with less technical proofs). Also, in this case, for
p = 2 it is sufficient to require that

p>2A(b), A(b):=max{Re(A)|\ eigenvalue of b}.

We refer to Lemma 2.2 and Theorem 2.3 in [50] for more details. Finally, all the results
in this chapter apply for a constant volatility matrix ¢ such that 6" is positive definite,
o " denoting the transpose of 7.

On Condition 2

A careful look into the proofs of Proposition 2.2.3 and of Lemma 2.2.7 reveals that
the results in this chapter remain valid if the drift coefficients b* in Condition 2 in
Assumption 2.1.1 satisfy one of the following more general requirements.

1. Under Condition 3a, for i = 2, ..., d, either of the following is satisfied:

(a) b'is convex, h,, > 0, and either b, , bl ., hgo, < Oor bl , b o g > 0;
(b) b is concave, h,, < 0, and either b}, , —b. ., hyp, <Oo0r L, —bl o By, >

0.

2. Under Condition 3b, for ¢ = 2, ..., d, either of the following is satisfied:
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bl

T1T4?

_pi

T1x;?

(a) b is convex, h,, > 0, and 0., ,

(b) b" is concave, hxl 0, and b’ ,

h'CU1$Z 07
B e, < 0.

We point out that the conditions to deal with a linear volatility need to be compatible
with the arguments in the proof of Lemma 2.3.1 and are, for this reason, more restrictive.

On the lower-growth of h

We underline that the lower-growth requirement on h in Condition 1 can be im-
proved in some particular settings: If the drift is affine and the volatility is constant, for
p < 2 it is sufficient to assume h > —k,. Indeed, in this case, the proof of the estimate
(2.5.5) in Step 2 in the proof of Theorem 2.5.1 in Section 2.5 simplifies (in particular,
n (2.5.6), My = 0) and it can be provided without relying on Lemma 2.2.6. Also, for
any z € R? and any sequence of minimizing controls {v"},cn, we have the estimate

SupE[f[O’OO) e_ptd|v”]t} < CO(1+ |zfP),
which, combined with E[|X7*"|] < C(1 + |z[? + E[Jv"|,])e™, gives

sng[f[Q) D X7 |dt] < supC(1+]x\p+E[ pt\v”|dtD C(1+ |z?).

Therefore, a limit process X such that X" — X, P® dt-a.e. as n — oo can be found,
by adapting the reasoning in Step 1 in the proof of Lemma 2.2.7. Also, using Lemma
3.5 in [104], in the spirit of what has been done in Subsection 2.3.2, we can exploit the
convexity of h and the fact that b is affine in order to prove that X = X", with v
optimal control for the given x. This allows to recover Lemma 2.2.7 and to characterize
the optimal control v.

2.4.2 Some remarks

We provide here some extensions to the results contained in this chapter.

Remark 2.4.1 (Asymmetric costs of action). Unless to slightly modify some of the
arqguments in this chapter, Theorem 2.1.5 extends to the case in which increasing the
first component of the state process has a different cost than decreasing it; that is, to
the cost functional

oy o (T3 0) 1= E[/ _pth(Xxv)dt—i-/ﬁ/
0

[0,00)

e_ptdé-:_—i‘lig/[ e‘ptdgt_], K1, kg > 0.
0

In this case, the value function V solves the HJB equation
max{pV — LV — h, =V, — k1, Vy, —ka} =0, a.e. in D.

This can be shown by employing arguments similar to those in the proof of Theorem
2.5.1 in Section 2.5, by replacing the penalizing term in (2.5.3) with an “asymmetric”
penalization [3(—Vy, — k1) + B(Ve, — K2)]/e. Most of the arguments in this chapter
remains essentially unchanged, and the optimal control can be characterized as the so-
lution to a Skorokhod problem on the domain Wy, ., := {y € R | k1 < Vi, (y) < Ko}
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Remark 2.4.2 (Monotone controls). Our approach allows also to characterize opti-
mal controls for stochastic singular control problems where the minimization problem is
formulated over the set of monotone controls; that is, when

V(z) = 5123 J(z; &)  with A:={{ eV, & nondecreasing }.

In this case, V' solves the HIB equation max{pV — LV — h, =V, — 1} =0, a.e. in D,
and its derivative V,, is the value function of an optimal stopping problem (rather than
a Dynkin game). The arguments in this chapter can be easily adapted, and the optimal
control can be characterized as the solution to a Skorokhod problem on the domain
Wi = {y e RY1 <V, (y)}. We stress that, in this case, the additional requirements
on h and b in Condition 3b in Assumption 2.1.1 are not anymore needed (see Remark

2.1.2).

Remark 2.4.3 (Finite time horizon). A characterization result analogous to Theorem
2.1.5 could also be investigated for an optimal control problem over a finite time-horizon.
For example, when d = 2 and b is affine, a connection with Dynkin games is known
from [55]. Therefore, it seems possible to use this connection in order to investigate
the monotonicity of the value of the game (as in Proposition 2.2.3), and to use this
monotonicity in order to construct e-optimal controls v¢. In this case, building on the
results in [70], one can try to study the limit as € — 0 of {v°}e=0, in order to provide
a characterization of the optimal control.

2.4.3 Examples

For the sake of illustration, we begin with the following:

Example 1. For d = 2, p large enough, a conver nonincreasing function ¢ and a
convex nondecreasing function f, in light of the discussion in Section 2.4.1 the optimal
control can be characterized in the following settings:

1. o as in Condition 3a and

(a) V*(z) = a® + bixy + b3zy, N(z) = |z, h(z) = (z1 — x9)? with b3 < 0,
h(z) = (z1 + x2)* with b? > 0;

(b) V*(x) = ¢(21) + b2, h(x) = |21]* + f(22);
2. ¢ as in Condition 3b, x7 > 0 and

(a) V*(x) = a® + biwy + bixy, h(x) = |z1 — 23> + f(x0);
(b) V*(x) = d(w1)+b322, h(x) = |21 —25*+ f(22), h(x) = |01 — 27>+ f 22 —111).

In particular, Example 1a represents a relevant class of linear-quadratic stochastic sin-
gular control problems, and it is the main example of Theorem 2.1.5.
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Example 2. Here we discuss a model of pollution control. In the sequel, x € Ri 18
the given and fixed initial condition of the state variable. Consider a company that can
increase via an irreversible investment plan & € A (cf. Remark 2.4.2) its production ca-
pacity X %€, The latter depreciates at constant rate § > 0 and is randomly fluctuating,
e.g. because of technological uncertainty. Production leads to emissions of pollutants and
thus impacts the level of a state process X>%¢ which summarizes one or more stocks
of environmental pollutants (such as the average concentration of COZ2 in the atmo-
sphere). We assume that such an externality of production on the stock of pollutants
15 measured by a positive, convex, increasing, Lipschitz continuous function ¢ that has
bounded second order derivative. Querall, the dynamics of X%¢ is given by

AX{5 = =X 4 dt + oy X P AW + gy,
AX77E = (X)) — X3T9)dt + 0o X" dWR.

The company aims at choosing a production plan that minimizes the sum of different
costs: the cost of not meeting a given production level 6; the penalty of leading to a
level of pollution that exceeds some environmental target 9; the proportional costs of
investment. That is,

V(z) = inf E

R, Lzé )2 2.6
int A e (X 0)% 4 o(XPTE — 0))dt +

e_ptdétl :

[0,00)

Here, ¢ € C*(R) is a nonnegative, nondecreasing, convex, Lipschitz continuous func-
tion such that c(y) = 0 for y <0, and with bounded second order derivative. In light of
the discussion in Subsections 2.4.1 and 2.4.2, the optimal control for V can be charac-
terized as the solution to its related Skorokhod problem.

We next turn our focus to examples of bounded-variation problems treated in the
literature and for which our results apply.

Example 3. We discuss the model studied in [50]. For d = 2, consider the singular
control problem with running cost h(x1, zo) = vai+x3, forv > 0, and drift b(z) = a+bz,
for a constant vector a € R? and a matrix

_ b% b% 2x2
b_Q%% e R¥*2,

Observe that the requirements discussed in Subsection 2.4.1, are satisfied by assuming
by = 0 and p > 2A(b). Therefore, Theorem 2.1.5 gives the optimal control as the solution
of the related Skorokhod problem. The same result was obtained in [50] only under the
additional assumption of a global Lipschitz-continuous free boundary.

Example 4. Another ezample of setup similar to ours has been studied in [107], where
a multidimesional singular control problem with d > 2 and constant drift and volatility
is considered. There, the author shows the C?*-reqularity of the value function, allowing
for the characterization of the optimal policy as a solution to the related Skorokhod
problem (even in the case of a state dependent cost of intervention). It is easy to see
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that, when the drift b is assumed to be constant, no monotonicity of the running cost h
is required in order to obtain our Theorem 2.1.5. In comparison with [167], our main
result (cf. Theorem 2.1.5) allows to characterize the optimal policy even in cases in
which the dynamics are interconnected (at the cost of additional structural conditions
on the running cost h).

2.4.4 An example with degenerate dynamics

A more involved discussion is required to treat the degenerate singular control prob-
lem studied in [77] (see also [78]).

In this subsection, we take d = 2, h satisfying Condition 1 in Assumption 2.1.1,
b(z) = a+ bxr = (b'(z),b*(x))", and

(0 {0 0 (0 0 9 9
a—<&2>, b_<b% b§>, O’—(O 77), bi,n, p>0, b;<0, hya =>0.

(2.4.1)
In order to simplify the analysis of this example, assume p = 2 and b2 < 0 and observe
that, in this case, A(b) = 0 (see the discussion in Subsection 2.4.1). The analysis of this
subsection can be repeated also for b2 = 0 and for a general p > 1.

Despite in this example the matrix oo is degenerate, the arguments in this chapter
can be employed in order to characterize the optimal control. However, some extra care
is needed in order to prove the regularity of the value function inside the waiting region,
which in fact follows from the properties of the free boundary proved in [77] and [78].

We begin the discussion by observing that results analogous to the ones contained
in Section 2.5 hold. In particular, Theorem 2.5.1 can be shown by using a suitable
perturbation of the matrix o (see Appendix A in [77], for more details). The connection
with Dynkin games holds as well (see Theorem 3.1 in [77]), so that the arguments
leading to Proposition 2.2.3 (which make no use of the non-degeneracy of oo ") can be
recovered.

Regularity of V in W

We enforce an additional hypothesis, which is satisfied by h(z) = |z|? or h(x) =
(xl + IQ)Q.

Assumption 2.4.4.
1. limg, o qo0 hyy (21, 29) = £00 for any z1 € R;
2. One of the following hold true:
(a) hy, (z1,-) is strictly increasing for any z; € R;
(b) hyyzy =0 and h(xy,-) is strictly convez for any x; € R.

As in Proposition 5.8 in [78] (see otherwise Proposition 4.25 at p. 92 in [117]),
under the additional Assumption 2.4.4, there exist two nonincreasing locally Lipschitz
continuous functions g1, g2 : R — R such that

I ={zcR*|zy<gi(x)} and Z, = {x € R*|2y > go(m1)}. (2.4.2)
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For each x € R?, recall the definition of 7, 7 given in Theorem 2.2.2 and define the
stopping times

Ho=inf{t>0| XM cT )}, & =inf{t>0|X P T}, J€R.  (24.3)
The Lipschitz continuity of g; and of g9 allows to prove the following lemma.

Lemma 2.4.5. Under the additional Assumption 2.4.4, for x € R, we have
N 5 = }
(15111[1) T, =T, and (15513) Ty = To, [P-a.s.

Proof. We only prove the first of the two limits for § — 07, since the same limit for
0 — 0~ follows by identical arguments, and the second limit can be proved in the

same way. We first observe that, since g; is finite, we have P[7; < oo] = 1. Also, when

§ > 0, we have, by convexity of V and by Proposition 2.2.3, that V,, (z1 + 0, X" 1) >

Vo, (21, X250 >V, (2, X2*), from which we deduce that
7 >7, P-as. (2.4.4)

We continue the proof arguing by contradiction. In light of (2.4.4), suppose that there
exists £ € F, with P[E] > 0, such that for each w € E there exists ¢(w) > 0 and a
sequence (§;(w))jen with §; > 0 and 6; — 0 as j — oo, for which ?fj (W) > T (w) +e(w)
for each j € N. Using the representation in (2.4.2), (dropping the dependence on w to
simplify the notation) this is equivalent to

X27 < gi(a1) and X25H05 5 g () 4 6;), for cach s € [0,¢], j € N, (2.4.5)

Notice that, due to the particular structure of the dynamics, we have
X2rrhie = X204 503 (e — 1) /13, s> 0, jEN, (2.4.6)
from which we can write
x x 2,x 2.z
X?{ = (X‘Igl’ - X7—'1+S) + X7—'1+S
= _/O (aQ + b?'xl + ng?'{ﬁ-r)dT - n(Wﬁ-i-S - W= )
+XZEVN = G () 1) 83,

From the latter equality, using (2.4.5), by Lipschitz continuity of ¢;, and pathwise
boundedness of X?* and of 7, we obtain

X2" > —=6;C — sC +n(Wrss — W) + gi(z1) — 0, for each s € [0,¢], j € N, (2.4.7)

where the constant C' depends on sup, ¢y X?l’frr and on 7y (which is finite, by assump-
tion), but it is independent from s and j. Next, by the law of iterated logarithm (see,
e.g., Theorem 9.23 at p. 112 in [109]) we find a sequence (s )ren converging to zero and
k € N (depending on w) such that

(W46, — Wa) > v/sp\/loglog(1/s) > /s, for each k > k. (2.4.8)
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Finally, from (2.4.7) and (2.4.8), for suitable choice of §; and s, we conclude that
X273 —3,(C + 1) + /5x (1 — Cy/r) + 1(a1) > g (),

which contradicts (2.4.5), and therefore completes the proof of the lemma. O

Lemma 2.4.6. Under the additional Assumption 2.4.4, we have V € C*(W).

Proof. We split the proof in two steps.
Step 1. Take 2 € W and € > 0 such that Bl(z) x B%(z) C W, where Bl(z) := {z; €
R||z; — 21| < e} and B2(2) := {x3 € R| |22 — x3| < e}. We prove that V,,.,, Vi, are
locally Lipschitz in Bl(z) x B2(z) and that V., (z1,-) is locally Lipschitz in B2(z) for
each z; € Bl(2).

We begin by observing that, under (2.4.1), the HJB equation can be regarded a
second order ordinary differential equation (ODE, in short) in the variable zo € R
depending on the parameter x; € R. In particular, V solves the equation

pV —b*Vy, — (1?/2)Vigay = b, for a.a. x5 € B2(2), for each fixed x; € Bl(2). (2.4.9)

Therefore we have V(x1,-) € C*'(B2(2)), for each x; € Bl(2). Next, for any y, 7, €
B.(z) we define the function W () := V (y1, x2)—V (21, 72), xo € B2(z), which satisfies
the ODE

pW - bz(yla )sz o (772/2)W962$2 = F’ Ty € BaQ(Z)’

where F' = h(yy,-) — h(z1,-) + b3V, (x1,)(y1 — x1). Therefore, by employing Schauder
interior estimates (see Theorem 6.2 at p. 90 in [25]), we obtain

Wlleza(s2 ) < CUW lleosz2)) + [[Flloon s2629))-

Moreover, by the W >°-regularity of V (cf. Theorem 2.5.1 in Section 2.5), the function
F is Lipschitz in Bl(z) x B%(z). Thus, the latter estimate implies that

V(1) = Vi@ 2wz e < Clyn — 2,

for a constant C' which is independent from y; and z;, as long as they are elements of
B!(2). Hence, the functions V, V,,, V,,., are Lipschitz continuous in B!(z) x B§/2(z).

We can therefore compute the weak derivative of (2.4.9) with respect to z, obtain-
ing, for each fixed z; € Bl(z), the ODE

oV, — b Viiwy — (12/2)Varwows = hay + 02V, for a.a. ao € Bf/g(z). (2.4.10)

Since Vi,q, is Lipschitz, we have V,, (21, ) € C%(B24(2)), for each x; € Bl(2). Also, we
can again define a function function W'(zg) := Vi, (y1, v2) — Vi, (21, 22), 22 € BZj5(2),
which satisfies the elliptic equation

pW =0 (1, )W, — (7 2)W,

272

=F' zy€ BS/Q(Z),
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where F' = hx1 (yb ) - hﬂc1 (xlv ) + b%(‘/xz (yla ) - ‘/502 (:Elﬁ )) + b%mez (xlv )(?/1 - 331). By
employing again Schauder interior estimates, we obtain

||W1||c2;1(33/3(z)) < C(||W1HCO(Bg/2(z)) + HF1||CO§1(B§/2(Z))>‘

This, by the local Lipschitz continuity of V,,, and V,, ., (since we have shown that V, .z,
exists bounded) in the variable x5, implies that

[Var (y1, +) — Vi, (21, ')HC’Q?I(BS/Z(z)) < Clyr — 215

that is, the functions Vi, Viyz,, Viyaas, are Lipschitz continuous in B} x B2 4(2).
This allows to compute once more the weak derivative w.r.t. z; in equation (2.4.10),
obtaining for each fixed z; € Bl(z), the ODE

p‘/l‘lu’m _bQVxlmxz - (772/2)‘/;311‘112362 = h’mxl +2b%‘/;c1362? for a.a. xz € BEQ/3<Z) (2411)

Therefore, since we have shown that V,,,, is Lipschitz, after employing one more time
Schauder interior estimates, we obtain

HmeHCQ?l(BgM(z)) < O([|Vaya ||00(B§/3(z)) + [[heyey, + Qb%v}va”CO;l(Bg/g(z))) <G,

for #; € B!(z) and for C large enough, not depending on z;. In particular we deduce
that Vi, (21, -) is Lipschitz in B?,,(2), with Lipschitz constant uniformly bounded for
r € Bl(2).
Step 2. We now prove that V., (-, 72) is continuous in W*(z,) (see Lemma 2.1.3), for
each x5 € R. This is done by employing a direct computation to find an expression for
‘/ZI,‘ -

1 Fl‘ix 2 € W and let h be as in Theorem 2.2.1. For § > 0, from (2.4.4) in the proof of
Lemma 2.4.5, we have 70 > 7. Then, from (2.4.6) and Theorem 2.2.2, we write

Vi (x + dey) — Vo, () o Gz + ey; 70, 7)) — G(x; 70, 7)
) h )
T h(XEToe) — h(X7)
— —pt t t

AT b S 7 8,7\12( b2t 2
_E / / ¢ p(hm(Zt’ )+ B, (207033 —1)/62)drdt
0 0

(2.4.12)

AT

1 ~ ~
+ El /0 et (hxl(Zf”") -y (25723 — 1) /b%) drdt] — M 4 M,

T1NT2
where Z0" := X¥ 4 r(XZH% — X¥). Next, in order to study M? and M, define
H(t,y) = hoy(y) + oy ()51 (" = 1) /05, y € B2, (2.4.13)

Notice that, by (2.4.1), Proposition 2.2.3 (see the discussion in Subsection 2.4.1) and
the convexity of V' we have hg,z,, b3he 2y, 03 Virs, Viesz, = 0, and hence

H>0. (2.4.14)
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Moreover, since p = 2, from Proposition 2.4 in [77], for each g, y € R? and X € [0, 1],
we have
AV (@) + 1=V () = VG + (1= Ny) <EML= N7 -yl (2.4.15)

for some K > 0. Hence, (2.4.14) and (2.4.15) together with Condition 1 in Assumption
2.1.1 give
0< H(t,y) <C. (2.4.16)

By Step 1, the function H(t,-) is continuous in W. Moreover, since Z%" — X% for
P® dt @ dr-a.a. (w,t,r) € Qx [0,00) x (0,1), as § — 0, we deduce that H(t, Z)") —
H(t,X}), P® dt ® dr-a.e. as § — 0. Therefore, thanks to (2.4.16), by the dominated
convergence theorem we have

6—0t

T1NT2 N N 5
lim M} = E[ / e‘”t<h$1(Xf) + Py (XE)D2 (2" — 1) /bg) dt]. (2.4.17)
0

Also, by Lemma 2.4.5 we have Lz pry,7onmy) — 0, P-as. as 0 — 0. Therefore we can
again employ (2.4.16) and the dominated convergence theorem to conclude that

lim M3 = 0. (2.4.18)

Hence, since we already know that V,, ., exists a.e., (2.4.12), (2.4.17) and (2.4.18) implies
that

‘/;711'1<x) <E

T1NT: N N 2
/0 1 2e"’t<hxl(Xf)+hx2(Xf)bf(eb2t—1)/b§)dt], ac. in W, (2.4.19)

Also, arguments similar to the one leading to (2.4.19), allow to estimate V., from
below, obtaining

Vaﬁm(x) > E

TIAT2 —pt [ 7, x 7 z\1,2( bt 2 :
/0 e P ( By (X2) + By (XT3 (B — 1) /02 )dt|,  ace. in W,
which, together with (2.4.19), implies that
T1NT2 N N
Vi, (2) :E[ / ePt<hm(Xf)+hm2(X;f)b§(eb%t—1)/b§)dt], ae. in W, (2.4.20)
0

We can finally study the continuity of V
have

.z, in the variable x;. From (2.4.20) we

T1NT2
|vxm<x+5e1>—vm<x>|<]E[ / e—p%H(t,Xf”el)—H(t,xzﬁ»dt]] (2.4.21)
0

716 ,7_6
+ ‘E[/ e e—PtH(t,Xg~‘+561)dtH =: N + N,
T1NT2
with H defined in (2.4.13). Following arguments similar to the ones leading to (2.4.17)
and (2.4.18), we can show that lims; o N{ = 0 and that lims o N§ = 0. Therefore,
taking limits as 6 — 0 in (2.4.21), we deduce that V,,,, is a.e. equal to a function which
is continuous the variable x;.

By Step 1, the functions V, ., (z1,-) are locally Lipschitz continuous, uniformly in
x1. Thus, by the continuity of V.4, (-, z2), we conclude that the function V., is jointly
continuous in both variables in V. This completes the proof of the lemma. O
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Characterization of the optimal control

In light of Lemma 2.4.6, under the additional Assumption 2.4.4, we can construct
the e-optimal policies. Indeed, by employing the comparison principle to the second
order ODE (2.4.11) (regarded as an equation in the variable xq, depending on the
parameter x7), one still obtains that V,,,, > 0 in W. This, together with the fact that
V,, € C*(W) (by Lemma 2.4.6), allows to show that S. is a C! curve in R? and that
the vector field —eV,, /|Vz,| is C' on S, and nontangential to S.. All the assumptions
in CASE 2 at p. 557 in [74] (up to the boundedness of W) are then satisfied, and we
can therefore employ (a suitable extension to unbounded domains of) Theorem 5.1 at
p. 572 in [71] in order to find the e-optimal controls as in Lemma 2.2.4. Finally, all
the arguments in Section 2.2.3 can be repeated in the case in which oo ' is degenerate.
Overall, we have proved the following result.

Theorem 2.4.7. Consider the degenerate singular control problem described in (2.4.1),
with h satisfying Condition 1 in Assumption 2.1.1 and Assumption 2.4.4. Then, the
thesis of Theorem 2.1.5 holds.

Concluding, with respect to [77], we require in addition that h,,,, > 0 and that
Assumption 2.4.4 is satisfied. In this case, Theorem 2.4.7 applies, and the construction
of the optimal control discussed in Section 7 in [77] can be provided. We underline that
in [77] a construction of an optimal control is given in weak formulation, under a quite
strong requirement on the running cost h. We refer to Proposition 7.3 in [77] for more
details.

2.5 Auxiliary results: On the HJB equation

In this section we prove that V' is a solution (in the a.e. sense) to the related HJB
equation. The argument of the proof exploits the penalization method introduced in
[76] for bounded domains (see also [100] and the references therein), which we extend
to D thanks to suitable semiconcavity estimates, in the spirit of [32]. Although this
result is somehow classical, we have not been able to find versions that exactly fit our
setting, and we therefore provide its proofs in the following.

Theorem 2.5.1. The value function V is a W2 (D)-solution to the equation
max{pV — LV — h,|V,,| =1} =0, a.e. in D. (2.5.1)

Proof. We divide the proof in four steps.

Step 1. Let us start by introducing a family of penalized versions of the HJB equation
(2.5.1). Let g € C*(R) be a convex nondecreasing function with 3(r) =0 if r < 0 and
B(r) =2r—1if r > 1. For each € > 0, let V¢ be the the value function of the penalized
control problem

Ve(z) := inf J.(z;a) = inf E[/OO e P(h(X) + oy | +af)dt|, xeD, (25.2)
0

a€U, a€U.
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where U, is the set of E.-valued F-progressively measurable processes, wtih E. := {a =
(at,0?) € R x [0,00) ||o!|r — 13(r(r +2)) < o < L, Vr > 0}. Here, with a slight
abuse of notation, X% denotes the solution to dX;”" = (b(X") +eia})dt +odW;, t >
0, X§“ = x. We point out that, under Condition 3b in Assumption 2.1.1, a result
analogus to Lemma 2.3.1 holds. Arguing as in [100] (throught a localization argument),
it is possible to show that V¢ is a C?(D) solution to the partial differential equation

1
pVe — LVE + gﬁ((v;i)? —1)=h, inD. (2.5.3)

Moreover, the family (V).c(,1) provides an approximation of V; that is,

lim Ve(x) = V(z), foreach x € D. (2.5.4)

e—0

Take indeed x € D. Observe that, for each € > 0, we have V¢(x) > V(z), as o* > 0.
Moreover, as in Theorem 2.2. in [57], one can show that for each 6 > 0 there exists a
Lipschitz admissible process w € V such that J(z;w) < V(x) + d. Since w is Lipschitz,
we have dw; = ajidt, for some bounded progressively measurable process a'. Then,
defining a? = pd/2, we can find € > 0 such that a := (o', a?) € U. for each € € (0, ¢).
Moreover, with this choice of a, we have that J.(z;a) < J(z;w) 4+ 6/2 < V(x) + 4, for
each € € (0,¢), completing the proof of (2.5.4).

Step 2. In this step we show that, under Condition 3a in Assumption 2.1.1, for each
R > 0, there exists a constant Cg such that

0<AVE(E) + (1= NVE(x) = VEAZ + (1 — N)o) < CpA(1 = N\)|Z — 2>, (2.5.5)

for each A € [0,1], Z,z € Br and £ > 0. By the same arguments leading the convexity
of V' (cf. Remark 2.1.4), it is possible to show that, for each ¢ > 0, the function
Ve is convex. Therefore, we only need to prove the last inequality in (2.5.5). Take
T, v € Bg, A € [0,1] and set 2* := Az + (1 — A\)z. Fix € > 0, an arbitrary § > 0, and
let o € U. be a J-optimal control for the problem (2.5.2) with initial condition z*; that
is, J.(z*;a) < VE(2*) + 4. Since « is not necessarily optimal for x or Z, we have

AVE(Z) + (1= NVE(x) = VE(z?) =6
SAL(Z0) + (1 = N) (x5 0) — J.(2; )

<E

/O Tt (M(XT) + (1= Nh(XF?) — h(Xf*%a))dt] .

Setting Z; := AX[* 4 (1 — )X}, using Condition 1 in Assumption 2.1.1 , we continue
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the latter chain of estimates to find
AVE(T) 4+ (1 = N)VE(z) — VE(zr) =6 (2.5.6)

< E[ / et (MUXT) + (1= (X)) = h(Zt))dt]

+ IE[ /O T (h(z) - h(Xf*;a))dt]

P—Q) ‘Xti;a B Xf;a

+ \Xf?a

< CON1— )\)E[/OOO e (1+ x| Zdt]
+ CE[ / Ter (i |zl x|z - X,i’*““a\dt]
0

= M1 + MQ.

We will now estimate M; and M, separately.
First of all, by a standard use of Gronwall’s inequality, we find

X7 = X7| < ez — a. (2.5.7)

When p = 2, from (2.5.7) and our assumptions on p, we immediately deduce that
M, < CrA(1—\)|z — z]?, (2.5.8)

as desired. On the other hand, if p > 2, set p’ := (2p — 1)/2. Defining ¢q := p'/(p — 2)
and denoting by ¢* its conjugate, we can employ Hoélder’s inequality and obtain

1
*

My < CA(1 = Nz - af (E[/f e mdtpq
X (E[/O —pt(\Xm )dtD

< CML = N)(1+ |l + 3] 1]z — af?
< CpA(1—N)|Z — 2%,
where we have used the requirements on p in Condition 3a in Assumption 2.1.1, and
the estimate (2.2.26), which holds also for the penalized problem.
We next estimate Ms. Since the gradient Db is Lipschitz we have the estimate (see,
e.g., Proposition 1.1.3 at p. 2 in [39])
IA(G) + (1= N)b(y) —b(A\g + (1 — N)y)| < CA(1 = N\)|y —y|*>, for each 7, y € R
This, together with the Lipschitz proprerty of b, allows to obtain

ix{e%
+lxi

Xz < / ) MK — (1 b (259)

i (s
i (s

< ON1 = M|z — a?e?Ft 1 E/ X7~ 7,
0

2)ds,

)| xTe - xpe

(1= Nz — z*e*)ds,

ds.
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The latter estimate, after employing Gronwall’s inequality, leads to
X7 =z, < OAN1 = ez — o, (2.5.10)

Defining ¢ := p’/(p — 1) and denoting by ¢* is conjugate, we can again employ Holder’s
inequality and (2.5.10) in order to obtain

My < CA(L= )|z = w!QE[/ etk (1 4 |z + \Xf&“\pl)dt}
0
L*
<CA1- )|z — $|2<El/ €<3Lp<1;>>q*tdt]>
0

(2] [ (ep o)

CA(L = N (1 + |z + |z") 7|z — 2

CrA(1 = N)|z — z|?,

where we have used the estimate (2.2.26) and the requirements on p in Condition

3a in Assumption 2.1.1. This, together with (2.5.8) and (2.5.6), thanks again to the
arbitrariness of d, completes the proof of (2.5.5).

<
<

Step 3. We now prove the estimate (2.5.5) under Condition 3b in Assumption 2.1.1. To
simplify the notation, we assume d = 2, the generalization to d > 2 being straightfor-
ward. We proceed from (2.5.6), and we estimate M; and M, from above. To this end,
define the processes

E, = exp|(b} — 6?/2)t + W] and E, := exp[(L — 0°/2)t + cW2].
We first estimate M;. Observe that
X5 — XPT| = |3y — m| B (2.5.11)

which we will use to estimate | X™* — X;™"“|. Define the process A as the solution to
the SDE

dA, = L(IX5 = X5 + Aydt + o AdWE, t>0, Ag=|Ty — 4.

Through a comparison principle, it is easy to check that | X™* — X7 < A,, so that,
using (2.5.11) and the explicit expression for A, we get

’th,f;a o Xt2,a:;a| < Cli’ _ x]Et{l + ngs/EAst} = C|j — 13|Pt (2.5.12)

When p = 2, the estimate of M; can be easily deduced from (2.5.11) and (2.5.12). For
p > 2, by employing Hélder’s inequality with exponent ¢ = p’/(p — 2), we find

[ (i e

< C(/Oo e PE[1+ | X7
0

E p—2 n ‘th;oz

"NE? + Pf)dt] (2.5.13)

) ([ el o)

1
=

<C(1+ |z ( /0 e PU-9)a [EP™ + Pfﬂdt) < Cp < 0.

P %
e
+ \Xt
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Here, we have also used (2.3.14), while the finiteness of the latter integral follows,
after some elementary computations, from the requirements on p in Condition 3b in
Assumption 2.1.1. Finally, by (2.5.11), (2.5.12) and (2.5.13), we obtain

M, < CrpA(1—N)|z — z]*. (2.5.14)

We next estimate M,. Since b' is affine, we have Z* — X1 Similarly to (2.5.9),
one has

t T —
Zt2 — Xt27.1’/\;0é < / (C/\(l o )\)|X827$;Oc _ Xg?,x;a|2 + L’X;CA;OC _z
0

)ds
t

+ a/ (Z, — XZ5)dW2.
0

Therefore, employing again a comparison principle and using (2.5.12), we see that

] R t X2,§:;a . X2,x;a 2
|72 — X2 < CA(l—A)Et/ X ke | ds (2.5.15)
0

S

t [
<OM1 = M)z — :c|2/ ~tp2gs,
o F,

Also, Holder’s inequality with exponent ¢ = p//(p — 1) yields

El/ooo (1| zf X /Ot ? P2ds dt] (2.5.16)
1

p}dt) '

. N R

y <El/ e—p(l—;m*t(/tgtpgds) dtD
0 0

4 %
e
+ ‘Xt

< (J(/OO e PE[L+ [ X7
0

S
.
*

1 oo 1y, * tE E 4
<O+ |x|p)q<E[/ o—r(1-1)a t(/ Ejpj@) dtD < Cg < .
0

0 s

Again, here we have also employed (2.3.14), while the finiteness of the latter integral
follows, after some elementary computations, from the requirements on p in Condition
3b in Assumption 2.1.1. Finally, combining (2.5.15) and (2.5.16), we obtain M, <
CrA(1 — N)|Z — z|?, which, together with (2.5.14) and (2.5.6), implies (2.5.5).

Step 4. From (2.5.5) we deduce that, for each bounded open set B C D, there exists a
constant C'gz > 0 such that

sup ||V8||W2;OO(B) < CB. (2.5.17)
€€(0,1)

This estimate allows, by mean of classical arguments (exploiting Sobolev compact em-
bedding theorem of W%%(B) into C'(B) for ¢ > 2 + d and the weak compactness of
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the closed unit ball in W#2(B)) to improve the convergence in (2.5.4). Indeed (on each
subsequence) we now have:

(Ve, DV*) converges to (V, DV') uniformly in B; (2.5.18)
D?V¢ converges to D*V weakly in L*(B).

Let us now prove that V' solves the HJB equation (2.5.1). First of all observe that, from
(2.5.3) and (2.5.17), (unless to take a larger Cz) we have

SB(VE) - 1) <Ca, B (25.19)

Hence, taking pointwise limits in (2.5.3) and (2.5.19), we obtain
pV — LV —h <0, and [V,|]—1<0 ae. inD.

Suppose now that the inequality |V,,| —1 < 0 is strict in z € D. By continuity of
Vi, there exist 7 > 0 and a neighborhod N of z such that |V, (z)] — 1 < —n for
each x € N. Therefore, by uniform convergence in N, for each ¢ small enough we have
Vi (z)] =1 < —n/2, and therefore, by (2.5.3), that V* — LV® — h = 0 in N. Passing
again to the limit, this in turn implies that pV — LV — h = 0 in N, completing the
proof of the theorem.

O

2.6 Auxiliary results: Proof of Lemma 2.1.3 and of
Proposition 2.2.10

2.6.1 Proof of Lemma 2.1.3

We give a proof for d = 2, the case d > 2 is analogous. The set W, (z) is an open
interval, since, by convexity of V', the function V,, (-, z) is nondecreasing. We therefore
show that the set W, (z) is nonempty. Suppose that Condition 3a in Assumption 2.1.1
is in place. Arguing by contradiction, if Wi(z) = 0, then, by the continuity of V,,
we have V, (-, 2) = 1 or V,,(-,2) = —1. If V,(-,2) = 1, we have V(z1,2) + kg >
Vi1, 2)=V(y,2) = [ Vo, (1, 2)dr = 21—y — o0 as y — —oo. Therefore V(z,, z) = oo,
contradicting the finiteness of V' (see Theorem 2.5.1 in Section 2.5). In the same way,
we can not have that V,, (-, z) = —1, which implies W, (z) # 0.

On the other hand, suppose that Condition 3b in Assumption 2.1.1. Arguing by
contradiction, we assume that W;(z) is empty. From the continuity of V,,, we have
Vi, (,2) = 1or Vi, (,2) = —1. If V,,(-,2) = —1, then we have V(xy,z2) + ky >
V(zy,2)=V(y,2) = — [ Vo (r,2)dr = y—x, — o0 as y — oo. Therefore V (z, z) = oo,
contradicting the finiteness of V. We therefore assume that V,, (-, 2) = 1 and we show
that this leads anyway to a contradiction.

For a generic 7 € R with 0 < x; < z7, let v € V be optimal for the initial condition
xr = (x1,2), with dv = ~d|v|. By repeating the arguments leading to (2.2.41) in the
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proof of Proposition 2.2.9, an application of 1t6’s formula leads to

Bl [ e VGl <o

This in turn implies, using 0 < 1 — |V, | < 1+ V,,u for all v € R with |u| = 1, that

BlJlo( + 30 = Blolo1 + 0V (G570 < | [ e+ V(X | <.
where the first equality follows from the assumption V,, (-, z) = 1. Also, since || = 1,
E[|v]o(1+ v0)] = 0, which combined with the latter inequality gives E[|v|o(1 + 70)] = 0.
In other words, a possible jump a time zero must be of negative size. Therefore, since
x1 < 27, as in the proof of Lemma 2.3.1, we deduce that v has no jumps at time zero;
that is,

P[|v|o > 0] = 0. (2.6.1)

Next, fix 0 < 21 < 1 < z} and set x = (21, 2) and y = (y1, 2). Since we are assuming
that V,, (-, z) = 1, we have

Y1
V() = V(@) = [ Valr,2)dr = — . (2:6.2)
Next, denote by v and w the optimal control for the initial conditions z and y, respec-
tively. By (2.6.1), neither v or w has a jump a time zero, so that, using (2.6.2), we
find

Jy;v 41— ) = J(xv) + o — | = V() + iy — 21 = V(y).

This, by uniqueness of the optimal control implies that w = v 4+ x1 — y1, so that, since
x1 < y1, the control w has a negative jump at time zero, contradicting (2.6.1).

Therefore also the assumption V,, (-, z) = 1 leads to a contradiction, completing the
proof of Lemma 2.1.3 under Condition 3b in Assumption 2.1.1.

2.6.2 Proof of Proposition 2.2.10

We split the proof in three steps.
Step 1. Let « € OW be such that = € I for some interval I C R?, with I C oW and of
the form
I= Ia,c = {CL+T77 | re [O’C]}7

for some a € R? with n = V,,(y)ey, for each y € I\ {a}. Denote by H the set of all
such z. Furthermore, assume that I in the above definition is maximal, in the sense
that a —rn & OW, for every r > 0.

Observe that, since 9,V (-) = nDV = |V,,(-)]* = 1, then

V(a+rn)=V(a)+r, foreachr e [0, (2.6.3)

We have that

o0

H=U{yeW|V(y) = Vy-Vi(y)/i) = 1/i}.

=1
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Suppose now that € H. Then there exists a € R? and ¢ > 0 such that z € I,..
Let v* € V be an optimal control for a. By (2.6.3), we find

J(Za—z+0vY)=J(a;v*) + |a—z|=V(a) + |a — x| =V (),

which, by the uniqueness of the optimal control, implies that v; = a — z + v{, for any
t > 0. This means exactly that the optimally controlled state starting from Z jumps
immediately to a.

Step 2. Let now T € _W be generic. We want to prove that X™? jumps only at those
times ¢ for which X;”" € H. We argue by contradiction, and suppose that

Plw € Q s.t. there exists ¢ > 0 s.t. X" (w) ¢ H and | X7 (w) — X7"(w)| > 0] > 0.
For each € > 0, let
=inf{t > 0| X" ¢ H, | X" — X[°| > ¢}. (2.6.4)

Take ¢ > 0 small enough such that P[7. < oo] > 0. Consider a sequence (7j)gen of
stopping times exhausting the jumps of X% (see, e.g., Proposition 2.26 at p. 10 in
[109], for a construction of such a sequence), so that

=inf{7 |k €N, XJ" ¢ H, |XZ¥" - XJ"| > e} (2.6.5)
Since the jumps of ¥ coincides with the jumps of X%?, if X% would have an infinite
number of jumps of size grater than € on some interval [0,7] with 7" € (0, c0), then v
would not be of bounded variation on the interval [0,7]. Thus X% has only a finite
number of jumps of size grater than £ on each interval [0,7]. This reveals that 7. in
(2.6.5) is actually the minimum of a finite number of stopping times, which implies that
7. is itself a stopping time.

Next, on {7. < oo}, we find

V(XTT) — V(X5) / DV (7o, X5 4 A(XZ7 — XT0))(X57 — X2)d\  (2.6.6)
= [ Vil XE X = X5 (0], — o)
> —| X5 — X7,
where the strict inequality follows from the fact that, by Proposition 2.2.8, X** € W
but 7. is such that X7 ¢ H. Recalhng that 7. is a stopping time, define the sequence

of stopping times 7 := (7. + ) AT. By the dynamic programming principle (see, e.g.,
[97]) we have, for each k

V(z) = E[ / Y e h(XFT)dt + e Pd|o], + eV (XET). (2.6.7)
0

[Oka)
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Therefore, taking limits as k — oo in (2.6.7), using (2.6.6) we find
V(z)=E /Eepth(X?”)dtJr/[ }e’)td!@\t—l—epTEV(Xf;”)]
0 0,7e

=FE / e P h(XT0)dt + /[ )e*ﬂtdy@|t+e*f”s\xgﬁ — X2V 4+ e V(XD
0 0,7

>E / b e P (XY dt + /[ )e”’td|17|t +ePTEV(Xf;3)] =V (z),
0 0,7

which is a contradiction, hence X%? jumps only at times ¢ such that X’ € H.

Step 3. Suppose now that X" € H for some t > 0. It remains to prove that, also in
this case, P-a.s. the process X*? jumps at time ¢ to the endpoint of the interval I. Now,
for any F-stopping time 7, for P o (XZ¥)"1-a.a. x € R? we have that the control

O = Uy — Urey £ 20, (2.6.8)

is optimal for the initial condition X" (see Lemma 2.11 and the discussion at p. 1616
in [115]). Let now 7! be the first time at which the optimally controlled process X%?
enters the set H. Combining (2.6.8) together with Step 1, we obtain that X" jumps
to the endpoint of I. By constructing an increasing sequence 7 of hitting times of the
set H, which exhausts the set in which X*? € H, we conclude that P-a.s. the process
X% jumps at time ¢ to the endpoint of the interval I.



Chapter 3

Submodular IN-player games with
singular controls

We consider a class of N-player stochastic games of multi-dimensional singular con-
trol, in which each player faces a minimization problem of monotone-follower type with
submodular costs. We call these games monotone-follower games. In a not necessarily
Markovian setting, we establish the existence of Nash equilibria. Moreover, we intro-
duce a sequence of approximating games by restricting, for each n € N, the players’
admissible strategies to the set of Lipschitz processes with Lipschitz constant bounded
by n. We prove that, for each n € N, there exists a Nash equilibrium of the approxi-
mating game and that the sequence of Nash equilibria converges, in the Meyer-Zheng
sense, to a weak (distributional) Nash equilibrium of the original game of singular con-
trol. As a byproduct, such a convergence also provides approximation results of the
equilibrium values across the two classes of games. We finally show how our results can
be employed to prove existence of open-loop Nash equilibria in an N-player stochastic
differential game with singular controls, and we propose an algorithm to determine a
Nash equilibrium for the monotone-follower game.

3.1 The monotone-follower game

3.1.1 Definition of the monotone-follower game

Fix a filtered probability space (€2, F,F,P) satisfying the usual conditions, a finite
time horizon T € (0,00), an integer N > 2 and k,d € N. Consider an adapted cadlag
process L : Q x [0,7] — R¥ and, for i = 1,..,N, let f': Q@ x [0,T] — R% be a
continuous semimartingale, and set f := (f!, ..., fV).

Define the space of admissible strategies

A= {f . x [0,7] — R? ¢ is an IF‘—adapted cadlag process, with } (3.L1)
nondecreasing and nonnegative components

and let AN := @, A denote the set of admissible profile strategies. In order to avoid
confusion, in the following we will denote profile strategies in bold letters.

29
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For each i = 1,..., N, consider measurable functions h’, g' : R* x RV? — [0, 00). We
define the monotone-follower game as the game in which each player i € {1,..., N} is
allowed to choose an admissible strategy £ € A in order to minimize the cost functional

T(E€7) =EC(f.L.§)] = E[ [ g de+ g Lren)+ [ dfz‘],

where {77 = (&%), and € := (£',£7") € AY. Here and in the sequel the integrals with
respect to & are defined by

o - T4 4T ,
| gidgi=gigs [ riag =S sy [ flagt
0,7] 0 (=1 =170

where the integrals on the right-hand side are intended in the standard Lebesgue-
Stieltjes sense on the interval (0, 7.
We recall the notion of Nash equilibrium.

Definition 2. An admissible profile strategy € ¢ AN is a Nash equilibrium if, for every
i=1,...,N, we have J'(§) < oo and

JUELET) K TN, ET),  for every ('€ A.

Letting 2 denote the set of all subsets of A, for each i = 1, ..., N define the best-reply
map R': AN — 24 by ' o
R'(§) := argmin J*(¢*, 7). (3.1.2)
CleA

Observe that the maps R’ are constant in the variable £¢. Moreover define the map
N
R:=(R',.,RY): AV - &2, (3.1.3)
i=1

and notice that the set of Nash equilibria coincides with the set of fixed points of the
map R which have finite values; that is, the set of € € A" such that & € R(§) and

J' (&) < oo for every i = 1,..., N.

Remark 3.1.1. The notion of equilibrium introduced above is that of the so-called
open-loop Nash equilibrium. While this equilibrium notion does not limit the ability of
any player to optimize against given strategies of the others, it does limit the extent
of dynamic interaction that can take place. Agents react to the evolving exogenous un-
certainty, but take the actions of others as given and do not react to deviations from
announced (equilibrium) play; in this sense, one might term such an equilibrium as one
in precommitment strategies. In our general setting, allowing for more explicit feedback
strategies — and therefore considering equilibria in closed-loop strategies — would make
the analysis of our game much harder from a technical and conceptual point of view (see
Section 2 of [11] or Chapter 3 of [150] for a discussion on open-loop and closed-loop
equilibria in related irreversible investment games). A main issue is that, when looking
for existence of Nash equilibria in closed-loop strategies, it is not clear whether our sub-
modular condition on the cost functions (see Assumption 3.1.2 below) allows or not to
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prove the monotonicity of the best-reply-maps, a property of fundamental importance for
our existence result to work (cf. Theorem 3.1.4 below). However, in specific Markovian
settings, a construction of Nash equilibria with feedback strategies can be possible as it
is shown in [S9], [115], and [119], among others.

We now specify the structural hypothesis on the costs.
Assumption 3.1.2. For eachi=1,.... N and for ¢' € {h',¢'} assume that:

1. for each (I,a™%) € RF x R4 the function ¢*(1,-,a™") is lower semi-continuous,
and strictly convex;

2. for each | € R* the function ¢'(l,-,-) has decreasing differences in (a*,a™"), i.e.,
¢'(l,a',a™") = ¢'(l,a',a™) > ¢'(l,a',a™") — ¢'(l,a’,a™),
for each a,a € RN? such that a > a;
3. for each (I,a™") € R¥ x RW=14 the function ¢'(l,-,a™") is submodular, i.e.,
d'(l,a' a ")+ ¢'(l,a',a™) = ¢'(l,a" Na'ya™) + ¢'(l,a' Va' a ),
for each a,a € RN,

In light of Conditions (2) and (3) of Assumption 3.1.2, in the following we refer to the
game introduced above as to the submodular monotone-follower game (on submodular
games see, e.g., [137], [157], [159], or the books [158] and [160] and the references
therein). The submodular structure of our game will play a fundamental role in our
subsequent analysis.

Remark 3.1.3. Observe that, if ¢* € {h',g'} is twice-differentiable, then it fulfills
Condition 2 of Assumption 3.1.2 if and only if

82 ¢7,

YaliDard <0, foreachi,j=1,...N withi# 7 and {,r=1,....d.
altOa’

Notice that Condition (3) in Assumption 3.1.2 is always satisfied in the case d = 1.
If d > 2, it is verified if and only if, for each fized (I,a™") € RF x RW=Dd gngd
(=1,...d, h'(l,-,a™) and g'(l,-,a™") have decreasing differences in (a** a=%%), where
a=% = (a""),4 (see Theorem 2.6.1 and Corollary 2.6.1 at p. 44 in [155]). Hence, in
the case of twice-differentiable cost functions ¢* € {h',g'}, this condition corresponds
to having

82 ¢7,

—— <0 foreachi=1,...N and {,r=1,....d, with { #r.
aaf,zaar,z

Example 5. For N = 2 and d = 1, Assumption 2.2 is satisfied in the following
examples:
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1. quadratic cost functions of type ¢(I,a',a?) = F(I)(a' — a®)?, for any nonnegative

F; more in general, for a cost function of the form ¢(l,a',a®) = F(l,a' — a?),
whenever F(l,-) is nonnegative, lower semi-continuous, and strictly convez for
each | € R¥;

2. multiplicative cost functions of type ¢(I,at,a?) = F(I,a')F?*(l,a?), whenever,
for each | € R*, F(1,-) is nonnegative, lower semi-continuous, decreasing, and
strictly convez, and F*(l,-) is nonnegative and increasing.

Example 6. In order to provide some intuition on Assumption 3.1.2, it is somehow
easier to consider games in which players face mazimization problems. To this end, we
illustrate the following model.

For N > 2 and d = 1, consider N firms competing on a market. Firm i produces
and sells a certain good i, by choosing an irreversible investment strategy & € A in
order to increase the production capacity of the good. Firm i aims at maximizing an
expected net profit functional of type

(e ) =B| [ ntagg - [ sias]|

where h' is a continuous running operating profit function. Notice that the instantaneous
return of firm i depends on the investments of the other firms, thus creating a strategic
interaction in the market. The processes L and f* can be thought of as exogenous random
factors affecting the prices of the goods and the costs of the investments, respectively.

Since players mazimize, we “reverse the signs” in Assumption 3.1.2 and we now
take strictly concave h' such that, for each a,a € RN with a > a, we have

hi(l,a,a~t) — K, a,a”") < K@, a,a) — Bi(l,a',a). (3.1.4)

This condition describes a situation in which whenever a firm increases its investment
level, it creates an incentive for the other firms to increase their investment levels as
well. This property is satisfied if firms produce so-called complementary goods (see [158],
among others) like, e.g., different construction materials (bricks, cement, steel, etc.).
The case d > 1 would describe firms producing more than one good, again under the
assumption that all goods are complementary.

Condition (3.1.4) is satisfied, for example, by an operating profit function of power

type

Y
hi(l,a%a‘%=Hi<l><ai+ZA£aj>, 7' e(0,1), N>0, i,j=1,.,N,
J#

for mnonnegative H* such that H'(L) is sufficiently integrable. Requiring furthermore
that the firms’ total investment do not exceed a given and fized amount w® > 0 (that
is, imposing the constraint & < w', P-a.s.; see also [S0]), (after the needed change of
signs) Theorem 3.1.J below, combined with Remark 3.1.7, ensures the existence of Nash
equilibria for the model described in this example.
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3.1.2 Existence of Nash equilibria in the submodular monotone-
follower game

Define the space of extended admissible strategies

A = {f . x [0,T] — [0, 0] ¢ is an F-adapted cadlag process, } ’ (3.1.5)

with nondecreasing components
and, on it, we define the order relation < such that, for &, ( € A, one has
g < C — ft < Ct Vit e [O,I_Z—Y]7 P-a.s.

Moreover, we can endow the space A, with a lattice structure, defining the processes
ENCand £V ( as

(f A\ C)t = ft A Ct and (5 V C)t = gt V Ct YVt € [O, T], P-a.s.

In the same way, on the set of extended profile strategies AY = @Y, A, define, for
£, ¢ € AY | an order relation <V by

ExV¢ = €< Viefl,., N},
together with the lattice structure

ENC=(ENC, L ENACY) and €V = (v, . N v

We now provide an existence result for the equilibria of the submodular monotone-
follower game.

Theorem 3.1.4. Let Assumption 3.1.2 hold and assume that the following uniform
coercivity condition is satisfied: there exist two constants K,k > 0 such that, for each
i=1,...,N,

JUE €N > kE[|EL]] forall &€ AN with R[] > K. (3.1.6)
Suppose, moreover, that there exists a constant M > 0 such that, for each i =1,..., N,
forall &€ AN there evists r'(€) € A such that J'(r'(€),&7) < M. (3.1.7)

Then the set of Nash equilibria F C AN is nonempty, and the partially ordered set
(F, <) is a complete lattice.

Proof. Our aim is to prove existence of a Nash equilibrium by applying Tarski’s fixed
point theorem (see Theorem 1 in [155]) to the map R (cf. (3.1.3)). For this, the as-
sumption on the submodularity of h* and ¢* will play a crucial role.

First of all, recalling x, K and M from (3.1.6) and (3.1.7), define the constant
w = % V K, and introduce the set of restricted admissible strategies

Aw) = {¢ € AIE[E]) <w,VI=1,..,d}, (3.1.8)

and the set of restricted profile strategies as A(w)™ = QY , A(w). In the following
steps we will identify the proper framework allowing us to apply Tarski’s fixed point
theorem.
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(Step 1) The best-reply maps R* : AN — A(w) are well defined.
Fix 7 and take & € AY. We have to prove that there exists a unique v € A such that

J (v, &7 =min J((, €71,

(eA

and, moreover, that v € A(w). Clearly, by (3.1.2), we have v = (R'(£); )te[OT
Let (¢?)jen C A be a minimizing sequence for the functional Ji(-,£*). Thanks to
the coercivity conditions (3.1.6) on the costs, we deduce that

sup B[|¢7]] < oo.
jEN

We can then use (a minimal adjustment of) Lemma 3.5 in [101], to find a cadlag
nondecreasing nonnegative F-adapted process v, and a subsequence of {(?};en (not
relabeled) such that, P-a.s.,

lim oy dvf = / ordy, Vo €C([0,T);RY)  and limvP =wvp,  (3.1.9)
mJ[0,T) [0,T7] m

where we set, P-a.s.

i@ vt € [0,7]. (3.1.10)

Jj=1

S\H

Moreover, from the limit in (3.1.9) we have that there exists a P-null set A such that,
for each w € 2\ NV there exists a subset Z(w) C [0,7") of null Lebesgue measure, such
that

lim}"(w) = n(w) foreach weQ\N and te€0,T]\Z(w).

The latter convergence allows us to invoke Fatou’s lemma which, together with the limit
in (3.1.9) and thanks to the lower semi-continuity of the costs, allows us to conclude
that

) —1 < O T, M = z J fi — : ) —1
J (v, &) hrr}nlan(l/ & < lim inf ZJC ) rcrg‘lj(c,g ),

] 1

where we have used the convexity of b and ¢* and the minimizing property of ¢/. Hence
v is a minimizer for J'(-,£"); in fact, v is the unique minimizer of J'(-,£~) by strict
convexity of the costs.

It remains to prove that v € A(w), and to accomplish that we argue by contra-
diction. If there exists [ € {1,...,d} such that E[v}] > w = 22 v K, then we have
E[|lvr|]] = 222 v K and hence, by the coercivity condition (3.1.6) together with (3.1.7),
we deduce that

T 0,67 > vE|lurl] 2 2M > J(r'(€),£7),

which contradicts the optimality of v.
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(Step 2) The best-reply maps R* are increasing, i.c., if €, & € AN are such that & <V &,

then R'(€) < R'(&).

First of all, observe that, by an integration by parts (see, e.g., Corollary 2 at p. 68 in
[145]), the cost functional rewrites as

o . T . . T . .
J'(EET) = El/o h' (L, &) dt +g" (L, &r) —/0 & dfy + f:lrf%]j (3.1.11)
where & denotes the left-limit of ¢/. Thanks to the optimality of R'(£) we have the

inequality S ' . o '
J(R(E NR(E). ") — J(R(E),§") >0, (3.1.12)

which by (3.1.11) and setting R’ := R'(¢) and R’ := R(£), can be rewritten as

T . . _. . . . . T . _. . .
E[/O (h%Lt,R;ARz,f;Z)—hl(Lt,R;,fm)dt] —E[/O (Ri_ ARi_ — R_)df;

+E |¢'(Lr, Ry A Ry &) = g' (L, R &) + E [ f(Ry A Ry — Ryp)| > 0,

By the submodularity Condition 3 in Assumption 3.1.2, we have
T, . ) _. ) ) . .
E V (W (Lo, REA RLET) — W (Lo, RELET) dt] (3.1.13)
0
T, . _ . . . A )
<E Vo (Wi(Lo, Ri, &) — (Lo, RV R E)) dt] ,

and

E

—

g'(Lr, Ry A Rip &) = g'(Lr, Ry, &) (3.1.14)
<Elg'(Lr. Ry &) — ¢'(Lr, Ry V Ry &)

Moreover, one can easily verify that
T . _. ) . T o_. . _. )
E V (R_AR_—R) df;] —E V (R —R_VR) dfg] (3.1.15)
0 0

and
E[fi(Ry A Ry — Ry)| = B[ fi(Ry — Ry V Ry)| . (3.1.16)
Using (3.1.13)-(3.1.16) we obtain
T(R'(€) NR'(€),67") — JU(R'(£),€7)
< J(RU(E).E) — J(R(E V R(E).€7),
so that, by (3.1.12), we deduce that

J(RI(E),67") — J(R'(&) V RI(E),£77) > 0. (3.1.17)
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Now, by Condition 2 in Assumption 3.1.2, we have

JUR(€),&") — J(R'(€) VR(€),£7)
> JY(R'(E),67") — J(R'(&) V R'(§),£7),

and finally, by (3.1.17), we conclude that
J(R'(€),67") — J(R(€)V R'(E),6) > 0.

Hence R'(€) V R'(£) minimizes J'(-,£ %) as well as R'(€) and, by uniqueness, it must be

RI(&)V R(&) = RY(€). That is RY(€) < R'(§), which shows the claimed monotonicity.

(Step 3) The lattices (AY, <) and (Aw, <) are complete.

We prove the claim only for the lattice (AY, <), since an analogous rationale applies
to show that the lattice (A, <) is complete.

To prove that the lattice (ALY, <) is complete we have to show that each subset
of AY has a least upper bound and a greatest lower bound. We now prove only the
existence of a least upper bound, since the existence of a greatest lower bound follows
by similar arguments.

Consider a subset (&7);ez of ALY, where 7 is a set of indexes. Define Q := ([0, 7] N

Q) U{T?}. For each ¢ € Q we set

U, = esssupég, (3.1.18)
jeT

and we recall that there exists a countable subset Z, of Z such that

v, = sup&l. (3.1.19)

JELq
Define next the right-continuous process v :  x [0, 7] — [0, 00]V? by
vr:=0p, and v,:=inf{p,|q¢>t,qeQ}, for t<T. (3.1.20)

Observe that v is F-adapted by right-continuity of the filtration. Hence, v lies in AY |
and clearly &/ <" v for each j € 7.

Consider next an element ¢ of AY such that & < ¢ for each j € Z. For ¢ € Q
and j € Z, there exists a P-null set MJ such that &(w) < {,(w) for all w € Q\ M7,
Defining then M, := Ujez, M}, we have &) (w) < ¢,(w) for all w € @\ M, and j € Z,,
which, by (3.1.19), implies that ,(w) < {,(w) for all w € Q\ M,. Finally, introducing
the P-null set M := U,cq Mg, we have 7, (w) < {y(w) for all w € 2\ M and ¢ € Q,
and, by right-continuity, we deduce that v <" ¢. Thus, v is the least upper bound of

(&) jer-

(Step 4) There exist increasing maps R : AN — A(w) such that R(€) = R'(€) for
each € € AN,



3.1 The monotone-follower game 67

For each & € AYN | define R*(€) as the least upper bound of the set { Ri(n) |n € AN, n <V
€} in the complete lattice (A, <). If € € AV, then R'(&) € {R'(n) |n € AN, n <N &}
and, since R is increasing, R'(n) < R'(€) for each n € AY such that n <V &, which
implies that R () = R'(£). Moreover, if €, ¢ € AY are such that & <" ¢, then we
have {n € AN |n <V &} € {n € AV |n <V ¢} and hence that R'(¢) < R(¢). We
only remain to prove that R (&) € A(w). In order to accomplish that, we observe that,
for each n, ' € A" such that , n’ <V &€ we have that n V' <V & and, since R
is increasing, R'(n) V RY(n') < R'(n Vv n'). This implies that there exists a sequence
(M) jen C {n € AV |n <V €} such that the sequence (R'(n’)7);en is increasing and,
moreover,

Ri(g)Tzli]mRi(nj)T, P-a.s., and ]E[Ri(g)T]:h]mE[Ri(nj)T], (3.1.21)

where the latter equality follows from the monotone convergence theorem. Finally, by
Step 1 we have that R'(n’) € A(w) for each j € N, which by (3.1.21) implies that
E[R!(&¢)r] < w and hence that R (¢)r < oo P-a.s. By the completeness of the filtration
— unless to consider an indistinguishable version of R!(&) — with no loss of generality we
can assume that R'(€)(w) is finite for any w € Q; that is, R'(¢) € A(w). This completes
the proof of Step 4.

(Step 5) Existence of Nash equilibria.

By the previous steps the lattice (AY, <™) is complete and the map R := (R!,..., RV)
from the set of extended profile strategies A% into itself is monotone increasing. Then,
by Tarski’s fixed point theorem (see [155], Theorem 1), the set of fixed point of the map
R is a nonempty complete lattice. Now, by Step 4, the image of the map R is contained
in A(w)", and the map R coincides with the map R on A(w)". This implies that the
set of fixed points of R is equal to the set of fixed point of R, and since such a set
coincides with the set of Nash equilibria, the proof is completed. O

3.1.3 Some remarks

In this subsection we collect some remarks concerning assumptions and extensions
of the previous theorem.

Remark 3.1.5 (Comments on the Conditions of Theorem 3.1.4). A few comments are
worth being done.

1. Condition (3.1.6) is satisfied if, for example, there exists a constant ¢ > 0 such
that

P [ff >c,Vi=1,..,N,Vte [O’Tﬂ —1,
or if g* are such that gi(l7ai,a—i) > K |ai|‘

2. The role of Condition (3.1.7) is to force Nash equilibria, whenever they exist, to
live in the bounded subset AN (w) of AN. If there exist measurable functions H, G :
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R* — [0,00) such that, for eachi=1,...,N and for each (I,a™") € R¥ x RW-1d
we have h'(1,0,a™") < H(I) and ¢'(1,0,a™") < G(I), with

E VOT H(L,)ds +G(Lr) | < oo,

then Condition (3.1.7) is satisfies with r*(€) = 0.

Remark 3.1.6. Consider the case N = 2, d = 1. The costs relative to Player 1 are
fl=h'=0,g"(,a',a®) = e (2 — e ), while the costs of Player 2 can be generic
functions satisfying our requirements. Then, all the assumptions of Theorem 3.1.4 are
satisfied, with the exception of the coercivity condition (3.1.6), which is not satisfied by
J If now (él, 52) were a Nash equilibrium, then for the first player we could write

0<Ele (2 — e )] < inf Efe™"(2 - e )] =0,
ne
which 1s clearly a contradiction. This example shows that, at least in the Nash equilibria,
the coercivity condition (3.1.6) is necessarily satisfied.

Remark 3.1.7 (Finite-Fuel Constraint). Many models in the literature on monotone-
follower problems enjoy a so-called finite fuel constraint (see e.g. [105] for a seminal
chapter, and the more recent [12] and [5]]). This can be realized by requiring that the
admissible control strategies stay bounded either P-a.s. In our game, if we suppose that,
for eachi =1,..., N, the strategies of player i belongs to the set A(w') := {£ € A| &L <
w', V0 =1,...,d}, a proof similar to that of Theorem 3.1.J still shows existence of Nash
equilibria without need of Conditions 3.1.6 and 3.1.7.

Remark 3.1.8 (An Extension of Theorem 3.1.4 with Regular-Singular Controls). We
here discuss how to extend Theorem 3.1.4 to a game in which players can choose both
a reqular and a singular control.

Fixz a square integrable random variable © and define the space of regular controls
U as the set of R%-valued F-progressively measurable processes u such that |u;| < © P®
dt — a.e. We consider the game of reqular-singular controls, in which each player i €
{1, ..., N} is allowed to choose an admissible strateqy Z' = (u',£") € U x A in order to
minimize the cost functional

J(Z1, 27 = E[/O hi(Le, 22, ., ZN) dt + ¢/ (L, €7) +/[0T] fi dg;].

Define on U the order relation < by setting, for u,v € U, u < v if and only if u; <
vy P®dt-a.e. Next, consider on the lattice (U, <) the topology T of intervals (see, e.g., p.
250 in [20]); that is, the topology for which the topology of closed sets is generated by the
family of sets T, = {u €U : u<x z} and Z? :=={u €U : z X u} for z € U. Since the
topology T is included in the weak topology of L2(2 x [0, T]; RY) and U is bounded, then
U is compact in the topology I. Therefore, by a characterization of complete lattices
(see Theorem 20 at p. 250 in [20]), it follows that the lattice (U, <) is complete. Then,
existence of Nash equilibria follows proceding as in the proof of Theorem 3.1.4.
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Remark 3.1.9 (Infinite Time-Horizon Case: T' = oo). Theorem 3.1.4 can be proved
also in the case T' = oo, which typically arises in applications. Indeed, we can consider
the problem in which each player chooses a strategy in the set

nondecreasing and nonnegative components

A[o,oo):{gz[o,oo) x Q0 — R4

& 1s an F-adapted cadlag process, with }

in order to minimize the cost functional
I =E| [Temin g [ o piag)

for a suitable intertemporal discount factor p > 0. The arguments developed in the proof
of Theorem 5.1.4 carry on upon replacing {1 with §oo = SUPye(o o0y &+ Indeed, assuming
the Condition (3.1.6) in terms of & (or simply working with finite-fuel constraints,
cf. Remark 3.1.7), a suitable application of Komlds’ theorem still allows to prove the
well-posedness of the best-reply maps (cf. Step 1 of the proof of Theorem 3.1.4), while
the completeness of the lattice A[0,00) and the submodularity of the costs still enable
the application of Tarski’s fixed point theorem.

Remark 3.1.10 (On the Uniqueness of Nash Equilibrium). In general, very little can
be said about uniqueness of Nash equilibria. Although conditions ensuring uniqueness of
equilibria for submodular games are available in the literature (see, e.g., [17/] and ref-
erences therein), it does not seem straightforward to us how to employ these techniques
in our continuous-time stochastic setting. We leave this interesting question for future
research.

3.2 The n-Lipschitz game

In the notation of Section 3.1, for each n € N, define the space of n-Lipschitz
strategies

U, = {£ € A|¢ is Lipschitz with Lipschitz constant smaller than n, £ = 0},

and the space of n-Lipschitz profile strategies as UY := QY , U,. The set U, (resp. UN)
inherits from A (resp. A") the order relation < (resp. <) together with the associated
lattice structure.

For each n € N, the set of n-Lipschitz profile strategies U2, together with the cost
functionals J?, define a game to which we will refer to as the n-Lipschitz game. We say
that an n-Lipschitz profile strategy & € UY is a Nash equilibrium of the n-Lipschitz
game if, for each i = 1,..., N, we have J*(£) < oo and

JUEET) < T(CLET), forevery (' €U,

Theorem 3.2.1 (Existence of Nash Equilibria for the Submodular n-Lip. Game). Let
Assumption 3.1.2 hold. Then, for each n € N, the set of Nash equilibria of the n-
Lipschitz game F C UY is nonempty, and the partially ordered set (F,<N) is a complete
lattice.
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Proof. As in the proof of Theorem 3.1.4, we identify the proper framework in order to
apply Tarski’s fixed point theorem. The completeness of the lattice (U, <) follows by
observing that the least upper bound (as well as the greatest lower bound) of any subset
is still Lipschitz with Lipschitz constant bounded by n. Moreover, as in the proof of
Proposition 26 at p. 109 in [123], we deduce that, for each i = 1, ..., N and each & € UY,
there exists a unique (by strict convexity of the costs) R'(€) € U, such that

T(R(€).€7%) = min J(¢'€7).

By employing arguments as those in the Step 2 of the proof of Theorem 3.1.4 we
conclude that the map R = (R',...,RY) : UY — UY is monotone increasing in the
complete lattice (U, <™). Then, the thesis of the theorem follows from Tarski’s fixed
point theorem. O

3.3 Existence and approximation of weak Nash equi-
libria in the submodular monotone-follower game

In this section we will investigate connections between the monotone-follower game
and the n-Lipschitz games.

3.3.1 Weak formulation of the monotone-follower game.

For T € (0,00) and an arbitrary m € N, we introduce the following measurable
spaces:

e C!" denotes the set of R™-valued continuous function on [0, 7] with nonnegative
components, endowed with the Borel o-algebra generated by the uniform conver-
gence norm;

e D™ denotes the Skorokhod space of R™-valued cadlag functions, defined on [0, 77,
endowed with the Borel o-algebra generated by the Skorokhod topology;

e D} denotes the Skorokhod space of R™-valued nondecreasing, nonnegative cadlag
functions, defined on [0, 7], endowed with the Borel o-algebra generated by the
Skorokhod topology.

Also, let P(C"), P(D™) and P(Df") denote the set of probability measures on the Borel
o-algebras of C', D™ and D", respectively. Finally, denote by P(C* x D™ x DT") the
set of probability measures on the product o-algebra.

Moreover, denote by (7, 7) : C¥4 x D* x [0, T] — RN the canonical projection,
ie., set (mp,m)(f, L) = (fi, Lt) for each (f, L) € CY¥% x D* and ¢ € [0,T]. Also, for a
probability measure P € P(CY4xD¥), denote by F/"™" the right-continuous extension of
the filtration on Civ 4 x D generated by the canonical projections 7, and 7, augmented
by the P-null sets.

We now give a weak formulation of the monotone-follower game. Assume given a
distribution Py € P(CY¢ x D*) such that the projection process 7y : CYV4x D*F x [0, T] —
RN is a semimartingale with respect to the filtration F}/"™.
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Definition 3. We call a basis a 5-tuple f = (, F,P, f, L) such that (2, F,P) is a
complete probability space, L is an R*-valued cadlag process, f = (f, ..., fN) is an

RN _yalued continuous, nonnegative semimartingale with respect to the filtration F fr’L,
and Po (f, L)~ = Py.

For each basis 3, we then give the relative notion of admissible strategy.

Definition 4. Given a basis = (2, F,P, f, L), an admissible strategy associated to
B is an R¥-valued cadlag, nondecreasing, nonnegative process on the probability space
(Q, F,P) such that, for eacht € [0,T), the o-algebras F* and f:(pf’L) are P-independent,
conditionally on ftﬁL.

We denote by Ag the set of admissible strategies associated to the basis (3. Moreover,
we define the space of admissible profile strategies associated to the basis B as Ag =

®¢]\i1 Aﬁ~

Given a basis § = (Q, F,P, f, L), for each i € {1, ..., N} and each admissible strategy
¢ € Az we define the cost functionals

J5(€,67Y) = EF[CY(f, L, €)]
T . ) o
:Epl/o hZ(Lt7€t> dt+gZ(LT7£T> +/[OT} ftl dé;],
where ¢ := (&%), € == (£',£7%) and E¥ denotes the expectation under the probability
measure P.

We finally introduce a notion of equilibrium that we will refer to as weak Nash
equilibrium.

Definition 5 (Weak Nash Equilibrium). We say that (3,€) is a weak Nash equilibrium
if B is a basis and € € AJBV 1s an admissible profile strategy such that, for every i =
1,..,N

g ey )

Jé(gzag_l) < JH(CLETY),  forevery (e Aj.

3.3.2 Assumptions and a preliminary lemma

In this subsection we specify the main assumptions of this section, we introduce
some notation, and we provide a preliminary lemma.

Assumption 3.3.1. Let Assumption 3.1.2 hold and, for eachi =1, ..., N, assume that:
1. ¢' and h' are continuous and continuously differentiable in the variable o' € RY.

2. There exist 1,72 > 1 such that the d-dimensional gradients V;h' and V;g" of the
functions h' and g* with respect to the (d-dimensional) variable a® satisfy

Vai(l, )| + Vg (@)l < C(1L+ |1 + |a]), (3.3.1)
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for each | € R* and a = (a',...,a"V) € RV4,
Moreover, there exist measurable functions H',G' : R¥ — R such that
Ri(1,0,a7") < H'(1) and ¢*(1,0,a™") < G¥(l), with

T .
EFo l/o |H' ((71)s)|?ds + |G* ((7)7)]|?] < o0 (3.3.2)
and
EPO[ sup (|(m2)s[*" + [(mf)s|*) | < o0, (3.3.3)
s€[0,7T
where q := amax{yp, p/(p — 1)} for some p,a > 1.
3. There exists a constant ¢ > 0 such that
Py [(mp)i > e, Vt € [0,T),Vi=1,.,N| =1, (3.3.4)

and the total conditional variation (see definition (A.2) in Appendiz A) of w1, over
the interval [0,T) is finite; that is, Vi°(mp) < oo .

4. Py is Feller; i.e., for any t € [0,T) we have:

(a) The o-algebras F{{™ and F{*™ on CY4 x D* coincide Py-a.s.;

(b) For each 1 € C(RNIF)  there exists 1* € Cy(RNITF) such that
Bl ((mp, 7))l FL™ ) = 0 ((np me)e), Po-as.

Moreover, the projection process (my,my) is a quasi-martingale under Py.

For a basis 3 = (Q,F,P, f, L), a profile strategy £ = (£*,....&V) € Af}[ and an index
i € {1,..., N}, we define the continuous (non adapted) subgradient process dC*(f, L, ) :
Q x [0,T] — R? by setting

OC'(f, L&), == /tTVZ-hi(Lt,Et)dt+Vl-gi(LT,£T)+f§, Vte[0,T], P-as. (3.3.5)

Furthermore, if £ is such that J5(§) < oo for a certain ¢ € {1,..., N}, then, exploiting
the convexity of h* and ¢° and integrating by parts, we obtain the following subgradient
inequality

JH(CLET) = JHE.ET) > EP’[ /[0 . oCi(d¢i — dAY)|, foreach ('€ Ag.  (3.3.6)

Fix a basis § = (2, F, P, f, L) and denote by IF'{F’L = {JiﬁL}te[o,T} the right-continuous
extension of the filtration generated by f and L, augmented by the P-null sets. For each
n € N, consider a Nash equilibrium &" = (47, ..., €M) of the n-Lipschitz game as in
Theorem 3.2.1. The next lemma shows that any Nash equilibria of the n-Lipschtz game
satisfy certain first order conditions. The proof of this claim follows arguments analogus
to those used in the proof of Proposition 27 in [123].

Lemma 3.3.2. For every n € N and every i = 1,...,N, set 0C*" := 9C*(f, L,&"™).
Then, under Assumption 3.3.1, defining 1 := (1,...,1) € RY, we have

T . . T . T .
EP l / 80{’”d§§’”1 — _nE° l / (O™~ 1dt] , limE? [ / (E)CZ’”)‘dt] —0. (3.3.7)
0 0 n 0
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3.3.3 Existence and approximation of weak Nash equilibria

We now state and prove the main result of this section, which can be thought of as
a game-theoretic version of Theorem 21 in [123].

For an arbitrary m € N, consider on the space CJ* the topology given by the con-
vergence in the uniform norm. Furthermore, on the space D™ consider the pseudopath
topology T,,; that is, the topology on D™ induced by the convergence in the measure
dt + 67 on the interval [0, 7], where dt denotes the Lebesgue measure, and o7 denotes
the Dirac measure at the terminal time T'. The space D" is a closed subset of the topo-
logical space (D™, T;;,), and the Borel g-algebra induced by the topology 7,,, coincides
with the o-algebra induced by the Skorokhod topology (see also the appendix in [123]).
Notice that the topological spaces (D™, 7)) and (D7*,7,) are separable, but not Polish
(see, e.g., [130]). Finally, on the product space CY* x D" x DY?, consider the product
topology, and on P(CYN? x D* x D%V 4) consider the topology of weak convergence of
probability measures.

Fix a basis f = (2, F,P, f, L) and consider, for each n € N, a Nash equilibrium
£ = (&, .., €M) of the n-Lipschitz game as in Theorem 3.2.1, with F = Fi’L (the
right-continuous extension of the filtration generated by f and L, augmented by the
P-null sets). Observe that the processes £&" are Ffr’L—adapted. Define, for n € N, the law
P":=Po(f,L,&")"" in P(CY? x D" x D{9); with a slight abuse of terminology, we will
refer to the law P" as the law of the Nash equilibrium £". We then have the following
theorem.

Theorem 3.3.3. Under Assumption 3.3.1 the following statements hold.

1. The sequence {P"},en of the laws of the Nash equilibria of the n-Lipschitz games
is weakly relatively compact in P(CY* x DF x DY),

2. Any accumulation point P is the law of a weak Nash equilibrium of the monotone-
Jollower game; that is, there exist a basis § = (Q,F,Q, f, L) and an admissi-
ble profile strateqy & € AY, such that (3,€) is a weak Nash equilibrium of the

monotone-follower game and P = Qo (f, L,&)~ .

Proof. We prove the two claims of the theorem separately.

Proof of Claim 1. By assumption we have V(L) < co. Moreover, by employing argu-
ments similar to those in the proof of Proposition 28 at p. 110 in [123], we find

sUp E° [|€7%] < oo, (3.3.8)

where ¢ > 1 is as in Assumption 3.3.1. Therefore, from Lemma A.1, we can deduce that
the sequence {€"},en is tight in P(DY'?), and that L in tight in (D). Furthermore,
since the space CX¢ is Polish, P o f~! is regular, and hence f is tight in P(CY?) (see,
e.g., Remark 13.27 at p. 260 in [112]). This implies that the sequence {(f, L, &™)} en is
tight in P(CY¢ x D* x DY?).

By Prokhorov’s theorem (see, e.g., Theorem 13.29 at p. 261 in [112]), there exists
a subsequence of indexes (still denoted by n) and a probability measure P € P(CY¢ x
Dk x D%V 4) such that the sequence P" converges weakly to P. The first claim of the
theorem is thus proved.
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Proof of Claim 2. Thanks to an extension of Skorokhod’s theorem for separable spaces
(see Theorem 3 in [72]), there exists a probability space (Q, F,Q), and, on it, a sequence
{(f", L™, €") }nen of CY¥? x D* x DN-valued random variables, and a CY¢ x DF x DY-
valued random variable (f, L, £), such that Qo (f", L™, £")~' = P* and Qo (f, L,&) ! =
P. Furthermore, this representation is such that, for almost all w € €, we have

f"(w) — f(w) uniformly on the interval [0, T7, (3.3.9)

as well as

(L"(w), €"(w)) — (L(w),€&(w)) in the measure dt + o7 on [0, 7). (3.3.10)

Define then 3 := (0, F,Q, f, L). Since Po(f, L)~! is constantly PPy, then the same holds
for its limit; that is, Q o (f, L)™' = Py, and this implies that /3 is a basis.

Moreover, the fact that € € A]BV can be proved following the same lines as in the
proof of Proposition 29 in [123], using that the strategies £" are Ffr’L—adapted, and
exploiting Condition 4 in Assumption 3.3.1.

Next, for every i = 1,...., N and n € N, recalling (3.3.5), we define on the proba-
bility space (Q, F,Q) the subgradient processes C*" := dC(f* L™ €") and 9C* :=
o0 (f, L, €). By the convergence at the terminal time (3.3.10) together with Fatou’s
lemma and the estimate (3.3.8) we have

B[] < sup EY[€4/"] = supE7[|€4]"] < oo (33.11)
Let @ := ([0,7) N Q) U {T} and define the measurable function ® : D* — R by

O(X) :=sup | Xy|.
teq

Being constantly equal to Po ®(L)~!, the sequence {Qo ®(L")1},ey is tight in P(RF).
This allows to assume without loss of generality (modulo a further subsequence, a new
Skorokhod representation of the sequence {(f", (L”) L™, €")}hen, and exploiting the
measurability of ®), that ®(L") converges to ®(L), Q-a.s. Furthermore, by (3.3.3) in
Assumption 3.3.1, we have E2[®(L)] = EFo[®(rr)] < co. The latter, together with the
@ a.s. convergence of ®(L"), the convergence in (3.3.10), and the integrability proved

n (3.3.11), implies that, for Q-almost all w € ), there exists a constant M(w) < oo
such that

Sgptg[%l;](!w(w)\ + & (W) + [Li(w)] + [&(w)]) < M(w).

Thus, for Q-almost all w € Q, we can find, by continuity of A?, another constant K (w) <
oo such that

up Sup DL} (@), & (@), & ")) + B (Lo(w), &(w), & ()] < K (w).

n S s

Hence, for Q-almost all w € €, the bounded continuous function V;h(l,a) A K(w)
coincides with the function V; hl(l a) when evaluated along the sequence (L7 (w), £"(w))
and at the limit point (L,(w), &(w)).
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Considering w fixed and Vi bounded by K (w), this allows to use equation (A.1),
together with standard arguments exploiting the compactness of (0,77, in order to
deduce that, Q-a.s.

lim sup = 0. (3.3.12)

™ tefo,T)

T o _ o B
/t (VW(L’; £") — V,hi(Ls, 55)) ds

The latter, thanks to (3.3.9) and (3.3.10) and to the continuity of V,;g’, implies that,

dC*™ — 9C"  uniformly on the interval [0, 7], for everyi=1,..,N, Q-a.s.
(3.3.13)
The following claims summarize two key properties of the processes 9C* and € that will
guarantee that (3, €) is a weak Nash equilibrium as in Definition 5.

For every i = 1, ..., N, we now prove that the following hold Q-a.s.:
(2.a) AC! > 0 for every t € [0,T7;

(2.b) oC! d€} = 0.
[0.7]

Proof of 2.a. We begin by proving that 0C™ — 9C in L! (@@dt)._For i=1,..,N, from

the convergence proved in (3.3.13) we have that Q ® dt-a.e. 9C*™ converges to 9C".

Moreover, for p > 1 as in Assumption 3.3.1, by the growth condition (3.3.1) we easily
find that

E@[ sup |acz’"vg] < (1 FEFen) + E[ sup. (Ima) ™ + () P) ])
te[0,7) t€[0,1]
(3.3.14)

for a suitable constant C. Using then the integrability condition (3.3.3) in Assumption
3.3.1 and the estimates (3.3.8) (recall that by assumption vep < ¢), we have

supE@[ sup |0CT"P| < oo, (3.3.15)

te[0,7)

which implies that the sequenceﬁ@@i’" is uniformly integrable. From Theorem 6.25 at p.
in [112], we deduce then that 0C™ — 9C in L'(Q ®dt). Now, from the second equation
in (3.3.7) in Lemma 3.3.2, we find

T [T . [, _
0 — lim E? V (BCm)- dt] — limE® V (OCim)~ dt] — g2 V (8C§)dt] ,
n 0 n 0 0
and by continuity of C* we conclude that Q-a.s.

oC! >0, Yte[0,T], Vi=1,.. N. (3.3.16)

Proof of 2.b. Computations analogous to those employed in (3.3.14) yield
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EQ[ sup |8C_’,f’"|“p

<C (1 + BY1&7 |7 + B [ sup (|(m1), "™ + |(m 1)) D ,

te[0,7] t€[0,T]
(3.3.17)
as well as,
E@[ sup raCZ!”p] <C (HEQHET!W} +EP°[ sup (|(m), "7 + | ()" D
te[0,T) t€[0,1]
(3.3.18)

Now, the estimates (3.3.8), (3.3.11), (3.3.17) and (3.3.18) imply that

supEQ[S“P G |7 + Sup. 0G| + |€217T + [€r|7T | < oo,

te[0,T] te[0,T

which, together with the convergence established in (3.3.13), allows us to use Lemma
A.2 in Appendix A in order to deduce that

T ) .
EQ[/ e dft] = limE® [/ OC;" déy ] = hm]E“”U e d&é’”] <0
n 0
(3.3.19)
where we have used the first equality of (3.3.7) in Lemma 3.3.2 and that, for each n € N,

53" =0 Q-a.s. This implies, thanks to the non negativity of 9C" established in (3.3.16),
that Q-a.s.

o 0G4 =0
(0,7

i.e. (2.b) is proved.

It does remain to conclude that the couple (3, £) is a weak Nash equilibrium of the
game. Fix ¢ € {1,..., N}, and consider an admissible strategy ¢* € Ajz. By (3.3.6) and
Claims (2.a) and (2.b) we have

i F—iy _ Ti(Fi g—i Q ~if i _ i
JHCLE) — JYEE) SR [ oo dgt] V ocidc| >

7

which in fact completes the proof. O

3.3.4 On Lipschitz e-Nash equilibria for the monotone-follower
game

In this subsection we prove another connection between the Lipschitz games and
the monotone-follower game by showing that e-Nash equilibria of the monotone-follower
game can be realized as Nash equilibria of the n-Lipschitz game, for n sufficiently large.
The proof of this result exploits Theorem 3.3.3, combined with a contradiction scheme.

As in Subsection 3.3.3, in the following we consider fixed a basis § = (2, F,P, f, L),
and, for each n € N, let £&" = (&8, ..., &N") be a Nash equilibrium of the n-Lipschitz
game as in Theorem 3.2.1, with F = F}*. Observe that the processes £" are F|"-
adapted.
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Theorem 3.3.4. Suppose that Assumption 3.5.1 holds and that there exists a constant
C > 0 such that . . ‘
(W' (La)l +1g'(La)] < CQA+ I + |a™[), (3.3.20)
for each | € R¥ and a = (a',...,a"V) € RV4,
Then, for each € > 0, there exists n. such that the Nash equilibrium &" of the

ne-Lipschitz game is an e-Nash equilibrium of the monotone-follower game; that is, for
eachi=1,...,. N

Jé(ﬁi’ne,f_i’na) < Jé(Ci,f_i’"E) +e foreach ('€ Asg.

Proof. We argue by contraddiction and we suppose that the thesis is false. Then, there
exists ¢ > 0 such that, for each n € N, there exist i, € {1,..., N} and an admissible
strategy (" € A (i.e., adapted to FiL) with

Ty (€") > Jg (", 67") + e

Since the number of indexes of the players is finite, we can suppose that there exists
i € {1,...,N} such that, for each n € N,

JH(EY) > JH(CME7) +e. (3.3.21)

Recall now that, for each n € N, £ is a Nash equilibrium for the n-Lipschitz game
and notice that the process constantly equal to zero is admissible. Hence, from (3.3.21),
and using the coercivity condition (3.3.4) and the integrability condition (3.3.2) in
Assumption 3.3.1, we find

CEFIGRI] < JA(C",E7) < J5(€") — e < Jj(0,67)

<E l/oT H'((mp)e) dt + G'((m1)7)| < o0,

which implies that
sup EF[|¢2]] < oo. (3.3.22)

With arguments analogous to those employed in the proof of Claim 1 of Theorem
3.3.3, from the tightness condition (3.3.22) we deduce that there exists a subsequence
of indexes (still denoted by n) and a probability measure P € P(CN¢ x D* x D%HN)d)
such that the sequence Po (f, L, (", €")~! converges weakly to P.

Then, thanks to an extension of Skorokhod’s theorem (see Theorem 3 in [72]),
there exists a probability space (£, F,Q), and, on it, a sequence {(f™, L", ("™, &™) }nen
of C f 4 DF x D%HN)d—V&lued random variables, and a C f 4 DF x D%HN) “_valued random
variable (f, L, (, &), such that

Pr=Qo (f",L" ("€ " and P=Q o (f,L,(,€)".
Furthermore, this representation is such that, for Q-almost all w € €2, we have

fM(w) — f(w) uniformly on the interval [0, 77, (3.3.23)
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as well as

(L7(w), E(w), €"(w)) — (L(w),é(w), &(w)) in the measure dt + & on [0, 7).
(3.3.24)
A rationale similar to that yelding (3.3.12) can be employed to show that, Q-a.s.,

T it7n 7n 7—im i(Tn Fn F—in
1111’1/ hl L?thnugt 7 )dt + g (LT7CT7£T 7 ) (3325)
- / Ltagtmgt )dt_l_gl([_/T)ETagj_“l)a
where we have also used that h' and ¢* are continuous. Furthermore, thanks to the

growth condition (3.3.20), for p > 1 as in Assumption 3.3.1, we can find a suitable
constant C' > 0 such that

Q T = n e—t,n irTm n F—in P
SngQl /0 hZ(LzLagfvét 7 )dt+g (LT7<T7£T’ ) 1 (3326)

< G (1 +Eﬂ%[ sup |<wL>t|w] +EP[|§%|W]) < oo,

t€[0,T]

where the integrability of the right-hand side follows from Condition (3.3.3) and the
estimate (3.3.8). Finally, the limit in (3.3.25), together with the uniform integrability
n (3.3.26), allows us to conclude that

B | [ I GG de g G 6 (3:3.27
n 0
:]E@ [/[) hZ(Ltagta )dt+g (LT7CTa§T )] .
With a similar reasoning we also find
. Q T = Fin F—in i T Fin F—im
hglE [/0 hz(‘lj?’gt, 7§t 7 )dt + gZ(L%7§7; 7§T ’ )‘| (3328)
) T o.o_ _ _ . o=
—E [ | g6 +gz<LT,§ZT,f;Z>] .
Moreover, Condition (3.3.3) yields

supEQ[ sup |f'|*? + sup |f|°‘p] = 2EP°[ sup |(my),|*?| < oo. (3.3.29)

t€[0,T] t€[0,T] t€[0,T]

The latter, together with (3.3.8) and (3.3.11), allows to use Lemma A.2 in Appendix A
in order to deduce that

_ T _. _. = —. .
lim E2 [/ ff’"déi’"]zE@l / fzdsz],
n 0 (0,7
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which, together with (3.3.28), gives

lim J3(€") = J5(6,67). (3.3.30)
Fix now M € N and define the sequence of processes {("™ },en by (M := A M

as well as the process (M := (; A M. Observe that, for each n € N, from (3.3.21) and
the definition of B™Y we have

J5(€") > B

T = ~ F—1,n iTm o F—bn
[ GG a5 G| (3331)
+E@[ / fim dgf’M] +e.
[0,7]

Moreover, notice that the convergence established in (3.3.24) implies that, Q-a.s., the
sequence {(™M},.en converges to (M in the measure dt + 67 on [0, 7).

Now, since the sequence {(™},cx is bounded by the constant M, we can use again
Lemma A.2 in Appendix A to deduce that

lim E2 [ /[O . Fim dgva] — g2 [ /[0 i dCtM] . (3.3.32)

Hence, thanks to (3.3.30), (3.3.27) and (3.3.32), for each fixed M we can pass to the
limit in the inequality (3.3.31), in order to obtain that

15 > B | [ 1L G+ o 6| + B9 [ g

Finally, by the monotone convergence theorem, we can take the limit as M — oo in
the latter inequality to deduce that

JEEET) > TH(E) Fe. (3.3.33)

On the other hand, the probability measure Qo (f, L,&)~" is an accumulation point
of the sequence Po(f, L, £")~!, and hence, by Theorem 3.3.3, the couple (3, £) is a weak
Nash equilibrium of the monotone-follower game, with 3 := (Q, F,Q, f, L). Moreover,
¢ is an admissible strategy associated to the basis 3 (this can be proved following the
same lines as in the proof of Proposition 29 in [123], using that the strategies (" are
IFQL—adapted, and exploiting Condition 4 in Assumption 3.3.1). Therefore, we also have

J5(&,67") < J5(6.€7),

which, together with (3.3.33), leads to a contradiction, and thus completes the proof. [

3.3.5 Some remarks

In this subsection we collect some remarks concerning extensions and comments of
the previous theorems.
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Remark 3.3.5. Theorem 3.3.3 and Theorem 3.3.4 can be thought of as the game-
theoretic counterpart of Theorem 21 and Corollary 24 in [127], respectively. In com-
parison to Theorem 21 in [123], the existence result for the n-Lipschitz game contained
in Theorem 3.2.1 — on which Theorem 3.53.3 is based — requires the study of a fized
point problem (cf. Sections 3.1 and 3.2). The convergence result of Theorem 3.3.3 is
only slightly more involved than that in [123], even if some extra care is needed when
performing the necessary limits. On the other hand, while Corollary 24 in [127] directly
follows from Theorem 21 in [125], the proof of Theorem 3.5.4 needs a new argument,
which relies on the estimates and limits previously obtained in the proof of Theorem
3.3.8. Finally, differently to [123], we can also allow for a stochastic cost of control f.

Remark 3.3.6 (Infinite Time-Horizon Case: T = oo). The techniques and the method-
ologies used in the proof of Theorems 3.3.3 and 3.3.4 can be extended so to handle also
the infinite time-horizon case (cf. the setup discussed in Remark 3.1.9). With respect
to the case T" < oo, the main technical difference is that one now needs to introduce
a different pseudopath topology in order to be able to work on the Skorokhod space of
RFNd_yalued cadlag functions defined on the half line [0,00). To this end, one can use
the pseudopath topology 7/, induced by the convergence in the measure \° on the half
line [0,00), where N is defined by d\° := e~P'dt and p > 0 denotes a suitable intertem-
poral discount factor. The tightness of the sequence of Nash equilibria of the n-Lipschitz
games can then be deduced whenever the standard Meyer-Zheng tightness criteria are
satisfied (see Theorem 4 in [130]). These conditions are automatically fulfilled in the
finite-fuel case (see Remark 3.1.7). Moreover, with such a choice of the topology, the
convergence of the subgradient processes (cf. the limit obtained in (3.3.13)) can be proved
by exploiting the characterization of the convergence in 7, given in the proof of Lemma

1in [150].

Remark 3.3.7. Theorem 3.5.4 can also be understood in a different way. Fiz a weak
Nash equilibrium (3, €), which is an accumulation point of a sequence of Nash equilibria
of the n-Lipschitz game on a fixed basis 3, and define

V= (VL. V) = (J5(8), ... J5 (£)).

Then, V is a Nash equilibrium value of the monotone-follower game (see, e.g., Defini-
tion 2.7 in [35], or [12/]), in the sense that, for each & > 0, there exists & € Aj such
that, for each i =1,..., N, we have:

10 J5(65,67%°) < JB(CHE77°) + e, for each (' € Ag;
2. |J5(€) =V <e.

Moreover, Theorem 3.3./ shows that the Nash equilibrium value V is such that, for each
e > 0, the profile strateqy &°, which satisfies the conditions of the definition above, can
be chosen as a Nash equilibrium of the n-Lipschitz game, for n large enough.

Remark 3.3.8. Notice that the submodularity conditions (2) and (3) in Assumption
3.1.2 are not necessarily needed in the proof of Theorems 3.3.3 and 3.3.4. Indeed,



3.4 Applications and examples 81

only the requirement that, for each n € N, there exists a Nash equilibrium for the n-
Lipschitz game is needed. The latter games can be seen as stochastic differential games,
where the set of strategies is the set of progressively measurable stochastic processes
u' 2 Q2 x [0,T] — [0,n]?, with degenerate dynamics & = [y ulds. This fact suggests
that, whenever the submodularity requirement does not hold, one might exploit, on a
case by case basis, eristence results on equilibria for stochastic differential games (see
[92, , | for related results on stochastic differential games).

3.4 Applications and examples

3.4.1 Existence of equilibria in a class of stochastic differential
games

This subsection is devoted to show that Theorem 3.1.4 applies to deduce existence
of open-loop Nash equilibria in stochastic differential games with singular controls,
whenever a certain structure is preserved by the dynamics. For the sake of illustration,
we propose the following model.

Fix a filtered probability space (2, F,F,P) satisfying the usual conditions and con-
sider on it N standard F-Brownian motions W*. Suppose given, for i = 1,..., N, mea-
surable functions ¢’, h' : R¥ x RV — R, as well as constants u’, 0’ € R and continuous
F-adapted stochastic processes f* : Q x [0,7] — [0,00). Moreover, assume given an
F-adapted process L : [0,T] x Q — R* with cadlag components. The set of admissible
strategies A is defined as the set of nondecreasing, nonnegative, cadlag, F-adapted, R-
valued stochastic processes, whereas A" := @2 | A denotes the set of asmissible profile
strategies.

We consider the N-player stochastic differential game of singular controls in which,
for i = 1,..., N, player i chooses an admissible strategy £ € A to control her private
state, which evolves according to the stochastic differential equation

dX} = p' X} dt + o' X dW} + d¢l, te[0,T), X, =} >0, (3.4.1)

in order to minimize her expected cost
T(EET) = E[ ) B XE X+ g (L, X XY ffdf:] -

Observe that, for i = 1,..., N, the solution to equation (3.4.1) is given by

1

X{ = Ey | :
t t [mo + 0.4 E

de}| = B st + €], 342
where the processes (E})ep,r) and (Eg)te[oﬂ are defined by

(0')?
2

E; :=exp KM - > t+ JZW;] and & = /[ —d¢;. (3.4.3)

04 E?

Assumption 3.4.1. Let h' and g* satisfy Assumption 3.1.2. Suppose moreover that:
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1. for each i = 1,...,N, there exist functions EI:Z,C:” : R¥ x R — [0,00) such that
hi(l, 2t 2~ < Hi(l,2%) and g'(1, 2, 27%) < G¥(l, %), for each (I,z) € R¥ x RV,
with

T __. ) ~ . )
E [/ H'(Ly, o E}) dt + G (Ly, xoEp) | < o0;
0

2. there exists a constant ky such that, for each i =1,...,N, we have g'(l,x) > kyz°
for each (I,z) € RF x RV,

Theorem 3.4.2. Under Assumption 3.4.1, there exists an open-loop Nash equilibrium
of the previously introduced stochastic differential game.

Proof. Thanks to (3.4.2), the cost functional of player i can be rewritten in terms of &
(cf. (3.4.3)), that is

T o
iopi pmiy i i[i | Fi g [0 o &
JiEL €7 = E[/O h (Lt, Ej [z + &, {E [+ + & }#i) dt (3.4.4)
vo (trBp o+ &) () [+ @), )+ [ siEiag)]
This leads to define the new functions h?, g* : R¥ x (0,00)" x RY — [0, 00) by

Ri(l, e, 2%, 27" := hi(l, e'al + 27, {ej[:cé + 271} )
g(le 227 = g' (L e[zg + 2], {e’[wg + 2]} ),

as well as the continuous processes f': Q x [0,7] — R by f/ := f/ E!. These definitions
allows us to introduce new cost functionals in terms of new profile strategies { =
(¢h, ..., ¢N) € AN setting

_ ) T _. ) ) ) . ) .
JZ<C17 Cil) = El/o hZ<Ltv Et? CZ? Ctil)dt + gZ(LT7 ET7 <§“7 C;l) + /[0 7 fzd<21 :

Notice that, by (3.4.4) and the definition of £ in (3.4.3) as a function of ¢!, we have
that

JUE &) = Jiel ), veEe AV, Viell,.. N}

Furthermore, for each ¢ € A" there exists a unique & € A" such that ¢! = £ for
each ¢ € {1,...,N}. This means that solving the stochastic differential game in the
class of profile strategies £ € A and with cost functionals J? is equivalent to solve the
monotone-follower game for ¢ € A and cost functionals J*. The rest of the proof is then
mainly devoted to show that the costs A’ and g*, together with the processes f?, satisfy
the conditions of Theorem 3.1.4.

Since the functions h' and ¢' satisfy Assumption 3.1.2, for each (I,e,27%) € R¥ x
(0,00)N x RN=! the functions hi(l,e, -, z~*) and g'(, e, -, 2~*) are clearly continuous and
strictly convex. Moreover, for (I,e) € R*¥ x (0,00)" and 2,z € RY such that 2z < z,
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we have e’z + 27] < e[z}, + 7] for each j = 1,..., N, since the components of e are
positive. Therefore, because h' has decreasing differences, we deduce that

hi(l,e,z', 27" — h'(l,e, 2*, 27")
}J#l) hl, (ei[xé + Zi]7 {ej [l’% + zq}j#)

71} jpi) — W (L€'l + 2], {e7 2 + 2] }j0)
=h'(l,e, 2,27 — hi(l,e, 2", 27",

®
<
8.
. O
+
Sy

which means that h* has decreasing difference as well. In the same way it is possible to
show that §* has decreasing differences, and this allows to conclude that the functions A’
and g’ satisfy Assumption 3.1.2. Moreover, thanks to (1) in Assumption 3.4.1, Condition
3.1.7 is clearly satisfied with 7¢(¢) = 0 for each ¢ € AV.

We prove now that the functionals J? satisfy a slightly different version of Condition
3.1.6. The superlinear condition (2) in Assumption 3.4.1 implies that

(¢ ZR [ (L, G )] = B[g (Lo, B [nh+ 6] (B [+ ]} )]
> WiE (B} 2§+ ¢b]] > ME B} ¢f] = b E[EHEY [¢],

where P’ is the probability measure on (€, F) given by

By

dP' =
E[E%)

dp,

and equivalent to P.

We can therefore apply Theorem 3.1.4 (in fact a slightly different version of it, in
which the expectation in Condition 3.1.6 is replaced by the expectation under an equiv-
alent probability measure) to deduce existence of a Nash equilibrium ¢ = (¢, ..., ¢V ) of

the monotone-follower game with cost functionals .J*. Hence the process € = (§ L €N
defined by

&= [ FEid
[0,¢]

is an open-loop Nash equilibrium of the stochastic differential game. O

Remark 3.4.3. The same arguments employed in the proof of Theorem 3.4.2 apply if
we replace the dynamics of the controlled geometric Brownian motion in (3.4.1) by the
dynamics of a controlled Ornstein—Uhlenbeck process

dX} =0'(u' — X})dt + o' dW] +d¢, t€[0,T), X, =} >0, (3.4.5)
for some parameters 0°,c' > 0 and p* € R. Mean-reverting dynamics (as the Orn-

stein—Uhlenbeck one) find important application in the energy and commodity markets

(see, e.g., [25] or Chapter 2 in [129]).
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3.4.2 An algorithm to approximate the least Nash equilibrium

In this subsection we prove that, also in our setting, the algorithm introduced by
Topkis (see Algorithm IT in [157]) for submodular games converges to the least Nash
equilibrium of the game.

According to the notation of Section 2, define the sequence of processes {£"},en C
AV in the following way:

o '=0e AY;
o for each n > 1, set €' := R(&M).

Theorem 3.4.4. Suppose that the assumptions of Theorem 3.1.4 hold. Assume, more-
over, that there exists a constant C > 0 such that, for each i =1,..., N,

Ri(l,a) + g'(1,a) < C(1 + |a]), Y (I,a) € R* x RN and |f/| < C, Vt € [0,T)], P-a.s.
(3.4.6)
Then the sequence (€™),en is monotone increasing in the lattice (AN, <) and it con-
verges to the least Nash equilibrium of the game.

Proof. Since the map R : AY — AV is increasing (cf. Step 2 in the proof of Theorem
3.1.4), the sequence (£"),en is clearly monotone increasing with respect to the order
relation in A",

Define now the process v := (v!,....,v") € AN as the least upper bound of the
sequence (€"),en in the lattice (ALY, <). Recall the construction of v and  (cf. (3.1.19)
and (3.1.20) in Step 3 in the proof of Theorem 3.1.4). Notice that, since the sequence
(€")nen is increasing in the lattice (AY, <), there exists a P-null set A" such that

Uy(w) = lim &G (w) = sgpfg(w), Vge @ :=([0,71NnQ)U{T}, VweQ\N.

Take now ¢ € (0,7) and w € Q\ N. If £7'(w) does not converge to v¢(w), then we find
e > 0 such that,

Vy(w) + & =sup&(w) + & <sup&f(w) +e < vilw).

for each ¢ € @ such that ¢ < ¢. This implies that v;_(w) +¢ < v¢(w), which means that
t is in the set Z(w) of discontinuity points of v(w). Thus, we conclude that there exists
a P-null set N such that,

v(w) =limé(w) Vte[0,T]\I(w), YweQ\N, (3.4.7)

since, for each w € Q\ N, the latter convergence is verified in T' by the definition of vr.

We next show that the limit point v is a Nash equilibrium. By Step I in the proof
of Theorem 3.1.4, we know that there exists a suitable constant C' such that, for each
n € N, E[|€2]] < C. Hence, by the monotone convergence theorem, we deduce that

Ellvr|] < C, (3.4.8)
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which in turn implies that v € AY. Fix then i € {1,..., N} and ¢' € A. If E[|¢%|] = oo,

then, by the coercivity condition (3.1.6), we would automatically have J¢(v',v™") <
Ji(¢' v™") = oco. Hence, without loss of generality, we can assume that

E[|¢i]] < oo. (3.4.9)

Now, since £"! minimizes Ji(-,£7%"), for each n € N we can write

E

| B e dt o+ g (L ) + /m fzdgz’”“]

<E

T i ¢—in i i oe—in i g
/0 hZ(LtaCZagt 7 )dt—f—g(LT7CT7§T7 )+/[OT] ft dgt]

Moreover, the limit in (3.4.7), together with conditions (3.4.6) and the estimates (3.4.8)
and (3.4.9), allows us to invoke the dominated convergence theorem and to take the
limit as n goes to infinity in the last inequality in order to deduce that J'(v%,v™%) <
Ji(¢t v™). Hence v is a Nash equilibrium.

Finally, we prove that v is the least Nash equilibrium. Suppose that © is another
Nash equilibrium. By definition we have £&° = 0 <V ». If, for an arbitrary n € N, we
have £€" <"V &, then, since the map £ is increasing and # is a fixed point of R, we have
&l = R(¢") <N R(v) = v. Hence, by induction, we deduce that £&* < & for each
n € N, which in turn implies that v <" ¥, since v is the least upper bound of the
sequence {&€"}en. O






Chapter 4

Submodular mean field games with
regular and singular controls

We study mean field games with scalar Ito-type dynamics and costs that are sub-
modular with respect to a suitable order relation on the state and measure space. The
submodularity assumption has a number of remarkable consequences. Firstly, it allows
us to prove existence of solutions via an application of Tarski’s fixed point theorem, cov-
ering cases with discontinuous dependence on the measure variable. Secondly, it ensures
that the set of solutions enjoys a lattice structure: in particular, there exist minimal
and maximal solutions. Thirdly, it guarantees that those two solutions can be obtained
through a simple learning procedure based on the iterations of the best-response-map.
The mean field game is first defined over ordinary stochastic controls, then extended
to relaxed controls, and finally to singular controls. Our approach also allows to prove
existence of a strong solution for a class of submodular mean field games with common
noise, where the representative player at equilibrium interacts with the (conditional)
mean of its state’s distribution.

4.1 The submodular mean field game

In this section we develop our setup for submodular mean field games. This setup
allows us to prove existence of MFG solutions without using a weak formulation or the
notion of relaxed controls. Instead, we combine probabilistic arguments together with
a lattice-theoretical approach in order to prove existence and approximation of MFG
solutions.

4.1.1 The mean field game problem

Let T > 0 be a fixed time horizon and W be a Brownian Motion on a complete
filtered probability space (Q,F,F,P). Let zy € L*(Q, Fy,P) and o be a nonnegative
progressively measurable square integrable stochastic process. Notice that we allow the
volatility process to be zero on a progressively measurable set E C [0,7] x  with
positive measure, thus leading to a degenerate dynamics. For a closed and convex set

87
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U C R, define the the set of admissible controls U as the set of all square integrable
progressively measurable processes u: € x [0, 7] — U. For a measurable function b: €2 x
[0, T]xRxU — R and an admissible process u, we consider the controlled SDE (SDE(u),
in short)

dX; = b(t, Xy, up)dt + oy dWy, te[0,T], Xo=xo. (4.1.1)

With no further reference, throughout this chapter we will assume that for each (z,u) €
R x U the process b(-,-, x,u) is progressively measurable and that the usual Lipschitz
continuity and growth conditions are satisfied; that is, there exists a constant C; > 0
such that for each (w,t,u) € Q x [0,7] x U we have

lb(w,t,z,u) — blw,t,y,u)| < Ci|lz —y|, Vz,yeR, (4.1.2)
b(w, t,2,w0)] < Cr(1+ Jo + [ul), Vo €R.

Under the standing assumption, by standard SDE theory, for each u € U there exists a
unique strong solution X* := (X}")ico,r) to the controlled SDE(u) (4.1.1).

Let P(R) denote the space of all probability measures on the Borel o-algebra B(R),
endowed with the classical (Cy-)weak topology, i.e. the topology induced by the weak
convergence of probability measures. The costs of the problem are given by three mea-
surable functions

f:Ox[0,T] xR xP(R) — R,
[:Qx[0,T]xRxU—R, (4.1.3)
g: QxR xPR)—R,

such that, for each (z,u,u) € R x P(R) x U, the processes f(-,-,x,u), (-, x,u)
are progressively measurable and the random variable g(-, x, 1) is Fpr-measurable. We
underline that the cost processes f, [ and g are not necessarily Markovian.

For any given and fixed measurable flow p = (/Lt>t6[07T] of probability measures on
B(R), we introduce the cost functional

J(u,p) =E [/OT [f(t,X;‘,ut) +U(t, X[ ue) | dt + g(X%,,uT)] , U€EU, (4.1.4)

and consider the optimal control problem inf,cy J(u, pt).
We say that (X* ut) is an optimal pair for the flow p if —oo < J(uw*, u) < J(u, p)
for each admissible v € U and X* = X",

Remark 4.1.1. The subsequent results of this section remain valid if we consider a
geometric dynamics for X (cf. Subsection 4.4.3 below). Moreover, for suitable choices
of the costs, we can also allow for geometric or mean-reverting state processes with
dependence on the measure in the dynamics (see Subsection 4.4.4 for more details).

We make the following standing assumption.
Assumption 4.1.2.

1. For each measurable flow p of probability measures on B(R), there ezists a unique
(up to indistinguishability) optimal pair (X*, ut).
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2. There exists a continuous and strictly increasing function i [0,00) — [0, 00) with
limg_.o ¥ (s) = 00 and a constant M > ¢ (0) such that

]EW(]X{‘D] < M for all measurable flows of probabilities p and t € [0,T).
(4.1.5)

Remark 4.1.3. To underline the flexibility of our setup, Condition (1) in Assumption
4.1.2 is stated at an informal level. Condition (1) holds, for example, in the case of a
linear-convex setting in which b(t,x,u) = ¢; + pyx + quu, for suitable processes c;, py,
Qi, U(t,-,+) is strictly convex and lower semi-continuous, f(t,-,u) and g(-, 1) are lower
semi-continuous, and U is convex and compact (see e.q. Theorem 5.2 at p. 68 in [105]).
More general conditions ensuring existence and uniqueness of an optimal pair in the
strong formulation of the control problem can be found in [5/] and in Chapter II of [/5],
among others.

Remark 4.1.4. Notice that Condition (2) in Assumption 4.1.2 is equivalent to the
tightness of the family of laws {IP’O(Xt“)’1| i s a measurable flow, t € [O,T]} (cf. [52],
[122] or [159]). The latter is satisfied, for example, if U is compact or if b is bounded
in u. Alternatively, one can assume that U is closed and convexr and that th/ere exist
exponents p’ > p > 1 and constants k, K > 0 such that EDxO]p/ + (fOT |0t|2dt)p /2] < 00

and

|f @tz )]+ |g(z, p)| < K1+ [z["), (4.1.6)
wlul? — K(1+ |2P) < Ut 2,u) < KL+ |2 + |uf”),

for all (t,z,p,u) € [0,T] x R x P(R) x U. Indeed, following the proof of Lemma 5.1
in [120], these conditions allow to have an a priori bound on the p'-moments of the
manimaizers independent of the measure u; that is, there exists a constant M > 0 such
that

E[|Xt“|p’] < M for all measurable flows of probabilities u and t € [0, T].  (4.1.7)

Remark 4.1.5 (On the topology on R x P(R) and the non-continuity of the costs).
We point out that the space R is endowed with the usual Euclidean distance, while the
set P(R) is endowed with the classical (Cy-)weak topology, i.e. the topology induced by
the weak convergence of probability measures. Also, we say that sequence of probability
measures converges weakly if it converges in the (Cy-)weak topology. Unless otherwise
stated, the set R x P(R) will always be endowed with the product topology, and the
continuity of f, g will mean continuity with respect to this topology.
Alternatively, for p > 1, one could work on the space

P(R) = {n e PR)| [ lyPduy) < oo},

endowed with the p-Wasserstein distance

1/p
WP(M7 V) = ( 1nf 2 |l’ - y|pd’y(l’,y)> 9 /’La Ve PP(R)a

vel(p,v) JR
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where T'(u,v) denotes the set of probability measures vy on the Borel sets of R?, such
that v(E x R) = p(E) and v(R x E) = v(FE) for each E € B(R). The latter distance is
usually used in the literature to address the continuity of the costs (see e.g. [120]).

Differently from the standard conditions in the literature on mean field games, our
existence result (Theorem 4.1.14) does not require any continuity of the costs f and g
with respect to the measure p. In fact, f and g can be discontinuous with respect to the
weak topology or with respect to any Wasserstein distance.

For each measurable flow p of probability measures on B(R), we now define the best-
response by R(p) :=Po (X#)~!. The map p — R(u) is called the best-response-map.

Definition 6 (MFG Solution). A measurable flow p* of probability measures on B(R)
is a mean field game solution if it is a fived point of the best-response-map R; that is,

if R(p*) =y

4.1.2 The lattice structure

In this section, we endow the space of measurable flows with a suitable lattice
structure, which is fundamental for the subsequent analysis. We start by identifying the
set of probability measures P(R) with the set of distribution functions on R, setting
p(s) == p(—o0, s] for each s € R and p € P(R). On P(R) we then consider the order
relation <5 given by the first order stochastic dominance, i.e. we write

pu <*vfor u,v € P(R) if and only if u(s) > v(s) for each s € R. (4.1.8)

The partially ordered set (P(R), <**) is then endowed with a lattice structure by defining

(uA* V) (s) == pu(s) Vr(s) and (Vv v)(s) :=pu(s) Av(s) foreach s € R. (4.1.9)
Observe that (see e.g. [118]), for u,v € P(R), we have

p <* v if and only if (p, u) < {(p,v) (4.1.10)

for any increasing function ¢: R — R such that (p, ) and (p,v) are finite, where

(o, 1) = Jrp(y)du(y).
Recall that by (4.1.5),

E{¢<|X{‘|ﬂ < M for all measurable flows p and ¢ € [0, 7.

Then, following the arguments in the proof of Lemma B.2, we can define p®, Max ¢
P(R) with

M PP o (X7 M for all measurable flows p and t € [0, 7],
where, extending 1 to (—oc,0) by ¥(s) := 1(0) for s < 0, pM" and pMa* are given by

M
U(=s)

M
Al and pM*(s) = (1 - > V0, forallseR. (4.1.11)

KE) = ¥(5)
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This observation suggests to consider the interval
[/"LMin7MMaX] _ {M c P ‘MMm <St [ <st MMaX}

endowed with the Borel o-algebra induced by the weak topology, i.e. the topology
related to the weak convergence of probability measures. We consider the finite measure
7 := g+ dt + 07 on the Borel g-algebra B([0,T]) of the interval [0, 7], where ¢; denotes
the Dirac measure at time t € [0,7]. Notice that we include Jy into the definition of
the measure 7 in order to prescribe the initial law P o £~1. We then define the set L of
feasible flows of measures as the set of all equivalence classes (w.r.t. w) of measurable
flows (pu)eepo,r) with e € [pM™, pM2] for m-almost all ¢ € (0,7] and pp = Po &t On
L we consider the order relation <* given by u <* v if and only if p; <* vy for r-a.a.
t € [0, T]. This order relation implies that L can be endowed with the lattice structure
given by

(WA V)= A vy and (uVE ) o= e V' for m-aa. t € [0, 7).
Notice that P o (X#)™! € L for every u € L. In particular, the best-response-map
R: L — L is well defined.

Remark 4.1.6. We point out that if ¢(x) = x*, then each element of [p™M", Max|

has finite first-order moment, i.e. [g |y|du(y) < oo for each [pM™ M3, This follows

directly from Lemma B.3. Notice also that a higher integrability requirement in (4.1.5)

implies the existence and uniform boundedness of higher moments for the elements of
Min © Max] - More precisely, if 1(x) = o for some p' € (1,00), then

[
sup [ yPdu(y) < oo for allp e (1,p),

e [HI\/Im Max}

We now turn our focus on the main result of this subsection, which is the following
lemma. Its proof follows from the more general Proposition B.4, which is relegated to
the Appendix B.

Lemma 4.1.7. The lattice (L,<") is complete. That is, each subset of L has a least
upper bound and a greatest lower bound.

Remark 4.1.8. We underline that, in general, inf L and sup L are given by
(inf L)y := Loy ()P o &1 + Loy ()™, (sup L), := Lyoy ()P o &1 + Loy () ™™,

with pM® ) pMax defined in (4.1.11) in terms of ¢ and M. In particular, according to
Remark 4.1.4, if U is compact, if b is bounded or if Condition (4.1. 6) 1s satisfied, then
Condition (2) in Assumption 4.1.2 is satisfied with 1 (s) = sP for s > 0 and somep > 1.
In this case, inf L and sup L are explicitly given by

(inf L)t(s) = ﬂ{o}(t)P o ffl(s) + ]I(O,T] (t) [1{S<0} <( M) VAN 1) + ]1{320}‘| , (4.1.12)
for a.a. t € [0,T] and for each s € R, and
(sup L)t(s) = ]l{o}<t)]P> o 5_1(8) + ]l(O,T}(t) []l{sgo} + 1{5>0} <1 — é{p) \Y ({| , (4.1.13)

for a.a. t € [0,T] and for each s € R.
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4.1.3 The submodularity condition
Our subsequent results rely on the following key assumption.

Assumption 4.1.9 (Submodularity condition). For P ® dt a.a. (w,t) € Q x [0,7],
the functions f(t,-,-) and g have decreasing differences in (x,u); that is, for ¢ €
{f(t7 ) ')7 9}7

for allZ,z € R and fi,u € P(R) s.t. T > x and i =% p.
We list here two examples in which Assumption 4.1.9 is satisfied.

Example 7 (mean field interaction of scalar type). Consider a mean field interaction
of scalar type; that is, ¢(x, 1) = v(x, {p,n)) for given measurable maps v : R* — R
and ¢ : R — R. If the map @ is increasing and the map v : R*> — R has decreasing
differences in (x,y) € R?, then Assumption 4.1.9 is satisfied. Observe that a function
v € C*(R?) has decreasing differences in (z,y) if and only if

0%y

< R?.
axay(x,y) 0 foreach (z,y)€

Example 8 (mean field interactions of order-1). Another example is provided by the
interactions of order-1, i.e. when ¢ is of the form

o(w, ) = /Rv(:r, y)du(y).

It is easy to check that, thanks to (4.1.10), Assumption 4.1.9 holds when ~ has decreasing
differences in (x,y).

A natural and relevant question related to Assumption 4.1.9 concerns its link to the
so-called Lasry-Lions monotonicity condition, i.e. the condition

[ @) = ¢la. )l — p)(@) >0, Vi€ PR). (4.1.14)

In general, there is no relation between the submodularity condition and (4.1.14). How-
ever, since Assumption 4.1.9 is equivalent to the fact that the map ¢(-, @) — (-, u) is
decreasing for u, i € P(R) with g > p, Assumption 4.1.9 and (4.1.10) imply that

[ (@) = o, m)d(i = (@) <O, ¥ jop € PR with >

the latter, roughly speaking, being sort of an opposite version of the Lasry-Lions mono-
tonicity condition (4.1.14).

Remark 4.1.10. Specific cost functions satisfying Assumption 4.1.9 are, for example,

u2

gl = (v Lo (id 1)

f(t7xvﬂ)50, l(t,l’,u): 2

where id(y) = y. Notice that the function u v— g(z, ) is discontinuous, in contrast to
the typical continuity requirement assumed in the literature (see, e.q., [120]).
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4.1.4 The best-response-map
In the following lemma, we show that the set of admissible trajectories is a lattice.

Lemma 4.1.11. If u and u are admissible controls, then there exists an admissible
control u¥ such that X*V X% = X“'. Moreover, there exists an admissible control u”
such that X* A X% = X",

Proof. Let u and @ be admissible controls and define the process u¥ by

Y us on {X¥>XI'PU{XY=X", b(s, X" us) > b(s, X", us)},
u, = . i .
us on {X'< XPPU{XY=XY b(s, X¥ us) < b(s, X us)}.

The process u" is clearly progressively measurable and square integrable, hence admis-
sible.

We want to show that X*V X% = X*"; that is,

s§77s

_ t _ t
ngxg=x0+/ b(s, X¥V X uv)ds—i—/ oldW,, Vte0,T], P-as. (4.1.15)
0 0

In order to do so, observe that the process X“V X" satisfies, P-a.s. for each t € [0, 7],
the following integral equation

_ t t t _
XUV X = 1 +/ oy dW, + (/ b(s,Xs“,us)ds> v (/ b(s,Xms)ds). (4.1.16)
0 0 0
Furthermore, defining the two processes A and A by
t _ t _
A, ::/ b(s, X* ug)ds and A, ::/ b(s, X7, @) ds,
0 0

we see that the process S, defined by S; := A, V A, is P-a.s. absolutely continuous.
Hence the time derivative of S exists a.e. in [0,7] and, in view of (4.1.16), in order
to prove (4.1.15) it suffices to show that dS;/dt = b(t, X}* Vv X[, w)) for P ® dt a.a.
(w,t) € Q2 x1[0,T].

Since the processes A, A and S are P-a.s. absolutely continuous, for each w in a set
of full probability, the paths A(w), A(w) and S(w) admit time derivatives in a subset
E(w) C [0,T] with full Lebesgue measure. We now use a pathwise argument, without
stressing the dependence on w € Q. Take t € E such that X} > X}*. By continuity, there
exists a (random) neighborhood I; of ¢ in R such that X" > XU for each s € I, N[0, T1,
which, by (4.1.16), is true if and only if A, > A, for each s € I; N[0, T]. Hence, by
definition of .S, we have

dSs  dA,
ds  ds
and, in particular, dSs/ds = b(s, X* V X¥, u) for each s € I, N [0, T7.
Take now t € E such that X' = Xj and b(t, X}, u;) > b(t, X{', U;). From (4.1.16) it
follows that A; = A;, which in turn implies that
dSy i A V A, — AV A, S d;it v d;jt'

=0b(s, X" us), Vsel,N[0,T],

Ehg(l) h
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By construction,

dA . dA

th = b(t, X' up) = b(t, X[, @) = th‘
If there exists a sequence {h} ey converging to 0 such that A, ,; > A, for each
j € N, then clearly dS;/dt = dA;/dt = b(t, X}, us) = b(t, X} V X[, u)), as desired. On
the other hand, if such a sequence does not exist, then there exists some 6 > 0 such
that A;yp < Agyp for each b € (—0,6). Recalling (4.1.17), this implies that dA,/dt <
dS;/dt = dA;/dt < dA;/dt, hence we obtain again that dS,/dt = dA;/dt.

Altogether, we have proved that for a.a. t € [0,7] with X}* > X} or X}* = X/
and b(t, X/, u;) > b(t, X[, 1), we have dS;/dt = b(t, X}, ur) = b(t, X}V XPw)).
Analogously, one can prove that dS;/dt = b(t, X}, u;) = b(t, X vV X', u)) for a.a.
t € [0,7] with X}* < X{" or X} = X[ and b(t, X}, us) < b(t, X}, u;). Therefore
dSy/dt =b(t, X} v X/, u)) for P® dt a.a. (w,t) € Q x [0,T], which proves (4.1.15).

The arguments employed above allow to prove that the process X“ A X* satisfies
the SDE controlled by u”; i.e.

(4.1.17)

s s

_ t . t
XA XE = 2 +/ b(s, XU A X© uA)ds+/ o dW,, Vte[0,T], P-as.,
0 0
where u” is defined by

A Jus on {X¥>XIPPU{XY = X7, b(s, XY us) > b(s, XE, 1)},
Clus on {XU < XP}U{XY® = X" b(s, XU ug) < b(s, X", )}

The proof of the lemma is therefore completed. O
We now prove the fundamental property of the best-response-map.

Lemma 4.1.12. The best-response-map R is increasing in (L, <").

Proof. Take fi,n € L such that u <" i and let (X#,u”) and (X*,u*) be the optimal
pairs related to i and p, respectively. For ¢ € [0, 7], we define the event

By = {X!'> XY U{X} = XF, b(t, XPul) > b(t, XE u)). (4.1.18)

As it is shown in Lemma 4.1.11, the process X* V X* is the solution to the dynamics
(4.1.1) controlled by u := uf'1p, + u{' 15, and the process X" A X is the solution to
the dynamics controlled by u} := uy 1 e + uflp,.

By the admissibility of ¥ and the optimality of u” we can write

0 < (¥, ) — J(u ) = E[ [ [t ) - 0.6 dt] (41.19)

T _ _ _
+ El/ [l(t,X,f‘ v XE ) — l(t,Xf,U“)]dt]
0

+E [g(X} v XE, fir) — (X%, fir)]
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Next, from the definition of B; in (4.1.18) and the trivial identity 1 = 1p, + 1p¢, we
find

JE[/OT [f(t, XtV XE ) — f(t, XE ﬂt)}dt]

T
:E[/ 1p
0

—5| [ [0t = 0. x0 2 XE ||

Fi0. Xt 0 ~ 0. XE )

as well as
E {Q(X'ff Vv X7, fir) — Q(X:/rlaﬂT)} =E {Q(X%ET) — g(X7 A X%naT)} :

In the same way, by the definition of u¥ and u”, we see that

T _ _ _
E[/ {za, XV XE ) — 1t XE uf)]dt}
0

T _
0

T _

EU {l(t,Xﬁ,uf) Ut XA X#,uf)} dt].
0

Now, the latter three equalities allow to rewrite (4.1.19) as

0< J(u", i) — J(uh i) = El/OT [f(t,X;‘,m) — f&, XA Xf,m)} dt] (4.1.20)

HEUOT

+E [g(X%, ir) — (X5 A XE, fir)]

0 X ) 10, X0 0 XE ]

which reads as
‘](uvv IB) - J(uﬁaﬂ) = J(u“’ la) - J(UA, IB) (4121)
Finally, exploiting Assumption 4.1.9 in the expectations in (4.1.20), we deduce that

r

T _
+E[/ [l(t,Xt“,uf) —l(t,X#AX#,utA)} dt]
0

0<J(u’,p) = J(u",p) <E

Fl8 XE 1) — Ot XE A XP ,ut)]dt] (4.1.22)

+E |g(Xh, pr) = g(XF A XE pir)]
= J(u", 1) = J(u", ).

Hence the control u” is a minimizer for J(-, 1), and, by uniqueness of the minimizer,
we conclude that X# A X# = X*; that is, X}' < X} for each ¢t € [0,T] P-a.s., which
implies that R(u) <* R(f). O

Remark 4.1.13. For later use, we point oul that we have actually proved that for
i, it € L such that p <* i we have that X}' < X[' for each t € [0,T], P-a.s.
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4.1.5 Existence and approximation of MFG solutions

We finally obtain an existence result for the mean field game solutions.

Theorem 4.1.14. Under the assumptions 4.1.2 and 4.1.9, the set of MFG solutions
(M, <*) is a nonempty complete lattice: in particular there exist a minimal and a
maximal MFG solution.

Proof. Combining Lemma 4.1.7 together with Lemma 4.1.12, we have that the best-
response-map R is an increasing map from the complete lattice (L, <") into itself. The
statement then follows from Tarski’s fixed point theorem (see Theorem 1 in [155]). O

Following [157], we introduce learning procedures {p"}nen, {Fi" }nen C L for the
mean field game problem as follows:

o 1’ :=inf L, p° :=sup L;

o 1 = R(u"), ™ = R(") for each n > 1

For simplicity, we make the following assumption. A discussion on the role of these
conditions is postponed to Remark 4.1.19 below.

Assumption 4.1.15.

1. The control set U C R is compact and there exists some p > 1 such that E[|zq[] <
0.

2. The dynamics of the system given by b(t,z,u) = ¢; + pyx + qu, where ¢, p; and
q; are deterministic and continuous in t. The volatility o is constant.

3. For P ® dt-a.a. (w,t) in Q x [0,T], the cost functions f(t,-,-),g are continuous
in (x,p), and the cost function l(t,-,-) is conver and lower semi-continuous in

(z,u).

4. f, L and g have subpolynomaial growth; that is, there exists a constant C > 0 such
that for all (w,t,x,u,pn) € A x [0,T] x R x U x [pMn Max])

[f (&, ) + (U 2, u)| + |g(e, p)] < O+ [2]?).

Remark 4.1.16. Under Assumption 4.1.15 it can be easily verified that for each ad-
missible control u the map t — P o (X*)™! is continuous in the weak topology.

We then have the following convergence result.
Theorem 4.1.17. Under Assumptions 4.1.2, }.1.9 and 4.1.15 we have:

(i) The sequence {p"}nen is increasing in (L,<*) and it converges weakly to the
mainimal MFG solution, m-a.e.

(ii) The sequence {f"}nen is decreasing in (L,<*) and it converges weakly to the
maximal MFG solution, m-a.e.
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Proof. We only prove the first claim, since the second follows by analogous arguments.

By Lemma 4.1.12 the sequence {y"}nen is clearly increasing. Moreover, the com-
pleteness of the lattice L allows to define p* as the least upper bound in the lattice
(L,<*) of {y"}nen, and, by Remark B.5 in Appendix B, the sequence " converges
weakly to pu* m-a.e.

n—1

Define now, for each n > 1, the optimal pairs (X™,u™) := (X", u£""). Since the
controls u™ take values in the compact set U, the processes X" are pathw1se equicontinu-
ous and equibounded. Moreover, by Remark 4.1.13, the sequence { X"}, is increasing.
Therefore, by Arzela-Ascoli’s theorem, we can find an adapted process X such that X"
converges uniformly on [0,7] to X, P-a.s.

We now prove that p* is a MFG solution. Since p = R(u"™"); = Po (XT u 1)_1 =
Po (X)~! and since X™ converges uniformly to X IP’—a s. and p' converges weakly to
; for m-a.a. t € [0, 7], we deduce that ¥ =Po X, ! for m-a.a t € [0, T]. Hence, by the
continuity of the map ¢ — P o X; ! in the weak topology (see Remark 4.1.16), we can
take P o X! as a continuous version of ;*; that is, i =Po X; ! for each t € [0,T].
It remains to find an admissible control u such that X = X* and (X, u) is the optimal
pair for p*.

In order to do so, thanks to the compactness of U, we invoke the Banach-Saks the-
orem to find a subsequence of indexes {n,} ey such that the Cesaro means of {u™ } ey
converge in L? to a process u. Up to a subsequence, we can assume that the convergence
of the Cesaro means to the process u is pointwise; that is,

> u? =y, as m— oo, P@ dt-a.e. (4.1.23)

1
m:l

Moreover, observe that, by Assumption 4.1.15-(2), we have X% = L 3™ X" Hence,
because we already know that X" converges to X uniformly in [0, T, P-a.s. as n; — oo,
we deduce that X?" converges uniformly to X P-a.s. as m — oo, and that

t
X = 2o +/ (€5 + ps Xs + qsus)ds + oWy, Vit e [0,T], P-as,;
0

that is, the process X is the solution to the dynamics controlled by u. Furthermore, by
the subpolynomial growth of the costs, we have —oco < J(u, u*).

We now prove that the pair (X, u) is optimal for the flow p*. Observe that, for each
admissible w and each n; > 1, by the optimality of the pair (X™,u") for the flow
w1t we have

T, g < w1,

Summing over j < m, we write

e <15 s
m = 0 m = )

FOX ™) + U XY 0 |dE+ g(Xp ™)
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which, by convexity of [, in turn implies that
T 8™ om IR r njg  ni—1 njg  ni—1
E /O X" Gt +— Y E /0 P X0 Y dtg(X | (4.1.24)
j=1
1 m
—Z w, pu'e .
m :

By the compactness of U and the subpolynomial growth of [, the sequence I(t, Xf " B)
is clearly uniformly integrable with respect to the measure P ® dt. Moreover, by the
convergence of X”" and ™, thanks to the lower semi-continuity of [, we obtain the
pointwise limit

I(t, Xp,ug) < limminfl(t, X B"), P& dt-a.e.

Therefore, we can take limits as m — oo in the first expectation in (4.1.24) to find that

0

T
E[/ l(t,Xt,Ut)dt

T m
< lim inf]E[ / I, X¢ ,B;”)dt] . (4.1.25)
m 0

Furthermore, by the convergence of X™ and of " and the continuity of the costs f
and g, we can use the subpolynomial growth of f and ¢ and the boundedness of the
sequence p" (cf. Remark 4.1.6) to deduce that

T
]EVO f(t,Xt,uZ)dtJrg(XT,u;)] (4.1.26)
1 & N o N pa
= ngZ [/ Flt, X7 =l dt + g(Xg7 ™)
and that
1
J(w, p*) —hm—ZJ w, . (4.1.27)

j 1

Finally, using (4.1.25), (4.1.26) and (4.1.27) in (4.1.24), we conclude that J(u,p*) <
J(w, p*), which, in turn, proves the optimality of (X, u) for p*, by arbitrariness of w.
Hence, p* is a MFG solution.

It only remains to prove the minimality of p*. Suppose that v* € L is another MFG
solution. By definition, inf L = p° <* v*. Since R is increasing, we have pt = R(p°) <*
R(v*) = v* and, by induction, we conclude that p" <* v* for each n € N. This implies
that the same inequality holds for the least upper bound of {4 },en; that is, p* <* v*
which completes the proof of the claim. n

4.1.6 Remarks and examples

In this subsection we collect some remarks and some examples concerning the pre-
vious theorems.
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Remark 4.1.18. In light of Theorem 4.1.17, a natural question is whether the minimal
(resp. mazimal) MFG solution is associated to the minimal expected cost. In fact, this
relation does not hold in general (see Example 9 below). Nevertheless, it is easy to
see that whenever f(t,z,-) and g(z,-) are increasing (resp. decreasing) in u for each
(t,x) € [0,T] x R, the minimal (resp. mazimal) solution leads to the minimal expected
cost and can be approrimated via the learning procedure above.

We also mention that the study of possible relations between our minimal and maz-
1mal solutions and the equilibria obtained via the “zero-noise limit” and the “N -player
game limit” approaches (see, e.q., [17, 18, 50, (77]) represents a challenging open ques-
tion (see also Example 9 below).

Remark 4.1.19 (On Assumption 4.1.15). We point out that the linear-convez structure
required in conditions (2) and (3) of Assumption 4.1.15 is crucial for our proof of The-
orem 4.1.17. Indeed, the linear-convexr structure is employed, together with a Banach-
Sacks compactification argument, in order to characterize the limit points of the learning
procedure as MFG solutions. In the next section, we extend Theorem 4.1.17 to a non-
conver setting, by employing a weak formulation of the problem (see also Remark 4.2.7).
Clearly, also the continuity of the costs f and g in the measure p plays an essential role
in the proof of Theorem 4.1.17. Alternatively, one could require the continuity of f and
g with respect to a Wasserstein distance (see Remark 4.1.5).

On the other hand, conditions (1) and (4) can be replaced by the growth condition
(4.1.6) (when p’ > 2), unless to slightly extend some of the arguments. Also, if the a
priori estimate (4.1.7) is satisfied, one can see that the continuity of f and g in the
weak topology can be replaced by the continuity in the p-Wasserstein distance, where
p'>p=>1 are as in Remark 4.1.4.

Remark 4.1.20 (On the initialization of the learning procedure). Theorem 4.1.17
assumes a more concrete meaning observing that, according to Remark 4.1.8, the initial
conditions of the learning procedure can be written in terms of the data of the problem.
In particular, if U is compact, if b is bounded or if the growth condition (4.1.6) is
satisfied (see also Remark 4.1.19), (4.1.12) and (4.1.13) provides an ezplicit expression
forinf L and sup L, respectively.

Moreover, let i be a generic flow of probabilities, which is not necessarily an element
of L. Define the sequence p° := p and p™** := R(u™) for n € N. Following the proof of
Theorem 4.1.17 we see that, if 1° <F R(u°) = p' (resp. p® > R(u°) = pu*), then the
sequence { " }nen 48 increasing (resp. decreasing) in (L, <) and it converges to a MFG
equilibrium. In other words, if the learning procedure of Theorem 4.1.17 starts from an
arbitrary element, then it converges to a MFG equilibrium whenever the first and the
second element of the sequence are comparable. In particular, in order to approximate
the minimal (resp. the mazimal) MFG equilibrium, it is sufficient to start the learning
procedure from a generic flow of measures u° such that p® <¥inf L (resp. =L sup L).

Example 9. We discuss here the setting studied in [077] in order to draw a connection
between the solutions selected therein and our mazimal and minimal solutions. Consider
the case U = R, g = 0, b(t,z,u) = cx +u, ¢ € R, o constant, f(t,z,u) = 0,
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[(t,z,u) = (22 + u?)/2 and g(z, ) = (x + @((id, n))*/2. Here ¢ is defined as

y : T
oY) = = i<y = sign(y) gy, y R, 0 € (0.T), 7y 12/5 w, *ds,
with wy := exp [ftT(—c + ns)ds}, n solution to the Riccati equation % =n? —2cn — 1,
nr = 1.

By the monotonicity of ¢ (see also Example 7), we can easily verify that g satisfies
the Submodularity Assumption 4.1.9, while existence and uniqueness of optimal pairs is
a consequence of the strict convexity of the costs, and of the linearity of b (we refer to
[677] for more datails). Moreover, by the boundedness of ¢, we have that g(x, ) < 2*+1.
Hence, for any flow of measures p we see that the optimal control u* must satisfy

T N2 T XO 2
E[/ (u;)dt < J(w! p) < J0,p) < 1+E[/ (Qt)dt+ (X2)?] < o0,
0 0

where 0 denotes the control constantly equal to zero. From the latter estimate, and
a standard use of Gronwall’s inequality, we deduce that (4.1.7) is satisfied with p' =
2. All the requirements of Theorem 4.1.14 are then fulfilled. Moreover, the proof of
Theorem 4.1.17 can be easily modified to fit the example under consideration (see also
Remark 4.1.19). Therefore, the set of MFG solution is a nonempty complete lattice,
and the minimal and mazximal MEFG solutions can be selected by the learning procedure
introduced in the previous subsection.

It is shown in [07] that the set of MFG solutions M has ezactly three elements,
namely M = {u=t, 1% u'}, satisfying

t
(id, p) = Awt/ wy?ds, for eacht €[0,T), A€ {-1,0,1}. (4.1.28)
0

Since w > 0, we immediately see that (id, u; ') < (id, ) < (id, pu}) for each t € [0, 7],
which can happen only if p=t <t p® < pt. We finally draw a connection between the
solutions selected in [07] and our mazimal and minimal solutions, recalling from [07]
the following facts:

e The equilibrium with minimal cost is p°.

o The “zero-noise limit” and the “N-player game limit” select a randomized equi-
librium, given by a combination of the maximal and the minimal MFG solution,
both with probability 1/2; that is, with law %511‘1 + %5“1.

4.2 Relaxed submodular mean field games

In this section we aim at allowing for multiple solutions of the individual optimiza-
tion problem, and at overcoming the linear-convex setting in the convergence result.
This comes with the price of pushing the analysis to a more technical level, by working
with a weak formulation of the problem and with the so-called relaxed controls. The
use of relaxed controls in mean field games (and in control problems) allows to gain
compactness on the set of admissible controls and, for this reason, this technique has
been widely used in this field (see [83, 120], among many others).
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4.2.1 The relaxed mean field game

Let b,0, f,1,9,U be given as in Section 4.1 (see (4.1.2) and (4.1.3)), with the addi-
tional assumption that b, f, [, g are deterministic and, for simplicity, that ¢ is constant.
Let C denote the set of continuous functions on [0, 7. In view of a weak formulation of
the problem, the initial value of the dynamics will be described through an initial fixed
probability distribution vy € P(R).

Let A denote the set of deterministic relazed controls on [0,T] x U; that is, the set
of positive measures A on [0,7] x U such that \([s,t] x U) =t — s for all s,t € [0,T]
with s < t.

Definition 7. A tuple p = (Q,F,F,P,xq, W, \) is said to be an admissible relaxed
control if

1. (Q,F,F,P) is a filtered probability space satisfying the usual conditions;
2. xg is an Fo-measurable R-valued random variable (r.v.) such that P o xal =V,
3. W is a standard (2, F,F,P)-Brownian motion;
4. X is a A-valued r.v. defined on Q2 such that o{\([0,t]x E) | E € B(U)} C F;, Vt €
[0,T7.
We denote by U the set of admissible relazed controls.

The set of admissible ordinary controls is naturally included in the set of relaxed
controls via the map u — A“(dt,du) := §,,(du)dt. Any admissible relaxed control
p = (QFFPxy, WA € U, on the other hand, can be factorized in that one can
find an adapted process A: 2 x [0,T] — P(U) such that A(dt, du) = A\(du)dt P-almost
surely.

Furthermore, since b is assumed to satisfy the usual Lipschitz continuity and growth
conditions, there exists a unique process X? : Q x [0,T] — R, solving the system’s

dynamics equation that now reads as
t
X7 :x0+/ / b(t, XP, u)\(du)dt + oWy, ¢ € [0,T). (4.2.1)
o Ju

Then, for a measurable flow of probability measures p, we define the cost functional

T
J(p, 1) :E[ LX) + 1t X0 )| Ny + 90X )|, o €W,

and we say that p € U is an optimal relazed control for the flow of measures p if it
solves the optimal control problem related to u; that is, if —oo < J(p, u) = inf J(-, p).

We now make the following assumptions, which will be employed in the existence
result of Theorem 4.2.6.

Assumption 4.2.1.

1. The control space U is compact.
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2. The costs f(t, -, p), l(t,-,-) and g(-, u) are lower semi-continuous in (x,u) for each
(t, 1) € 0,77 x P(R).

3. There exist exponents p' > p > 1 and a constant K > 0 such that
wol = [yl duo(y) < oo
and such that, for all (t,x,u,u) € [0,7] x R x P(R) x U,

lg(x, p)| < K(1+ |z + |pff),
lf(t,x, )| + Utz u)| < K1+ |zP + |pP),

where |ul? = Jg [y[Pdu(y).
4. f and g satisfy the Submodularity Assumption 4.1.9.

Remark 4.2.2. Alternatively, as discussed also in Remark 4.1.4, we can replace (1)
in Assumption 4.2.1 by requiring U to be closed and the growth condition (4.1.6) to be
satisfied.

Remark 4.2.3. Under Assumption 4.2.1, it is well-known that for each measurable flow
w, argmin J (-, 1) is nonempty. This can be proved using the so-called “compactification-
method” (see e.g. [1/0] and [95], among others). For later use, we now sketch the main
argument. Let {p,}nen be a minimizing sequence for J(-, i), with

pn = (", T B P 2l W™, A,

Then, since U 1is compact, thanks to the growth conditions on b, the sequence P™ o
(xf, W™ A" XPr)~1 s tight in P(R x C x A x C), so that, up to a subsequence, P" o
(a2, W™, A", XP) =L converges weakly to a probability measure P € P(R x C x A x C).
Moreover, through a Skorokhod representation argument, we can find an admissible
relaxed control

,0* = (Q*,./T*,F*,P*,.TS,W*,)\*)

such that P =P, o (x}, Wy, A\, XP*)~L. Finally, the continuity assumptions on the costs
together with their polynomial growth, allows to conclude that

J(pu; ) < liminf J(pp, p1) = inf J (-, p);

i.e., ps € argminJ (-, u). In particular, this argument shows that for any sequence
{pn}nen C argmin J(-, u) we can find an admissible relazed control

P = (Qu, Fu, Fu, Py, Wi, Ay) € argmin J (-, w)

such that, up to a subsequence, P" o (XP")~! converges weakly to P, o (X?*)~! in P(C).
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The compactness of U and (4.1.2) immediately imply that there exists a constant
M > 0 such that

EF[|X?|P'] < M, forany t € [0,T], and p € U.
Hence, Lemma B.2 in the Appendix B allows to find M, M** € P(R) with
M P o (XP)TE S M for any ¢ € [0,7], and p € U.
Moreover, as it is shown in Remark 4.1.6, we have uniform boundedness of the moments

sup  |p|f < o0, ¢g<p. (4.2.2)
e [Ml\/ﬁn 7u1\/1ax}

Next, define the set of feasible flows of measures L as the set of all equivalence
classes (w.r.t. 7 := 0y + dt + 0r) of measurable flows (f1)iejor) with py € [pM™, Mo
for m-almost all ¢ € (0,7 and py = vg. Let 2F be the set of all subsets of L, and define

the best-response-correspondence R : L — 2° by
R(p) :== {IP’ o (XAt ‘p € argmin J(~,u)} CL, pelL. (4.2.3)
We can then give the following definition.

Definition 8. The flow of measures p* is a relaxed mean field game solution if u* €
R(w").

4.2.2 Existence and approximation of relaxed MFG solutions

We now move on to proving the existence and approximation of relaxed mean field
game solutions. In order to keep a self-contained but concise analysis, the proofs of
the subsequent results will be only sketched whenever their arguments follow along the
same lines of those employed in the proofs of Section 4.1.

We begin by proving some monotonicity properties for the sets of best-responses.

Lemma 4.2.4. Under Assumption 4.2.1, the best-response-correspondence satisfies the
following:

(i) For all i € L, we have that inf R(u), sup R(p) € R(u).
(ii) inf R(p) <L inf R(@) and sup R(p) <L supR(z) for all p, i € L with p <t 7.

Proof. We prove the two claims separately.

Proof of (i). Take p € L. In order to show that inf R(u) € R(u), we recall that, as
it is shown in the proof of Lemma B.4 in the Appendix B, we can select a sequence of
relaxed controls {p, }neny C argmin J(-, i) such that inf{P™ o X?»|n € N} = inf R(u).

Without loss of generality, we can assume that the relaxed controls p, are defined
on the same stochastic basis; that is, p" = (Q, F,F, P, zo, W, A") for each n € N. Indeed,
we can choose

Q=R xCx AN
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as sample space and take xo, W, A", n € N, as the canonical projections. Let F be the
Borel g-algebra on 2 (w.r.t. the product topology), and let F be the natural filtration
induced by zo, W, A", n € N; that is, F, := o(20, W(s), \*(C) : s € [0,¢],C € B([0,#] x
U),n € N), t € [0,7]. Thus, W corresponds to a continuous real-valued F-adapted
process, while A" can be identified with a P(U)-valued F-predictable process (see, for
instance, Lemma 3.2 in [120]). Recall that 1y denotes the common initial distribution.
Let v denote standard Wiener measure on B(C). If p* = (Q,, Fp,, ", P, a2, W™, A7),
n € N, are stochastic relaxed controls with P, o (z3)~! = 14, hence P, o (z, W")~! =
Vg ® v, then let @), denote the Markov kernel from R x C to A that corresponds to
(a version of) the regular conditional distribution of A" given (2%, W™). Let P be the
probability measure on F determined by

P ({xo €EBtN{WeBINn({\N € C’Z}> = / <H Qi(z, w; C’,)) Vo ® y(dz, dw)
iel BoxB \jcr

for any choice of By € B(R), B € B(C), I C N a finite subset, and C; € B(A), i € I.
Then Po (xg, W, A")"t =P, o (21, W™, A")~! for all n € N. As last step, define F to be
the P-completion of F, and let F be the right-continuous P-augmentation of F.

We will now employ an inductive scheme. Let p!, p? be the first two elements
of the sequence {p,}nen. As in Lemma 4.1.11, we can define two A-valued r.v.’s \Y
and \* and two admissible relaxed controls p¥ = (Q,F,F,P,xo,W,\") and p" =
(Q, F,F,P, 9, W, \") such that X”* Vv X?* = X?" and X" A XP? = X?". In fact,
defining the (random) intervals

Bl = {Xr < X2y U {XP = XP2 [;b(s, X2, u)A(du) < [i; b(s, XP2, u)N2(du)},
B2 :={X/ > X, U{XP = XP2 [;b(s, X, u)A(du) > [i;b(s, XP2, u)N2(du)},

we have

W Al on Bl
71X on B2

where M\(ds,du) = A (du)ds, A\?(ds,du) = \2(du)ds, and \\(ds,du) := \)(du)ds. The
definition of AV is analogous. Repeating the same arguments which lead to (4.1.21) in
the proof of Lemma 4.1.12, we see that

0< J(p"s 1) = J(p1, 1) = J(pa, ) — J(p", 1) = 0,

which implies that P o (X?")~1 = Po (X A X*2)~' € R(u). Moreover, since X** A
X7 = X*" | we obviously have Po (X*")"! <* Po (X*')"' A" Po (X?*)~'. Repeating
this construction inductively, for each n € N we find an admissible relaxed control
PN = (Q, F,F,P,zo, W, \"") such that P o (X?"")~' € R(u) and Po (X?"")~1 <*
Po (X?' AL ... AFPo XP")~!. Furthermore, the sequence P o (X*"")~! is decreasing in
L, since for each n we have X! = X} A .. AX? < X' A ... AXP" for each t € [0,7]
P-a.s. Hence,

inf R(u) = inf {]P’o (XPr)~t ‘ n e N} = inf {Po (X771 ‘ n e N},
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which implies that the sequence Po (X?"")~! converges weakly to inf R(y), m-a.e. Since
{IP o (X”M)_l}nEN C R(u), by the closure property of R(u) (see Remark 4.2.3), we
conclude that inf R(u) € R(u).

Analogously, it can be shown that sup R(u) € R(p).

Proof of (ii). Let p,fi € L with g <* fi and p, p € U with p € argmin J(-, z1)
and p € argminJ(-, z). As in the proof of claim (i), we may assume that p and p
are defined on the same stochastic basis; that is, p = (Q,F,F,P,zo, W, \) and p =
(Q, F,F,P, 29, W, \). As above, we can then define two A-valued r.v.’s \Y and \" and two
admissible relaxed controls p¥ = (Q, F,F, P, zo, W, \V) and p" = (Q, F,F, P, o, W, \")
such that X?V X7 = X*" and X* A X7 = X*".

Repeating the arguments which lead to (4.1.22) in the proof of Lemma 4.1.12, we
exploit the submodularity of the costs and the definitions of A and A" to find

0< J(p"s i) = J(p, 1) < J(p*s 1) = J(py 1) = J(p, ) — J(p", 1) <0, (4.2.4)

where the first and the last inequality hold because of the optimality of p and p.

By claim (i), we have that supR(u) € R(p) and supR(fr) € R(fx), therefore, we
can choose p and p such that Po (X?)™! = supR(zz) and Po (X?)~! = sup R(u). From
(4.2.4) we see that p¥ € argminJ(-, i), which implies that P o (X*")~! <* sup R(fx).
This, by construction of p¥, in turn implies that

supR(u) =Po (X)L <FPo (XP) L VEPo (XP) L <F Po (XP) 7L <P sup R();

that is, sup R(u) <* sup R(fi). In the same way, choosing p and p such that Po(X?)~! =
inf R() and Po (X?)~! = inf R(u) we conclude that inf R(u) <* inf R(jz). O

Remark 4.2.5. For later use, we point out that that the crucial point in the proof the
previous lemma is in showing the following statement: For

pi:<Qi7ﬁ7Fi7Pi>w67Wiy)\i)EZ/{~, i:1,27

there exist admissible relazed controls p" = (Q", F N FN PN ad, WM AY) and p¥ =
(Y, FY,FY PV, ay, WY, XV) such that:

1 PPo (X7) 7L <EPLo (X7) 1 AP o (X92) 1,
2. Plo (X)) 1VEP2o (XP2)~L <F PV o (XP) 71
8. J(p" 1)+ J(p¥, 1) = J(p1, 1) + J(p2, ), for any p € L.

This, together with the submodularity of the costs, in turn implies that, for u*, u* € L
such that pt <* p?, one has

J(p", 1%) = (2, 1®) < J(pr ') = J(p", 1),
from which the monotonicity of inf R and sup R can be derived.

We can finally state the main results of this section.
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Theorem 4.2.6. Under Assumption 4.2.1, we have that

(i) The set of mean field game solutions M is nonempty and admits a minimal and
a mazimal element.

Assume moreover that the costs f(t,-,-) and g(-,-) are continuous in (x,u). Then

(i) For p° := inf L and p" := inf R(u"') for n € N, we have that the learning
procedure {|" }nen is increasing and it converges weakly to inf M, m-a.e.

(iii) For @° := sup L and i" := supR(g" ') for n € N, we have that the learning
procedure {i" }nen is decreasing and it converges weakly to sup M, m-a.e.

Proof. Claim (i) follows from Lemma 4.2.4 and Theorem 4.1 in [159].

We only prove (ii), since the proof of (iii) is similar. By Lemma 4.2.4 the se-
quence {u"}nen is increasing, hence it converges weakly to its least upper bound
©, m-a.e. For each n € N, let p" = (Qr, Fr Fr Proag, W™, A") be an admissible
relaxed control such that P" o (X*")™' = inf R(p"'). As in Remark 4.2.3, the se-
quence {P o (zg, W™, \", X?")~'},cy is tight, so that, up to a subsequence, we can
assume that the sequence P" o (g, W, A", X?")~! converges weakly to a probability
measure P € P(R x C x A x C). Moreover, we can find an admissible relaxed control
pe = (Q, Fu, Fo, Py 23, W, N,) such that P =P, o (x5, Wi, A, X?)7, and this implies
that p, =P, o (XP*)~!

By the optimality of p" for the flow of measures "', we have

J(p", 1) < J(p,p" "), Vp eU. (4.2.5)

Now, the continuity of the costs f, [ and g, together with their polynomial growth and
the uniform integrability condition (4.2.2), allow to show the continuity of the functional
J along the sequences {p”, u"~'},en and {p, "' }nen. This in turn enables us to take

limits as n — oo in (4.2.5) and to deduce that J(p.,p ) < J(p,p,) for each p 6 u.
Hence, X?* is an optimal trajectory for the flow p_ and since i = P, o (X P we
have € R(p,); that is, p_is a mean field game solution.

It remains to show that p, = inf M. Let v € M. By deﬁnition, we have p° =
inf L <" v. Since infR is increasing by (ii) in Lemma 4.2.4, = inf R(u°) <*
inf R(v) <* v, where the last inequality follows from v € 7?,( ) By induction, we
deduce that p" <* v for each n € N. Recalling that = sup{p"|n € N}, we conclude
that p <" v, which completes the proof. O]

Remark 4.2.7. Notice that the role of the compactification through the problem’s weak
formulation and the use of relaxed controls is twofold. On the one hand, it ensures that
the sets of best-responses R(-) admit minimal and maximal elements, which is essential
for our arguments in the case in which R(-) are not singletons. On the other hand,
regarding the convergence of the learning procedure, it replaces the compactification via
Banach-Saks’ theorem used in the proof of Theorem 4.1.17, for which the additional
linear-convex structure (enforced in Assumption 4.1.15) is necessary (see also Remark

4.1.19).
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4.3 Submodular mean field games with singular con-
trols

We now present some results on existence and approximation of solutions for mean
field games with singular controls. While many of the techniques developed in the
Sections 4.1 and 4.2 work unchanged also in this new setting, some of the arguments
need to be adapted exploiting the density of Lipschitz processes in the set of singular
controls.

The results in this section will be presented under the weak formulation of the
problem (in the spirit of Section 4.2), similar statements will be discussed for the strong
formulation (i.e., in the spirit of Section 4.1) in Remark 4.3.6 and in Subsection 4.4.2.

4.3.1 Model formulation

Let b, 0, f, g be given as in Section 4.1 (see (4.1.2) and (4.1.3)), with b independent
from u. Assume, in addition, that b, f, g are deterministic and, for simplicity, that o is
constant. Consider, moreover, a deterministic measurable function ¢ : [0,7] — R. In
view of a weak formulation of the problem, the initial value of the dynamics will be
described through an initial fixed probability distribution vy € P(R).

Definition 9. A tuple p = (Q, F,F,P,x0, W, &) is said to be an admissible singular
control if

1. (Q,F,F,P) is a filtered probability space satisfying the usual conditions;
2. o 18 an Fy-measurable R-valued random variable such that P o xal =1y,
3. W is a standard (Q, F,F,P)-Brownian motion;
4. £:Qx[0,T] — [0,00) is an F-adapted nondecreasing cadlag process.

We denote by A the set of admissible singular controls.

Again, since b is assumed to satisfy the usual Lipschitz continuity and growth con-
ditions, for any p € A there exists a unique process X* : Q x [0,7] — R, solving the
system’s dynamics equation, that now reads as

t
XP =y +/ b(t, XP)dt + oWs + &, t€[0,T]. (4.3.1)
0

Then, for a measurable flow of probability measures p, we define the cost functional

T
S =8| [ 10X+ a(XEr) + [ ads], pea

and we say that p € A is an optimal singular control for the flow of measures p if it
solves the optimal control problem related to yu; that is, if —co < J(p, u) = inf 4 J(-, p).
The data of the problem are subject to the following requirements.



108 CHAPTER 4. SUBMODULAR MEAN FIELD GAMES

Assumption 4.3.1.
1. ¢ is nonincreasing and continuously differentiable, with ¢ > 0.

2. The costs f(t,-, ) and g(-, 1) are lower semi-continuous in x for each (t,u) €
[0,7] x P(R).

3. There exist an exponent p > 1 and constants K,k > 0 such that
wl = [ JyPdv(y) < oo
and such that, for all (t,xz,u) € [0,7] x R x P(R),

Rlz” = 1)
R(lz” = 1)

(2, p) < K(1+[z]"),

<9
< flt o, p) < K1+ [z]).

4. [ and g satisfy the Submodularity Assumption 4.1.9.

Remark 4.3.2 (A priori estimates). Let py = (Q, F,F,P, o, W,€) be an admissible
singular control such that & = 0 for any t € [0,T), P-a.s. Under Assumption 4.3.1, it
can be shown that there exists a constant M > 0 such that, for any measurable flow
of probabilities p and each singular control p = (Q, F,F,P,xo,W,&) € A such that
J(p, ) < J(po, 1), one has

EF[| X! P] < M, for each t € [0,T]. (4.3.2)

Indeed, using the growth conditions of f and g in Assumption 4.3.1 and arguing as
in the proof of Lemma 2.2.6 in Chapter 2, we find a constant My, > 0 such that, if
p € A is such that J(p, ) < J(po, i), then

T
EP’U IXP|Pdt + [ XEIP| < M.
0

Therefore, using the SDE (4.3.1), we obtain E¥[|(p[P] < Ma, for a suitable constant
My > 0 which does not depend on p. Finally, using Gronwall’s inequality, we obtain
the estimate as in (4.3.2), for a constant M > 0 not depending on .

Remark 4.3.3 (Existence of optimal controls). Under the standing assumptions, it is
shown in [90] that, for each measurable flow of probabilities i, the set argmin 4 J (-, 1) C
A is nonempty. Also, as in Remark 4.2.3, one can show that, for each sequence of
singular controls {py }neny C argmin 4 J(-, ) we can find an admissible singular control
p=(Q,F F P xy,W,E) €argminy J(-, 1) such that, up to a subsequence, P o (Xrr)~!
converges to Po (X?)~™! in the Meyer-Zheng topology (see again [J6], or Appendiz A for
further details on this topology).

Combining the previous remarks, we deduce that there exists a constant M > 0
such that, for any flow of measures p, one has

EF[| X/ [P] < M, for any t € [0,T], p € argmin J(-, ut).
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Hence, Lemma B.2 in the Appendix B allows to find g™, ;M# € P(R) such that, for
any flow of measures p, one has

M PP o (X)) < pME ) for any ¢ € [0,T], p € argmin J(-, p). (4.3.3)

Next, we define the set L™" as the set of all equivalence classes (w.r.t. the measure
dt 4+ dr on the interval (—oo,T]) of measurable flows of probabilities p : (—o0,T] —
P(R), which are constant for negative times. To simplify the subsequent notation (avoid-
ing to re-define flows of probability measures for negative times), we say that two el-
ements of L™ coincide &g + dt 4+ dr-a.e. in [0, T] if they coincide dt + dr-a.e. on the
interval (—oo, T'|. In this spirit, define the set of feasible flows of measures L as the set

of all elements of L™ with yu; € [pM™, pM*] for m-almost all ¢ € [0,T] and py_ = 1.

On L we consider the order relation <* given by u <* v if and only if p; <5 v; for
m-a.a. t € [0, 7], with the lattice structure given by

(WA V)= A vy and (uVE ) o= e V' for m-aa. t € [0, 7).

As in Lemma 4.1.7, the lattice L is complete. Finally, letting 2© be the set of all subsets
of L, thanks to (4.3.3) the best-response-correspondence R : L — 2L given by

R(p) :== {]P’ o (XP)t ’p € argmin J(-,u)}, weL, (4.3.4)

is well defined.
We can then give the following definition.

Definition 10. The flow of measures u* € L is a solution to the mean field game with

singular controls if u* € R(u*).

4.3.2 Existence and approximation of solutions

In order to recover the results of the previous sections, we prove the following tech-
nical lemma.

Lemma 4.3.4. Given p; = (Q), F' F P xh Wi €D € A, i = 1,2, such that
EX (€] < 00, i=1,2,
there exist admissible singular controls
ph = QN FNFN P ol W EN) and pY = (QY, FYFY PY xy, WY, EY)
such that:
1. Pho(XP) PPl o (XP) P AP P2 o (XP2) 7Y
2. Plo (X)L vEP2o (X)L <EPY o (X)L

8. J(p" m) + J(p¥, ) = J(p1, ) + J(p2, ), for any p € L.
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Proof. The argument exploits an approximation scheme of the singular controls through
regular controls and the results from the Subsection 4.1.4. We divide the proof in four
steps.
Step 1. Take p; = (Q, F ,F P ah, W &) € A, @ = 1,2. Without loss of general-
ity, we can assume that the controls p;, p, are defined on a same stochastic basis
(Q,F,F,P,xo, W); that is, (Qf, F,F P2l W) = (O F,F,P,zo,W), i = 1,2. In-
deed, this can be deduced employing the same rationales as in the proof of Lemma
4.2.4 and by observing that the singular controls &1, &2 can be see as 1.v.’s in a Polish
space (the space of right-continuous, nondecreasing, nonnegative functions on [0, 77,
together with the strong Skorokhod M topology, we refer to [33] for more details).
Introduce a Wong-Zakai-type approximation of ¢! by defining the sequences of pro-
cesses {£7"},en setting, for each n € N,

7N — nj;tt—l/n £;d5 te [O7T)7
R t="T.

Recall that processes are always (implicitly) assumed to be equal to 0 for negative times.
Notice also that, since EF[|¢1|P] < oo by assumption, the processes " are Lipschitz
continuous on the time interval [0, 7). However, they may have discontinuities at time
T. Moreover, for each i = 1,2, n € N, denote by X*" the solution to the controlled
SDE

(4.3.5)

X" =1 +/ b(s, X")ds + oW, + &, t €[0,T].
0

Next, since the processes £4" have Lipschitz paths and are nondecreasing, we can
find F-adapted processes u*™ : 2 x [0,T] — [0, 00) such that

. ¢t
b :/ u"ds, te€l0,7).
0

Observing that the processes u*™ can be regarded as regular controls (see Section 4.1),
we wish to employ the results from Section 4.1 in order to construct p", p¥. However,
we need to take care of possible discontinuities at time 7'.

As in Lemma 4.1.11, for each n € N we find two F-adapted [0, 0co)-valued processes
u™" u""™ such that, defining

o= /Ot uM"ds and & = /Ot ul™ds, foreachte[0,T), P-as.,  (4.3.6)
we have, for each t € [0,T), P-a.s.,
XPUAXP™ = 20 + /O t b(s, X" A XEM)ds + oW, + &7, (4.3.7)
XPV XP" = xg + /Ot b(s, X" v X2 ds + oW, 4 &',
This suggest to define the processes &M and £Y" at time T by setting, P-a.s.,
= X AXE o — | " (s, X1 A X2 ds — oW,

T
W= XV XA — g — /o b(s, X" v X2 ds — oWr.
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In this way, by setting

P = (Q, F, B P, g, W, €M),
p\/,n = (Qafa ]F7 Pa Zo, W7 5\/7”)’
pi’n = (Q7f7 F? P7 LU(),W, éﬁ%”)) P = 1’2’

by (4.3.7) and the definition of £&>™ and &, we have, P-a.s.,
XPUAXET =X and XUV XPT =X forany t€[0,7).  (4.3.8)

Moreover, we observe that the processes £ and £V are nondecreasing.
Step 2. In this step we prove that

T(p"" 1) + T (0" ) = J(p"" 1) + T (0™, ). (4.3.9)

This is done again by adapting arguments from Subsection 4.1.4, taking care of possible
discontinuities of the processes £57, €Mm £V™ at time T.

For a generic admissible control p = (Q, F,F, P, xo, W, &) € A, using integration by
parts and the controlled SDE (4.3.1), we rewrite the cost functional as

T T
J(g,m:EP[ [ X0yt + oK) + x| @c;dt] (43.10)

T
= EP [‘/0 (f(ty Xfa ,ut) - CTb(t, ti) — fth)dt + g(X;,7 ,U/T) + CTX;“| _ CTEP[CL’()]
= Gp, ) — G2(p, 1) + H(p, p) — c7EF o],
where we have set

Gl(p, ) := EF l/OT (f(t, XE, ) — erb(t, X{’))dt] :

(o, 11) = EF [ [ atc;dt],
H(p, p) == E[g(X], pr) + cr X7,

Observing that the functional G' depends on the control only on the interval [0,T),
thanks to the construction of u™", u¥"™ provided in the Step 1, we can repeat the
arguments in Lemma 4.1.12 obtaining,

GHp™" ) + GH(p"" ) = GHp™", ) + GH(p™", ). (4.3.11)

Moreover, from the definition of «", u""™ in Step 1, as in the proof of Lemma 4.1.12,
we see that

t t
6"+ = [l b ulmds = [l un)ds = €7 + €7, for each ¢ € [0.7),
0 0

so that
G*(p"™" ) + G* (V" ) = G*(p™", 1) + G2 (p™", ). (4.3.12)
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Finally, we easily find
HXE" )+ HXP" ) = HXP", p) + HXE" ). (4.3.13)

Therefore, adding (4.3.11), (4.3.12) and (4.3.13), and using the representation in (4.3.10),
we obtain (4.3.9).

Step 3. Set X® := X?i, i = 1,2, and define the right-continuous processes £, £V by
setting

t
€)= XIA X2~z — / b(s, X1 A X2)ds — oW, (4.3.14)
0
t
€= X1V X2~ — / b(s, X1V X2)ds — oW,
0
In this step, we want to prove that the controls p” := (Q, F,F, P, xo, W,£") and p¥ :=

(Q,F,F, Pz, W, £Y) are admissible, and satisfy Claims 1, 2.
From (4.3.5), we immediately see that, P-a.s.,

L, & as m — oo for all continuity points ¢ € [0,7T) of &, (4.3.15)
L €l as n — 00. e
Therefore, using (4.3.15) and Gronwall’s inequality, we deduce that, P-a.s.,
X;™ — X! as n — oo for all continuity points ¢ € [0, 7)) of X?, (4.3.16)
X0t — X as n — o0. o

This allows to take limits in (4.3.8) in order to conclude that, P-a.s., for dt 4+ dr-a.a.
t € [0,T] we have

XPAXP" = XEAXE X'V XPT - XEvXE g, g = (4.317)

Since the processes ™™ and £V are nonnegative and nondecreasing, from the latter
limit we deduce that the processes £" and ¥ are nonnegative and nondecreasing, hence
p" and pY are admissible. Moreover, by definition of " and £, we have

X = XIAXEL< X VXEL XF"', foreachte [0,T7], P-a.s.,

which proves Claims 1 and 2.

Step 4. We finally prove Claim 3. We begin by observing that, for a generic constant
C > 0, by Gronwall’s inequality we have

Xi"P < C(1+laol? + 07 sup (WP +[5717).
s€[0,T]
so that, by definition of £%", we obtain

sup sup [Xi0 < C(1+ sl +07 sup WP +167) €LUQP),  (4318)
s€[0,T]

n tef0,T)
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where the integrability condition of the right hand side follows from our assumptions.
Therefore, thanks to the limits in (4.3.15) and (4.3.16) and the estimate (4.3.18), the
growth conditions on f and ¢ allows employ the dominated convergence theorem in
order to obtain

T .
o) =8| [ 10X g+ 905 + [ cate] (4319)
T i,n by in . i,n
:ngnEﬂ”[ [ X0 it o8 ) + /[OT]Ctdﬁt’]ZhT{nJ(p’ ).

Next, with an integration by parts, we can use the limits in (4.3.17) and Fatou’s lemma
obtaining

T
J(p" p) = EP[/O f(t, Xt ,,ut)dt—i-g(XT ) + epllp — / &heyd ] (4.3.20)

T A,n /\
<lirrgzinfEPU0 fFXE p)dt+ g(X5 ™, pr) + erép™ /SA"’ ]

= lim inf J(p™" ).
Similarly, we obtain
J(p", ) < liminf J(p"", p). (4.3.21)

Finally, exploiting (4.3.19), (4.3.20) and (4.3.21), we can take limits in (4.3.9) in order
to obtain Claim 3. This completes the proof of the lemma. O

As pointed out in Remark 4.2.5, Lemma 4.3.4 together with Remark 4.3.3 allows
to adapt the the proof of Lemma 4.2.4 in order to deduce analogous monotonicity
properties of the best-response-correspondence for MFGs with singular controls. This
allows, together with the completeness of the lattice L, to repeat the proof of Theorem
4.2.6 in order to obtain the following result.

Theorem 4.3.5. Under Assumption 4.5.1, we have that

(i) The set of solutions M to the mean field game with singular controls is nonempty
and admits a minimal and a mazimal element.

Assume moreover that the costs f(t,-,-) and g(-,-) are continuous in (x,u). Then

(ii) For p° := inf L and p" = inf R(u"~') for n € N, we have that the learning
procedure { " }nen is increasing and it converges weakly to inf M, w-a.e.

(iii) For m° := sup L and g™ := supR(u"') for n € N, we have that the learning
procedure {i" }nen is decreasing and it converges weakly to sup M, m-a.e.
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4.3.3 Remarks and extensions

We discuss here how the previous arguments can be adapted in order to fit some
settings which are typical in the literature on stochastic singular control.

Remark 4.3.6 (On the strong formulation of the problem). The techniques presented
in this section can also be used to treat MFGs with singular controls under the strong
formulation. In this case, one can fir a stochastic basis 3 = (Q, F,F, P, zo, W) satisfying
the requirements of Definition 9, and define the set of admissible controls Ag as set of
singular controls p = (Q, F,F,P,xq, W, &) € A with (Q,F,F,P,xq, W) = . For any
measurable flow of probabilities u, the representative agent’s minimization problem is
then given by

inf J(p, p).

pEAg
In the strong formulation, existence and uniqueness of optimal controls can be shown in
linear-convex settings, in which the drift b is affine in the state, and in which the costs
f, g are strictly convex in the state. Alternatively, existence of optimal controls can be
investigated through the DPP approach, by trying to adapt the results in [0, 79, ,
, | to running costs f(t,x, u;) which are discontinuous in time.

Remark 4.3.7 (Bounded-variation control problem). We point point out that MFGs
with controls of bounded variation (see, e.q., Chapter 2) can also be treated with the ap-
proach presented in this section. In this case, the set of admissible controls is given by the
set V of tuples p = (2, F,F, P, xo, W, ) in which the stochastic basis (0, F,F, P, zo, W)
satisfies the requirements in Definition 9 and in which v is an R-valued F-adapted cadlag
processes of bounded variation. For a flow of probabilities u, the representative agent’s
mainimaization problem is given by

infoev B[ o f(t, X, m)dt + fio gy cidlol,]
dX{ =b(t, X{)dt + odW, + +duv, t >0, X{_ = .

Here, as in Chapter 2, the process |v| denotes the total variation of v.

4.4 Concluding remarks and further extensions

In the following, we provide some comments on our assumptions and further exten-
sions of the techniques elaborated in the previous sections. For simplicity, we discuss
only the case of mean field games with regular controls, although analogous conclusions
can be derived also for mean field games with singular controls.

4.4.1 On the multidimensional case

Our approach can be extended only to some particular multidimensional cases.
Indeed, although the first order stochastic dominance induces a lattice structure on
P(R), it does not induce a lattice order on P(R?) for d > 1 (cf. [105] and [135]). Also,
Lemma 4.1.11 does not hold, in general, for multidimensional settings, as the following
counterexample shows.
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Example 10. Consider a 2-dimensional Brownian motion W = (W1 W?). For any
R-valued integrable progressively measurable process u, let X* = (X1 X2%) be the
solution to

t ¢
Xt = / uds + W}, Xp = —/ ugds + W7.
0 0

Taking a positive u, we see that X4V XV~ = X4 while X?* v X%~ = X%74, This
means that the first component of X"V X% should be controlled by u, while the second
component should be controlled by —u. Therefore, X? # X"V X% for any control 3.

Nevertheless, the results in this chapter can be extended to suitable multidimen-
sional settings where the actual dependence on the measure is only through one of its
one-dimensional marginals, and Lemma 4.1.11 and Proposition 4.1.12 hold.

For example, take d > 1 and a d-dimensional Brownian motion W = (W1, ... Wd),
on a complete filtered probability space (€, F,F,P). Consider closed sets U? C R,
i =1,...,d. Admissible controls are d-dimensional square integrable progressively mea-
surable processes u = (u!,...,u?) taking values in U! x ... x U?. Take measurable
functions

VI Ox[0,T|xRx U — R, i=1,..,4d,

f:Ox[0,T]xR*xPR) =R, g:QxR!xPR)—R,
and a d-dimensional Fyp-measurable square integrable random variable zg = (z}, ..., 2d).
For each admissible control u, let the process X% = (X%, ..., X%*) denote the solution
to the system

dXP" =B X w)dt W), te[0,T), Xgt=ap, i=1..d.

Next, for any given measurable flow p = ()¢ 7y of probability measures on B(R), we
consider the cost functional

J(u, p1) = EUOT [f(t,X;z fe) + izi(t,xzﬂ,ug)]dt + g(X%,,uT)].

=1

We enforce an analogous of Assumption 4.1.2; that is, we assume that for each flow
the exists a unique optimal pair (X*, u*) with X* satisfying some tightness condition
uniformly in p.

Notice that we assume that the minimization problem depends on a measure on R,
not on R%. For example, the problem can depend only on one fixed marginal, say the
first. In this spirit, a MF'G solution is a measurable flow p* = (uf)te[O’T} of probabilities
such that

i ="Po (X))t for each t € [0, 7).

Now, since the components of X" are decoupled, we easily see that Lemma 4.1.11
can be recovered. However, in order to deal with the multidimensional setting, we need
to enforce a stronger version of Assumption 4.1.9.
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Assumption 4.4.1. For P® dt a.a. (w,t) € Q x [0,T], for ¢ € {f(¢,-,-), g}, we have

¢(f v x,,u) - ¢<'T7ﬂ) < ¢($,ﬂ) - ¢(§3 A xa“)v

for all z,2 € R and u € P(R), and

for all z,2 € R and ji,u € P(R) s.t. T > x and i >* pu.

By the additive structure of the running cost involving the controls, using Assump-
tion 4.4.1 we can adapt the proof of Proposition 4.1.12 to prove that the best-reply-map
is increasing. Therefore, for this particular setup, the arguments of Section 4.1 can be
recovered, and Theorems 4.1.14 and (by making an analogous of Assumption 4.1.15)
4.1.17 can be extended.

4.4.2 On linear-quadratic MFG

Assumption 4.1.9 is fulfilled in the linear-quadratic case

b(t, z,u) = ¢t + prx + quu,

1 1 .
flt,x,p) + Ut x,u) = inﬂf + i(mtm + mg(id, p))?,
1 = .
9(w, p) = 5w + haid, 1))*,

where id(y) = y, and for deterministic continuous functions ¢, py, qi, ng, My, My, hy, and
/f\Lt such that inf,cjo 7 ¢, > 0, inf,cj0 7y ne > 0, ngm; < 0 and ht/f\Lt < 0 for each t € [0, 7.

However, the tightness condition (2) in Assumption 4.1.2 is not satisfied unless we
consider a compact control set U. In fact, when U is not compact, there is a coun-
terexample in Section 7 of [120], which shows that a mean field game solution may not
exist.

Nevertheless, our approach allows to treat non-standard linear-quadratic mean field
games, as for example the one considered in Subsection 2.2 in [67].

4.4.3 On a geometric dynamics

Our results still hold true if we replace (4.1.1) with a dynamics of the geometric
form
dXt = b(t, Xt, Ut)Xtdt -+ O-tXtthy te [O, T], XO = Xy, (441)

for some square-integrable positive r.v. zy, a bounded drift b and a bounded stochastic
process o. Indeed, for each square-integrable process u there exists a unique strong
solution X* to the latter SDE, and classical estimates show that there exists a constant
M > 0 such that

sup E[|X}"] < M;
t€[0,T]
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hence, the tightness condition in Assumption 4.1.2 is satisfied. Moreover, the solution
to (4.4.1) can be represented as

t 1 t
X} = zgexp </0 (b(s,X;‘,uS) - 503)0[3 +/0 JSdWS>, t € 0,7,

and the mapping = — exp(z) is monotone. Hence, since xy is positive, for any couple
of admissible controls u, @, we have that for each ¢ € [0, 7] P-a.s.

) t ) t
XT> X" if and only if / b(s, X7, a,)ds > / b(s, X, us)ds.
0 0
The latter property allows to repeat all the arguments employed in the proof of Lemma
4.1.11 and (mutatis mutandis) to carry on the analysis that lead to the existence results
of Theorems 4.1.14 and 4.2.6.

4.4.4 On mean field dependent dynamics

For a suitable choice of the costs f, g and [, Theorem 4.1.14 still holds if we have
a “sufficiently simple” mean field dependence in the dynamics of the system. For the
sake of illustration, we discuss here two examples.

Let U be a compact subset of R. For any admissible process u and any measurable
flow of probability measures u, consider a state process given by

dXt = Xt(ut ‘I— m([llt)>dt + UXtth, t - [O, T], X() = Xy, (442)

where ¢ is a positive square-integrable r.v. and m: P(R) — R is a bounded function
which is measurable with respect to the Borel o-algebra associated to the topology of
weak convergence of probability measures. Assume moreover that m is increasing with
respect to the first order stochastic dominance.
Notice that, for each measurable flow p and for each admissible u, the SDE (4.4.2)
admits the explicit solution
X2 = Ey(u) M), (4.4.3)

where

2

Ey(u) := zo exp (/Ot (us %)ds + aWt> and  M,(j) == exp (/Otm(us)d:s).

Since U is compact and m is bounded, we can find a constant K > 0 which is indepen-
dent of p, such that

sup E[|X/""’] < K.

te[0,T)
The latter implies the tightness condition in Assumption 4.1.2. As in Subsection 4.1.2,
this allows us to define a set L of feasible flows of measures, and to show that (L, <*)
is a complete lattice.

Given p € L and two admissible controls v and @, as in Lemma 4.1.11 we can

construct u¥ and u” such that X/* v X = X" and XM A X2 = X2, Moreover,
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due to the particular structure of (4.4.2), the construction of u" and u” does not depend
on /.

Consider now cost functions I(t,z,u) = u?/2 and f(t,z, ) = z(u), for a mea-
surable function ¥: P(R) — R_ which is decreasing w.r.t. the first order stochastic
dominance. With such a choice of the costs, the functional J is strictly convex w.r.t. u.
Hence, for each p € L, there exists a unique minimizer u of J(-, u) (see, e.g., Theorem
5.2 in [168]). We then have the following result.

Lemma 4.4.2. The best-response-map R: L — L 1s increasing.

Proof. Take p, i € L with p <" fi. Let u € argmin J(-, u) and @ € arg min J(-, ).
Similarly to Lemma 4.1.12, we first see that

0> J(u,pu) — J(u™, p) = J(w’, p) — J(u,p). (4.4.4)

We also observe that, exploiting (4.4.3), the monotonicity of m and the fact that ¢ is
negative and decreasing, one has

(XM = XY () = (By(u”) — By(@) My (i) () (4.4.5)
> (By(u) — By(@)My()¢ (i) = (X" — X7 ().

Thus, combining (4.4.4) and (4.4.5), we obtain

() _

0>J(uv,u)—J(u,u)=El/oT< ; —2+(va’“—X?’“)¢(Mt)>dt]

I <<“;V) — B - X?“)w(ut))dt] = J(w’, ) = J(@. ).

Hence u"¥ € argmin J(+, i), which, by uniqueness, implies that «¥ = @. This in turn im-
plies that Fy(u") = Ey(u) V Ey(u) = Ey(u). Hence, Ey(u) < Ei(a) and, by monotonicity
of m, we find X = Ey(u)Mi(s) < B(@My(p) = X; and R(u) = Po (X)) <*
Po (X;"")~' = R(f1), which completes the proof. O

Thanks to Lemma 4.4.2, we can invoke Tarski’s fixed point theorem in order to
deduce that the set of mean field game equilibria is a nonempty and complete lattice.

Remark 4.4.3. Statements analogous to the previous ones still hold if we consider a

controlled Ornstein-Uhlenbeck process with mean field term in the dynamics; that is, if
the state process is given by

dX, = (/th + up + m(,ut))dt +odW,, t€[0,T], Xo=z9, K€R,0>0, (4.4.6)

for a measurable bounded increasing function m : P(R) — R.
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4.5 On mean field games with common noise

Our approach allows also to treat submodular mean field games with common noise.
We refer to the recent works [18], [67] and [156] for a related setup. In the following
we discuss two examples of mean field games with regular or singular controls, and in
which the representative player interacts with the population through the conditional
mean of its state given the common noise.

We fix the probabilistic setup for this section. Let W and B be two independent
Brownian motions on a complete filtered probability space (2, F,F,P). Here, the Brow-
nian motion B stands for the common noise, while W represents the idiosyncratic noises
affecting the state processes in the pre-limit N-player game. Let F? be the natural fil-
tration generated by B augmented by all P-null sets, and define M” to be the set of
all real-valued FP-progressively measurable processes. Finally, let xy € L?(Q, Fy, P),
o >0, and gy > 0.

4.5.1 Regular controls and common noise

For each w € U (see the beginning of Subsection 4.1.1), consider a dynamics of the
system given by

dXt = b(t7)(t7 Ut>dt + Uth + U[)dBt, t & [O,T], X() = Xy, (451)

for some measurable function b satisfying the requirements in (4.1.2).
For any given process m € M”, consider the optimization problem inf J(-,m), with
J defined by

T
J(u,m) =K l/o |:f(t>Xtu7mt) + l<t7XZL?ut> dt + g(X%amT)‘| ) u < u7

for appropriately measurable functions f: Qx [0, T]xR? — R, [: Qx [0, T]xRxU — R
and g: Q x R? — R. Notice that f and g are now functions of the process m, which
represents the conditional mean of the population given the common noise B.

We enforce the following conditions.

Assumption 4.5.1.
1. The control space U is compact.
2. For each process m € L”, there exists a unique optimal pair (X™, u™).

3. For P®dt a.a. (w,t) € Q x [0,T], the functions f(t,-,-) and g have decreasing
differences in (x,y); that is, for ¢ € {f(t,-,-), g},

Qs(j?g) - ¢(xag) < QS(j)y) - ¢($,y)7

foralz,z,yyeRst. x>z andy>y.
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Notice that, since we assume the control set U to be compact, then, by a standard
use of Gronwall inequality, we can find a constant C' > 0 such that the solution X* to
the SDE (4.5.1) satisfies (P-a.s.) the estimate

| X3 < C(l + |zo| + o sup |W| 4 oo sup |BS|> =Y, forallte[0,T] and u € U.
s€[0,t] s€0,t]

Moreover, notice that the process Y := (Y;)sepo,r1 belongs to L*(Q x [0,77), and that

the process Z defined by

Zy = E[Y,|F7], P-as., te€]0,T],

is F?-progressively measurable.

Therefore, define L? to be the set of all real-valued FB-progressively measurable
processes m = (my)ejo,r] such that [m,| < Y; P-as., for each ¢ € [0, T]. Next, introduce
the map R: L” — L” defined by

R(m), == E[X"|FE] P-as., te0,T].

Notice that R(m) is F”-adapted (see Remark 1 in [150]) and continuous in ¢, and
therefore F2-progressively measurable.

Definition 11. A process m* € L” is a strong MFG solution to the MFG with common
noise if

m; = E[X]"|FF], P-as., t€[0,7T).

Consider on L” the order relation given by m < m if and only if m; < m; P®dt-a.e.
Since L? is a bounded subset of the Dedekind complete lattice L*(Q2 x [0,T]), it is a
complete lattice. Moreover, as in Remark 4.1.13, for m, m € L” with m < m we have
that X" < X" for each t € [0, 7], P-a.s., and hence

R(m); = E[X["|F7] < E[X[*|F7] = R(m);, P-as., for every t € [0,T],

which implies that R: L” — L” is increasing. Once more, using Tarski’s fixed point
theorem, we have proved the following result.

Theorem 4.5.2. Under Assumption 4.5.1, the set of strong solutions of the MFG with
common noise is a nonempty complete lattice.

Remark 4.5.3. We point out that Theorem 4.5.6 guarantees existence of a strong
solution to the MFG; that is, a solution which is adapted to the common noise. As
a matter of fact, results on the existence of strong solutions are still relatively limited
in the literature on MFGs with common noise, and they are usually proved through
uniqueness results (see e.g. Section 6 in [/5]), in the spirit of the Yamada- Watanabe
theory for weak and strong solutions to standard SDEs.

Remark 4.5.4. Notice that the crucial step in order to obtain Theorem 4.5.6 is the
inequality X;™ < X[, for each t € [0,T], whenever m < m. Following the arguments
developed in Subsection 4.4.4 for MFG without common noise, a similar relation can be
established also in the case of mean field dependent dynamics as in (4.4.2) or (4.4.6) with
an additional common noise term ogdBy;. Note that the latter mean-reverting dynamics
is exactly the one considered in [077] and [150].
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4.5.2 Singular controls and common noise

For simplicity, we will work under the finite fuel assumption. Indeed, for a constant
U > 0, define the set of admissible singular controls as the set A(¥) of all F-adapted
cadlag, nondecreasing and nonnegative processes £ satisfying & < W, P-a.s. For each
£ € A(T), let X¢ denote a linearly controlled Ornstein-Uhlenbeck process; that is, the
solution of the SDE

dXf =0\ — X£)dt + odW; + 0odB, + d&;, t € [0,T], X5 = zo. (4.5.2)

For any given process m € M?, consider the optimization problem inf J(-,m), with J
defined by

T
J(€,m) ::E[ /0 £t XS my)dt + g(X5, my) + /m ctd@], ¢ € AD),

for appropriately measurable functions f: Q x [0,7] x R? - R, ¢: 2 x [0,T] — [0, o)
and g: Q x R? — R.
We enforce the following requirements.

Assumption 4.5.5.

1. P®dt a.a. (w,t) € Qx[0,T], the functions f(t,-,y) and g(-,y) are strictly convez
and lower semi-continuous, satisfying, for all (w,t,z,y) € QA x [0,T] x R xR and
some K > 0, the growth conditions

f(t 2, y)| + |g(@,y)| < K(1+ |2*);

2. For P®dt a.a. (w,t) € Q x [0,T], the functions f(t,-,-) and g have decreasing
differences in (x,y); that is, for ¢ € {f(t,-,*), g},

¢(£ Zj) ¢($7g) < ¢(i‘>y) - Qﬁ(.’E,y),
foralz,z,yy e R st x>z andy>vy.
3. The function c is continuous.

Notice that the controlled state processes can be explicitly written as
XE = e (:1:0 FAE 1)+ / *(0dW, + 0ydBy) + / 95d£s> (4.5.3)

Also, by the finite fuel assumption, we have

0< /[ }e‘)Sdgs <20l for all ¢ € [0,T], P-as.
0,t

Hence, defining the square integrable stochastic process YV by

t t
o / 0s / 668dBS
0 0

v = e_‘%<|xo + A — 1) + s| + 00

+ 2\I/e|9|T> ,



122 CHAPTER 4. SUBMODULAR MEAN FIELD GAMES

we have that the solution X¢ to the SDE (4.5.2) satisfies (P-a.s.) the estimate
X5 <Y forallte|0,T]and £ € A(D). (4.5.4)

Therefore, defining the FZ-progressively measurable process Z¥ by ZY := E[Y,Y|FZ],
introduce the set L? as the set of all real-valued FZ-progressively measurable processes
m such that |m;| < ZY P-as., for each ¢t € [0,7]. As in Subsection 4.5.1, L” is a
complete lattice.

Under Assumption 4.5.5, for any process m there exists a unique optimal pair
(X™, &™). This can be shown adapting arguments from the proof of Lemma 2.2.7 in
Chapter 2, or following the proof of Theorem 8 in [135]. Therefore, we can introduce
the map R: L” — L” defined by

R(m), := E[X"|FF], P-as., t<c0,7).

Via an approximation of singular controls through Lipschitz controls (see the Step 1
in the proof of Lemma 4.3.4), using Remark 1 in [156] one can show that R(m) is F5-
progressively measurable. Therefore, we can define the notion of strong solution to the
MFG with singular controls and common noise analogously to Definition 11.

Next, thanks to the explicit expression (4.5.3), one can easily check that, for &, q=
A(T), we have X¢ A X¢ = X¢" and X¢ Vv X¢ = X¢' by setting

f{\ = /[o,t] efesd(c A Qt)s, f;/ = /[o,t] eiesd@ \% 6)37 (:= /

(0,¢]

f5de,. § = / P dE,.

[0,¢]

Furthermore, we have £, £ € A(V) and the construction of £*, £V allows to repeat the
arguments of Lemma 3.1.2 in order to deduce that the best-reply-map R is increasing.
This allows to prove the following result.

Theorem 4.5.6. Under Assumption 4.5.5, the set of strong solutions of the MFG with
singular controls and common noise is a nonempty complete lattice.



Chapter 5

Stationary mean field games with
singular controls

We study stationary mean field games with singular controls in which the represen-
tative player interacts with a long-time weighted average of the population through a
discounted and an ergodic performance criterion. This class of games finds natural ap-
plications in the context of optimal productivity expansion in dynamic oligopolies. We
prove existence and uniqueness of the mean field equilibria, which are completely char-
acterized through nonlinear equations. Furthermore, we relate the mean field equilibria
for the discounted and the ergodic games by showing the validity of an Abelian limit.
The latter allows also to approximate Nash equilibria of symmetric N-player ergodic
singular control games through the mean field equilibrium of the discounted game.

5.1 The probabilistic setting

We introduce here the probabilistic setting for our model. On a given complete
filtered probability space (2, F,F,P) satisfying the usual conditions, consider an F-
Brownian motion W. Set R, := (0,00), and for any = € R, let the process X* denote
the unique strong solution to the uncontrolled SDE

AXF = b(XF)dt + o(XE)dW,, t >0, X&=u. (5.1.1)

Existence and uniqueness of such a solution is ensured by the following assumption (cf.
Theorem 7 in Chapter V of [117]).

Assumption 5.1.1. The coefficients b : R, — R and o : R, — R, are continuously
differentiable. Furthermore, b and o are (globally) Lipschitz continuous, and oo’ is
locally Lipschitz.

The locally Lipschitz property of oo’ as well as the Lipschitz continuity of b, will be
needed in our subsequent analysis (cf. (5.1.3) and Proof of Lemma 5.4.1, respectively).

Furthermore, under Assumption 5.1.1, the process X” is nondegenerate, and for any
z, € R, there exists ¢ > 0 (depending on z,) such that

[ )

o0 dz < +o0. (5.1.2)

123
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The latter guarantees that X” is a regular diffusion. That is, starting from z € R, , X*
reaches any other y € R, in finite time with positive probability.

In our subsequent analysis, an important role will be also played by the one-
dimensional Ito-diffusion X evolving as

dX7 = [b(X7) + (00" )(X])|dt + o(X7)dW,,  X§ =z € Ry, (5.1.3)
for some one-dimensional F-Brownian motion W.
Notice that, under Assumption 5.1.1, there exists a unique strong solution to (5.1.3),

up to a possible explosion time. Moreover, one has that for any z, € R, there exists
e > 0 such that

/xo+e 1+ [b(z)| + |00’ (2)]|

d 1.4
. 2(2) z < 400, (5.1.4)

ensuring that X" is a regular diffusion as well.

5.1.1 Characteristics and requirements on the diffusion pro-
cess

In this subsection we recall useful basic characteristics of the diffusion processes X*
and X”. We refer to Chapter II in [29] for further details.

The infinitesimal generator related to the uncontrolled SDE (5.1.1) is denoted by
Lx and is defined as the second-order differential operator

(Lxf) (@) = 50" (@)f"(@) + ba)f'(x), [ECHR,), xRy (5.1.5)

On the other hand, the infinitesimal generator of (5.1.3) is denoted by L4 and is such
that

o*(x)f"(x) + (b(x) + o(x)0'(x)) f'(x), feC*(Ry), w€R;.
(5.1.6)

For r > 0, we introduce 1, and ¢, as the fundamental solutions to the ordinary
differential equation (ODE),

Lxu(z) —ru(zx) =0, r e Ry, (5.1.7)

and we recall that they are strictly increasing and decreasing, respectively. For an
arbitrary x, € R, we also denote by

S'(z) := exp (— /: 2(z) dz) : r € Ry,

. 02(2)

the derivative of the scale function of X, and we observe that the derivative of the speed
measure of X is given by
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Together with the killing measure, scale function and speed measure represent the basic
characteristics of any diffusion process. In particular, S is related to the drift of the
diffusion and, more specifically, to the probability of the diffusion leaving an interval
either from its left or right endpoint. On the other hand, it can be shown that the
transition probability of a regular diffusion is absolutely continuous with respect to the
speed measure.

Throughout this chapter we assume that

/ m/(y)dy < oo, for any a > 0.

Moreover, when r — V/(x) > r, > 0 for z € R,, any solution to the ODE

Lou(x) — (r—b(z))u(x) =0, reRy, (5.1.8)
can be written as a linear combination of the fundamental solutions zz,n and QAST, which are
strictly increasing and decreasing, respectively. Finally, letting z, € R, to be arbitrary,
we denote by

S'(x) = exp (— /g: 2b(z) + 20(2)0"(2) dz) : r e Ry,

o%(2)

the derivative of the scale function of X , and by

m'(x) := #A

o?(x) §'(x)

the density of its speed measure. One can easily check that the scale functions and speed

measures of X and X are related through §'(z) = S'(z)/02(x) and ' (z) = 2/5'(z),

for x € R,. -
Concerning the boundary behavior of the real-valued Ito-diffusions X and X, in the

rest of this chapter we assume that 0 and 400 are natural boundaries for those two

processes. In particular, this means that 0 and oo are unattainable in finite time and

that, for each r > 0, we have

l,gﬁ]l%(x) =0, lggl or(z) = +00, }:%lowr(x) = 400, ilTrglo or(z) =0, (5.1.9)
() o) () A
Mo =" Mo = Mo = ey =0+ G110

Also, when r — b'(z) > r, > 0 for each x € R, we have

hﬁ)ﬂ@(m) =0, li% (Er(x) = 400, liTm &r(x) = 400, liTm &T(x) =0, (5.1.11)
/ o i T
G —o, im0 _ o i 2 o i 20 o 5112)
Sy A ) 212 $1(a) 1% S1(a)
Furthermore, we require that
hg)lgb () = —o0 and hme;(x) = 00.
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Then, by arguing as in the second part of the proof of Lemma 4.3 in [7], one can show
that, under our conditions on X and X one has (br = —¢| and wr (e
Finally, the following useful equations hold for any 0 < a < b < oo:

(D) . () _ /ab &r(y)(r = (y))m’ (y)dy,

;EZ; ;a (5.1.13)
ol Sj(a) [ 8.0 = ) ()

We summarize the requirements made in this subsection in the following assumptions.
Assumption 5.1.2.

1. [22m/(y)dy < oo, for any a > 0;

2. The points 0 and 400 are natural boundaries for the processes X and 5(\;

3. limg o ¢ (z) = —00 and limg e ¥l (x) = o0.

We conclude this discussion by noticing that all the requirements on X (and, conse-
quently, on X ) assumed so far are satisfied, for example, by the relevant cases in which
X is a geometric Brownian motion with drift b(z) = —dz, 6 > 0, or an affine mean-
reverting dynamics with drift b(z) = k(A — z) and volatility o(z) = ox, for positive
K, N\, 0.

5.2 The stationary mean field games

In this section we introduce the stationary mean field games (MFGs) that will be
the object of our study.
Introduce the set of singular controls as

A := {nonnegative nondecreasing F-adapted cadlag processes} ,

and, for z € R, and € € A, let X*¢ denote the unique strong solution to the controlled
SDE
AXTE = b(XTO)dt + o(XT)dW, + d&,, X5 =z € R, (5.2.1)

Next, for any £ € A, x € R, , and 6 € R, we consider the discounted expected profit

J(x,&,0;r) = E[/OO e " h(X™¢,0)ds — /[ e‘”dﬁsl, r >0, (5.2.2)
0 0

700)

as well as the ergodic expected profit

TToo

G(z,&,0) == limsup ;EVOT h(X5¢,0)ds — gT] : (5.2.3)
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In (5.2.2) and (5.2.3), h : R* — [0,00) is an instantaneous profit function and the
control processes are picked from the following two classes of admissible controls

Ay = {g € A‘ E{ fome e—mdgs] < oo}, (5.2.4)
A, = {¢ € A|E[gr] < o0, for all T > 0},

respectively. In order to simplify notation, in the sequel we shall omit the dependency
on 7 of the set 4,4, which in fact will be clear from the context. Furthermore, as in (2.1.5)
in Chapter 2, the integral [, ) e™"*d¢s in (5.2.2) is intended in the Lebesgue-Stieltjes
sense and it includes the cost of a possible initial jump of & of amplitude &.

For a probability measure 1 on Ry such that [, f(z)u(dr) < oo, we define

000 = F( [ Tom(a)), (525)

where F' and f are strictly increasing nonnegative functions. In the mean field games de-
fined through the next Definitions 12 and 13, the term 6 = 6(u) appearing in (5.2.2) and
(5.2.3) describes a suitable mean with respect to the stationary distribution p = Py

of the optimally controlled state process X% (provided that one exists). For example,

if X%¢ describes the productivity of the representative company, then p provides the

distribution of the asymptotic productivity, and its weighted average — with weight

function f — defines a price index through the function F' (cf. Remark 5.2.2 below).
In the sequel, we focus on the following definition of MFG equilibria.

Definition 12 (Equilibrium of the discounted MFG). Forr >0 and x € Ry, a couple
(€7,0,) € Ag x Ry is said to be an equilibrium of the discounted MFG for the initial
condition x if

1 J(2,€,00m) > J(@,€,0,57), for any & € Ag;

2. The optimally controlled process X7 = X=¢ admits a limiting distribution Pg.
satisfying 0, = O(Px. ).

Definition 13 (Equilibrium of the ergodic MFG). For x € R, a couple (£°,0,) €
A. X Ry is said to be an equilibrium of the ergodic MFG for the initial condition x if

1. G(x,€%,0.) > G(x,€,0,), for any € € A.;

2. The optimally controlled process X® = X% admits a limating distribution Pg.
satisfying 0. = 0(Px ).

We enforce the following structural conditions on the running profit and weight
function.

Assumption 5.2.1.

1. The running profit h : R: — [0, 400) belongs to C*(R?%). Furthermore,
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(a) h(-,0) is concave and nondecreasing for any 6 € R, ;
(b) h has strictly decreasing differences; that is, hye(x,8) < 0 for any (z,0) € R ;
(c) For any x € R,

limh,(z,0) = +oo and lim h,(x,0) = 0;
010 6100

(d) For any 0 < a < b < oo there exists a function h*® : R, — R, such that
o, 8) 77 (x) < h*¥(2), for any = € Ry, 0 € (1),
with h*® € LY (k,00) for any k € R,

2. The weight functions F' and f appearing in (5.2.5) satisfies:

(a) The functions F, f : [0,00) — [0,00) are continuously differentiable with
F' " >0 and, for g € (0,1) and a constant C' > 0, they satisfy the growth
conditions:

flz) < C(1+ [2]?),
Fz) < C(1L+ o),
[F(y) = F(a)] < OO+ |z + [y)) 7y — zl,

foranyy,z e R, ;
(b) im0 F(y) = +00 and limyj f(y) = +00.
Remark 5.2.2. With regard to the formulation of a game of productivity expansion

as a stationary mean field game, a benchmark example of running profit function and
average satisfying Assumption 5.2.1 are

h(z,0) =276~ 9= o) = </R xﬁ,u(dx)>6, B e (0,1).

Such a form of interaction can be obtained from the so-called isoelastic demand obtained
from Spence-Dizit-Stiglitz preferences (see, e.qg., footnote 5 in [1] for such a derivation).

5.3 Existence, uniqueness, and characterization of
the mean field equilibria
In this section, the discounted MFG problem and the ergodic MFG problem are

solved. In particular, existence and uniqueness of equilibria is shown by charaterizing
the equilibria in terms of the unique solution to systems of nonlinear equations.



5.3 Existence, uniqueness, and characterization of the mean field equilibria 129

5.3.1 On the discounted stationary MFG

In order to deal with the discounted MFG problem for a fixed discount factor r > 0,
we make the following additional requirement (see also [102], [1 18], among others).

Assumption 5.3.1.
1. For each x € Ry we have r — b'(z) > 2¢ > 0, for a constant ¢ > 0;

2. For any 0 € Ry, there exists T,(0) € Ry such that

<0, x>2.(0),
he(z,0) —r+b(x)d =0, x=272.(0),
>0, x<Zz.(0).

Condition 1 above guarantees that the discount rate is (uniformly) larger than the
marginal growth rate of the diffusion X. It is automatically satisfied in the particular
cases in which X is a geometric Brownian motion with drift b(z) = —dz, § > 0, or it
is an affine mean-reverting process with drift b(z) = k(A — ), kK, A > 0 (and volatility
o(x) = ox, 0 > 0). Moreover, bearing in mind the mean field game of productivity
expansion discussed in the introduction, Condition 2 in Assumption 5.3.1 ensures the
following: The marginal running profit h,, net of the “user cost of capital” r—b', changes
sign at most once. Such a requirement guarantees that the mean field equilibrium is
of threshold type, as in fact, for any given 6, it should not be profitable to increase
productivity via costly investment when h,(z,0) —r + b'(z) < 0. This is formalized in
the following theorem.

Theorem 5.3.2. Let r > 0, and lel Assumptions 5.1.1, 5.1.2, 5.2.1, and 5.5.1 hold.
For any x € Ry, there exists a unique equilibrium (&7,0,) of the discounted MFG. B
Moreover, £ makes the state process reflected upward at the barrier T, < Z.(6,),

and the couple (Z,,0,) is determined as the unique solution to the system

L) (el B0) =+ V@) @)y =0 and [ “(f() — F7 @) (9)dy = 0.

(5.3.1)
Proof. The proof is organized in two steps.
Step 1. For any fixed 6 € R, , here we solve the problem
V(z,0;r) = sup E / e h(XTE 0)ds — / e‘”d{sl. (5.3.2)
éEAd 0 [0700)

We shall see that an optimal control for (5.3.2) is such that to keep (with minimal effort)
the state process above a trigger z(6). Although the arguments of this step are somehow
classical (see, e.g., [102]) we sketch here their main ideas for the sake of completeness.
In the following, in order to simplify the exposition, we do not explicitly stress the
dependency on r, unless strictly necessary.
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Motivated by the intuition that a costly investment should be made only when the
productivity is sufficiently low, for any x € R, we define the candidate value

v(x,0) = {Aqbr( ©) + vl 6), z (5.3.3)

(z —2(0)) + v(z(), 0),

for constants A and z(0) to be found, and with

o(x,0) = El/ooo e T h(XE, e)ds],

which is finite due to Conditions 1 and 2 in Assumption 5.3.1.
In order to determine A and Z(f) we impose that v(-,8) belongs to C*(R.), from
which we obtain that

A===0G0)

(5.3.4)

and
U2(2(0),0)¢,(2(0)) — Vza(2(0), 0) 1. (2(6)) = ¢7/(2(0)).
Now, using that ¢.(z) = —¢,(z) and dividing both members of the latter by S'(z(6))

we obtain
Ve (2(6), 0) 60 (Z(6 0)) — v:(2(), 0)0,(2(0)) _ 9,(z(6)) (5.3.5)

Uy
5'(x(9)) 5'(2(9))

Notice now that for any function w € C*(Ry), standard differentiation, and the fact
that L3S =0and (L — (r —0'))g =0 for g € {4, ¢}, yield

a [w%xw G

S'(z) 9(x) w(x)] = o) (2) (L — (r = V' (2)) )w(@). (5.3.6)

This last relation applied to the left-hand side of (5.3.5) with w = 7,, and to the
right-hand side of (5.3.5) with w = 1 gives

= o) SO W) (L~ =V W)alw.0)dy = [ 6o w)r =V ) )y (5.8.7)

Using now that (L —(r—b'(y)))v.(y, 0) = —h.(y, 0) we obtain from (5.3.7) a nonlinear
equation for z(0):

K(z(0),0) =0, where K(x,0):= /;O ggr(y)<hx(y, 0) —r+ b’(y))?ﬁ'(y)dy. (5.3.8)

Due to Assumption 5.2.1 it is easy to see that K(Z,(),0) < 0. Moreover,

>0, x> Z,(0)

<0, w<%(0) (5.3.9)

Ko(,0) = =0 (x) (ha(w, 0) — 7 + b/ (x) )7 () {
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Also, for any = < Z,.(0) — € := Z.(0), for suitable € > 0, and for z € (z,Z.(0)), by the
integral mean-value theorem we find

~

z(0)

K(@,0) = [ 6:(y) (ha(y,0) = 7+ V() (y)dy + K (2(6),6)

_ ha(2,0) 4+ V(2) <¢E§,(£5(6’)
r= V() S'(2(0)

; - ) +K(£s(9)79>7

where (5.1.13) have been used in the last step. Using now that h,(z,0) —r +t/'(z) > 0
by Assumption 5.2.1, that » — 0'(2) > 2¢ > 0, and the equations in (5.1.12) we see that
that lim, o K(x,0) = co. The previous considerations thus lead to the existence of a
unique z(0) € (0,Z,(0)) solving (5.3.8). For later use, we stress that

K.(2(6),0) < 0. (5.3.10)
It can then be checked that v(z,6) as in (5.3.3) is a C%-solution to the HJB equation
min {(Lx — r)u(z,0) + h(z,0),1 - u(x,0)} = 0. (5.3.11)

In turn, this allows to show, via a classical verification theorem (see, e.g., Theorem 4.1
at p. 300 in [31]), that v(x,0) = V(z,0) and that the control () such that

_ t
x;6(0 _ - -
Xt £(0) > (1;(9) and ft(e) = A H{X;U;E(e)gi(g)}dé'S(e), vVt >0 ]P’—a.s., (5312)

belongs to Ay and is optimal. As a matter of fact, since the free boundary z(f) is a
constant, the latter control rule exists by classical results on the Skorokhod reflection
problem (cf. Chapter 6 in [93] and Chapter 3.6 in [109]).

Step 2. Since the control £(0) reflects upward the process XE0) gt z(0), thanks to
Assumption 5.1.2 the optimally controlled process X%¢() is positively recurrent and its
stationary distribution is such that (cf. Section 12 of Chapter II in [29])

m' ()1 z(9),00) (7)

= dz.
oty M (y)dy

It thus follows that the consistency equation (i.e., (2) in Definition 12) reads

_ > ) | Jxey Sy)m (y)dy
" F</z<9> ﬂy)PX?fw)(dy)) - ( [y ™' (y)dy ) |

T

that is,
Q) = [ (fly) = F (@) (y)dy = 0. (5:3.13)

We now show that (5.3.13) admits a unique solution @ so that (£,0) := (£(0),0) is
the mean field equilibrium for the discounted stationary MFG.
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Recall the definition of z(6) and K in (5.3.8). Since K € C''(R?%) due to Condition
1 in Assumption 5.2.1, by the implicit function theorem we find that 6 +— z(0) is
continuously differentiable and has derivative

d _ K@(j(g)v 0)
—2(0) = —————F7F <0 5.3.14
0" = R, w0).0) =" (5.3.14)
where the last inequality follows from (5.3.10) and from the fact that 6 — h,(z,0) is
strictly decreasing, by Assumption 5.2.1.

We thus have that @ as in (5.3.13) is continuously differentiable with derivative

d ] e d L
OO = (O~ PO @0 570) ~ Fgmggyy [, W)y (5315)

#(0)

Let now  be the unique solution to f(z(0)) — F~1(f) = 0. Such a value indeed
exists. To see this notice that f o Z is strictly decreasing and continuous. Moreover, by
using Condition lc in Assumption 5.2.1, it can be shown that z(f) — 400 as 6 | 0 and
z(0) — 0 as 0 T 0o, which, Condition 1b in Assumption 5.2.1, in turn gives

laif(r)l f(z(0)) — F'(0) =00 and éng f(z(0)) — F1(0) = —oo.

Then Q(HA) > 0 and d%Q(Q) < 0 for any 6 > 6. Moreover, for any 6 < 6,

QO) > (F((0) = F10) [ m'(g)dy > (F(2(8) — F1®)) [ m(y)dy =0,

z(6) z(0)

where the strictly decreasing property of f o z has been used. Finally, for 6 > 6, > 0
we see that

d 1 o
—Q(0) < _F’(F—lw))/i(eo)m (y)dy,

where we have used that z(+) is decreasing. Hence,

Q0) - 0) <~ [ gtye) [ mwas

= —(F49) — Fl(eo))/j:()) m/(y)dy,

and, taking limits as 6 T oo in the latter, and using that F~'(f) — oo, we obtain
Q(0) — —oo.

All the previous properties of Q imply that there exists a unique 6 > 6 solving the
consistency equation (5.3.13). Therefore, stressing now the dependency of the involved
quantities with respect to r, and setting (z,., 0,) := (2(f),0) and £" := £(0,.), we conclude
that (£7,0,) is the unique equilibrium of the discounted stationary MFG, and that it

is characterized by the couple (Z,,#6,) solving the system of equations (5.3.1). This
completes the proof of the theorem. O
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5.3.2 On the ergodic stationary MFG

Our analysis of the ergodic MFG problem is subject to the following requirements,
which are consistent to those in Assumption 5.3.1 when r = 0.

Assumption 5.3.3.
1. For each x € Ry we have b'(z) < —2¢ < 0, for a constant ¢ > 0;

2. For any 0 € R, , there exists To(0) € Ry such that

<0, > fo(@),
he(z,0) +b'(x) =0, x=2T(0),
S0, x < (6).

Notice that the condition b'(z) < —2¢ < 0 is easily seen to be verified in the relevant
cases of X being a geometric Brownian motion and a mean-reverting affine process with
drift b(z) = k(A — x), k, A > 0, (and volatility o(z) = oz, 0 > 0).

Recall now the mean field game problem with ergodic net profit given by (5.2.3),
together with its notion of solution given in Definition 13. For each 6 > 0, set

1 T
A(0) := sup limsup E[/ h(X5E,0)ds — & (5.3.16)
¢eAe Tloo 1 0

The next result provides a complete characterization of the ergodic mean field equi-
librium.

Theorem 5.3.4. Let Assumptions 5.1.1, 5.1.2, 5.2.1, and 5.5.3 hold. For any x € Ry,
there exists a unique equilibrium (£°,60°) of the ergodic MFG.
Moreover, the process £ reflects the state process at the barrier T, < Zo(0.), and the

couple (T, 0,) is determined as the unique solution to the system

/g_: 60(y) (ha(y, 0.) + ' (y)) (y)dy = 0 and /x (f(y) = F~1(6e))m' (y)dy = 0.
' ‘ (5.3.17)
Finally, the value of the ergodic MFG at equilibrium is given by

AB.) = b(z,) + h(z.,0.). (5.3.18)

Proof. We divide the proof into two steps.

Step 1. We fix # > 0 and we solve the control problem with ergodic profit (5.3.16). To
this aim, define 7 as the set of F-stopping times, and, recalling that b'(z) < —2¢ by
Condition 1 in Assumption 5.3.3, consider the auxiliary optimal stopping problem

u(z, ) = inf Exl/T el VE g (X, 0)dt + o VK (5.3.19)
0

Te€T
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By employing methods as in [1] (see in particular Theorem 5 therein), one can prove
that the value function u(-,0) is C*(Ry) with u,(-,0) € LiS.(Ry), and that the optimal

stopping time is given by 7(z,0) := inf{t > 0| X} < z(0)}, where Z(f) uniquely solves

. 0) (el 6) + ¥ ) ) )y = 0. (5.3.20)
Existence of a unique solution z(#) to the equation (5.3.20) can be deduced from As-
sumption 5.3.3 as in Step 1 of the proof of Theorem 5.3.2. Also, we have Z(0) < Zy(0)
(cf. Assumption 5.3.3). Moreover, it can be shown that

u(z,0) =1, v < 2(0), -

as well as
Leu(z,0) + V()ulx, 0) + ha(z,0) >0, =< 2(6), (5.3.22)
u(z,0) < 1, v > Z(6). h

Next, define the function U(-,0) such that U,(x,0) = u(z,0). By the regularity of
u(-,0), the function U(-,0) is C*(R,) and we observe that U,(z,0) = u(z,0) < 1 for
each z € R,. Furthermore, setting A := b(z(0)) + h(z(0),0), we find

A~ —

T 1 (0.0) + Wa)u(e.0) + h(a. )
- /x;) <0 Q(Z)“w(za 0) 4+ b(z)u(z,0) + h(z, 9)>de
+ 0D, (5(6),0) + b(@(6)u((6),0) + h(w,0)

2
= /z(a) (E)?u(z, 0) + V' (2)u(z,0) + hy(z, 9)>dz + A,

where we have used (5.3.21) and (5.3.22) in the last equality. Now, if < z(0), the
integral in the right-hand side of (5.3.23) is nonpositive, so that

2
U2msz(x, 0) + b(z)Uy(2,0) + h(z,0) < A.
On the other hand, if z > z(#), from (5.3.23) and (5.3.21) we deduce that
o*(z)
2

Upe(2,0) + b(x)Uy(z,0) + h(z,0) = A.

Overall, we have shown that U(-,0) is a C*(R,) function satisfying

LU(z,0)+ h(x,0) <A and U,(x,0) < 1.
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Let now &(z(0)) € A, be the control that keeps the state process above the threshold
z(0). Since U is bounded from below as U,(z,f) > 0 on Ry, and because £(z(0))
increases only when X#¢@(®) > 7(f), a verification theorem (similar to Theorem 4.1 at
p. 300 in [$1]) shows that A(6) = A = b(z(6)) +h(f(9), 9), and that the process &(Z(6))
is optimal.

Step 2. Given Z(0) as in Step 1, we impose the consistency condition on §; that is, we
look for # such that

[ (F@) = 7 @) )y =0

As in Step 2 in the proof of Theorem 5.3.2, we can show that such a 6 exists and it
is in fact unique. Therefore, setting (Z,0.) := (z(0),0) and £° := £(Z.) we conclude
that (£°,0,) is the unique equilibrium of the ergodic MFG problem. Moreover, such
equilibrium is characterized by the couple (Z.,8.) uniquely solving (5.3.17), and the
value at equilibrium is given by b(Z.)+h(Z., 0. ). This completes the proof of the theorem.

]

5.4 Connecting discounted and ergodic MFGs: The
Abelian limit

A natural question is whether the mean field equilibrium and the relative equilibrium
value of the discounted game can be related to those of the ergodic game in the limit » |
0. In this section we provide a positive answer to the previous question by showing the
validity of the so-called Abelian limit for the equilibrium value of the discounted game.
Moreover, we also prove convergence of the equilibrium boundary of the discounted
game towards that of the ergodic game. Although similar results are known in the
literature on stochastic singular control problems (cf. [6], [107], [163]), to our knowledge
they appear here for the first time within this literature in the mean field context.

The main idea of the subsequent analysis is to show suitable regularity, with respect
to the discount factor r in a neighborhood of 0, of the solutions to the systems of
equations provided in Theorems 5.3.2 and 5.3.4, which in fact completely characterize
the MFG equilibria.

Throughout this section, we let Assumptions 5.1.1, 5.1.2, 5.2.1, and 5.3.3 hold, and
we require that Assumption 5.3.1 is also satisfied for any r > 0.

Let then ¢ > 0 be as in Assumption 5.3.3, and define the functions

I(y, 0;7) = ' (y) (ha(y.0) — (r = V' (1)) z,0>0, re[-c1]
K(z,0:1) == /;O B0 (y)TL(y. 6, 7)dy, 2,00, €|l
(;1: 0:r) = K(a: G'T)/QAST( ), z,0>0, 1€ [—c1],

,0) = ~H0)m (y)dy, x, 6> 0.

T

Define next ® : R2 x (—¢, 1) — R? by setting
O(x,0;r) := (K (x,0;1),G(z,0)). (5.4.1)
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The function ® describes the system of equations determining the MFG equilibria of the
discounted problem and of the ergodic problem. Indeed, for each r > 0, since &r > 0,
we have K (x,0;r) = 0 if and only if K (z,6;r) = 0; hence, according to Theorem 5.3.2,
for each r > 0, there exists a unique (Z,,#,) such that CI)(IT,QT,T’) = 0. Analogously,
according to Theorem 5.3.4, there exists a unique (Z,, 6,) such that ®(z,,0.;0) = 0.
Clearly, continuity of ® is a necessary ingredient for the previously discussed con-
vergence of the equilibrium of the discounted MFG towards that of the ergodic MFG.

Lemma 5.4.1. The function ® : RZ x (—¢,1) — R? is continuous.

Proof. We prove only the continuity of K , the continuity of G being obvious. Fix
(z,0,7) € R: x (—¢, 1), and a sequence {z", 0", 7" },en converging to (z, 0, r). Without
loss of generality, we can assume that a := x/2 < 2™ < 2z and that /2 < 0" < 20
for each n € N. Also, since the functions @ are defined up to a positive multiplicative
factor, we can assume that or(a) = 1 for each r € (—¢, 1). Hence, for 0 < a < y, defining
7Y :=inf{t > 0| X} < a}, we have (cf. Chapter II in [29])

n — ggr (y) —
ér(y) (Er(a) E

Therefore, for each 0 < a < y and —c

<
Gr(y) = E[eXp (/O )

so that

exp (/Tg(b’()?g) - r)ds)]. (5.4.2)

0

r <7 <1, one has

oo ([ @G = nyas) | = 6.0

O1(y) < or(y) <6-o(y), y>a, re(=¢l). (5.4.3)
orla

We next prove that ¢ (z") — ) as n — oo. In order to do so, set

a’ = / CW(XT) = r)ds and  a = / C(V(XE) - r)ds,
0 0
and observe that X%" — X P ® ds-a.e. and that 72" — 72 P-a.s., as n — oo. Hence,

L(gremy (8) (V' (XZ") = 1™) = L(o,0m) (8) (W (XT) —7), P@ds-as., asn — oo.

This, thanks to the Liptschitz continuity of b, allows to invoke the dominated conver-
gence theorem in order to deduce that

a" — a, P-as., asn — o0. (5.4.4)

From (5.4.4) and (5.4.2), using that /(X%") — " < —c for each n € N, we can employ
the dominated convergence theorem once more in order to conclude that

G (") = Elexp(a™)] — ,(x) = Elexp(a)], as n — oo. (5.4.5)

In the same way, we can prove that

G (y) — &r(y), for each y > a, as n — oo. (5.4.6)
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Next, from (5.4.5) and (5.4.6), we have, for a.a. y > a,

57"" n n $r
Lo ()21 (5,07, 1) Ly ) 2N, 0,7), a5 0. (547)
Gpn (™) or()
Moreover, thanks to (5.4.3), we have the estimate
QAST” Yy n .n &E—c Y
‘]l(xnm)(y) — (n) (y, 0", 7")| < L(a,00)(y) = ( )H(y,Q/Q,—C) cL'(R), neN.
Pr (27) ¢1(22)

This, together with (5.4.7), allows to invoke the dominated convergence theorem and
obtain that

R ) = [ 2200 a7y — R(aoir) = [ 0, 0.0)y

as n — 0o, thus providing the claimed continuity of K.
m

For each r € (0,1], denote now by V(z,r;60,) the equilibrium value of the MFG
with discount factor r. We are then in the condition of stating the main result of this
section.

Theorem 5.4.2. For any x € R, one has

lim(z,, 0,) = (Z¢,0.) and liﬂ)l rV(z,0,;7) = X0,).

rl0

Proof. We divide the proof in two steps.

Step 1. In this step we prove the first of the two claimed limits. This is done via a
suitable application of the implicit function theorem on the function ® (cf. (5.4.1)),
that defines the system of equations characterizing the MFG equilibria.

For convenience of notation, set (%o, ) := (Z.,0.). Thanks to Lemma 5.4.1, the
map ® is continuous and, by Theorem 5.3.4, we have ®(Zo,0p;0) = 0. By invoking
Theorem 1.1 in [117], the function r — (Z,,6,) is continuous in a neighborhood (—d, §)
of 0 if and only if there exists neighborhoods (—¢,&) C (—¢,1) and B C R% of 0 and of
(Zo, 0y) respectively, such that the map ®(-,-;7) : B — R? is locally injective for each
r € (—¢,¢). Therefore, we only need to prove local injectivity of the map ®(-, -;r), and,
in order to accomplish that, we will employ the local inversion theorem. In particular,
by observing that, for each r € (—c¢, 1), we have ®(-,;7) € C*(R%), it is enough to
show that det J®(Zo,0y;0) # 0 and that det J® is continuous in a neighborhood of
(Zo,09;0), where det J® denotes the determinant of the Jacobian matrix of ® in the
variable (z,0). N

We begin by computing the partial derivatives of K:

/
3;,3}?(1:, 0;r) = —1(x,0;r) — _f(\(x, 0; r)qé’"(x)
¢r(2)

= N + Rl 0Sw) [~ 20 0= v iy
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where, in the second equality, we have used (5.1.13). In particular, by repeating argu-
ments similar to those in the proof of Lemma 5.4.1, one can show that 9, K (x,0;7) is
continuous in (x,6,r). Also, by Theorem 5.3.4, we have K (Zg, 6y;0) = 0, so that

9, K (Zo, 0;0) = —II(Zo, fp; 0) < 0, (5.4.8)

where the latter inequality follows from the fact that, arguing as in the proof of Theorem
5.3.2, one has

he(Zo,00) + ' (T) >0 and f(Zo) — F'(6y) < 0. (5.4.9)

Next, thanks to Condition 1d in Assumption 5.2.1, we find

(w7 = [ S ol 0) = (= 60 ) ),

¢

which, through arguments similar to those in the proof of Lemma 5.4.1, can be shown
to be continuous in (z, 8, ). Moreover, since h,y < 0 and ¥’ —r < 0, we have

A K (Zo, 0;0) < 0. (5.4.10)

Finally, the function G clearly belongs to C'(R?%). Moreover,
~ _ 1 0o
0yG(Zo, B) = _79/ m! (y)dy < 0, (5.4.11)

and by (5.4.9) we have
9,G(z0,00) = —(f (o) — F~(0))m/ (o) > 0. (5.4.12)

Therefore, by employing (5.4.8), (5.4.10), (5.4.11) and (5.4.12), and using the con-
tinuity of det J®, we find neighborhoods (—¢,¢) and B of 0 and (Z, 6y) such that

det J®(z,0;r) = 0, K 9,G — 0K 0,G (x,0;7) >0, (x,0)€ B, r e (—¢,¢).

By the latter inequality we can then invoke the local inversion theorem in order to
deduce that, for each € (—¢,¢), the function ®(-,;7) : B — R? is locally invertible.

Therefore, by Theorem 1.1 in [117], the map r — (Z,, 6,) is continuous in (—¢,¢).
Step 2. With regard to Theorem 5.3.2 and its proof, we have that

™V (z,0.:r) =1V (T, 007) +1(x —7,), =<T).

Since V(-,0;7) € C*(R,), by using the fact that (Lx — )V (x,0,;7) + h(z,0,) = 0 for
x > x,, we find that B B

rV(z,,0.;7) = b(x,.) + h(Z,,0,).
Therefore, for x € R, we can write

rV(z,0,;7) = 7‘/ Vi(z,0,;7)dz + 7V (%, 0,;7) (5.4.13)

= r[ Ve(2,0,;7)dz + b(Z,) + h(Z,0,).
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Moreover, we have V,(-,0,;7) > 0 for each r > 0. Indeed, for z < Zz and any control
¢ € Ay, by a comparison theorem (see, e.g., Theorem 54 at p. 324 in [115]) we have
X7 < X[* for each t > 0, P-a.s. This, together with the monotonicity of h(-,0,),
implies that

V(z,0,57) = sup J(2,&,0,57) < sup J(2,&,0,;7) = V(2,0,57),
EeAy EeAy

so that V,(-,0,;7) > 0 for each r > 0. Also, since V (-, 0,;7) solves the equation (5.3.11)
in the proof of Theorem 5.3.2, we have V,(-,0,;7) < 1 for each 7 > 0, which allows to
conclude that

0< Vu(-,0,;7) <1, for each r > 0.

The latter, together with the limits proved in Step 1, allows to use the dominated
convergence theorem to take limits as | 0 in (5.4.13), and to conclude that

hfgl T’V(SL‘, éﬂ T) - h{}}(b(@) + h(‘fra e_r)) = b<je) + h(j:ea e_e) - )‘(ée)a
where the last equality follows from Theorem 5.3.4. This completes the proof of the
theorem.

]

5.5 MFG vs. N-player games: approximation re-
sults

In the previous sections, we have established existence and uniqueness of the solu-
tions to both the discounted and ergodic MFGs with singular controls. Here we provide
the connection of these mean field solutions to symmetric N-player games. In particu-
lar, we show that each mean field game solution approximates the Nash equilibrium of
a suitable N-player game. Furthermore, by exploiting the Abelian limit, we find that
the mean field equilibrium of the discounted game realizes an e-Nash equilibrium for
the N-player ergodic game, when N is large and r is small. These results have the two
following implications: on the one hand, they shed light on the “closeness” of N-player
discounted games with the N-player ergodic games, when NN is large and r is small; on
the other hand, they provide an operative way of constructing approximate equilibria.

Throughout this section, we let Assumptions 5.1.1, 5.1.2, 5.2.1, and 5.3.3 hold, and
we require that Assumption 5.3.1 is also satisfied for any r > 0.

5.5.1 N-player games and the MFGs with random initial con-
ditions

The N-player games are described as follows. Let the filtered probability space

(2, F,F,P) support a standard Brownian motion W, and a sequence (W?);en of in-

dependent F-Brownian motions, independent from W. Suppose also that the filtered
probability space is rich enough to allow for a sequence (z{);en of i.1.d. square-integrable
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R -valued Fy-random variables, independent from W and (W?),cy, and with distribu-
tion . For each i € {1,..., N}, player ¢ chooses an (open-loop) strategy £ € A in
order to control its state process X', which evolves according to

AXPE = b(X)de+ o (XP)AW] +dg, XS = 2, (5:5.1)

We point out that, in this section, we will not stress anymore the dependence of the
processes X' on the initial conditions z{.

For strategies £ € A, we denote by £7¢ = (&1, ..., &L ¢t &N) the vector of
strategies picked by player ’s opponents, and we define profile strategies by (£%,€7%) :=
(€', ..., &N). We set

1 rt
05 i = hm F(
0

. g '))ds, (5.5.2)

and, for g € {d, e} and A, as in (5.2.4), introduce the sets:
/Tf]v’l = {5” € Aévfl : Qév_i exists finite a.s.}.

Then, for any £€7% € ./Tév Loréte /Tév ~! the ergodic and the discounted payoffs of
player i, reacting to her opponent’s strategies £ ¢, are respectively given by

G'(&,€7) —hmsup;EV (X<, 0 )dt—gT], e A, (5.5.3)

T—o0

and

JiE e );:Eume-rth(ng,egi)dt— /[Ooo)e-”dg;'], el (554)

Definition 14 (e-Nash Equilibrium). For e > 0,

1. &€= (& ...,&Y) € AY is called e-Nash equilibrium (e-NE) of the ergodic N -player
game if for anyi=1,..., N we have £ € .AN L and

G, E€7) > G(EHET) —e, £ EA;

2.6 = (&,...,8N) € is called e-Nash equilibrium (e-NE) of the discounted
N -player game szor cmy i=1,...,N we have €' € .AN ' and

J(EE ) > T E i) —e, €€ As

In order to approximate Nash equilibria, for any # > 0 we define (with slight abuse
of notation) the profit functionals for the mean field game problems when the initial
conditions for the SDEs (5.5.1) are random variables:

G(E,0) = /R G(x, €, O uo(dz), €€ A, (5.5.5)
JE&.05m) = [ (@& mmo(dn) €€ Au >0,

where G(z,&,0) and J(z,&,0;7) are defined in (5.2.3) and (5.2.2), respectively.
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Remark 5.5.1 (On the initial distribution). We point out that all the results in the
previous sections hold true also for profit functionals as in (5.5.5); that is, if the deter-
manistic initial condition Xo_ = x € Ry is replaced by Xo_ = zg, for a positive square-
integrable Fo-random variable zy, with distribution pg. In particular, by the Markov
property of the solution to the reflected Skorokhod problem (cf. Theorem 1.2.2 and Ez-
ercise 1.2.2 in [1/]]), the MFG equilibria (£7,0,) and (£%,0,) are still characterized by
couples (Z,,0,) and (Z.,0,) solving the systems of equations provided in Theorems 5.3.2

and 5.5.4, respectively.

5.5.2 Strategies and preliminary estimates

For any i = 1,..., N, consider the policy "¢ € A, according to which the state is
reflected upward at the boundary Z.. Similarly, for 7 > 0, the policy " € A; makes
the state upward reflected at z,. We observe that, for i = 1,..., N and q € {d, e}, the
profile strategies (€49, ... &=la ¢itla  eNa) ¢ /Tév_l. Then, define accordingly:

£ im (Ee, . EVe), = (8 V), 0N =Y. 0V =Y., (5.5.6)

To facilitate our discussion, we enforce some additional requirements on the dynam-
ics of the state processes and on the profit function.

Assumption 5.5.2.
1. There exists xp, > 0 such that 2z b(z) + o%(x) < 0 for any x > 45
2. For any a > 0, there exists a constant C > 0 such that
|h(z,01) — h(z,00)] < C(1+ |z|)|01 — 02|, V61,05 > a,
for all x € R.

Notice that the previous conditions are satisfied by the benchmark cases in which
b(x) = —o0x or b(x) = 6(A — x) and o(x) = oz (that is, geometric or affine dynamics)
when 26 > o2, and for a profit function h(x,0) = 2% 6~0+9 for some elasticity 5 €
(0,1).

For # > 0 and r > 0, let Z,.(#) be as in Assumption 5.3.1 and 5.3.3. It is easy to show
that the function Z,(6) is continuous in (6, 7) so that, by the convergence in Theorem
5.4.2, we can set

B:= 2max{ sup Z.(F(f(z,))), Zo(F(f(Z.))), sup Z, fe} < 00.

re(0,1] r€(0,1]
Next, for any ¢ = 1,..., N, by definition of £¢, we have X?éi’e > ., P-a.s., for
any t > 0. This fact, for 62" as in (5.5.6), by monotonicity of f and F implies that
6N > F(f(z.)), P-a.s. In the same way, 05" > F(f(z,)), P-a.s. for eachi =1, ..., N and

r > 0. Therefore, since for » > 0 the functions 7, are nonincreasing in #, by definition
of B we have

Zo(00N) < 2o (F(f(Z.))) < B,  #.(6"™) < 2.(F(f(z,))) < B, r > 0. (5.5.7)
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Next, define the sets
AQ(B) = {5 S Aq| Supp<d§) N {XZ{ > B} = ®7]P)_a“s'}7 for qc {d76}'

Notice that, since Z,, 7. < B/2, we have & € Ay(B) and £ € A.(B). Moreover, we
have the following a priori estimates.

Lemma 5.5.3. We have

: 1 T 3,82
sup hmsupTE/O | X )%dt| < oo

&-EAE (g) T—>OO

and

T .
sup ]El/ e X7 2dt| < oo, forr > 0.
0

¢eAq(B)

Proof. We prove only the first estimate, the proof of the second being analogous. Let
i € {1,...,N} be given and fixed. Recall the definition of z;,, set L := max{B, z,},
and let f e A ( B). Let then (7i,7{)s>1 be a sequence of stopping times such that
0< 7 <F <7 <7<..., Pas., and such that {X* > L} = Uy [, 7.

By employmg [to’s rule on the process {|X;*[? }epri 71, e obtain

X0 = |

. ) 3 ) ) )
(XE9) + 0%(X19))ds + [ 2XE o (X)W
%

<[

o(XH)dw?i.
Therefore,

CR[X)e = TET XPPU ie gy + IXEE P ey | dt
0 H t ‘] | t ‘ {X“5<L}+| t | {X“5>L}

L2T+kz>:1/ [ . <| (Xfﬁ)dWZﬂd
< (2L + E[|2)T. (5.5.8)

In the last inequality above we have used that the expectation of the stochastic integral
vanishes and that, because & € A.(B), one has either X" =z} if 7§ =0 or X" = L if
) k k
T > 0. R
Since the right-hand side of (5.5.8) does not depend on the choice of £ € A.(B), the

claim is then easily obtained.
O

Lemma 5.5.4. We have
sup GY(¢,€7) = sup_ GU(E,€7),
¢eAe ¢€A.(B)

and

sup J'(&, € r) = sup JUEETr), forr > 0.
£€A ¢eAq(B)
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Proof. For z > 0, set
m'(x)
J2om! (y)dy
Exploiting the estimates from Lemma 5.5.3 and using results from the ergodic theory
(see, e.g., p. 37 in [29]), for q € {d, e} we find, P-a.s.,

m.(z) = 1 00)(2)

. 1 gt 1
Z7N — 3 _ J7€J’q
O = Jim - OF<N_ ;f(XS ))ds (5.5.9)
1 | -
= [ (= S ) T, )
J#i J#i

so that Hé’N is in fact deterministic. It is shown in the proofs of Theorems 5.3.2 and
5.3.4 that, for any # > 0, the optimal control never acts when the optimally controlled
state process lies in the set {y|h.(y,0) — (r —V'(y)) < 0} = {y|y > Z,(0)}. This, by
the definition (5.5.7), completes the proof of the lemma. O

5.5.3 Approximation of Nash equilibria

We are finally ready to state the main result of this section. It states that mean field
game equilibria realize approximate Nash equilibria in the related symmetric N-player
games defined in Definition 14, when N is large and/or r is small.

Theorem 5.5.5. The following approximations hold true:
1. €° is an en-NE for the ergodic N-player game with ey — 0 as N — 00;

2. & is an en,-NE for the ergodic N-player game with ex, — 0 as N — oo and
r—0;

3. € is an en-NE for the discounted N-player game with ey — 0 as N — 00;

4. €°is an enr-NE for the discounted N -player game with ex, — 0 as N — oo and
r — 0.

Proof. We will prove only Claims 1 and 2, as the proof of Claims 3 and 4 follows similar
arguments.

Proof of Claim 1. For £ € A.(B), set

RY(€) == G'(§,€7) = G(£,0e).

By Theorem 5.3.4, the control policy £¢ is optimal for the MFG problem with ergodic
cost. Hence

G(E,67) > G'(&,€) + RV (&) — RN(€), € AdB). (5.5.10)

Therefore, since £¢ € A.(B) by definition of B, we only need to show that |RN(£)| — 0
as N — oo, uniformly for £ € A.(B). In order to do so, we first observe that

1

T . . T . _
IRN(€)] < limsup / h(X;vf,egN)dt]—TE V h(XZ’E,Qe)dtH. (5.5.11)
0 0

T—o00

1
=K
T
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Next, using that #%Y are deterministic (see (5.5.9)) and that 05N > F(f(z.)), by
Assumption 5.5.2 we have

sup limsupIEUTllh (X75,00N) — h(X}*,0,)
o T t »Ye t »Ve

§€Ae (B\) T—>OO

T 1 .
< sup limsupE [/ —C(1+|X1%))
gede(B) T g

ﬂ] (5.5.12)

|

4 _ 1 T .
< |0 — 06‘ sup limsup =E [/ C(1+ |XZ’£Ddt]
€€ (’\) T—o0 T

6N — 4,

6N _ g,

<C

Y

for a constant C' < oo (depending on the initial conditions, but not on ¢ € A.(B)), and
where the last inequality follows from Lemma 5.5.3.
For z > 0, set
M/ (2) 1z o) ()
JZm (y)dy
Exploiting the estimates from Lemma 5.5.3 and using results from the ergodic theory
(see, e.g., p. 37 in [29]), we find

(5.5.13)

m.(z) =

o 1t 1 _
N 7,600 o
0N = 0] = | fim - [ <N_Zfa;))m 9,
= / (Zfﬁ)ﬂm (7)dx? — 0,
RA=E J# J#i

Thanks to the assumption of local Lipschitz continuity of F', the growth conditions on
f and F (see Condition 2 in Assumption 5.2.1), and the estimates from Lemma 5.5.3,
we can then employ a suitable version of Hewitt and Savage’s theorem (see Corollary
5.13 in [12]), obtaining

lim (05" — 0, = 0.
N—o0

- \F( [ e =) .

The latter, together with (5.5.12) and (5.5.11), gives |RY ()| — 0 as N — oo, uniformly
over £ € A.(B). Hence, from (5.5.10) and Lemma 5.5.4, we conclude the proof of Claim
1.

Proof of Claim 2. Following an argument similar to the one adopted in the previous
step, we use Theorem 5.4.2 and the optimality of £4¢ for the MFG problem with ergodic
cost in order to obtain, for any & € A4(B), the inequality

G'(&T. €M) > G(&, €M) (5.5.14)

+G(8.0.) — G667+ GI(E, €)= G(g,0,)
+G(E7,0,) = G, 0,) + G(£,0,) — G(§".0.)
=G'(§E7) +G(E,0,) — G(E,0:) +en,,
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with ey, vanishing as N — oo and r — 0. Hence, it only remains to show that
G, 0,) — G(£%¢,0,) — 0 as r — 0. Let now m be as in (5.5.13). By the ergodic
theory (see, e.g., p. 37 in [29]) and estimates from Lemma 5.5.3 | for ¢ € {d, e}, we have

T—o0 Tq

. ]_ T Z'gi,q — o0 — ’
lim - E / h(XE 6, dt :/ h (,6,) m, (x)d. (5.5.15)
0 q

Also, as in the proof of Lemma 5.5.3, one can prove that for any 7" > 0 one has
E[X7¢"] < 2L + E[2]. This allows to deduce that

. 1 Fihql e 1 i,€64 i T 1,60

Jim ZE[E] = lim ~E [XT - /0 b(X€"")ds (5.5.16)
=— [w b(z)m;, (v)dx.

By the convergence in Theorem 5.4.2, using (5.5.15) and (5.5.16), we conclude that

G(&7.0,) — G(€4,0,) — 0 as r — 0, thus completing the proof of Claim 2. O

Remark 5.5.6. We point out that results analogous to Claims 1 and 2 in Theorem

5.5.5 can be obtained even if the mean field interaction term (5.5.2) in the N-player

game is replaced by a time-dependent interaction. As a matter of fact, one can consider
1 i g

O (t) = F<N_Zf(Xf’£ )),

J#

and define accordingly, for €7 € AN7Y, player i’s ergodic profit functional

T—o0

Gi(€,€77) := limsup ;,E VOT h (X;'fi, @Q_i(t)) dt — g;] . e A






Appendices

147






Appendix A

On the Meyer-Zheng convergence

In this appendix we recall some fact about the so-called Meyer-Zheng topology (see
[136]) and we provide some results concerning the tightness of cadlag processes in such
a topology.

Pseudopath topology. Recall that we have defined (cf. Subsection 3.3.3) the pseu-
dopath topology 7, on the space D™ as the topology induced by the convergence in
the measure dt + 1 on the interval [0, 7], where dt denotes the Lebesgue measure and
07 denotes the Dirac measure at the terminal point 7". Notice that we introduce the
pseudo-path topology through its characterization proved in Lemma 1 in [136]. Observe
that the topology 7, is metrizable. If {2"},cy is a sequence of functions in D™ con-
verging to a function x € D™ in the pseudopath topology 7,,, then we have that (see,
e.g., Appendix A.3. at p. 116 in [123])

T T
lim/ (s, xy)ds = / ¢(s,x5)ds, and limzl = xp, (A.1)
n 0 0 n

for each bounded continuous function ¢ : [0, 7] x R™ — R.

Meyer-Zheng topology and tightness criteria. The Meyer-Zheng topology on P(D™)
is the topology of weak convergence of probability measures on the topological space
(D™, 7)-

For a given filtered probability space (2, F,F,P) consider a cadlag process X :
Q x [0,7] — R™, and consider the conditional variation of X over the interval [0, 7],

defined as
Vil]?(X) = SUPZE HE[th - Xti—1|‘;rti—l]

=1

| +E[1 X1, (A2)

where the supremum is taken over all the partitions 0 =ty < ... <t, <T,n € N.

We finally prove, for the sake of completeness, a slightly different version of the
classical Meyer-Zheng tightness criterion (see Theorem 4 at p. 360 in [130]), that is
useful in many occasions during our study. Notice that, differently to Theorem 34 at p.
116 in [123], the next lemma allows us to handle a stochastic cost of control f.

Lemma A.1. The following tightness criteria hold true.
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1. Let {X"}nen be a sequence of R™-valued cadlag processes defined on [0,T] such
that
sup Vi (X™) < oo.

Then {Po X"},en is tight in P(D™).

2. Let {X"},en be a sequence of nondecreasing, nonnegative, R™-valued cadlag pro-
cesses defined on [0,T] such that

sup E[|X7]] < oo.

Then {IP o X"},en is tight in P(D").

Proof. We will prove only the claim (1), since the proof of claim (2) follows by an
analogous rationale.

Let D™[0, 00) be the space of R™-valued cadlag functions on [0, 00), with the Borel
o-algebra generated by the Skorokhod topology. On the half line [0, 00), consider the
measure \ given by d\ := e~*dt. On D™|0, 00) consider the pseudopath topology T,p; that
is, the topology induced by the convergence in the measure A on the interval [0, c0).
Define, moreover, the space D™[0,00) as the set of elements of D™[0, 00) which are
constant on [T, 00), and notice that D™[0,00) is a closed subset of D™[0,c0). Also,
observe that the eztension map ¥ : D™ — D™[0, o0), defined by

e if te[0,T]
U= {xT if te (T, 00), (4.3)

is an omeomorphism between the topological spaces (D™, 7,) and (D™[0, 00), Tpp)-
Now, using the uniform boundedness of V2 (X™), we notice that the sequence ¥(X™)
satisfies the requirement of Theorem 4 in [130], and, as shown in its proof, it follows that
the sequence {PoW(X")},ey is tight in P(D™[0, 00)). Furthermore, since 25’”[0, o0) is a
closed subset of D™[0, 00), we have that {PoW(X™)},.en is tight in P(D™]0, 00)). Finally,
since the map V¥ is an omeomorphism, we conclude that the sequence {P o X"}, oy is

tight in P(D™) in the Meyer-Zheng topology. O
We finally summarize in a lemma a result on the convergence of stochastic integrals.

Lemma A.2. Let {F"},en be a sequence of R™-valued continuous processes which
converges P-a.s. to an R™-valued continuous process F uniformly on [0, T]. Let { X"}, en
be a sequence of nondecreasing, nonnegative, R™-valued cadlag processes defined on
[0, T, which converges P-a.s. to nondecreasing, nonnegative, R™-valued cadlag process
X in the pseudopath topology 7,,. Suppose, moreover, that there erists two constant
a,p > 1 such that

supE [ sup (|F|*? + |F¢|°P) + |X§,E|% + |XT|% < 0. (A.4)
t€[0,T]

n

Then

lignE[ Ft”dX{‘]:E[ Ftht]. (A.5)

[0,T7] [0,T]
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Proof. We will prove that for each subsequence of indexes there exists a further subse-
quence for which the limit in (A.5) holds true.

Consider then a subsequence of indexes (not relabeled). From Condition (A.4),
Holder’s inequality with p as in the assumptions easily reveals that

] + supEH/ FdX;
n [0,T]

Since a > 1, by the reflexivity of L*(P), there exists a subsequence of indexes n; and a
random variable Z € L*(IP), for which

sup E H FlrdXx;
n [0,7]

< 0. (A.6)

limE[ Ft"jdXt"j] = limE[ F dej] = E[Z], (A.7)
J J

[0,T] [0,T7]

where the equality of the two limits follows from the P-a.s. uniform convergence of F™
to F' and from the integrability condition (A.4).

Next, since by Condition (A.4) the sequence {X7’},en is bounded in L'(P), by
Lemma 3.5 in [104] there exist a nondecreasing, nonnegative, R™-valued cadlag process
B defined on [0,7] and a subsequence (not relabeled) of {X™ },cy such that, P-a.s.,

lim [ gdB = /[ B Yo eG0.TERY and lmBf=Br,  (AS)
0,7 m

o J00,7]

where we have set, P-a.s.

13
— S XM, Ve |o,T). (A.9)
m =

B =

Moreover, for ¢ € C([0,T); R?), the limit in (A.8) and an integration by parts, together
with the limit in (A.1) (observing that the sequence {| X7|},en is P-a.s. bounded), imply
that, P-a.s.,

1 m | 1o
dB, = lim — / AX7 = — lim — / X ’dt:/ dX,.
/{QT] Pra.Dy = 1N mjzzjl 017 PraAy LI mjzz:l , ¥t 0.1] PraAt

Therefore, by the fundamental lemma of the Calculus of Variation (see Theorem 1.24
at p. 26 in [62]), the right-continuity of X and B, and the convergence of X;7 to Xr,
we have B; = X, for all t € [0,7], P-a.s. This identification allows to conclude, using
(A.7) and uniform integrability estimates as in (A.6), that

ZE[ Fthtnjl :limE[/ FtdBtm] :E[ Ftht].
(0,7 m [0,T) [0,T)

=1

The latter, combined with (A.7), completes the proof of the lemma. O






Appendix B

Results on lattices of measures

In this section, we derive some technical results concerning the first order stochastic
dominance introduced in Subsection 4.1.2. As in Subsection 4.1.2, we identify the set of
probability measures P(R) with the set of distribution functions on R, setting pu(s) :=
p(—o0, s] for each s € R and 1 € P(R). On P(R) we then consider the lattice ordering
of first order stochastic dominance given by (4.1.8) and (4.1.9). In the following remark,
we collect some fundamental observations that are crucial for the analysis in this section.

Remark B.1.

a)

b)

Notice that by identifying u by its distribution function, P(R) coincides with the
set of all nondecreasing right-continuous functions F: R — [0, 1] with

lim F(s)=0 and lim F(s)=1.

§——00 $—00

Moreover, we would like to recall that the weak topology is metrizable and that the
weak convergence coincides with the pointwise convergence of distribution func-
tions at every continuity point, i.e. p, — i if and only if

tn(s) — p(s) asn — oo for every continuity point s € R of p.

Therefore, the weak convergence behaves well with the pointwise lattice operations
VS and A, In particular, the maps (u,v) — p Vv and (p,v) — pu A* v are
continuous P(R) x P(R) — P(R).

Recall that a nondecreasing function R — R is right-continuous if and only if it
is upper semi-continuous (usc). Hence, for a sequence {u™}nen € P(R) which is
bounded above, the supremum sup,cypu" is exactly the pointwise infimum of the
distribution functions {p" }nen-

For a nondecreasing function F': R — R, we define its usc-envelope F*: R — R

by
F*(s) := ('1§I>1(f)F(s +9) forallseR.

Notice that

F(s) < F*(s) < F(s+¢) foralls€R ande > 0. (B.1)
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Intuitively speaking, F™* is the right-continuous version of F'. That is, F™* differs
from F only at discontinuity points of F'. For a sequence {u"},en € P(R) which
1s bounded below, the infimum inf,cy u™ is then given by the usc-envelope of the
pointwise supremum of the distribution functions {u"}n,en. That is, one has to
modify the pointwise supremum at all its discontinuity points in order to be right-
continuous. In fact, let p = F* denote the usc-envelope of the pointwise supremum
F of {i"}nen. By Equation (B.1), u(s) < F(s+¢) < p(s+¢) for all s € R and
e >0, i.e., p is nondecreasing and p <** p" for alln € N. Moreover, by definition,
w is usc, and thus right-continuous. Since u <* ut, p(s) > p'(s) — 1 as s — oo.
Let v be a lower bound of {u"}nen. Then, u(s) < F(s +¢) < v(s +¢) for all
s € R and € > 0. Taking the limit ¢ — 0, we may conclude that j(s) < v(s) for
all s € R. In particular, p(s) < v(s) — 0 as s — —oo. Altogether, we have shown
that p is a distribution function with v <* p <** p" for alln € N and every lower

bound v of {1 }nen.

d) Combining the previous remarks, leads to the following insight: If {u"}nen C
P(R) is a bounded and nondecreasing or non-increasing sequence, then {u™},en
converges weakly to its supremum or infimum, respectively. In fact, we have seen
that the supremum i of {i" }nen exists, and that its distribution function is given
by the pointwise supremum of the sequence of distribution functions of {i"}nen.
In particular, pu"(s) — f(s) as n — oo for all s € R. Moreover, it is shown
that infimum p of {U"}nen ewists, and its distribution function is given by the
usc-envelope of the pointwise supremum of the sequence of distribution functions
of {i" }nen. Therefore, the distribution function of p coincides with the pointwise
supremum of the sequence of distribution functions of { " }nen at every continuity
point of the distribution function of . In particular, p™(s) — u(s) as n — oo
for every continuity point s € R of the distribution function of H.i Since the weak
convergence of probability measures is equivalent to the pointwise convergence of
the distribution functions at every continuity point of the distribution function of
the limit, we obtain that pu™ — ji and p™ — p weakly as n — oo.

Lemma B.2. Let K C P(R) and v¢: [0,00) — [0,00) be continuous and strictly in-
creasing with ¢ (s) — oo as s — oo and

sup | (|z|)dpu(r) < oo.
ueM JR

Then, there exist ™M™ pMax € P(R) with M <0 p < M for all p € K.

Proof. We extend v to (—o00,0) by 1(s) := ¥(0) for s < 0. Moreover, let C > 1(0)
with

sup [ ¥(|zl)dp(z) < C.

nekK

Then, we define pM® M R — [0,1] by

C
»(=s)

M (s) = Al and pM¥(s) = (1 _ ¢ ) V0 (B.2)

W(s)
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for all s € R. Since 1 is strictly increasing with ¢(s) — oo as s — oo, pM(s) = 1
for s > —¢~1C) and pM*>* = 0 for s < ¢71(C). In particular, lim,_,_,, pM"(s) =
0 and lim, .. pM®(s) = 1. Moreover, pM™ and pM™ are nondecreasing and (right)
continuous, which shows that pM® M3 € P(R). Now, let u € K. Then, recalling that
1 is nondecreasing, one has

1—u<s><w(15) |7 wllal)duta / B(ladu(z) < o =1 — pMox(s)

for all s € R with ¢(s) > C. Since pM*™(s) = 0 for all s € R with ¢(s) < C, it follows
that u < pMa*. On the other hand,

1 .
u(s) < 5y [ eldute) < s [ vl = i (s)
(=s) ( s)
for all s € R with ¢(—s) > C. Since pM"(s) = 1 for all s € R with ¢(—s) < C, it
follows that p > pMin, O

Lemma B.3. Let K C P(R) and ¢: [0,00) — [0,00) be continuous and strictly in-
creasing with ¥ (s) — oo as s — oo and

sup | 9 (|z[)du(z) < oo.

pneM

Further, let ™M™ and pM*> be given by (B.2) and 0 < o < 1. Then, the map x — 9 (|z])®

is u.i for [pMm, pMax] e

sup / Livoo)(|2]) - 0 (J2])*dp(z) — 0 as M — oo.

MlIl Max]

Proof. Let 3 € (a,1). Then, by (B.2),

P(s) = 1_’5\% for s > ¢~ 1(0), (B.3)
¢ 1
W(—s) = (5] for s < =y (C).

Recall =1 (C') = max {s € R‘ (,uMaX)(s) = 0} and —¢~(C') = min {3 € ]R’ (uMin) (s) =
1}. This together with (B.3) implies that

00 00 8 1 B
/0 W (s) dpM™(s) :/1/;1(0) (1_5%) dpM™(s) :/0 <1f’u> du < 00

and
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where, in both equalities, we used the transformation lemma. It follows that

M Ma ]/ w |$| ﬁd'u S / ﬁd,uMaX +/ s)ﬁduMin(s),

By the De La Vallée-Poussin Lemma, it follows that |z| — t(|z|)® is w.i. for [pM®, Max],

In particular, if ¥(s) > s? for some p € (0,00), then, x — |z|? is w.i. for [pM®] Max]

all ¢ € (0,p).

for

]

We now turn our focus on measurable flows of probability measures. The following
proposition is the starting point in order to apply Tarski’s fixed point theorem in the
proof of the existence of mean field game solutions. We start by building up the setup.
Let p, i € P(R) with u <** 7 and (S, S, ) be a finite measure space. We denote by B
the Borel o-algebra on P(R) generated by the weak topology. We denote the lattice of
all equivalence classes of S-B-measurable functions S — [u, 1] by L = L°(S,m; [p, 11]).
An arbitrary element p of L will be denoted in the form p = (y1)¢es. On L we consider
the order relation <* given by u <* v if and only if y; < v; for m-a.a. t € S. The
following proposition can be found in a more general form in [139]. However, for the
sake of a self-contained exposition, we provide a short proof below.

Proposition B.4. The lattice L is complete.

Proof. Let M C L be a nonempty subset of L. Then, for every countable set ¥ C M,
we denote by pu¥ = sup,ey #- Let W be a countable subset of M, and {U"},en be a
sequence of finite subsets of ¥ with U™ C U for all n € N and U,y ¥" = ¥. As "
is finite, by Remark B.1 b), u¥" € L with p¥" <% x¥""" for all n € N. By Remark B.1
d), if follows that {u¥"},en converges weakly m-a.e. to u¥. As a consequence, u¥ € L
for every countable set ¥ C M. Let

¢ :=sup { / / arctan(z)du; (z)dn(t) | ¥ C M countable}.
s JR

Notice that the map ¢ — [ arctan(z) dy, is measurable for every p € L since arctan €
Cp(R) induces a continuous (w.r.t. to the weak topology) linear functional P(R) — R.
By definition of the constant ¢, there exists a sequence {¥"},cn of countable subsets of
M with

/ / arctan(z)dy" (z)dr(t) — ¢ asn — oo.
s Jr

Let U* := U,y U™ and p* := p¥". We now show that u <X pu* m-a.s. for all u € M. In
order to see this, fix some p € M and let ¥ := U* U {u}. Then, it follows that

c—//arctan x)dp; (z)dm(t //arctan x)dp) (x)dr(t) < ¢

Since arctan is strictly increasing it follows that u% = p*, i.e. pu <* p*. Moreover, for
any upper bound p € L of M it is easily seen that p* <* u. Altogether, we have shown
that p* = sup M. In a similar way, one shows that M has an infimum. O]
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Remark B.5. Let M C L be nonempty. Then, we say that M 1is directed upwards or
directed downwards if for all pu,v € M there exists some n € M with uV v <F n or
n < p A v, respectively.

a) The proof of the previous theorem shows that if M is directed upwards, then there

b)

exists a nondecreasing sequence { " }nen C M with p™ — sup M weakly m-a.e. as
n — o0o. The analogous statement holds for the infimum if M s directed down-
wards. In particular, if {u™ }nen i a nondecreasing or non-increasing sequence in
L, then it converges weakly m-a.e. to its least upper bound or greatest lower bound,
respectively.

Assume that S is a singleton with w(S) > 0. Then, the previous remark implies the
following: For any nonempty set K C P(R) that is bounded above and directed
upwards, its supremum exists and can be weakly approximated by a monotone
sequence. An analogous statement holds for the infimum if the set K is bounded
below and directed downwards.
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