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“We always find a way
To free ourselves from yesterday
Love, lies, then anger faint
The silence, it vibrates
In the end we are human
Lost in illusions
But forever we move on
Forever we move on”
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Abbreviations

2D Two-dimensional
3D Three-dimensional

ACC All-carbon capacitor
AFM Atomic force microscopy
AIREBO Advanced interatomic reactive empirical bond order
AMBER Assisted model building with energy refinement

BE Binding energy
BPT 1,1’-Biphenyl-4-thiol, biphenylthiol

CNM Carbon nanomembrane
CNT Carbon nanotube
CP-AFM Conductive probe atomic force microscopy
CPU Central processing unit
CPUh CPU hours (total time spent on all CPUs)

DFS Depth first search
DFT Density functional theory

EDIP Environment dependent interatomic potential
EGaIn Eutectic Ga-In

FEM Finite-element method

GAP Gaussian approximation potential

HIM Helium ion microscopy
HREELS High resolution electron energy loss spectroscopy

IR Infrared
IRRAS Infrared reflection absorption spectroscopy

KE Kinetic energy

LAMMPS Large atomic/molecular massively parallel simulator
LRZ Leibniz Rechenzentrum

MD Molecular dynamics

NBPT 4’-nitro-1,1’-biphenyl-4-thiol
NEXAFS Near edge X-Ray absorption fine structure
NPH Isothermal-isenthalpic ensemble
NPT Isothermal-isobaric ensemble
NPTH 2-Naphthalenethiol, napthalenethiol
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NVE Microcanonical ensemble
NVT Canonical ensemble

ODT 1-Octadecanethiol
OPLS Optimized potentials for liquid simulations

PGC Pyrolyzed graphitic carbon
PMMA Poly(methyl methacrylate)

SAM Self-assembled monolayer
SEM Scanning electron microscopy
SPC Simple point-charge water model
STM Scanning tunneling microscopy

Tcl Tool command language (programming language)
TDS Thermal desorption spectroscopy
TEM Transmission electron microscopy
TIPNP Transferable intermolecular potential with N sites
TPT 1,1’,4’,1”-Terphenyl-4-thiol, terphenylthiol

VMD Visual Molecular Dynamics

XPS X-Ray photoelectron spectroscopy
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1. Introduction

Many fascinating and technologically relevant carbon-based materials, see e.g. Refs. [4,
5, 6, 7, 8, 9], cannot be simulated by quantum mechanical means, not even by density
functional theory (DFT), since they are either too extended or not regular. The latter
is for instance the case for nanometer thin carbon nanomembranes (CNMs) of macro-
scopic lateral size, which are produced from molecular precursors [4, 10, 11, 12, 5, 7, 8].
Although the precursor molecules such as the aromatic biphenyl-, terphenyl- and
naphtalene-thiols (refer to Appendix A.1 for details) are well-characterized, not much
is known about the internal structure of such nanomembranes [13]. The reason is
that existing characterization methods fail to deliver accurate results mainly due to
the nanometer size thickness and the tiny weight, which, for example, does not allow
accurate X-ray structure determination. In addition to that, the material is very likely
highly disordered, which renders an X-ray structure determination nearly impossible.
On the other hand, the material can be produced to macroscopic extensions, and it
is mechanically stable. Therefore, mechanical properties, such as Young’s moduli, can
be determined for such membranes [14]. The moduli of membranes from aromatic
self-assembled monolayers (SAMs) turn out to be of the order of 10 GPa [14], i.e.
the material is astonishingly soft compared to e.g. graphene (1000 GPa [15]). Recent
studies on membranes from aliphatic SAMs determined even smaller moduli of around
0.5 GPa [16].
It is also possible to study water permeation [17, 18] as well as electrical properties
[19] in order to further characterize the membranes. Investigation by means of near
edge X-ray absorption fine structure (NEXAFS) is possible, too, which allows to es-
timate the aromaticity, i.e. the amount of intact aromatic carbon rings, still present
in the CNM [20]. Other methods like infrared reflection absorption spectroscopy (IR-
RAS) and thermal desorption spectroscopy (TDS) can resolve the molecular composi-
tion and describe changes between a SAM and the resulting CNM, thus indicating a
cross-linking process [20, 21]. Atomic force microscopy (AFM) and scanning tunneling
microscopy (STM) deliver topographic images of CNMs deposited on substrate mate-
rial [18]. This allows to infer information of membrane structure on mesoscopic (nm)
lateral scales, i.e. the sizes and distribution of holes and voids across the membrane
which is closely related to transport properties of gases and liquids through the mem-
brane.
In this thesis, methods for realistic and large-scale theoretical simulations of CNMs
will be presented. Although CNMs have been studied experimentally for a long pe-
riod of time, the number of computer simulations on this topic has been scarce due
to computational restrictions as well as difficulties in comparison with experimental
results:

1. To adequately study the properties of CNMs with computer simulations, di-
mensions of the model system have to be large enough to describe a realistic
membrane. For that, thousands to hundred thousands of atoms have to be in-
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corporated in the simulation, which for quantum mechanical simulations is not
at all feasible. Thus, a classical molecular dynamics approach was chosen for the
simulations, which is unavoidably an approximation. This holds in particular for
the classical carbon-carbon interaction [2]. Electronic properties are unavailable
in classical molecular dynamics as well, further limiting possibilities.

2. The CNM will be in a disordered metastable state, i.e. a local minimum in a
huge configuration space with potential correlations between SAM and CNM.
The true ground state of the material, which consists of pure carbon, would be
a flake of graphite. It is very likely that a large number of disordered metastable
states is actually equivalent in so far that they all constitute mechanically stable
membranes.

3. Classification of simulated membranes and comparison with experimental re-
sults is limited to indirect observables such as the Young’s modulus, topographic
images, aromaticity and permeation properties [17, 18] due to the lack of ex-
perimental structural information. The latter is readily available in molecular
dynamics simulations.

For the simulations in this thesis, classical molecular dynamics as implemented in the
publicly available large atomic/molecular massively parallel simulator (LAMMPS) [22]
is employed. Previous studies showed that the potentials and algorithms implemented
in LAMMPS are accurate to a large extent for other carbon-based systems as e.g.
diamond, graphene or nanotubes [2]. Additionally, the EDIP potential by Marks [23,
24], not included in the public release of LAMMPS, has been implemented in the local
version due to its known-good performance.

A simulated production process of CNMs is set up to mimic gross features of the
formation of a CNM as a dynamical process that consists of excitation, compression
as well as expansion and equilibration, which goes far beyond the more quasistatic
approach of Ref. [13] used earlier. The main focus lies on CNMs created from SAMs
consisting of experimentally favoured aromatic precursor molecules such as BPT, TPT
and NPTH. Simulation of recently discovered aliphatic membranes will be discussed
with the example of 1-Octadecanethiol (ODT) as well.

The experimental observation of loss of aromaticity will be covered by ring statistics
for the simulated membranes. Membranes created by the model irradiation proce-
dures are checked for mechanical stability by determination of the Young’s modulus.
For this, three different approaches to the theoretical determination of the modulus
are presented that can be split into static and dynamic approaches. The static method
is implemented in LAMMPS and determines the Young’s modulus from the curvature
of the potential energy. The dynamic methods developed for this thesis exploit the
property of linear elasticity with a stress-strain approach on the one hand and a baro-
stat method on the other. Differences and strengths of the methods will be discussed.
Additionally, determination of the Young’s modulus by means of nanoindentation will
be modeled. In an effort to describe the permeation properties of CNMs, large-scale
explicit solvent water simulations will be carried out. For that purpose, holes in the
membrane are identified with a brute-force algorithm. Hole identification is done using
atomic force microscopy in the experiment which is limited in resolution. An artis-
tic approach to simulating AFM images from exact atom positions as available in
molecular dynamics will be presented for qualitative comparison.
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2. Classical molecular dynamics
theoretical background

Molecular dynamics is an umbrella term for computational physics simulations model-
ing atomic and molecular dynamics in materials science. There exist many variations
of simulation schemes which can mainly be divided into classical and quantum ab-
initio methods. Both methods numerically compute the classical, i.e. Newtonian time
evolution of point-like atoms or molecules composed of such atoms. The main differ-
ence between the two is hidden in the calculation of interatomic forces. For ab-initio
molecular dynamics, the force on each atom is evaluated each timestep, e.g. using den-
sity functional theory (DFT), solving the Schrödinger equation and minimizing the
energy for the given configuration [25]. This computationally very expensive calcu-
lation becomes unviable quickly when exceeding hundreds to low-thousands of atoms
while delivering very high accuracy down to the quantum level [26].
The size limitation is mended by classical molecular dynamics by introducing pre-
defined effective interatomic potentials, sometimes called force field that are used to
evaluate the force on each atom by evaluating the gradient of said potential. Accuracy
of the classical method boils down to the performance of the effective potential which
has to be carefully tweaked for every type of atom and composites thus often limiting
the applicability of a potential to very few materials by verification with observables
from experiments or, where possible, ab-initio calculations [27].
There is a vast amount of interatomic potentials available, all performing somewhat
different with respect to how and for what they have been tailored. Some potentials
such as AMBER [28] or OPLS [29] might be concerned more with biomolecular pro-
cesses, e.g. how a protein docks in a pore of a cell, while others try to best describe
the interactions of e.g. carbon atoms such as Tersoff [30], Brenner [31], AIREBO [32],
or EDIP [23]. The latter group is of most interest for this thesis, and details will be
presented in the following chapter.

For the simulations presented later on, classical molecular dynamics as implemented in
the publicly available large atomic/molecular massively parallel simulator (LAMMPS) [22],
is employed. An overview of the theoretical physics behind molecular dynamics as well
as simulation algorithms, constraints and best practices is given in Ch. 2.2ff.
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2.1. Effective interatomic potentials

A realistic classical carbon-carbon interaction must be able to account for the various
spn-binding modes of carbon as depicted in Fig. 2.1 which ab-initio methods would
compute on the fly. sp1 hybridization is e.g. prevalent in long chains of carbon atoms,
while sp2 orbitals are found in 2D structures such as graphene. Diamond structure is
an example of sp3 hybridization [2].

(a) sp1 hybrid orbital, taken
from Ref. [33].

(b) sp2 hybrid orbital, taken
from Ref. [34].

(c) sp3 hybrid orbital, taken
from Ref. [35].

Figure 2.1.: Schematic representation of hybridization orbitals.

The molecular dynamics package LAMMPS offers several of such potentials, among
them those developed by Tersoff and Brenner in various versions [30, 31, 36] as well as
new extensions built on the original potentials. More recently, machine learning has
been involved in systematically finding the best parameters for potentials such as the
Gaussian Approximation Potentials (GAP) framework based on quantum mechanical
data [37].

In addition to the implemented potentials, the improved (carbon only) EDIP po-
tential by Marks [23, 24] is used for some of the simulations presented in this thesis.
The potential is so far not included in standard versions of LAMMPS and has been
shared in private communication by Marks which is thankfully acknowledged. Taking
this potential as an example, one can qualitatively explain how such potentials work.
These potentials are comprised of density-dependent two- and three-body potentials,
U2 and U3 in this example respectively,

U
(

~R1, . . . , ~RN

)

=
N
∑

i=1

{ N
∑

j=1
j 6=i

U2(Rij, Z(i)) (2.1)

+
N
∑

j=1
j 6=i

N
∑

k=j+1
k 6=i

U3(Rij, Rik, θ(i, j, k), Z(i))
}

which account for the various binding modes. This is achieved by an advanced
parametrization in terms of a smooth coordination variable Z(i) as well as by ap-
propriate angle dependencies θ(i, j, k). The EDIP potential employs a cutoff of 3.2 Å
and a dihedral penalty.

These major components highly effect the performance of the effective potential by
directly influencing the resulting equilibrium distance of carbon atoms [13] as depicted
in Fig. 2.2 which should ideally be close to the experimental value of 1.42 Å [38].
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Figure 2.2.: Influence of the parametrization on the two- and three-body potentials,
taken from Ref. [13].

Another popular option for carbon-carbon (C-C) interactions is AIREBO [32], which
also includes the necessary implementation for carbon-hydrogen (C-H) interactions.

Since the performance of a potential cannot be directly transferred to all kinds of
simulation setups by checking its performance on one material and extrapolating its
applicability to all other materials made from the same atom type, one has to be
careful in choosing the right potential for the material under test. This might even be
true for different observables to be calculated with the same potential versus another.
Therefore, preliminary studies have been made in order to benchmark possible carbon-
carbon potentials for previous work on the topic of CNMs [2].
Most of the tested potentials performed well when confronted with known materials
such as carbon nanotubes, graphene or diamond. EDIP performed especially well and
has additionally been previously tested by its authors for the potential in describing
disordered carbon systems created from randomized quenching processes [39].
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2.2. Simulation constraints and specifics

Molecular dynamics simulations are fundamentally limited by the scalability, often
given in ”Big O Notation” O (n) of the algorithms for e.g. force field evaluation, time
integration or granularity of solvent models with n being the number of particles in
the simulation. Most classical molecular dynamics codes, e.g. the algorithms imple-
mented in LAMMPS [22] as used for this thesis are designed to be highly parallel, i.e.
the workload can be split between multiple CPU cores and even multiple networked
machines. The most computationally expensive calculation is the evaluation of the
potential, which scales with O (n2) when long-range interactions are included [40].
Clever binning of neighboring interactions, called neighbor list [22] can improve the
performance to some extent, allowing for millions of particles to be simulated.
For ab-initio methods, e.g. DFT, the scaling is much worse and thus limits this group
of simulations to several hundred or at most thousands of particles. Molecular dynam-
ics simulations, depending on the complexity and size, can take seconds on a single
(multicore) CPU machine and up to several hundred thousand CPUh on supercomput-
ers such as LRZ’s SuperMUC as can be witnessed from yearly LRZ high performance
computing reviews, e.g. Ref. [41].
Simulation duration is inherently bound to the timescale on which the physics occur,
e.g. femtoseconds for interactions of carbon atoms in a carbon nanomembrane. This
inherent timescale is a physical property of the underlying dynamics which leads to
the necessity of careful selection of timestep length for molecular dynamics simulations
to avoid unphysical behavior or unnecessarily long simulation times.
An upper limit of timestep length can be found using the Nyquist-Shannon theorem,
which states [42]:
”If a function x(t) contains no frequencies higher than B hertz, it is completely de-
termined by giving its ordinates at a series of points spaced 1/(2B) seconds apart.”,
where B is related to the quickest dynamics of the system.
Overall, this means that several millions of timesteps would have to be performed to
describe nanosecond phenomena, which is computationally expensive or simply not
feasible. Therefore, many simulated processes are artificially accelerated e.g. by exag-
gerated force, velocity or momentum when modeling a physical process to be able to
complete the simulation in reasonable time. This holds for many of the simulations
performed for this thesis, ranging from electron momentum transfer in the process of
carbon nanomembrane formation to pressure in explicit solvent permeation studies.
The latter of which might take several minutes or hours in the experiment [17], which
is prohibitively long for molecular dynamics simulations.
The basic constraints of a molecular dynamics simulation lie in the choice of boundary
conditions and the (thermodynamic) ensemble, determining whether bulk or fixed size
properties are computed for given conditions, e.g. temperature and pressure. Appro-
priate LAMMPS commands will be given alongside the discussions in the following
chapters.
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2.3. Boundary conditions

An overview of typical boundary conditions for molecular dynamics simulations can
be found in the LAMMPS documentation [43]. Boundary conditions can have a huge
impact on the quality of the simulation, especially when concerned with finite-size
effects.

2.3.1. Non-periodic boundary conditions

This is especially true for fixed boundary conditions (boundary f in LAMMPS), where
a particle inside the simulation box is not allowed to move from one side of the box to
the other side or to interact with atoms across the boundary [43]. The side lengths of
the initially created box stay the same during the simulation with atoms potentially
escaping the box during a timestep either counted as lost and deleted or the simula-
tion run failing. Fixed boundary conditions are suitable for bigger systems without
periodicity.
Other non-periodic boundary conditions are shrinkwrapped and limited shrinkwrapped
conditions. Shrinkwrapped boundary conditions (boundary s in LAMMPS) size the
simulation box such that at every timestep all atoms are contained, which e.g. is used
in electron irradiation simulations as presented in Ch. 6 to allow atoms to move and
even escape the membrane. Limited shrinkwrapping (boundary m in LAMMPS) de-
fines the initial box size as a minimum for shrinkwrapping, i.e. the box will never get
smaller than the set minimum even though the system is smaller than the simulation
box, which is e.g. used for evaporation studies [43].

2.3.2. Periodic boundary conditions

Periodic boundary conditions (boundary p in LAMMPS) allow interactions across
boundaries as well as particles to cross the boundary or replication of the simula-
tion box at all sides. However, this does not imply that the simulation box size stays
the same as e.g. simulation in an isothermal-isobaric (NPT) ensemble allows the box
to deform under pressure (fix npt or fix deform in LAMMPS). Periodic boundary con-
ditions can be used to calculate bulk properties thus limiting finite-size effects but
potentially imprinting unwanted periodicity onto the system. This is especially true
for ab-initio molecular dynamics, where periodicity is often used for large systems to
even be able to run the computationally expensive simulation. An example of this is
the modeling of CNM formation using first-principles DFT calculations in Ref. [44].

Boundary conditions may be chosen differently for all three cartesian axes of the sim-
ulation box.
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2.4. Molecular dynamics ensembles

Molecular dynamics ensembles are closely related to thermodynamic ensembles, such
as microcanonical, canonical and grandcanonical or isothermal-isenthalpic ensembles.
The difference lies in technical details of the integration of the equations of motion
and how temperature as well as pressure are defined, calculated and influenced.

2.4.1. Microcanonical (NVE) ensemble

The microcanoncial ensemble is defined by adiabatic conditions, i.e. no energy or mass
exchange and constant volume as characterized by the conserved number of particles N ,
conserved volume V and conserved energy E. Thus, total energy conservation between
potential and kinetic energy can be used to calculate the trajectories of particles in
the simulation by solving Newton’s equation of motion with appropriate integrators
as presented in Ch. 2.5. The LAMMPS command fix nve [45] sets up the simulation
in said ensemble and uses velocity Verlet integrators to obtain trajectories.

2.4.2. Canonical (NVT) ensemble

The canonical ensemble differs from the microcanonical ensemble in that energy ex-
change is allowed and temperature T is conserved instead of energy E. In molecular
dynamics simulations this can be achieved by using thermostats that enable heat ex-
change of the system through various means such as coupling to virtual heat baths
or simple temperature scaling through velocity scaling. These thermostats may not
only be used to keep the system at constant temperature trying to obtain a physical
canonical ensemble, but also for the study of temperature-dependent processes. Ther-
mostat algorithms employ hugely different approaches as presented in detail in Ch. 2.8,
easily resulting in non-physical behavior. LAMMPS offers a variety of thermostats,
e.g. Nosé-Hoover with time-integration using the fix nvt command [46] or Berendsen
without time-integration, fix temp/berendsen [47], which would mandate time integra-
tion using e.g. fix nve. This also indicates that the meaning of molecular dynamics
ensembles is slightly different from thermodynamic ensembles. Another choice is the
stochastic Langevin thermostat using the fix langevin command [48].

2.4.3. Isothermal-isobaric (NPT) ensemble

For an isothermal-isobaric (NPT) ensemble, number of particles N , pressure P and
temperature T are conserved, thus allowing volume and energy to change. Conserva-
tion of pressure and temperature are achieved by combining thermostats and barostats.
Barostats are closely related to thermostats and may not only be used to obtain a phys-
ical isothermal-isobaric ensemble, but to study pressure-dependent processes such as
the determination of elasticity presented in Ch. 6.8. Similar to thermostats, there
are barostats that include time integration such as fix npt [49] and those that do not
include time integration, e.g. fix press/berendsen [50]. There is also the fix nph com-
mand [51] which would only affect pressure without a thermostat in place, potentially
leading to an isothermal-isenthalpic (NPH) ensemble.
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2.5. Equations of motion and time integration

The most time-consuming part of molecular dynamics simulations is the calculation
of the forces between particles [40] as defined by the gradient of the effective potential
U (~r1, ..., ~rN) also known as the Newton’s equation of motion [52]:

mi · ~̈ri = ~Fi = −∇ri
U (~r1, ..., ~rN) , (2.2)

where mi is the mass of particle i, ~ri its position and ~Fi the force on the particle.

To determine the time evolution of the particles, the equations of motion have to be
solved by an appropriate numeric procedure. Common, fast and simple algorithms for
this are ”velocity Verlet” and ”leap-frog” integrators [53] with few differences between
the two as explained in detail further on. The following derivation of the velocity Verlet
algorithm by Taylor expansion of the atom positions is adapted from Refs. [54, 40]:

r(t + ∆t) = r(t) + v(t)∆t +
F (t)
2m

∆t2 +
∆t3

3!
...
r + O

(

∆t4
)

(2.3)

and r(t − ∆t) = r(t) − v(t)∆t +
F (t)
2m

∆t2 − ∆t3

3!
...
r + O

(

∆t4
)

, (2.4)

where F (t) is the shorthand form of F (r1(t), ..., rN(t)). Adding Eqn. 2.4 to Eqn. 2.3
without shifting equation 2.4 by t → t + ∆t would give the Verlet integrator result for
the position, i.e.

r(t + ∆t) + r(t − ∆t) = 2r(t) +
F (t)
m

∆t2 + O
(

∆t4
)

(2.5)

→ r(t + ∆t) ≈ 2r(t) − r(t − ∆t) +
F (t)
m

∆t2 , (2.6)

which would be inconvenient for computer simulations due to the dependence on the
current and previous timestep as opposed to only the current timestep which is the
case for velocity Verlet using the mentioned shift:

r(t + ∆t) = r(t) + v(t)∆t +
F (t)
2m

∆t2 . (2.7)

Velocities in the Verlet scheme would have the same issue:

r(t + ∆t) − r(t − ∆t) = 2v(t)∆t + O
(

∆t3
)

(2.8)

→ v(t) =
r(t + ∆t) − r(t − ∆t)

2∆t
+ O

(

∆t2
)

, (2.9)

which is also avoided by the velocity Verlet variant, leading to:

v(t + ∆t) = v(t) +
F (t + ∆t) + F (t)

2m
· ∆t . (2.10)

Velocity Verlet is thus ideal with regard to both spatial, i.e. memory usage, and time
complexity, the implications of which can be outlined with the following update scheme
that is applied at each timestep of length δt [40]:
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• Update particle locations for the next timestep tn+1: r(tn+1) = v(tn)·δt+ F (tn)
2m

·δt2

• Evaluate forces for the next timestep tn+1: F (tn+1) = −∇U (r1(tn+1), ..., rN(tn+1))

• Update velocities for the next timestep tn+1: v(tn+1) = v(tn)+ F (tn)
2m

·δt+ F (tn+1)
2m

·δt

The main difference to the also popular leap-frog algorithm lies in when coordinates
and velocities are evaluated, i.e. velocity Verlet computes x(t) and v(t) at timesteps
t = 0, 1, 2, ... . Leap-frog on the other hand computes x(t) at t = 0, 1, 2, ... but v(t)
at t = 0 + 1

2 , 1 + 1
2 , 2 + 1

2 , ... thus shifted by half of a timestep (which is why the term
”leap-frog” is used) [55]. Velocity Verlet is thus beneficial in that both positions and
velocities are calculated at the same timestep which allows for simultaneous calculation
of potential and kinetic energy.
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2.6. Temperature

One way to derive the definition of temperature is by using the equipartition theo-
rem which relates temperature to average energies of the system. The most general
formulation of the equipartition theorem can be found in many textbooks, e.g. by
K. Huang [56] and R. K. Pathria [57].
Derivations using the equipartition theorem make use of the Hamiltonian function of
the system and the property of the expectation value

〈

xi
∂H

∂xj

〉

= kBTδij (2.11)

for generalized coordinates xk ∈ {qk, pk}, where qk and pk are coordinates and momenta
respectively, kB being the Boltzmann constant. In particular, the following relation
with d the dimension of the system and N the number of particles,

〈

d·N
∑

i=1

pi
∂H

∂pi

〉

=

〈

d·N
∑

i=1

piq̇i

〉

= dNkBT , (2.12)

holds when looking at the momenta, i.e. xi = pi and using the Hamiltonian relation
∂H
∂xi

= ∂H
∂pi

= q̇i. For many systems, especially molecular dynamics solving the New-
tonian equations, constraints are scleronomic and holonomic, i.e. independent of time
and the particles’ velocity, respectively [58]. Thus, the kinetic energy Ekin of the system
can be expressed as a homogeneous quadratic function of its generalized momenta:

Ekin =
∑

i,j

aijpipj . (2.13)

Therefore also immediately follows that
〈

d·N
∑

i=1

pi
∂H

∂pi

〉

=

〈

d·N
∑

i=1

∑

j,k

pi
∂ajkpjpk

∂pi

〉

(2.14)

=

〈

d·N
∑

i=1

∑

j,k

piajk (δijpk + δikpj)

〉

= 2 〈Ekin〉 , (2.15)

and by rearranging Eqn. 2.12, the temperature is proportional to the average kinetic
energy of the system:

T =
2 〈Ekin〉
dNkB

, (2.16)

where d · N is the total number of degrees of freedom, i.e. every independent quadratic
term of the Hamiltonian.

2.7. Pressure

The derivation of pressure follows the same principle as the derivation of temperature,
the difference lying in the calculation being focused on the coordinates qi and the
corresponding Hamiltonian equation ∂H

∂qi

= −ṗi leading to:

〈

d·N
∑

i=1

qi
∂H

∂qi

〉

= −
〈

d·N
∑

i=1

qiṗi

〉

, (2.17)
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where the term
〈

∑d·N
i=1 qiṗi

〉

can be identified with the virial W = −dNkBT . A de-
tailed definition of how it is implemented by LAMMPS for a particular potential is
described in Refs. [3, 59]. An integral component of a molecular dynamics simulation
is the simulation box with surface normal d~S which can impose forces on the atoms
depending on the chosen boundary conditions. Therefore one has to differentiate the
forces imposed by the simulation box and forces between atoms caused by interaction
between them. To express the work done by the simulation box alone, one can express
that part of the virial in the following way with N0 the number of atoms located at
the edge of the simulation box [3]:

W0 =

〈

N0
∑

l=1

~rl
~Fl

〉

= −P
∮

~r · d~S = −P
∫

V
∇~rdV = −d · PV . (2.18)

With Win being the internal part of the virial and since W = W0 + Win holds for the
total work, the pressure can be expressed by simple rearrangement and substitution
similar to the derivation of the temperature:

−dNkBT = W = W0 + Win = −d · PV + Win (2.19)

P =
NkBT

V
+

Win

V d
(2.20)

P =
NkBT

V
+

〈

∑N
i=1 ~ri · ~Fi

〉

V d
. (2.21)
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2.8. Thermo- and barostats

Thermo- and barostats are essential when one wants to simulate the behavior in an
NVT- or NPT-ensemble respectively or to control temperature and pressure in an
NVE simulation. Both are quite similar to each other when it comes to their algorith-
mic implementation in molecular dynamics simulations. The following discussion is
therefore limited to thermostats and barostats as implemented by LAMMPS, whereas
thermostats will be discussed in detail with differences to the corresponding barostats
pointed out. Thermostat usage can be motivated by various reasons, e.g. but not lim-
ited to, to match an experimental setup or study temperature dependent processes [60].
Their most naive application is to scale variables, i.e. barostats scale lengths and ther-
mostats scale velocities in order to reach a desired value or keep it steady at a given
timestep. The latter usecase is also important to combat potential energy drift, e.g.
caused by numerical errors [60].
No matter how individual thermostats are implemented, all thermostat algorithms
require a modification of Newton’s second law [60]:

r̈i(t) = m−1
i Fi(t) → r̈i(t) = m−1

i Fi(t) − γi(t)ṙi(t) + m−1
i Ri(t) , (2.22)

where Ri(t) is a stochastic force, e.g. used in a Langevin thermostat, and γi(t) a friction
coefficient, e.g. used in Nosé-Hoover dynamics, while not all terms might be used at
the same time by all thermostat algorithms [60]. For a very basic thermostat this
would mean that given the temperature T (t) at a specific time t the resulting change
in temperature towards the desired temperature T0 by velocity scaling with parameter
λ is given by:

∆T = 2
∑

i=1

1
2mi (λṙi)

2

NkB
− 2

∑

i=1

1
2miṙ

2
i

NkB
(2.23)

=
(

λ2 − 1
)

T (t) with λ =
√

T0/T (t) . (2.24)

One might consider this method to be of strong-coupling type as opposed to the other
methods outlined in the following, because the temperature is just multiplied at each
timestep not allowing for any type of naturally occurring fluctuations as e.g. a Nosé-
Hoover or Langevin type would include. Thermostats of this category are able to
correct this shortcoming by virtual coupling to a heat bath or a virtual mass for the
coupling interaction. Berendsen introduced the formulation of a thermostat based on a
first-order relaxation equation [61], while Nosé and with later improvements by Hoover
introduced the extended system method [62, 63]. There are also stochastic methods
such as the Langevin thermostat based on Langevin dynamics whose type is often
considered to be the most physically correct choice of thermostats due to its random
and fluctuating nature [60].

2.8.1. Berendsen thermostat

The Berendsen thermostat is a first-order equation means of temperature relaxation
by weak coupling aiming to couple a system with an average temperature T to an
external heat bath with temperature T0 [60]. The rate of change of the instantaneous
temperature then obeys the proportionality

dT (t)
dt

=
1
τB

(T0 − T (t)) , (2.25)
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where τB is a coupling parameter between system and bath that should follow the
principle of least local perturbation [60]. For a discrete timestep δt this would result
in a temperature change of

∆T =
δt

τB
(T0 − T (t)) . (2.26)

This would allow velocities to be scaled like ~vi → λ · ~vi where λ (t, δt) is a time- and
timestep-dependent velocity scaling factor defined by [60]

λ =

[

1 +
δt

τB

(

T0

T
− 1

)

]1/2

. (2.27)

Thus if the relaxation time of the Berendsen thermostat τB is close to the timestep δt,
the coupling is strong and converges towards the naive scaling method.

2.8.2. Berendsen barostat

The Berendsen barostat is very similar to its thermostat counterpart. It is again a first-
order equation means, but this time a differential equation with regard to pressure [64]:

dP (t)
dt

=
1

τBP

(P0 − P (t)) , (2.28)

or as expressed for a timestep δt:

∆P =
δt

τBP

(P0 − P (t)) , (2.29)

where P0 is the target pressure and τBP
the coupling parameter. Lengths will be scaled

according to ~ri/L → (µ~ri)/(µL) with a scaling factor defined as [64]

µ =

[

1 +
δt

τBP

(P − P0)

]1/3

. (2.30)

2.8.3. Nosé-Hoover thermostat

Implementation of the extended-system method proposed by Nosé [62] and later im-
proved by Hoover [65] is not as straightforward as the Berendsen method. The general
idea is to extend the real system with an artificial dynamic variable s̃ and velocity
˙̃s which is associated with a ”mass” Q > 0 [60]. This would lead to a stretching
of the timescale in the extended system, i.e. dt = s̃−1(t̃)dt̃, which is problematic for
trajectory sampling in molecular dynamics simulations due to uneven time intervals.
The derivation presented in the following describes the original formulation with the
necessary changes for transformation into real-system variables avoiding uneven time
intervals [60]. For atomic coordinates r and velocities ṙ as well as the new variable s̃,
the time-scaling definition would lead to

r̃ = r, ˙̃r = s̃−1ṙ, s̃ = s, and ˙̃s = s̃−1ṡ , (2.31)

with the Lagrangian for the extended system:

Le(r̃, ˙̃r, s̃, ˙̃s) =
1
2

N
∑

i=1

mis̃
2 ˙̃r2

i − U(r̃) +
1
2

Q ˙̃s2 − gkBT0 ln s̃ , (2.32)
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where g = Ndf is the number of degrees of freedom of the real system [60]. The last two
terms describe the kinetic energy of the extended system with mass Q and potential
energy term in s̃ such that the described ensemble stays canonical [60]. The Lagrangian
equations of motion for the extended system are

¨̃ri = m−1
i s̃−2F̃i − 2s̃−1 ˙̃s ˙̃ri (2.33)

and ¨̃s = Q−1s̃−1

(

N
∑

i=1

mis̃
2 ˙̃r2

i − gkBT0

)

, (2.34)

with the latter being a second order differential equation, which may lead to oscillatory
behavior in the form of heat flowing in and out of the system, thus potentially leading
to temperature fluctuations [60]. Consequently, this would mandate careful choice of
the virtual mass Q to achieve realistic temperature fluctuations. Instead, an effective
relaxation time

τNH = (NdfkBT0)
−1/2 Q1/2 (2.35)

is introduced to characterize the coupling strength to the virtual heat bath in the
case where real-system velocities are initialized with a Maxwell-Boltzmann distribu-
tion [60]. To avoid the problem of a stretched timescale, the equations of motion can
be reformulated with sampling compatible with molecular dynamics by means of the
following transformations [60]:

s = s̃, ṡ = s̃ ˙̃s, s̈ = s̃2 ¨̃s + s̃ ˙̃s2

r = r̃, ṙ = s̃ ˙̃r, r̈ = s̃2¨̃r + s̃ ˙̃s ˙̃r

ps = s̃−1p̃s, ṗs = ˙̃ps − Q−1s̃−1p̃2
s

p = s̃−1p̃, ṗ = ˙̃p − Q−1s̃−1p̃sp̃

F = F̃ .

(2.36)

Defining γ = s−1ṡ = Q−1sps, the equations of motion can be brought into the form

r̈i = m−1
i Fi − γṙi , (2.37)

with γ̇ = −kBNdfQ
−1T

(

g
Ndf

T0

T
− 1

)

which is similar to the prototype equation used for
almost all thermostats [60].

2.8.4. Andersen barostat

The Andersen barostat is an extended-system method similar to but pre-dating the
extended-system thermostat by Nosé and Hoover and makes use of a fictitious pressure
”bath” which has a physical interpretation of a piston pressurizing the system [66]. To
achieve a trajectory average equal to an NPH ensemble average, atom positions ri

have to be replaced by scaled coordinates ρi = ri/V 1/3, where V is the box volume the
atoms are placed inside [66]. The Lagrangian of the extended system is

Le(ρ̃, ρ̇, Q, Q̇) =
1
2

Q2/3
N
∑

i=1

miρ̇
2 −

N
∑

i<j=1

U
(

Q1/3ρij

)

+
1
2

MQ̇2 − αQ , (2.38)

where the new variable Q can be interpreted as volume V and M as a mass determining
the relaxation times [66]. The first two terms are the kinetic and potential energy of
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the system in its new variables. The third term is a kinetic and the fourth a potential
energy term in Q. Furthermore, α and M are constants that can be given a physical
meaning, when the system is considered to be in a container of variable volume that can
be compressed by a piston [66]. Q would be the position of the piston, αV is a potential
term of the form pV , with external pressure α and M is the mass of the piston [66].
The equations of motion can be derived analogously to the previously described Nosé-
Hoover thermostat. After transformation from the scaled to the original coordinates,
the equations of motion are [66]:

dri

dt
=

pi

mi

+
1
3

ri
d ln V

dt
(2.39)

dpi

dt
= −

N
∑

j( 6=i)=1

r̂ij U ′ (rij) − 1
3

pi
d ln V

dt
(2.40)

Md2V

dt
= −α +





2
3

N
∑

i=1

p2
i

2m
− 1

3

N
∑

i<j=1

rij U ′ (rij)



 / V . (2.41)

2.8.5. Parrinello-Rahman barostat

The method by Andersen was extended by Parrinello and Rahman to allow for a
change of shape of the simulation box under pressure, whereas previously only volume
could change that inhibited crystal structure transformations dependant on change in
shape [67]. Assuming the simulation box volume is spanned by three vectors a, b

and c, the corresponding volume can be determined by the scalar triple product
V = det h = a · (b × c) with which the position ri of a particle can be expressed [67]:

ri = hsi = ζia + ηib + ξic , (2.42)

where si is a column vector and 0 < ζi, ηi, ξi < 1. This allows to define the distance

r2
ij = (si − sj)⊺G(si − sj) , (2.43)

where G = h⊺h is the metric tensor. Finally, the modified extended-system Lagrangian
is

Le =
1
2

N
∑

i=1

miṡ
⊺

i Gṡi −
N
∑

i=1

N
∑

j>i

U(rij) +
1
2

WTr ḣ⊺ḣ − pV , (2.44)

of which the equations of motion can be derived similar to the method described by
Anderson. Parrinello and Rahman also derived the equations for the case of general,
i.e. non-isotropic, stress [67].

2.8.6. Nosé-Hoover barostat

The method by Andersen extended by Parrinello and Rahman was further improved
by Nosé and Hoover to treat molecular systems and include long-range charge-charge
interactions [68]. It is the method used in LAMMPS when a fix npt or fix nph thermo-
and/or barostat are in place. The method uses the same coordinates as described by
Anderson, but modifies the Lagrangian as explained for short-ranged site-site interac-
tions [68]:

Le =
1
2

N
∑

i=1

miṡ
⊺

i Gṡi +
1
2

∑

i

ω⊺

i Iiωi −
N
∑

i=1

N
∑

j>i

U(rij, αi, αj) +
1
2

WTrḣ⊺ḣ − pV , (2.45)
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where the second term has been added by Nosé and Hoover. It describes the kinetic
energy of molecular rotations with angular velocity ωi and inertia tensor Ii. The third
term has been modified to depend on molecular orientations αi [68]. Equations of
motion for translational degrees of freedom can be derived as follows [68]:

d
dt

∂Le

∂ṡi

= h⊺fi , (2.46)

where forces are defined as fi =
∑

k fk
i =

∑

k

∑

j 6=i

∑

l fkl
ij = −∑

k

∑

j 6=i

∑

l ∂Ukl
ij /∂rkl

ij

with k and l enumerating the cartesian directions x, y and z. The resulting equations
of motion for translational degrees of freedom are [68]:

mis̈i = h−1fi − miG
−1Ġṡi . (2.47)

The equations for angular coordinates, equivalent to those obtained by the constant
volume method, are:

d
dt

Mi =
∑

k

pk
i × fk

i = Ni , (2.48)

where Mi is the angular momentum of a particle and Ni is the torque acting on it [68].
Derivation of the equations of motion of simulation box vectors leads to:

W ḧαβ =
∂Le

∂hαβ

=
∑

ν

(Παγ − pδαγ)σγβ , (2.49)

with σαβ = ∂V/∂hαβ = V (h−1)αβ for cartesian directions α, β and γ. Π is the internal
stress tensor defined by [68]:

Παγ =
1
V







∑

i

mi (hṡi)
⊺

α (hṡi)γ +
∑

i

∑

k

∑

j>i

∑

l

(

fkl
ij

)

α
(h (si − sj))γ







. (2.50)

Equations 2.49 and 2.50 show that the simulation box can change shape under the
imbalance between internal stress and external pressure [68].

2.8.7. Langevin thermostat

The Langevin thermostat makes use of both a stochastic force Ri(t) and a friction
coefficient γi(t), i.e. the full Langevin equations of motion:

r̈i(t) = m−1
i Fi(t) − γi(t)ṙi(t) + m−1

i Ri(t) , (2.51)

where the stochastic forces Ri have to fulfill the following properties [60]:

• No correlation with velocities ṙi and systematic forces Fi(t′) at previous timesteps
t′ < t.

• Vanishing time-average results.

• Random values drawn from a Gaussian distribution with variance σ2
i = 2miγikBT0/δt,

where δt is the timestep.

• 〈Riµ(t)Rjν(t′)〉 = 2miγikBT0δijδµνδ(t′−t), i.e. no correlation along different carte-
sian axes µ and ν as well as different times t′ and t.
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Trajectories generated by Langevin dynamics are able to produce a canonical dis-
tribution at temperature T0 where the energy transfer can be viewed as frictional
interaction with a surrounding fluid, the frictional coefficient γi of which has to be
chosen carefully to avoid long simulation times and systematic energy drift through
numerical errors, whereas a too tight coupling would perturb the dynamics of the
system [60].

In the limit of γi → 0, the Langevin dynamics converge towards the classical Hamil-
tonian dynamics in a microcanonical ensemble.

2.8.8. Other methods

The Andersen thermostat, not implemented in the default version of LAMMPS, is
another stochastic method that draws a random velocity from a Maxwell-Boltzmann
distribution and applies it directly to a particle depending on the specified Andersen
frequency between 0 and 1 [66]. For that, a random number is drawn and if less
than the frequency, the new velocity is applied to the particle [66]. This is, just
like the previously mentioned naive scaling, a strong-coupling method that potentially
introduces unphysical behavior by trapping particles in the configuration space where
they cannot leave in an infinitely long timescale as observed by Andersen for Monte-
Carlo simulations [66]. Thus, the Anderson thermostat is only recommended for small
systems.

As for barostats, there is also a naive scaling method, where the system’s box volume
is scaled to reach a target pressure [69]. This method will not be discussed, as it is not
relevant due to its very rare application.
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2.9. Solvent and water models

The topic of water or more generally solvent simulations is vast and a research field
on its own [70, 71], with recent emerges in the application of machine learning to im-
prove the quality of simulations and lower the computational power requirements [72].
Fundamentally, solvent models can be broken down into two major categories: Fine-
or coarse-grained explicit and implicit solvents, both trying to approximate thermody-
namic properties of liquids [70]. The largest field of solvent molecular dynamics is in

(a) Explicit fluid simulation with rigid H2O-
molecules (red and white spheres) perme-
ating the pores of a CNM (gray spheres).

(b) Schematic representation of an implicit
fluid simulation (surrounding blue vol-
ume) with particles in solution (col-
ored spheres) permeating a CNM (gray
spheres).

Figure 2.3.: Qualitative comparison of explicit and implicit solvent models.

the simulation of water, e.g. using SPC [73] and TIPNP [74] water models in various
parametrizations. Explicit models of solvents, e.g. water, simulate the interaction of
atomic components of the solvent, e.g. hydrogen and oxygen for water molecules and
their electrostatic potential with the rest of the system, e.g. the carbon atoms in a
carbon nanomembrane.

For this type of simulation, detailed knowledge of Coulombic interaction strengths
as well as bond angles is essential. For the mentioned example this would mandate
parameters for C-C, C-H, C-O, H-H, H-O and O-O interactions as well as long-range
electrostatic interactions and dipolar moments of the solvent molecules. These pa-
rameters would have to be calculated, e.g. using ab-initio methods or determined
experimentally to create the necessary effective potential. As this is often not feasible
or data is just not available, one has to resort to mixing various potentials, so called
hybrid potentials (pair_style hybrid command in LAMMPS) with the need for proper
parameters for the mixing contributions [75]. A simplifying reduction in needed com-
putational power can be achieved by coarse-graining through fixing the position of
the atoms of everything except the solvent and to consider the solvent molecules as
rigid molecules. For this, the interaction between the rigid solvent molecules and the
rest of the system is described by electrostatic or Lennard-Jones-like interactions, e.g.
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the dipolar electrostatic potential of water interacting with carbon atoms of a carbon
nanomembrane. A weaker formulation would allow all but the solvent molecules to
move thus allowing for a pressurized system to change shape, bulge or tear apart which
again is more computationally expensive. Also, individual solvent molecules might be
considered as non-rigid.
These aspects are all well-covered by the SPC and TIPNP models, but differ in details
of the parametrization. The SPC water model specifies a 3-site rigid water molecule
with charges and Lennard-Jones parameters for each of the three atoms [76], which can
be either kept rigid or flexible (fix shake command in LAMMPS). The Lennard-Jones
and Coulomb terms employ a cutoff of 9 Å [73], but long-range interactions can be
included using particle-particle-particle mesh (PPPM) or Ewald summation [76].
TIPNP models are rigid water models defined for a wide range of number of sites N ,
e.g. a 3-site rigid water molecule for TIP3P similar to the rigid SPC model but with
different parameters [77], a 4-site model including one negatively charged dummy atom
near the oxygen for TIP4P [78] and a 5-site model with negative charge on dummy
atoms representing the lone pair of oxygen atoms for TIP5P [79]. Explicit solvent
models are of most interest for permeation studies. Individual solvent molecules are
able to interact with the electrostatic potential of e.g. nanopores and channels, there-
fore allowing to study even the most minuscule flow, e.g. in single-file capillaries where
solvent molecules diffuse into a pore and have no possibility to change their relative
order thus forming chains of permeating molecules [80].

The other end of the solvent model spectrum is formed by implicit or continuum
solvent models. As the name implies, there are no individual molecules or atoms of the
solvent, but a continuum volume with similar bulk properties by estimating the free
energy of interactions between the solvent and the rest of the system [70]. Examples of
these methods are the accessible surface area-based (ASA) method [81] and polarizable
continuum model (PCM) [82]. The main purpose of continuum solvent models lies in
simulation of solvations in organic and biological systems, e.g. protein transport [81]
or multiscale simulations that couple molecular dynamics and hydrodynamics as done
for DNA translocation [83].

The permeation study presented in Ch. 10 has been performed using an explicit
solvent model.
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3. Self-assembled monolayers (SAMs)

The starting point for every carbon nanomembrane is a self-assembled monolayer that
allows to tailor thickness and density of the membrane [84]. Self-assembled monolayers
are highly ordered aggregations of organic molecules on a substrate [85]. The assembly
of the so called precursor molecules is self-initiating and ends by chemisorbtion on a
surface with the resulting structure being of the same height as the molecules of around
a few nanometers [85]. The SAM on its own would not be mechanically stable when
the substrate is removed, e.g. by etching of the substrate.
A broad selection of precursor molecules allows to tailor the monolayer to a specified
thickness and purpose. For carbon nanomembranes, aromatic precursor molecules,
such as Biphenyl-4-thiol (BPT), 1,1’,4’,1”-Terphenyl-4-thiol (TPT) and 2-Naphthalene-
thiol (NPTH) are of most interest as can be seen from their use in experimental research
publications such as Ref. [86]. More details on the structure of the mentioned molecules
can be found in the Appendix A.1. A selection of structural formulas of aromatic pre-
cursor molecules is depicted in Fig. 3.1. There, each vertex is a carbon (C) atom
with hydrogen (H) attached to it, with the latter not being drawn in the schematics.
Molecules stick to a substrate, e.g. gold or silver with the help of a chemical group, in
this case a sulfur or thiol (-SH) group. A history of CNM preparation from various
SAMs will be discussed in Ch. 4. The property of aromaticity and the loss of it in the
process of the conversion of a SAM to a CNM is discussed in Ch. 8.

Linear tree-like aromatic precursor molecules can be characterized by their number
of carbon rings (hexagons) as their name implies, e.g. two carbon rings for BPT. Then
there are also wider molecules such as NPTH and very tall and wide snowflake-like
ones which are used less often in experiments.

The substrate plays a key role in the assembly process with the surface structure
imprinting a lattice structure onto the monolayer [88]. For CNMs the most used sub-
strate is gold with a hexagonal Au(111) surface structure with a lattice constant of

Figure 3.1.: Selection of popular aromatic precursor molecules, taken from Ref. [11].
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(a) Examples of the Wood notation, taken from
Ref. [87].

(b) BPT molecule with skew and
twist angles α, β and γ, taken
from Ref. [13].

Figure 3.2.: Main characterization geometries of SAMs: Superstructure and molecule
skew and twist angles.

2.88 Å [89]. The structure or superstructure of atoms or molecules on a surface can
be described by various means, e.g. matrix notation and Wood notation [87], with the
latter one being the preferred notation for this thesis and most experimental publica-
tions. Some examples of the Wood notation are shown in Fig. 3.2a. The black dots
represent an exemplary underlying simple cubic lattice of edge lengths a1 and a2 with
circles around the dots showing various superstructures, e.g. (

√
2 x

√
2)R45 which is

identical to c(2 x 2) both being depicted in the bottom right of Fig. 3.2a together with
their pair of basis vectors b1 and b2 in the rotated or stretched coordinate system of
the superstructure. Here, R45 is a counterclockwise rotation of 45◦ of the basis vectors
b1 and b2 in relation to the simple cubic basis vectors a1 and a2 as depicted by the
angle β in the bottom left of Fig. 3.2a. A precursor molecule placed at each lattice
position might additionally be rotated or skewed about its local x-axis with angle γ
as depicted in Fig. 3.2b. For linear molecules there are also twist angles for each ring
rotating about the local z-axis. There are two angles α and β for the exemplary BPT
molecule, each twisting one of the two rings.
Experimental characterization is possible by various means such as scanning tunneling
microscopy for determination of the lattice structure or X-Ray photoelectron spec-
troscopy for analysis of present molecular orbitals. An overview of experimental studies
for both SAMs and CNMs is given in Ch. 5.
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4. History and use of carbon
nanomembranes (CNMs)

Carbon nanomembranes are mechanically stable and freestanding nanometer-thin mem-
branes [90, 11, 12] with wide-ranging applications such as water desalination through
its excellent filtration capabilities [17], as transparent supports for transmission elec-
tron microscopy or for use in nanocapacitors [19].
The beginnings of carbon nanomembranes lie in studies of pattern generation with
self-assembled monolayers [4, 21], with applications ranging from sensor design to
electrochemistry and micromechanical engineering. Grunze, Eck et al. tested aromatic
precursor molecules as materials for controlled modification of SAMs and found that
the SAM assembled on a gold substrate is converted to amino groups under irradiation
with low energy electrons [4, 21, 85]. In the process, the aromatic layer is dehydro-
genated and cross-linked [4, 21]. Later on, a universal scheme has been formulated by
Turchanin, Gölzhäuser et al. to convert aromatic molecular monolayers into functional
carbon nanomembranes as presented in the aptly named publication [11].

Figure 4.1.: Sketch of the experimental synthesis of a CNM, taken from Ref. [11].

The experimental fabrication process for carbon nanomembranes starts with a self-
assembled monolayer of polyaromatic molecules on a gold substrate in high vacuum [11].
The monolayer is then irradiated by a low-energy electron beam accelerating electrons
to around 50 eV to 100 eV, effectively rasterizing the SAM with an electron dose of
50 mC/cm2. This rasterization causes bonds between the carbon atoms to break and
thus allowing for new bonds to form, especially with neighboring molecules deliver-
ing the necessary glue for cross-linking. Almost all hydrogen inside the SAM is lost
during this procedure, leaving only the now cross-linked membrane and the substrate-
attaching thiol-group. The resulting CNM is transferred to a TEM grid as support
with the help of a PMMA coating and the gold substrate gets etched away [11]. Finally
the PMMA coating is dissolved and the membrane dried [11]. When annealing the
membrane to over 1000◦C, a structural change to pyrolytic graphite is triggered [10].

An example of a macroscopic CNM on a hexagonal TEM support can be seen in
the helium-ion microscopy image in Fig. 4.2a. Recent publications [86] tend to soften
the strict requirements on the properties of precursor molecules by demonstrating
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(a) Helium-ion microscopy (HIM)
image of a CNM on a macro-
scopic lateral support structure,
taken from Ref. [92].

(b) Helium-ion microscopy (HIM) image of
a graphene-CNM nanocapacitor, taken
from Ref. [19].

Figure 4.2.: Exemplary helium ion microscopy (HIM) images of CNMs.

porous and mechanically stable membranes being made from molecules attaching to
the substrate by another group than thiols, so called aromatic carboxylate precursors.
Also, completely non-aromatic, i.e. aliphatic molecules have been demonstrated to re-
sult in mechanically stable but brittle nanomembranes [16, 91]. Although almost all
CNMs are observed to be mechanically stable, they have an unexpectedly low Young’s
modulus of the order of 10 GPa [14] when compared to other carbon based struc-
tures such as graphene (1 TPa [15]), carbon nanotubes (≈ 1.2 TPa [93]) and diamond
(≈ 1.15 TPa [94]), with aliphatic membranes coming in at only 0.5 GPa [16]. The
experimental means of mechanical characterization are explained in detail in Ch. 5.
A promising usecase of CNMs is water filtration. It is observed that these membranes
are very effective at filtering contaminations from water, thus e.g. allowing for very en-
ergy efficient desalination when compared to traditional means, e.g. boiling salt water
by burning fossil fuels, with a filtration property that is highly selective and sensitive
to the permeating gas or liquid [17]. Carbon nanomembranes show potential of being
used as dielectric components in environmentally friendly energy storing all-carbon
nanocapacitors [19]. Finally, the mechanical stability allows the membranes to be
used as supports for visible light microscopy or TEM images due to the membranes’
transparency in these spectra [95].
From the experimental point of view, the number of analysis methods offer to study
a wide spectrum from mechanical to electronic properties of the membrane. Most of
them allow detailed characterization of the membrane with respect to bond types, el-
emental composition, hydrogen loss and mechanical properties. The latter category is
comprised of many industry-standard methods from materials science like nanoinden-
tation and bulge testing which have been proven to work for many materials. How-
ever, mechanical characterization of nanomaterials, especially nanometer-thin carbon
nanomembranes, can be challenging. Methods for experimental studies will be dis-
cussed in the following chapter outlining potential pitfalls and shortcomings, one of
the most prominent being the impossibility of determining the internal structure of
CNMs.
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5. Experimental characterization of
SAMs and CNMs

This chapter tries to give an overview of some of the most used and important
experimental methods for characterization of self-assembled monolayers and carbon
nanomembranes that is by no means complete. Also, the possibility of reproducing
these experiments using computer simulation is discussed where appropriate. Due to
the lack of electronic properties, most classical molecular dynamics simulations are
limited to mechanical properties, e.g. the Young’s modulus or some limited vibrational
spectra as well as thermal transport properties.

5.1. Infrared (IR) and infrared reflection absorption

spectroscopy (IRRAS)

(a) IR spectra of a 4’-nitro-1,1’-biphenyl-4-thiol
(NBPT) SAM (a) and after irradiation (b) to
(e) with increasing electron dose, taken from
Ref. [21].

(b) IRRAS spectrum of a self-assembled dode-
canethiolate monolayer on gold, taken from
Ref. [96].

Figure 5.1.: Typical IR and IRRAS spectra of SAMs before and after irradiation.

Infrared reflection absorption spectroscopy (IRAS, IRRAS) is a non-destructive op-
tical technique to study thin films of only a few Angstroms adsorbed on reflective
substrates such as gold [97], thus being ideally suited for SAM and CNM characteriza-
tion. It can be used to get an insight on molecular composition, degree of order of the
molecules and the relative angle between molecules and substrate [96] as depicted by
the angle γ in 3.2b. The difference between common IR spectroscopy and IRRAS is
that for IRRAS the measurement is done via reflection at a grazing angle demanding
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highly sensitive sensors due to the small layer heights of SAMs and CNMs [96]. Stan-
dard IR spectroscopy exploits radiation absorption instead and measures the difference
of IR signals of the substrate by itself and the substrate with a monolayer on top or
uses substrates with a low interference and featureless background signal [98]. It also
finds much wider application in analytical chemistry than IRRAS. Both methods rely
on excitation of electromagnetic dipoles in the material that are closely related to mo-
lecular vibrational spectra thus showing characteristic peaks indicating the molecular
composition of the material [99]. Fig. 5.1a shows IR spectra of 4’-nitro-1,1’-biphenyl-
4-thiol (NBPT) for the pristine SAM (a) and irradiated membranes (b) to (e). For
example, the aromatic ring stretching modes at 1533.2 cm−1 and 1473.8 cm−1 can be
observed to decrease with increasing electron dosage [21]. A typical IRRAS spectrum
for a dodecanethiolate monolayer on gold is depicted in Fig. 5.1b.

Computer simulation of vibrational spectra is possible by means of Fourier-trans-
formed auto-correlation functions of dipole moments performing best for ab-initio
methods [100]. Results of classical molecular dynamics simulations as required for
macroscopic CNMs due to the number of atoms might be poor [101, 102].
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5.2. Scanning electron (SEM) and helium ion (HIM)

microscopy

(a) Scanning electron micrographs (SEM) of
a CNM, taken from Ref. [85].

(b) Helium ion micrograph (HIM) of a TPT-
CNM on a gold TEM support, taken from
Ref. [11].

Figure 5.2.: Comparison of SEM and HIM imaging methods.

Scanning electron microscopy (SEM) is an industry standard imaging method for
sub-micrometer surface structures that have to be conductive and vacuum friendly [103].
Conductivity is often achieved by drying the sample and applying conductive coatings
potentially obscuring subtle surface details [103]. The method is applicable to many
materials with biological and insulating materials being the most problematic. The
basic principle of SEM is rasterization of the specimen with an electron beam whose
diameter is one inherent limiting factor of image resolution [104]. The most common
modes of operation of a SEM are based on the intensity of secondary and backscat-
tered electrons as well as X-ray signals being probed, with the probe current being
another limiting factor [104]. An example of SEM being used to image a cross-linked
membrane can be seen in Fig. 5.2a showing a ruptured membrane, demonstrating the
features best resolvable by SEM, e.g wrinkles whereas details of the membrane are
lacking.
The shortcomings of SEM are improved by helium ion microscopy (HIM) with advances
in minimized damage to the specimen, higher contrast and resolution improvements to
structures as small as 5 Å without the need of conductive surface coatings as well as
increased depth of field [103]. Instead of electrons, a HIM uses accelerated helium ions
focused on the specimen, producing secondary electrons and ions depending on the
beams geometry as well as the specimen’s topography and electronic properties [105].
Fig. 5.2b shows a helium ion micrograph of a free-standing TPT-CNM on a gold TEM
support [11]. Not only the wrinkles but small surface structures of the membrane are
resolved in this image.
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5.3. Scanning tunneling microscopy (STM)

(a) Schematic representation of scanning tun-
neling microscopy (STM), taken from
Ref. [106].

(b) Scanning tunneling microscopy (STM)
image of a TPT-SAM, taken from
Ref. [17].

Figure 5.3.: Schematic representation of STM and exemplary imaging result.

Scanning tunneling microscopy is a means of electron microscopy for imaging of
surfaces at atomic scales based on the principle of quantum tunneling [107]. A bias
voltage is applied between a conducting, e.g. metallic or semiconducting surface and a
tip placed only a few Angstroms above the surface thus allowing electrons to tunnel the
vacuum, effectively probing the density of states of a material [108]. Rasterizing the
surface with the tip while recording the resulting tunneling current allows to produce
topographical images of the surface with depth resolutions down to 0.01 nm and lateral
resolutions of 0.1 nm [108]. STM is besides atomic force microscopy a viable but limited
resource to image the surface of SAMs and CNMs, as shown in the STM image of a
TPT-SAM in Fig. 5.3b. There, the regular structure of the molecule assembly is clearly
visible.
STM is limited by the necessity of a very clean surface [107] which is problematic
for CNMs due to residual PMMA coatings from the transfer process. When STM is
used successfully, it gives insights into the height profile as encoded by the grayscale
colors, possible defects and general structural properties, e.g. the lattice structure of
the molecules in the SAM in Fig. 5.3b.
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5.4. Atomic force microscopy (AFM)

(a) Tapping mode atomic force microscopy
(AFM) image of a TPT-CNM, taken from
Ref. [17].

(b) Tapping mode AFM topography image
of a single-layer BPT-CNM, taken from
Ref. [109].

Figure 5.4.: Different visual representations of AFM images.

Similar to STM, atomic force microscopy (AFM) is a scanning probe microscopy
method for surface profile imaging with a horizontal resolution of about 0.2 nm and
vertical resolution of 0.01 nm [108]. The so called cantilever, a probe with a sharp,
at the tip only a few atoms or even single atom wide probe rasterizes the surface by
getting deflected through atomic interactions with the material, e.g. through Pauli
exclusion or Coulomb repulsion [110]. Measurements of the bending of the tip are
possible with the help of a laser beam getting reflected by the cantilever [110].

Figure 5.5.: Estimated
pore diameter
distribution,
taken from
Ref. [17].

The main modes of atomic force microscopy are contact
mode, tapping mode and non-contact mode. They differ in
accuracy and potential in damaging the specimen, e.g. by
imprinting the cantilever into the material in contact mode.
Imaging of carbon nanomembranes is often done using tap-
ping mode AFM which tries to limit surface damage. Fig. 5.4a
shows a tapping mode AFM image of a TPT-CNM. As can
be seen by the color coding from black to white, a maximum
height of 0.47 nm is resolved with semi-circular areas at close
to 0 nm being counted as pores. An exemplary pore distri-
bution taken from Ref. [17] is given in Fig. 5.5. The authors
of the paper from which the images are taken [17] explain the
property of high permeability of CNMs with the mentioned
AFM image and estimated pore size distribution which is sen-
sible but comes with a caveat.
Taking the parameters of a TPT-SAM defined by an angle
γ = 20◦ (refer to Ch. 3 and Appendix A.1) and a regular
TPT molecule height of at least 15 Å would suggest that ei-
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ther many carbon atoms are lost during the irradiation process which contradicts
XPS measurements or that the AFM is not able to resolve proper pores, i.e. cavities
that reach from the top to the bottom and especially no slanted, organically shaped
pores [17]. The 3D surface rendering of an atomic force micrograph in Fig. 5.4b, taken
from Ref. [109] shows another popular goldish color coding of AFM images and allows
for a better visual feel for the surface roughness and resolvability of pores. The latter
cannot be easily concluded from this topographic perspective.
The formation and function of pores will be discussed in Ch. 5.13 with regard to per-
meability.

Atomic force microscopy images are not inherently possible by means of classical
molecular dynamics where all positions and velocities of atoms or molecules are known
exactly at a particular timestep, i.e. molecular dynamics has ideal imaging resolution.
A quantum mechanical approach considering the cantilever as a classical object of only
electrostatic forces has been suggested in Ref. [111], which would be impossible for the
lateral extent of the CNMs discussed in this thesis. To simulate the limitations of the
previously discussed AFM images, especially with regard to pore detection, which is
most likely due to the cantilever not reaching the true bottom of the membrane, an
approach for a qualitative and artistic method for generating AFM images based on
exact atom positions is presented in Ch. 9.
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5.5. Thermal desorption spectroscopy (TDS)

Figure 5.6.: Thermal desorption spectroscopy (TDS) of a pristine BPT-SAM (a) and
after irradiation (b) for various characteristic masses, taken from Ref. [20].

Thermal desorption spectroscopy (TDS) is a temperature dependent method to
study adsorption, desorption and the reaction of adsorbed atoms or molecules on sur-
faces [112]. The rate of desorption, i.e. the release of atoms or molecules from the
surface is often measured using a quadrupole mass spectrometer, an example being
shown in Fig. 5.6 for a pristine BPT-SAM and the irradiated SAM. The method al-
lows to identify the molecular composition of the membrane. Each peak indicates the
existence of a particular molecule. For example, the red peak at 185 amu in Fig. 5.6 (a)
corresponds to the mass of the entire pristine BPT molecule and the black peak at
153 amu is the BPT molecule without the thiol group, indicating different desorption
channels due to the slightly different temperature [20]. The spectrum for the irradiated
membrane shows shifted peaks for the BPT and thiol-less BPT as well as new peaks,
all of which is related to the cross-linking process while some of the initial SAM’s BPT
molecules might stay intact [20]. Overall, there is a drastic decrease of signal strength
for the irradiated membrane [20].

As for computer simulations, e.g. simulated hydrogen thermal desorption spectra of
metal-organic frameworks by means of Monte Carlo simulation have been shown to be
in qualitative agreement with experimental results [113].
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5.6. X-ray photoelectron spectroscopy (XPS)

Figure 5.7.: XPS spectra of 4’-nitro-1,1’-biphenyl-4-thiol (NBPT) from pristine SAM
a) to irradiated and chemically treated membranes after irradiation b) -
d), taken from Ref. [85].

X-ray photoelectron spectroscopy (XPS) is another method for surface characteri-
zation based on the measurement of emitted electrons after irradiation of a material
with X-rays able to reveal chemical state information except for elemental detection
of hydrogen and helium [114]. It is based on the photoelectric effect where the sample
is irradiated with soft X-rays of energies below 6 keV, completely transferring their
energy to bounded electrons of the material which are analyzed with regard to their
kinetic energy [114], i.e.

hν = BE + KE + Φ , (5.1)

where BE is the binding energy and KE the kinetic energy of the emitted electron. Φ is
a spectrometer-specific work function describing the difference between the vacuum and
Fermi level [114]. Knowledge about the X-ray photon energy hν and the work function
Φ as well as measurement of the kinetic energy KE of the emitted electrons then allows
to determine the binding energy BE and the corresponding intensities [114]. An exam-
ple can be seen in Fig. 5.7 for a molecule similar to BPT, 4’-nitro-1,1’-biphenyl-4-thiol
(NBPT) on a gold Au(111) support. XPS allows to break down the chemical compo-
sition of the SAM and the resulting membrane. Spectra are often named after atom
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and electron level the signal originates from, e.g. spectra for the existence and relative
abundance of C 1s, S 2p and N 1s as components of the precursor molecule as well as
F 1s and I 3d as part of the chemical treatment constituents [85]. The characteristic
C 1s peaks change only little when the SAM is irradiated while there is a change for
the thiol group indicating a breakup of S-Au bonds [85, 115] and the formation of
S-S bonds. When the membrane is chemically treated with iodine (Fig. 5.7 c)) or
trifluoroacetic acid (Fig. 5.7 d)), iodine and fluor atoms are embedded into the highly
reactive surface of the membrane, leading to distinct peaks in the corresponding spec-
tra [85]. The relatively small change in signal intensity for the C 1s peak was studied

Table 5.1.: Results from XPS measurements, taken from Ref. [11].
SAM thickness CNM thickness C loss

BPT 10 Å 9 Å 5 %
TPT 13 Å 12 Å 4 %
NPTH 6 Å 6 Å 9 %

in detail for BPT, TPT and NPTH in Ref. [115] and is shown in Tab. 5.1. Since
there is no experimentally observed change in lateral dimensions of the membrane, the
decrease in C 1s peak height after irradiation of the SAM is related to a loss of carbon
atoms in the process due to high excitation energies leading to dissociation of atoms
and can thus also be related to the thickness of the membrane when also accounting
for the Au 4f spectrum of the gold support [115]. The witnessed loss of carbon is less
than 10 % for the largest studied molecule NPTH and less than half of that for smaller
molecules such as BPT and TPT, thus leading to the conclusion that almost no carbon
is lost during the process.

Experimental XPS results help in modeling the theoretical formation of carbon
nanomembranes e.g. with respect to radiation intensity and whether or not to al-
low carbon atoms to be lost. These aspects will be discussed in detail in Ch. 6 about
the theoretical simulation setup.
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5.7. Near edge X-Ray absorption fine structure

(NEXAFS)

Figure 5.8.: Carbon C 1s edge NEXAFS of pristine and irradiated BPT-SAMs:
(a) non-normalized spectra at an incident angle of 55◦ and (b) angular
dependence of magnified π∗-region, taken from Ref. [20].

X-ray absorption fine structure spectroscopy (XAFS) allows to study the chemical
state and local atomic structure of an atom species, sensitive to oxidation state, co-
ordination chemistry, distances as well as surrounding atoms [116]. It relies on the
angle-dependent absorption of X-rays at energies near the core-level binding energies
of an atom [116], thus called near edge XAFS or NEXAFS.
For CNMs in particular, NEXAFS allows to study the effect of irradiation of the SAM
and determination of orientational ordering by means of C 1s X-ray absorption [20].
For example, peaks between 285.2 eV and 289.1 eV in the spectra shown in Fig. 5.8
indicate excitations of C 1s electrons into unoccupied π∗ orbitals, whereas peaks at
290.4 eV and 293.4 eV are indicative of σ∗ resonances [20]. When comparing raw NEX-
AFS data for the pristine SAM and the resulting CNM, there is a massive decrease in
signal intensity which can be attributed to a partial loss of aromaticity, i.e. very likely
to the breakup of carbon hexagons [20]. Also there is an overall broadening of the
peaks best observed in Fig. 5.8 (b) which also emphasizes the angle dependence of X-
ray absorption for two angles as depicted in the inset of the experimental geometry [20].

NEXAFS data can be used to motivate the aspect of loss of aromaticity in molecular
dynamics simulations in addition to IRRAS spectra as presented in Ch. 5.1.
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5.8. High resolution electron energy loss spectroscopy

(HREELS)

Figure 5.9.: Comparison of HREELS energy loss spectra of a pristine TPT-SAM (light
gray curve), after irradiation (orange curve) and difference signal (dark
gray curve) at 6 eV, taken from Ref. [117].

High resolution electron energy loss spectroscopy (HREELS) is a method for vibra-
tional spectroscopy of surfaces and molecules adsorbed to a surface using a beam of
accelerated electrons with energy in a range of 2-20 eV as a probe in the process of
which the electrons lose up to 500 meV of their energy through elastic or inelastic
scattering from a surface or adsorbed molecules [118]. This characterization of most
common vibrational modes as well as their overtones is limited by how well the elec-
tron beam is focused and by the energy delta or width of the accelerated electrons of
around 5 meV [118].
The energy loss spectrum of a pristine TPT-SAM on gold taken at an electron energy
of 6 eV as depicted by the light gray curve in Fig. 5.9 shows characteristic peaks at var-
ious energies that can be associated with a broad selection of vibrational modes [117].
Those at 182 meV and 378 meV can for example be attributed to δ (CH)ph /ν (CC)ph
deformation or stretching modes and ν (CH)ph stretching modes, respectively [117].
After irradiation, the signal is overall decreased and peaks are broadened (orange
curve). The main difference however lies in the peak at 367 meV, while the signal
at 378 meV decreased, a zoomed-in difference signal is shown in the right of Fig. 5.9
(dark gray curve). The new peak can be associated to a ν (sp3-CHx) stretching mode
of sp3-hybridized CHx groups, i.e. indicating cross-linking further supported by the
decrease in signal intensity between 124 meV and 144 meV whose peaks are indicative
of phenyl rings [117].

Similar to IRRAS and NEXAFS, HREELS can be an indicator for an undergoing
modification of a SAM through irradiation towards a CNM, especially with regard to
a loss of aromaticity, supporting molecular dynamics simulations setup parameters.
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5.9. Bulge testing

(a) Schematic experimental bulge testing
setup using a pressurizable cell and an
AFM tip, taken from Ref. [14].

(b) AFM image of a pressurized BPT-CNM,
taken from Ref. [14].

Figure 5.10.: Bulge testing schema and AFM deflection result for a BPT-CNM.

A key deciding factor for use of CNMs as filters or sensors lies in the mechanical
properties of the membrane which can be investigated by various means, an overview
of which is given in Ref. [119].
Since clamping the membrane for the typical stress-strain analysis is unfeasible, other
widely used methods to characterize mechanical properties of freestanding membranes
must be employed, one of which is bulge or blister testing [14]. A schematic repre-
sentation of the experimental setup is shown in Fig. 5.10a. The membrane is adhered
to a chamber with an orifice getting pressurized from below [14]. The membrane gets
deflected by application of nitrogen gas pressure and deflection height is measured
using laser interferometry of a deflected atomic force microscopy cantilever in either
tapping or contact mode or optical microscopy with resolutions in the range of nano-
to micrometers [14]. An exemplary AFM image of a pressurized BPT-CNM can be
seen in Fig. 5.10 indicating a maximum deflection height of 1.7 µm over a rectangular
orifice [14].
Deflection height is recorded for various applied pressures measured indirectly through
flow measurement and data can be fitted by the following analytical formula supported
by FEM calculations [120]:

p = c1
σ0t

a2
h + c2

Et

a4(1 − v)
h3 , (5.2)

ultimately delivering the Young’s modulus E as a measure of elasticity of the mem-
brane [14]. The Young’s modulus will be discussed in Ch. 6.2 on its own as it is a
main topic of this thesis enabling the comparison of modeled and real membranes.
Bulge testing can be performed with a single layer CNM and yields a Young’s modulus
in the range of 9 − 19 GPa for BPT, TPT and NPTH membranes, respectively [119].
Although bulge testing is a well-known characterization method in materials science,
it should be noted that for membranes as thin as CNMs and relatively huge deflections
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in the µm-range, the membrane might be destroyed in the process of pressurization,
leading to e.g. almost unnoticeable pressure loss when the membrane ruptures, unin-
tentionally reducing the Young’s modulus.

Classical molecular dynamics simulations of bulge testing have been performed for
graphene enabled through heavy use of symmetries reducing the computational cost
and an analytical expression for the relation between applied pressure and deflec-
tion [121], both of which is not possible for CNMs.
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5.10. Nanoindentation

(a) Exemplary nanoindentation schematic
(C), STM image of the experimental
setup of circular freestanding graphene
membranes (A) and AFM images of
graphene nanoindentation (B, D), taken
from Ref. [15].

(b) Loading/unloading curve with regard to
indentation depth, taken from Ref. [15].

Figure 5.11.: Schematic representation of graphene nanoindentation and measured
loading/unloading curves.

Nanoindentation, or more specifically AFM-based nanoindentation can be used to
measure the hardness of thin films and nanolayers [119], e.g. multi-layer graphene [15]
or multi-layer CNMs [119] by pushing an AFM cantilever into the material and measur-
ing the resulting force on the cantilever. An exemplary setup of AFM-based nanoinden-
tation of a graphene membrane is shown in Fig. 5.11a and the measured force-profile
while loading and unloading the cantilever is presented in Fig. 5.11b. Similar to bulge
testing, this data has to be fitted using a model formula that must include both the
membrane geometry, e.g. clamped circular or beam-shaped, potentially leading to non-
linear terms for thick membranes under deflection as well as the indenters geometry, all
of which being of the form F = α ·δ+β ·δ3, again motivated by FEM calculations [119].
The Young’s modulus is contained in α and β depending on the system’s geometry.
Often, the effective 2D-Young’s modulus E2D = E · t with t the sometimes artificially
chosen thickness of the membrane is calculated. For graphene, the resulting Young’s
modulus is close to the expected value of 1000 GPa [119] with the thickness t chosen
as either the graphite interlayer spacing of around 0.334 nm or carbon-carbon bond
length 0.142 nm [38].

For CNMs, four membrane layers are needed for proper measurement, leading to
a total Young’s modulus of 46 ± 10 GPa [119], i.e. E ≈ 12.5 ± 2.5 GPa for a single
CNM in good agreement with bulge testing results. As depicted by subfigure (D)
in Fig. 5.11a, the membrane can be destroyed in the process of indentation, poten-
tially leading to inelastic softening and thus underreporting the Young’s modulus [121].

Classical molecular dynamics simulations of CNM nanoindentation are presented in
Ch. 7.
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5.11. Electronic transport measurements

Apart from mechanical properties, the description of molecular composition and lim-
ited insights to internal structure, there are also aspects related to e.g. electronic
transport and capacitance, promising the use of CNMs in nanoelectronics.

Measurements of electronic transport and tribological properties of pristine and ir-

(a) Bias voltage-current histograms across different types
of junctions measured with CP-AFM for a NBPT-
SAM (left) and the resulting CNM (right), taken from
Ref. [122].

(b) Bias voltage-current
density across different
types of junctions
measured by the EGaIn
method, taken from
Ref. [122]

Figure 5.12.: Comparison of CP-AFM and EGaIn measurements of electronic trans-
port through a NBPT-SAM and CNM.

radiated NBPT-SAMs have been performed using conductive probe atomic force mi-
croscopy (CP-AFM) and a eutectic Ga-In (EGaIn) top electrode in Ref. [122] to give
both qualitative and quantitative insights depending on the method employed.
CP-AFM measurements were performed by first recording frictional images by forward
and backward scanning determining lateral force signals in contact mode AFM to es-
timate the contact area for current density calculations [122]. For measurement of the
latter, a bias voltage is applied between the AFM tip and the substrate supporting
the SAM or CNM, respectively. The accumulated results of many measurements due
to high variance between samples is shown in Fig. 5.12a. For more quantitative mea-
surements, an eutectic Ga-In top electrode was placed on top of the SAM or CNM
which forms a molecular junction with the membrane and the support material [122],
the results of which are shown in Fig. 5.12b for various junctions.

It was found using both methods that there is a decrease in conductance after ir-
radiation of the SAM related to modifications of molecular structure and electronic
coupling of molecules to the substrate [122]. Conductance measurements have been
shown to be dependent on the support material used, surface roughness of the mem-
brane as well as the inherent effective contact area of the methods employed [122].

Although electronic properties are not at all feasible with classical molecular dynam-
ics simulations, conductivity measurements show dependence on internal and surface
structure of a CNM of which experimental results are limited.
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5.12. Capacitance measurements in nanocapacitors

(a) HIM image of a capacitor made of a
six-layer CNM as dielectric and trilayer
graphene electrodes, taken from Ref. [19].

(b) Impedance spectra of a graphene/6-
TPT/graphene capacitor, taken from
Ref. [19].

Figure 5.13.: Finished nanocapacitor after lithography and stacking in a) and exem-
plary impedance spectra in b).

The overall decrease in conductivity as discussed in the previous chapter leads to
the potential use of CNMs as a dielectric component in capacitors. Up to 1200 µm2

large all-carbon capacitors (ACCs) have been fabricated from graphene and multi-layer
stacks of CNMs with a dielectric constant of 3.5, dielectric strength of 3.2 MV/cm and
a capacitance density of around 0.3 µF/cm2 as presented in Ref. [19].
Fig. 5.13a shows a HIM image of a finished nanocapacitor that can use either trilayer
or pyrolyzed graphitic carbon (PGC) as the top and bottom carbon-based electrode
and the CNM being used as a dielectric. Assuming a series resistance from the top and
bottom graphene ribbons to the impedance spectrometer RS, and a capacitor-resistor
model for the nanocapacitor consisting of CP and RP, the total impedance can be
expressed by

Z(ω) = RS +
(

R−1
P + (iωCP)−1

)−1
, (5.3)

and allows to find the capacitance of an ACC [19]. For the impedance spectra depicted
in Fig. 5.13b this results in a capacitance of 85 fF for the trilayer graphene variant, with
PGC ACCs coming in at 0.29 pF [19]. From these results, the dielectric constant of the
CNM can be derived from the formula for a capacitor with dielectric C = ε0εr(A/d).
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5.13. Liquid/gas permeation

(a) Water permeance of a TPT-CNM, taken
from Ref. [17].

(b) Permeances for a variety of gases, taken
from Ref. [17].

Figure 5.14.: Water permeance of a TPT-CNM measured in vacuum or by mass-loss
in a) and permeances for a variety of gases in b).

One of the most promising features of CNMs for commercial use lies in their property
of water filtration overcoming the limitations of conventional filtration membranes with
regard to the trade-off between permeance and selectivity [17]. Sub-nanometer chan-
nels or pores, as potentially revealed by atomic force microscopy discussed in Ch. 5.4
and estimated to be less than 0.7 nm wide, unite high water selectivity and high water
permeance as measured by the mass-loss method of around 1.1·10−1mol·m−2 ·s−1Pa−1,
significantly higher than existing membrane filtration methods [17]. The measured per-
meance would correspond to around 66 water molecules · s−1 · Pa−1 per pore [17].
This would furthermore lead to the estimate of around one pore per nm2. Thus, with
the estimated pore size of at least 0.5 nm in diameter, the membrane is indeed over-
whelmingly porous. For that, the initial material of the SAM has to be displaced for
holes to form which is possible due to the SAM structure not being the closest pack-
ing [123]. Existence of residual stress σ0 in the membrane is believed to be another
key indicator for hole formation [84].

Figure 5.15.: Electric dipole
moment of a
H2O molecule.

Helium (He) on the other hand has an almost 2500 times
lower flux than water vapor. Gases like neon (Ne), oxy-
gen (O2), argon (Ar) and carbondioxide (CO2) perme-
ances being below the detection limit [17] as depicted
in Fig. 5.14b indicate that CNMs are indeed molecular
sieves. However, when taking into account that the ki-
netic diameter of helium of 0.26 nm is actually smaller
than the kinetic diameter of water with 0.265 nm while
helium has a permeability 2500 times worse than wa-
ter, there must be another mechanism. All other tested
and non-permeating gases have a kinetic diameter above
0.275 nm indicating that the estimated pore size might
be too big [17].
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The first explanation lies in the molecular density of water which is 104 times higher
than of helium, thus there is a higher probability to reach the membrane [17]. Another
explanation can be found by comparison with other highly permeable structures such
as aquaporines in biological systems, graphene with holes or graphene with embed-
ded carbon nanotubes [17]. All of these show a transport mechanism called single-file
mode, which can be broken down into three steps: adsorption on the surface and dif-
fusion to the channel, transport across the channel and dissociation from the channel
and surface [17]. The transport across the channel is initiated by one water molecule
entering the channel and pulling in other molecules through electric dipole moments
as depicted in Fig. 5.15 for water.
This transport mode is supported by measurements with the mass-loss method as de-
picted in the inset graphic in Fig. 5.14a, the measurement result of which is shown as
the red datapoint in the same figure. For this measurement, a cup was filled with a
pre-defined volume of water and placed in a low-humidity environment [17]. Difference
in water flux between a sealed cup, a cup with a tiny hole in the top and a cup with a
CNM on top is measured. For the latter case, no difference was observed for an upright
and an inverted cup, thus underlining the possibility of single-file mode transport [17].
Additionally, permeances have been verified by measurements in vacuum, where one
side of a CNM is exposed to water vapor under controlled relative humidity and flow
being detected by a mass spectrometer on the other side [17] as depicted by the black
data points in Fig. 5.14a.

A molecular dynamics simulation of water permeation through a CNM is presented
in Ch. 10 using the explicit solvent model TIP3P.
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6. Molecular dynamics modeling of
CNMs and mechanical properties

Parts of this chapter are an extension of the previous work done on carbon nanomem-
branes by Florian Gayk as presented in his Master’s thesis [3] from 2018. It has been
expanded by new methods to calculate the Young’s modulus with a dynamical stress-
strain and a barostated approach as well as simulated nanoindentation as opposed to
the LAMMPS-internal ELASTIC script that has been adopted to work with carbon
nanomembranes. Young’s moduli have been calculated for the structures generated
for the Master’s thesis to extend the existing database of simulated membranes. This
chapter reproduces this work as published in Ref. [1] either closely following or verba-
tim.

6.1. Modeling the electron-induced cross-linking of

SAMs

Figure 6.1.: Sketch of the theoretical synthesis model of a CNM starting from a BPT
precursor.

Modeling of a membrane is achieved through the following steps inspired by the
experimental procedure as depicted in Fig. 6.1 and explained in detail in Ch. 4. The
simulations include only carbon atoms, which is justified by the fact that the final
CNM consists of pure carbon only. All other atoms such as the surface terminating
thiols are neglected right from the beginning:

1. Formation of a self-assembled monolayer (SAM) from a selection of various pre-
cursor molecules on a gold substrate is initiated by placing carbon atoms above
a gold surface at positions they would have in the respective precursor molecules
(Initialization). Then, specific starting conditions are imposed by tilting or ran-
domly moving some or all molecules and by either removing some of the atoms
or whole molecules to e.g. mimic defects in the experimental process (Random-
ization), see also Tab. 5.1. Also, the computationally expensive array of gold
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atoms representing the substrate is replaced by a repulsive Lennard-Jones wall
potential

V (r) = 4ε

[

(

σ

r

)12

−
(

σ

r

)6
]

, (6.1)

with its minimum rmin = 6
√

2 · σ at the bottom of the simulation box zlo and
parameters for the C-Au interaction εC-Au ≈ 0.29256 kcal/mol ≈ 0.012695 eV
and σC-Au ≈ 2.99 Å taken from Ref. [124]. It should be mentioned however that
this also leaves the precursor molecules with no structure of the substrate (except
for the structural parameters of gold taken for the initial placement of precursor
molecules), which might have some influence, e.g. the experimentally observed
residual stress σ0 assumed to play a role in hole formation [84], on the formation
process during the next fabrication step.

2. Experimentally, after low-energy electron irradiation of the SAM, cross-linking
of the molecules induces the formation of the CNM. Theoretically, the electron
irradiation is modeled by a vertical force gradient being applied to the atoms that
is linear and decreasing with height (Compression). It is assumed that secondary
electrons actually cause most of the bond-breaking and cross-linking [125]. The
effect of secondary electrons is e.g. modeled by lateral forces on specific molecules.

3. The now highly excited model system is then allowed to relax towards it equilib-
rium structure according to a thermostat dynamics (Nosé-Hoover or Langevin)
with a desired decrease in temperature (Cooling).

Taking into account the XPS measurements presented in Table 5.1 taken from
Ref. [11], one has a qualitative measure for the modeled membranes. The thickness of
the membrane should remain close to the thickness of the original SAM, since there is
only little loss of carbon during irradiation [11].

The outcomes of the simulation procedure will be presented in Ch. 6.5 divided into
three categories depending on the model scenarios: 1) randomization and compres-
sion, i.e. after randomization of atom coordinates a vertical force is applied, 2) ran-
domization, compression and lateral force that acts on some selected molecules and
3) randomly removed molecules.
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6.2. Measure of elasticity: The Young’s modulus

With the structures generated, the Young’s modulus is chosen as the observable of
choice as it allows comparison with experimental results due to the lack of electronic
properties within classical molecular dynamics. These calculations are realised in four
ways:

1. An adaption of LAMMPS’ own ELASTIC code as available in the example repos-
itory [126] to the specific needs of modeled CNMs which derives the Young’s mod-
ulus from the curvature of the potential Energy U . For this, the implementation
of the EDIP by Marks is used.

2. A dynamical approach that stretches the membrane (stress vs. strain), thereby
allowing for deformation and defect formation. The modulus is derived from the
linear region of the stress-strain curve. Due to the lack of the virial per atom
in the implementation of the EDIP, the AIREBO potential is used for this type
of simulation as it includes the necessary virial term and performs overall well.
The technical details of the stress-strain method are explained in Ch. 6.3.

3. A barostated approach where the membrane is pressurized in all but one direction
and then deforms under the pressure. The resulting stress-strain response can be
analyzed analogously to the dynamical stretch approach. The process is outlined
in Ch. 6.8 as an outlook to different methods of calculating the Young’s modulus.

4. Simulated nanoindentation with a spherical indenter explained in detail in Ch. 7.

The Young’s modulus E in the ground state, i.e. at temperature T = 0 K, can be
evaluated from the curvature of U at the ground state configuration (the kinetic energy
is zero) [93]:

EV =
1
V0

(

∂2U

∂α2

)

α=1

, (6.2)

where α is the factor by which all positions are scaled along the direction of the
dimensionless unit vector ~eα, i.e.

~xi → ~xi + (α − 1) ~eα · ~xi ~eα . (6.3)

V0 denotes the cuboid volume of the sample in equilibrium.
Another approach is to derive the Young’s modulus from the relationship between

stress σ and strain ε in the linear part of a stress-strain-curve as employed by materials
science for macroscopic materials, i.e. by determining

E =
∆σ

∆ε
, (6.4)

which can be done in classical molecular dynamics by moving clamped parts of the
material similar to experiments for material characterization. This is not directly
transferable to CNMs from the experimental point of view as they cannot be investi-
gated this way due to their restricting size. Alternatively, the Young’s modulus can
be theoretically determined by using one of the other linear elasticity methods, i.e. the
barostat method or nanoindentation.

51



An alternative experimental way to characterize such thin membranes is by perform-
ing a bulge test [14] where the deflection of a membrane under pressure is measured
by the tip of an atomic force microscope as previously described in detail in Ch. 5.9.
Bulge testing has been modeled as a molecular dynamics simulation for graphene in
Ref. [121]. This method however is not applicable to carbon nanomembranes since
there is no well defined profile of curvature of the membrane while for graphene there
is a formula for expressing maximum height of the graphene sheet with regard to the
applied pressure difference [121]. Also, one might have to resort to bigger molecules for
the gas pressurizing the membrane (for graphene hydrogen is used) when this model is
transferred to CNMs as the holes possibly allow for gas molecules to pass through the
membrane, making it hard to keep track of applied pressure when there is a vacuum
on the other side.
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6.3. Modeling of the stress-strain method

(a) Schematic representation of clamp re-
gions (black) and enlarged simulation box
(gray).

(b) Result of straining in the direction as
depicted by the schematic drawing with
color-coding for the corresponding stress-
tensor component.

Figure 6.2.: Stress-strain simulation setup and exemplary result with qualitative color
coding.

The stress-strain variant of Young’s modulus determination is inspired by the same
type of macroscopic experiments in materials science, where the material under test is
clamped on two opposing sides and strained by a factor ε given a specific strain-rate.
The stress response σ depends on material properties such as the Young’s modulus E
for the linear region of straining. For that region, the stresses in the material are
given by a law similar to Hooke’s law, i.e. σ = E · ε where ε is the strain L−L0

L0
with

L the current length and L0 the initial length. This way, the Young’s modulus can be
determined by fitting the data with a linear function.
In order to simulate stress-strain responses in molecular dynamics, clamping of the
material has to be modeled. The method presented in Ref. [127] has been adapted for
this procedure by making use of selection box regions (region command in LAMMPS)
of the size of the clamp as depicted by the black outline in Fig. 6.2a. As these regions
have to move to strain the material, the simulation box with fixed boundary conditions
(gray lines in Fig. 6.2a) is enlarged in the direction of strain to leave room for the
clamps. Atoms in the clamp region are excluded from the calculation of stresses inside
the material and considered rigid (fix setforce 0 0 0 ). Exclusion of the clamps’ atoms
is done by putting the clamp atoms and all other atoms each in their own group. The
initial simulation box side length of the strain direction is saved for the calculation of
strain at each timestep. Finally, clamps are moved outwards (depicted by the black
arrows in Fig. 6.2a) using the change_box command with a predefined strain-rate
equal and fixed for every deformation step.
The rate has to be chosen such that the dynamics stay physical, i.e. atoms should not
move further apart from each other than what is covered by the effective potential, i.e.
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pulling them over a certain energy barrier, while avoiding unnecessarily long simula-
tions times.
For atoms to change their position, the fix remap command is necessary when changing
the clamp box position. Moving of the clamps is done inside a deformation loop until
the desired number of straining steps is reached. Logging the current strain and cor-
responding stress tensor component allows to record the necessary stress-strain data,
which can then be fitted e.g. using gnuplot [128].
To shorten the simulation runtimes, straining is always limited to about 1 % size
increase which should be plenty for the linear region to deliver meaningful data as
thoroughly tested with longer simulation runs. For the simulations in this chapter,
the AIREBO potential was used with Lennard-Jones and torsion terms enabled and a
cutoff of 3 Å.
An exemplary result of straining in x-direction (along the arrows depicted in the
schematic Fig. 6.2a) of a TPT membrane with a total of 7200 atoms, i.e. 400 TPT
precursor molecules and lateral size of around 87.3 Å in x- and 98.5 Å in y-direction
is shown in Fig. 6.3. Here, the initial stress σ is not zero due to residual stresses in
the material, which however does not affect the calculation of the Young’s modulus
as defined by the derivative of the linear region. The linear fit of said region results
in a Young’s modulus of around 87 GPa for this particular membrane generated with
vertical momentum transfer only, not adjusted for the volume as described in the next
chapter. The ELASTIC method would suggest 352 GPa and 131 GPa by the barostat
method that will be introduced in Ch. 6.8.
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Figure 6.3.: Fit of the linear region of stress-strain data for a TPT-CNM.

It is also possible to output the stress data on a per-atom basis for visualization pur-
poses, i.e. color-coding the stress distribution and intensity as shown in Fig. 6.2b for
the previously discussed membrane. This representation of the data allows for qual-
itative statements to be made. For example, the regions of higher stress as depicted
by the brightest colors seem to be of linear chain-like nature along the strain direc-
tion thus indicating that sp1 bonding together with the cross-linking could play an
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important role in what gives the membrane its strength but drastically lower Young’s
modulus than that of graphene.
The implementation of the stress-strain method in LAMMPS relies on the compute
stress/atom command, i.e. the stress per atom which in turn is calculated from the
virial per atom [129]. As the virial per atom is not implemented in the version of the
EDIP used for this thesis, AIREBO is used for all simulations that need this LAMMPS
compute style.

55



6.4. Volume ambiguity

Due to the irregular internal structure of a CNM it is difficult to define the proper
volume of the membrane. Thus one has to find ways to approximate the volume, which
introduces inherent uncertainty into the results, since the variation of thickness can
be of the same order as the thickness itself depending on how pronounced the surface
roughness and voids in the membrane are. There are several options to calculate the
volume. The simplest and crudest is to take the size of the simulation box, which
does not account for voids at all. Another more involved method is to create a surface
volume of the CNM that tries to minimize superficial empty volumes thus creating
a shrinkwrap-like representation of the membrane’s volume. Due to the approximate
nature of the surfacing algorithm, the resulting volume is over- and underestimated
as can be seen in Fig. 6.4a which is the source of the relatively huge error mentioned
earlier.
The shrinkwrapped volume is constructed using the software Ovito [130] and its "Con-
struct surface mesh" modifier. The differences between the two methods can be best
observed when comparing the gray shrinkwrap volume to the black outlines of the
cuboid simulation box in Fig. 6.4b. To adjust the calculated Young’s moduli with re-
spect to the volume of the system, post-processing has to be performed to scale them
appropriately.

(a) Surface volume reconstruction for
r = 4 Å with C-C bonds shown to
underline over- and underestimation of
the shrinkwrapped volume.

(b) Typical approximate shrinkwrapped vol-
ume representation without atoms or
bonds compared to the simulation box.

Figure 6.4.: Comparison of uncertainty introduced by surface volume reconstruction
error and difference between surface and simulation box volume.
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6.5. Vertical momentum dynamics

(a) Top view to emphasize porosity. (b) Perspective overview of the whole mem-
brane.

Figure 6.5.: A typical result of vertical momentum dynamics applied to a BPT-SAM,
T = 700 K, k = 60 eV

Å
.

This approach tries to be realistic in that a vertical momentum is applied to the
molecules of the self-assembled monolayer in direction of the gold substrate to simu-
late the momentum transfer of electrons to the atoms. Since most of the electrons’
energy should be absorbed at the top of molecules, a linear profile for the applied
force is used utilizing the LAMMPS fix addforce command, i.e. F = −k · (z − zlo),
where zlo is the z-coordinate of the gold surface. During the time evolution of this
procedure, atoms will be compressed towards and reflected away from the substrate.
Time evolution is stopped when the height of the membrane approaches the initial
monolayer height as experimentally observed membrane heights are also close to the
self-assembled monolayer [11]. Finally, the system is cooled using thermostat dynam-
ics. Multiple proportionality factors k are tested for the force profile ranging from 30 eV

Å
to 200 eV

Å
(z and zlo being dimensionless), which is equivalent to a velocity range of

2.41 Å
ps to 16.07 Å

ps . Additionally, an isotropic randomization corresponding to a tem-
perature of 300 . . . 1100 K is applied to introduce some areas where bond formation
might be preferred.

Visualizations of membranes created through this process can be seen in Fig. 6.5 to
Fig. 6.7. The resulting carbon networks show pronounced irregular areas and contain
remnants of broken aromatic rings that serve as linkers in the network as well as large
flakes of graphene-like substructures.
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(a) Top view to emphasize porosity. (b) Perspective overview of the whole mem-
brane.

Figure 6.6.: A typical result of vertical momentum dynamics applied to a TPT-SAM,
T = 700 K, k = 30 eV

Å
.

(a) Top view to emphasize porosity. (b) Perspective overview of the whole mem-
brane.

Figure 6.7.: A typical result of vertical momentum dynamics applied to a NPTH-SAM,
T = 700 K, k = 30 eV

Å
.
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The generated CNMs, which are mechanically stable, are characterized by rather
large Young’s moduli as presented in Tab. 6.1. In particular, NPTH precursors form
rather flat and rigid membranes with moduli close to that of graphene. All Young’s
moduli presented in the following chapters that are calculated with the stress-strain
method have been fitted using gnuplot, but graphs will not be shown for the sake
of clarity. Young’s moduli obtained using the stress-strain method are systematically
smaller than those calculated with the ELASTIC method by a factor of 3 to 4, see
Tab. 6.2. The Young’s modulus of the BPT membrane is even more than ten times
smaller, which could be related to dynamic stretching of the low cross-linked BPT
membrane in comparison with TPT and NPTH.

Table 6.1.: Method 1 (EDIP and curvature): Young’s moduli in x- and y-direction
(adjusted to volume of simulation box | surface volume).

Ex,1/GPa Ey,1/GPa
TPT (T=700 K, k = 30 eV

Å
) 436 | 847 334 | 649

TPT (T=700 K, k = 200 eV
Å

) 215 | 448 220 | 457
TPT (T=300 K, k = 60 eV

Å
) 325 | 987 316 | 960

TPT (T=1100 K, k = 60 eV
Å

) 351 | 866 339 | 838
BPT (T=700 K, k = 60 eV

Å
) 202 | 736 191 | 695

NPTH (T=700 K, k = 60 eV
Å

) 536 | 1367 500 | 1277

Table 6.2.: Method 2 (AIREBO and stress): Young’s moduli in x- and y-direction
(adjusted to volume of simulation box | surface volume).

Ex,2/GPa Ey,2/GPa
TPT (T=700 K, k = 30 eV

Å
) 135 | 262 77 | 150

TPT (T=700 K, k = 200 eV
Å

) 45 | 92 40 | 83
TPT (T=300 K, k = 60 eV

Å
) 122 | 371 97 | 295

TPT (T=1100 K, k = 60 eV
Å

) 123 | 303 100 | 247
BPT (T=700 K, k = 60 eV

Å
) 16 | 58 19 | 69

NPTH (T=700 K, k = 60 eV
Å

) 99 | 252 45 | 115
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6.6. Additional lateral momenta

(a) Top view to emphasize porosity. (b) Perspective overview of the whole mem-
brane.

Figure 6.8.: A typical result of vertical and lateral momentum dynamics applied to a
BPT-SAM after 4900 timesteps, T = 300 K, v = 35 Å

ps , k = 60 eV
Å

.

In order to mimic the influence of secondary electrons and their interaction with
neighboring molecules and atoms, additional lateral momenta of various magnitude as
shown in Tabs. 6.3 and 6.4 are incorporated. An isotropic but randomly chosen lateral
force is applied to all atoms using the same LAMMPS fix addforce command as before.
Tabs. 6.3 and 6.4 show averages over 10 realizations of such membranes depending on
the theoretical synthesis procedure. By applying lateral momenta there is a higher
chance for holes to form due to displacement in the x- and y-directions. This also
affects membrane thickness and surface roughness. This method relies highly on the
randomly chosen lateral force by which molecules are laterally displaced. Realistically,
forces would not be isotropic throughout the membrane. Thus, the Young’s modulus
is averaged over ten different configurations each. Large holes start to emerge for the
BPT based and NPTH based CNMs in Figs. 6.8 and 6.10, respectively.

For the TPT based membrane depicted in Fig. 6.9, holes are not as pronounced, but
there is increased surface roughness compared to the previous results.
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(a) Top view to emphasize porosity. (b) Perspective overview of the whole mem-
brane.

Figure 6.9.: A typical result of vertical and lateral momentum dynamics applied to a
TPT-SAM after 5700 timesteps, T = 700 K, v = 35 Å

ps , k = 60 eV
Å

.

(a) Top view to emphasize porosity. (b) Perspective overview of the whole mem-
brane.

Figure 6.10.: A typical result of vertical and lateral momentum dynamics applied to a
NPTH-SAM after 2500 timesteps, T = 300 K, v = 35 Å

ps , k = 60 eV
Å

.
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The qualitative results are also reflected in the quantitative results for the Young’s
modulus. With increasing magnitude of the lateral force there is a decrease in the
Young’s modulus for all precursor molecules. Only for the highest v = 35 Å

ps , the TPT
based nanomembrane’s Young’s modulus increases, which could be explained by the
height of the precursor molecule. While BPT and NPTH are basically two carbon
rings tall, TPT is about 50 % taller. This gives rise to the possibility of bonds to form
on top of the membrane allowing increased surface roughness and more dense linking
thereby increasing the Young’s modulus.

Table 6.3.: Method 1 (EDIP and curvature): Young’s moduli in x-direction (adjusted
to volume of simulation box | surface volume).

v / Å
ps TPT: Ex,1/GPa BPT: Ex,1/GPa NPTH: Ex,1/GPa
5 338(55) | 925(18) 246(14) | 782(12) 588(41) | 2002(47)

15 299(20) | 858(24) 195(25) | 888(15) 546(32) | 1865(38)
25 224(46) | 769(20) 166(16) | 818(24) 497(25) | 1579(49)
35 268(46) | 738(32) 139(12) | 732(12) 410(34) | 1393(40)

Table 6.4.: Method 2 (AIREBO and stress): Young’s moduli in x-direction (adjusted
to volume of simulation box | surface volume).

v / Å
ps TPT: Ex,2/GPa BPT: Ex,2/GPa NPTH: Ex,2/GPa
5 120(23) | 328(63) 25(4) | 79(13) 201(32) | 684(109)

15 98(12) | 281(34) 23(5) | 105(23) 144(28) | 492(96)
25 62(14) | 213(48) 19(4) | 94(20) 114(34) | 362(108)
35 68(11) | 187(30) 16(3) | 84(16) 95(23) | 323(78)
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6.7. Missing molecules

(a) Top view to emphasize porosity. (b) Perspective overview of the whole mem-
brane.

Figure 6.11.: A typical result of vertical dynamics with 10 % missing molecules applied
to a BPT-SAM after 4900 timesteps, T = 300 K, k = 60 eV

Å
.

By randomly removing molecules from the self-assembled monolayer, the formation
of holes in the resulting membrane can be enhanced. It is experimentally verified that
about 5 to 9 % of carbon atoms get lost during synthesis [11]. The molecular dynamics
procedure models a correlated/collective disappearance of atoms in form of a whole
molecule where percentages of removal range from 5 to 20 %. Areas where molecules
are missing are preferred locations of holes as applied vertical momentum can only
cover the gaps to a limited degree. This also gives rise to the possibility of further
lowering the Young’s modulus. The resulting CNMs show a less dense structure than
before. Holes have the tendency to be smaller but more frequent due to the more
isotropic distribution of missing molecules, which can be seen in Figs. 6.11 to 6.13.
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(a) Top view to emphasize porosity. (b) Perspective overview of the whole mem-
brane.

Figure 6.12.: A typical result of vertical momentum dynamics with 5 % missing
molecules applied to a TPT-SAM after 7200 timesteps, T = 300 K,
k = 60 eV

Å
.

(a) Top view to emphasize porosity. (b) Perspective overview of the whole mem-
brane.

Figure 6.13.: A typical result of vertical momentum dynamics with 20 % missing
molecules applied to a NPTH-SAM after 2500 timesteps, T = 300 K,
k = 60 eV

Å
.
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When it comes to quantitative results, the differences in Young’s moduli are not as
pronounced as the visual differences. The moduli vary by 10 to 20 % at most. Even
if there is significant carbon loss when irradiating the SAM, the newly created bonds
are too isotropic to allow for weaker areas. Thus any local weak spot is corrected by
molecules arranging flatter than before. This is best observed for the NPTH based
carbon nanomembrane shown in Fig. 6.13, where large areas of intact hexagonal carbon
rings strengthening the overall membrane can be seen.

Table 6.5.: Method 1: Young’s moduli in x-direction for different deletion percentages
(adjusted to volume of simulation box | surface volume).
p / % TPT: Ex,1/GPa BPT: Ex,1/GPa NPTH: Ex,1/GPa

5 368 | 1011 220 | 704 620 | 2313
10 255 | 976 177 | 787 579 | 1689
20 329 | 1000 193 | 824 558 | 2437

Table 6.6.: Method 2: Young’s moduli in x-direction for different deletion percentages
(adjusted to volume of simulation box | surface volume).
p / % TPT: Ex,2/GPa BPT: Ex,2/GPa NPTH: Ex,2/GPa

5 131 | 360 21 | 67 135 | 503
10 86 | 329 16 | 71 50 | 146
20 105 | 319 16 | 68 40 | 175
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6.8. Barostated dynamics

Another linear elasticity approach to determine the Young’s modulus by molecular
dynamics means is the simultaneous application of simulation box deformation and
barostating as suggested in Refs. [131, 132]. The Young’s modulus can then be de-
rived analogously to the stress-strain method discussed in Ch. 6.3. The difference to
the latter method lies in how the membrane is deformed. For the simulation in this
chapter, the AIREBO potential was used with Lennard-Jones and torsion terms en-
abled and a cutoff of 3 Å.
Instead of clamping opposing sides to strain along the e.g. x-axis of the membrane,

(a) TPT-CNM before barostat straining. (b) TPT-CNM after 10% strain.

Figure 6.14.: Visualization of the structural changes inside a TPT-CNM during
barostated straining. Strain direction is along the horizontal axis.

the simulation box length in that direction is enlarged at a specified strain rate with-
out remapping of the atoms, i.e. the simulation box is enlarged in the chosen direction
with no influence on the atom positions. The system is initialized with a thermo- and
barostat which are of Nosé-Hoover type using the fix npt command [49], that keeps
the pressure in all directions but the strained one (i.e. y- and z-direction in the exam-
ple given) at a constant 1 bar. Temperature is held low at 100 K to avoid thermal
fluctuations.
If the strained side length L changes by ∆L, there is a corresponding change in volume
∆V = V · (1 + ∆L/L) that would lead to a decrease in pressure since the number of
particles N and temperature T are kept constant. This change in pressure is compen-
sated by the barostat in the unstrained directions, through scaling the atom positions,
essentially pushing atoms to fill the newly created volume, which is also changed in
y- and z-direction. An exemplary bond visualization of a TPT-CNM of 7200 atoms
and size 87.6 Å x 98.6 Å x 11.6 Å is given in Fig. 6.14a for the unstrained initial
membrane and after 10 % strain in Fig. 6.14b. It should be noted that a strain of 10 %
is unnecessarily huge and unrealistic, but serves the purpose of better visualization.
Fig. 6.15 shows one of the sides along which the box is deformed (i.e. normal to the
face as outlined by the black line) in its initial size (top) and after 10 % strain (bot-
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Figure 6.15.: Side view normal to the strained simulation box face. Top: Initial TPT-
CNM dimensions, bottom: TPT-CNM dimensions after 10 % strain.

tom). Both images have been taken from the same point of view. Thus it becomes
clear that the barostat changed the membrane thickness by squeezing it in z-direction
(vertical axis) and that the lateral dimension in y-direction (along the horizontal axis)
decreased in an effort to keep pressure constant.
Straining and barostating is repeated until the desired strain ǫ is reached. The resulting
deformation of the membrane causes stresses σ similar to the stress-strain method, the
evaluation of which is equivalent by fitting the linear part with a function proportional
to the Young’s modulus E. One criterion of the simulation’s quality is that the stress
components in unstrained directions should be close to unaffected when the barostat
adjusts the pressure and side lengths. However, as shown in Fig. 6.16 this is not the
case for small strain percentages, but holds in the limit of huge strain. The membrane
of which the stress-strain data has been obtained from, has been strained to more than
double its initial size to emphasize that the membrane appears to be mechanically sta-
ble even above a size increase of 30 % with a steep decrease in stress σ afterwards.
This decrease however is related to the mechanical destruction of the membrane that
should take the stress down to zero, but long-range forces as included in the AIREBO
potential make it appear intact when it would realistically be not. The strain-rate is
again chosen such that the simulation stays within physical regions, but larger than
the rate of the stress-strain approach. This is to keep the barostat from pushing the
system back into its initial configuration when the strain-rate is too small.
Focusing on the relevant part of the stress-strain curve, i.e. low single digit strain
percentages, one can identify the linear region and determine the slope to derive the
Young’s modulus as shown in Fig. 6.17.
The resulting Young’s modulus is E = 121 GPa, whereas the ELASTIC method would
suggest 352 GPa and 131 GPa by the linear elasticity stress-strain method. All values
are given with respect to the simulation box volume. The similarity of both linear
elasticity methods is thus also reproduced in the obtained Young’s modulus.
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Figure 6.16.: Stress responses σx, σy and σz for an exaggerated strain-range along the
x-axis of a TPT-CNM.
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a TPT-CNM.
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6.9. Membranes from aliphatic SAMs

Figure 6.18.: ODT-SAM arranged in the structure described by Love et al. [133].

Figure 6.19.: Arrangement
of decane-
thiolates
on Au(111)
lattice, taken
from Ref. [133].

More recently it has been demonstrated that mechan-
ically stable CNMs cannot only be produced from aro-
matic precursor molecules, but aliphatic precursors such
as 1-Octadecanethiol (ODT) on gold Au(111) [16]. They
differ from aromatic molecules in that there are no car-
bon rings, but only linear alkene chains of hydrocarbons.
A minimum chain length of at least 12 carbon atoms
was identified to be necessary for CNM formation, most
likely due to a lower limit for the density needed for
cross-linking [91].
In the case of ODT, the chain is 18 carbon atoms
tall with an alternating zig-zag structure. The struc-
tural parameters as schematically shown in Fig. 6.19 of
decanethiolates on gold Au(111) with lattice constant
a = 2.88 Å are taken from Ref. [133]. The substrate-
attaching sulfur atoms are depicted as gray circles that
are arranged in a

(√
3 x

√
3
)

R30◦ structure. Alkene
chains alternate in orientation (twist angle β as shown in
Fig. 6.21 alternating between 0◦ and 90◦ to each other)
as depicted by the black triangles defined by a c(4 x 2)
superlattice structure (long dashed lines). Alternatively,
an equivalent description of the structure is possible with
a 2

√
3 x 3 unit cell (short dashed lines).

Molecules are tilted by an angle α = 20◦ as shown in Fig. 6.21. The same CNM
preparation schemes as previously described can be applied to an ODT-SAM.

69



Figure 6.20.: A typical result of vertical momentum dynamics applied to an ODT-
SAM, T = 300 K, k = 30 eV

Å
.

In this example, the SAM as depicted in Fig. 6.18 has the dimensions 72.56 Å x
117.82 Å x 18.66 Å and consists of a total of 11232 atoms or 624 molecules arranged in
the structure described by Love et al. for general decanethiols [133]. An example for
vertical momentum dynamics (primary and secondary electron momentum transfer)
with parameters T = 300 K and k = 30 eV

Å
is shown in Fig. 6.20.

Figure 6.21.: Schematic
view of
alkenethiolate
geometry,
taken from
Ref. [133].

For the simulation in this chapter, the AIREBO poten-
tial was used with Lennard-Jones and torsion terms en-
abled and a cutoff of 3 Å.
Although no aromatic carbon rings were present in the
SAM, cross-linking and successive energy minimization
induced the formation of hexagons, which is also ob-
served in graphitization simulations starting with no
structure [134]. Overall, the membrane is much more
cross-linked but not necessarily denser than its BPT,
TPT and NPTH equivalents, also resulting in porosity
different from the mentioned membranes that could still
allow liquid or gas permeation through more networked
internal structures. These aspects are also observed in
experiments [16].
The simulated ODT-SAM is mechanically stable, with
a Young’s modulus of around 352 GPa obtained by the
ELASTIC method, 87 GPa by the stress-strain method
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and 67 GPa by barostated linear elasticity dynamics. All values are given with respect
to the simulation box volume.
The experimental value for an ODT-CNM, E = 0.592 GPa [16], is already significantly
smaller than the Young’s moduli of porous BPT-, TPT- or NPTH-CNMs, which is ex-
plained by a ”spiderweb-like” structure and high carbon loss [16], the latter of which
is not observed in the simulation. Adding to that, it has been shown that membranes
from aliphatic SAMs are very brittle, which makes them unfavorable for the intended
usecases, e.g. as supports or filtration membranes [91].
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7. Molecular dynamics modeling of
nanoindentation

This chapter will discuss a molecular dynamics simulation approach to nanoindentation
as discussed in Ch. 5.11. It gives another perspective on how to determine the Young’s
modulus that can very well be related to the experimental procedure which is not the
case for the previously discussed theoretical approaches. The model system consists
of a BPT-CNM and a spherical repulsive force indenter as depicted schematically in
Fig. 7.1a.

7.1. Simulation setup

(a) Schematic representation of the nanoin-
dentation simulation setup, where a re-
pulsive sphere is moved towards the mem-
brane.

(b) Top view with schematic
representation of the
clamp regions (black
lines).

Figure 7.1.: Visualization of the molecular dynamics nanoindentation process with
schematic of clamped regions (black lines).

To prepare the membrane for indentation, it has to be held in position. This is
achieved by lateral clamping in x- and y-direction of the membrane similar to the
clamping employed for stress-strain simulations as presented in Ch. 6.3, i.e. regions
(region command in LAMMPS) with a width of around 5 Å are positioned at the
maximum lateral extent of the membrane encompassing a group of atoms (group com-
mand in LAMMPS) to be used as clamps (see Fig. 7.1b). These atoms are excluded
from the dynamics by setting their forces to zero with the LAMMPS fix setforce 0 0 0
command. The simulation box is set to be shrinkwrapped to allow the membrane to
deform under indentation.
With the membrane clamped in place, a spherical indenter (fix indent command in
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LAMMPS) with radius R is placed above the membrane. It exerts a repulsive force
F (r) = −K(r − R)2 with a force constant K on each atom fulfilling F (r) = 0 for
r > R [135]. The sphere is brought closer to the membrane at a stepwise pace. After
each step, the energy of the system in the indented configuration is minimized. When
the desired indentation depth is reached, the indenter is removed, again in a stepwise
pace allowing the membrane to relax at each minimization.
During this process, the resulting force in the membrane is logged with regard to the
indentation depth. This is different from the experiment, where the force on the in-
denter is measured, thus resulting in a flipped sign of the force as well as potential
errors from internal stresses of the membrane.

7.2. Qualitative insights

The spherical indenter is not visualized in the following Figs. 7.2 to 7.4 to focus on
changes inside the material during the process.
The top views as shown in Fig. 7.2 emphasize the lateral extent of the indenter which
can be seen from the portion of blue colored bonds increasing, i.e. atoms are pushed to
positions with lower z-coordinate going from Fig. 7.2a to 7.2c. Also, a slight increase in
the size of holes through stretching within the indentation area can be observed, which
aligns with the possibility of destruction of the membrane during nanoindentation as
observed in experiments [121]. The same holds for perspective views as shown in
Fig. 7.3. The lateral view serves as an impression of how deep the indenter is pushed

(a) Top view at the beginning. (b) Top view at half the final
indentation depth.

(c) Top view at final indenta-
tion depth.

Figure 7.2.: Top views of the indentation process at various timesteps. Color-coding
represents height of the membrane.

into the membrane with increasing depth from Fig. 7.4a to 7.4c. In the end position
of the indenter as shown in Fig. 7.4c, a defect formation starts to show on the lefthand
side of the membrane bulge.

7.3. Determination of the Young’s modulus

An exemplary loading and unloading result of molecular dynamics nanoindentation for
a BPT-CNM is shown in Fig. 7.5. The sign of the force data has not been flipped, thus
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(a) Perspective view at the be-
ginning.

(b) Perspective view at half
the final indentation
depth.

(c) Perspective view at final
indentation depth.

Figure 7.3.: Perspective views of the indentation process at various timesteps. Color-
coding represents height of the membrane.

(a) Lateral view at the begin-
ning.

(b) Lateral view at half the fi-
nal indentation depth.

(c) Lateral view at final inden-
tation depth.

Figure 7.4.: Lateral views of the indentation process at various timesteps. Color-coding
represents height of the membrane.

the actual force exerted by the membrane is shown. For this simulation, the radius
of the indenter was chosen as R = 30 Å with a force constant K = 40 eV

Å3 . Lateral

dimensions of the membrane are 87.5 Å x 98.9 Å with a height of 12.8 Å. Figs. 7.2
to 7.4 visualize the indentation from various points of view. The resulting force during
the indentation process shown in Fig. 7.5 starts at d = 0 Å with a non-zero force in
z-direction Fz ≈ 13.5 eV

Å
due to mechanical stress in the membrane that comes from

the lateral clamping as depicted by the orange curve.
Force is calculated using the force per atom quantity compute property/atom fz which
is summed and reduced over all atoms using fix reduce sum, ultimately turning the cal-
culated force into an extensive quantity, i.e. it has to be divided by the total number
of atoms N = 7200 for the calculation of the Young’s modulus. Data presented in the
graphs is unscaled.
The force curve stays constant up until approximately d = 3 Å, which is due to the
placement of the indenter sphere above the membrane to avoid unphysical behavior if
placed to close to the membrane at the first timestep. After that, the force decreases
(existing stress is compensated for by the indentation). The indenter reaches its max-
imum indentation depth at d = 5.4 Å from its initial position, resulting in a bulge
of ≈ 4.4 Å of the bottom of the membrane at the deepest point due to stretching and
thinning.
The indenter is then removed by reversing the previous procedure as shown in the bot-
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tom half of Fig. 7.5, where the forces inside the membrane oscillate around a residual
net force of around Fz ≈ −5 eV

Å
. This behavior comes from the atoms finding a new

energy minimum at each step with the indenter still influencing them, thus jumping
into a new position and relocating the stress. The indentation bulge remains even if
the indenter is removed completely, explaining the non-vanishing force that has an op-
posite sign to the previously observed residual force. The behavior can be summarized
as a type of stress hysteresis induced by the nanoindentation resulting in irreversible
changes and damage of the material.

To compare the force-indentation depth curves with experiments, the sign has to
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Figure 7.5.: Resulting forces in z-direction during molecular dynamics nanoindentation
loading (starting top left) and unloading (starting bottom right).

be flipped to give the force on the indenter. Also, residual stress effects have to be
neglected as they would not be part of the experimental measurement. The return
path of experimental nanoindentation is different as well with much less pronounced
thermal effects curve hysteresis as the indenter feels a net force of all surrounding
atoms, thus being not as sensitive to interatomic restructuring.
Therefore, to discuss the derivation of the Young’s modulus from the indentation data,
only the linear-cubic part as depicted in Fig. 7.6 that is identical with the experimental
process will be discussed. This part of the curve can be fitted with a function that is
linear and cubic in the indentation depth d as discussed in the experimental overview
in Ch. 5.11. Further care has to be taken since the indentation does not start at 0 Å as
it would in the experiment but at around 3.0 Å thus shifting the curve and influencing
the linear term of the fit function.
There are various models motivating different forms of fit functions depending on the
geometry considered as discussed in the experimental overview. All models assume
a membrane of macroscopic lateral dimensions and often use finite-element methods
to derive a force-function containing the Young’s modulus. Thus, continuum material
properties are considered instead of those at the molecular level, which is the case for
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the simulated CNMs that only make up a tiny fraction of a real membrane (≈ 100 Å
vs. several µm up to cm in lateral size). It is therefore not obvious as to which model
formula to choose. All models concerned with non-linearity, i.e. macroscopic indenta-
tion depths are excluded from the beginning. Then there are models that incorporate
the indenter geometry and those that do not. The spectrum ranges from a doubly
clamped beam shaped membrane with a point load to a thick circular membrane with
non-negligible bending stiffness [119], i.e.

F =

(

30.78wt2

l3
E2D

1 +
12.32

l

)

δ +
8wE2D

1

3l3
(7.1)

for a beam shaped membrane where w, l and t are the width, length and thickness of
the beam [119] and

F =

(

4πt2

3(1 − ν2)R
E2D

2 + πRσ2D
0

)(

d

R

)

+ E2D
2 q3R

(

d

R

)3

(7.2)

for a circular membrane of thickness t with pretension σ2D, and q is expressed by
1/(1.05−0.15ν −0.17ν2) [119] with the Poisson’s ratio ν = 0.35 for CNMs [136]. Since
the simulated membranes dimensions are tiny compared to the continuum model, both
models might be applicable to some extent when ignoring bending stiffness. Thus
the ”true” Young’s modulus determined by molecular dynamics nanoindentation lies
somewhere inbetween those two limits. With the fit parameter β = 0.45 eV

Å2 for the
cubic term, the relation

216.00 GPa = α
3l3

8w
= E2D

1 > E2D
2 = α

R2

q3
= 23.77 GPa (7.3)
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can be found to bound the nanoindentation Young’s modulus after conversion of units.
This puts the results somewhere below the barostated approach (see Ch. 6.8) with a
value of 121 GPa and the ELASTIC result of 352 GPa. Compared to the experimental
result of E2D = 12.5 GPa for a single layer CNM [119], the presented theoretical range
overestimates the Young’s modulus by up to ten times. The lower bound, which is
coincidentally calculated identical to the Young’s modulus of graphene [119], is close
to the experimental result, off by around a factor of two.
This might be indicative of finite-size effects. The lateral extent of the membrane is
too small to actually identify continuum properties and the indenter geometry makes
up a huge portion of the membrane’s dimensions. Also, the size of clamp regions might
play a role in finite-size effects.
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8. Ring statistics and aromaticity

An experimental observation backed by NEXAFS, HREELS and IRRAS measure-
ments is the loss of aromaticity in the process of irradiation of aromatic precursor
SAMs. Aromaticity is a chemistry term describing cyclic planar structures, so called
cycloalkenes with delocalized electrons in π∗-resonance that stabilize the ring [137].
Loss of aromaticity is believed to be a key indicator of molecular cross-linking [117].
Carbon rings of the aromatic precursor molecules get broken apart in the irradiation
process which gives way to new bond structures to form and deliver the necessary glue
to form mechanically stable membranes. However, mechanically stable membranes
can also be created from aliphatic precursors, albeit with a much smaller Young’s
modulus [16], indicating that high initial aromaticity might play a role in mechanical
stability and that internal structure is correlated with the initial configuration.
All of the mentioned experimental methods are able to determine a qualitative differ-
ence between SAM and CNM aromaticity indirectly, e.g. through an overall decrease
in signal strength of the observed quantity.
In this chapter, an approximate method for quantitative and qualitative measurement
of aromaticity in a molecular dynamics environment will be presented. The term ”aro-
maticity” will be used synonymously with ”number of intact carbon rings” for this
purpose and is thus a weaker formulation than the chemical definition.

8.1. Simulation setup

Since atom positions are exactly known in molecular dynamics simulations, the idea is
to find and count hexagons in both SAM and CNM. This is easy for linear precursor
molecules as e.g. BPT and TPT are known to consist of two and three carbon hexagons,
respectively. NPTH on the other hand has overlapping hexagons thus introducing am-
biguity in the definition of which bonds belong to which hexagon, while at most three
hexagons might share one common vertex and two sites. This type of structure also
appears in the final CNM e.g. as graphene flakes that originate from broken up and
rearranged rings of a molecule. Thus, although overlapping, all hexagons are counted
separately such that relative aromaticity never exceeds 100 %.
Finding hexagons in 3D space is not trivial. From a pure geometric standpoint only
a brute-force algorithm would be possible as planar hexagons could be oriented arbi-
trarily in space. When allowing for even slight deviations from a planar structure, a
geometric search becomes virtually impossible.
Some molecular dynamics visualization packages such as VMD [138] make use of a
sophisticated data structure called graph to store atom positions with respect to the
atom type and bond length. A graph is a network of nodes and edges. In this case,
each node describes an atom’s properties, e.g. position and charge.
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Edges connect nodes if neighboring atoms are within the typical bond length of the
atom type, e.g. 1.42 Å for C-C bonds, plus some tolerance. With that data structure
in place, a graph search algorithm such as depth first search (DFS) can be used to very
efficiently find every possible path of a specified length n (the number of sites of the
ring) where the starting point is the same as the end point, a so called cycle. Thus,
rings are found regardless of their spatial orientation or deviations from a plane. An
alternative approach lies in the utilization of correlation functions g(r) that essentially
count neighbors [132].

8.2. Results

VMD [138] is used for the ring statistics employing a Tcl script to select rings with
n = 6, i.e. hexagons, atomselect $i "ringsize 6 from all", count and highlight them
visually. Fig. 8.2 shows the initial TPT-SAM with a relative aromaticity of 100 %
and all rings depicted as bold black lines. Vertical bonds connecting the rings are an
artefact of the visualization and not counted as a contribution to the hexagons. Various
snapshots of the irradiation process are presented in Fig. 8.4. From these images, the
qualitative observation of a decrease in aromaticity as measured by the destruction of
hexagons is obvious from the decrease in bold black lines and the appearance of light
gray lines indicating non-aromatic areas.
Besides that, a quantitative evaluation is possible, when comparing the fraction of
atoms that are part of a hexagon to the total number of atoms (assuming 100 %
aromaticity in the beginning), which is shown in the graph in Fig. 8.1. Additionally
to the decrease during irradiation (0 ≤ t ≤ 1 ps), a slight increase of 10 % can be
observed to the end (t > 3 ps) of cooling which starts at 1 ps. The final configuration
at around 40 % of the initial aromaticity is shown in Fig. 8.3.
Thus, there is an overall decrease of aromaticity of around 60 % for the exemplary
TPT-CNM which is in qualitative agreement with experimental results.
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Figure 8.1.: Aromaticity during one simulation of the conversion of a TPT-SAM to a
CNM.
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Figure 8.2.: Initial TPT-SAM ring visualization (bold black lines).

Figure 8.3.: Final TPT-CNM ring visualization (bold black lines).
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(a) During irradiation at timestep 300 (b) During irradiation at timestep 900

(c) During irradiation at timestep 1500 (d) During cooling at timestep 10000

(e) During cooling at timestep 20000 (f) During cooling at timestep 30000

Figure 8.4.: Visualization of intact carbon rings (bold black lines) at various timesteps
of the transformation from TPT-SAM to CNM.
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9. Simulated atomic force microscopy
(AFM) images

In this chapter a more artistic than empirical approach to atomic force microscopy
(AFM) images boiled down to the experimental method’s inherent limited resolution
will be discussed.

9.1. Simulation setup

For that purpose there will be made no difference between tapping and contact mode
AFM imaging. The resolution is assumed to be limited by the size and pyramid shape
of the cantilever tip only and thus its ability to clearly depict individual atoms that
are positioned highly irregularly including hills and valleys as well as voids bigger and
deeper than the tip itself. While one can make clear statements about STM and AFM
images of the self-assembled monolayer, it is only possible to talk about the overall
roughness and porosity of the surface of the resulting membrane as almost no regu-
larities are left after irradiation. The latter aspects are closely related to the highly
selective permeation property of CNMs [17].
Since there is no quantitative method to generate AFM images from atom coordinates
apart from the quantum mechanical approach presented in Ref. [111], which is incom-
patible with systems as large as the considered CNMs, the method proposed in the
following tries to create a stylized and reproducible way to create images that are visu-
ally similar to AFM images using the open-source computer graphics package Blender
from the Blender Foundation [139]. One key aspect for similarity is the color scheme.
Perception of depth is highly influenced by the pseudocolor chosen for the encoding of
depth, e.g. from black to gold or grayscale.
Atom positions in plain xyz-format can be readily imported into Blender by enabling
the addon "Atomic Blender" inside the user preferences. This addon attaches a chosen
geometry mesh, e.g. an icosphere, to each atom position. The radius of the sphere can
be tweaked to influence the empty space between atoms. If one would just assign a
simple single-color shader to all spheres, the image would be a perfect representation
of the the atoms as e.g. depicted by spheres or the van der Waals radius. Just by
post-processing means, e.g. Gaussian blurring or pixelization, this result cannot be
adequately modified such that the image gets close to an experimental AFM image.
Thus a cloth, i.e. a subdivided plane with a cloth modifier, is placed above the atoms
and pulled towards the membrane by gravity. Atoms are fixed in position and held
rigid. The cloth can thus fall into the crevices but since it has limited stretch, it is
limited in how deep it penetrates in depth (z-direction) thus simulating the limited
resolution of the cantilever tip. A shader encoding the height with a color gradient
similar to the experiment is added.
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Screenshots of the Blender scene used for the cloth rigidbody simulation are shown in
Fig. 9.1 for the initial configuration and Fig 9.2 for the end result ready for rendering.

Figure 9.1.: Screenshot of the Blender scene for an AFM image of a TPT-CNM. Atoms
are represented as icospheres (light gray). The plane acting as a cloth (dark
gray) is placed above the membrane in the beginning of the simulation.

Figure 9.2.: Screenshot of the Blender scene for an AFM image of a TPT-CNM. Atoms
are represented as icospheres (light gray). The plane lays on top of the
membrane showing limited resolution hills and valleys at the end of the
simulation.
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9.2. Qualitative insights

Fig. 9.3 shows the initial configuration of a BPT-SAM, where its (2 x 2) hexagonal
structure can be identified. The image for the resulting CNM is shown in Fig. 9.4.
Parameters used for this membrane are identical to the membrane shown in Fig. 6.5
with T = 700 K, k = 60 eV

Å
.

The resulting CNM shows signs of a rougher surface with denser and less dense areas
and a total loss of the initial regularity. As for porosity, large enough completely black
areas, i.e. holes in the membrane, are scarce. Overall, a drastic structural change can
be observed similar to experimental AFM results.

Figure 9.3.: Render of a simulated AFM image of a BPT-SAM. Grayscale encod-
ing from black to gray for the height profile from lowest to highest z-
coordinate.

Figure 9.4.: Render of a simulated AFM image of a BPT-CNM. Grayscale encod-
ing from black to gray for the height profile from lowest to highest z-
coordinate.
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For comparison, Fig. 9.5 and 9.6 show the initial SAM made from TPT precursors
and the resulting membrane, respectively. The parameters for this membrane are
T = 700 K, v = 35 Å

ps and k = 30 eV
Å

as shown in Fig. 6.9. Again, the initial SAMs

(
√

3 x
√

3) structure is clearly reproduced in the simulated AFM image of the SAM
also depicting the different orientations of molecules in the (2

√
3 x

√
3) unit cell. The

TPT-CNM has larger holes and overall less dense structure than the BPT-CNM, which
can be seen by the much denser hill areas. Also, the areas depicted as black have much
higher probability to be true holes due to their much more pronounced size and shape.

Figure 9.5.: Render of a simulated AFM image of a TPT-SAM. Grayscale encod-
ing from black to gray for the height profile from lowest to highest z-
coordinate.

Figure 9.6.: Render of a simulated AFM image of a TPT-CNM. Grayscale encod-
ing from black to gray for the height profile from lowest to highest z-
coordinate.
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10. Water permeation analysis

As discussed in the experimental overview in Ch. 4, liquid and gas permeation prop-
erties of CNMs are of key commercial interest with potential in replacing conventional
filtration means. Studies [17] have shown that there is high molecular selectivity as
well as high permeance for water which is motivated by the existence of pores in the
membrane as potentially revealed by AFM. It is assumed that the process behind mo-
lecular sieving is supported by single-file water permeation modes. This chapter will
present a molecular dynamics simulation approach using an explicit solvent model to
visualize the transport mechanism.

10.1. Prerequisite setup to initialize CNM and water

geometry

Setting up a carbon nanomembrane for a molecular dynamics permeation simulation
is a multi-step process that starts with the generation of a block of water molecules
of the same lateral size as the simulation box volume encompassing the CNM. The
process will be discussed for a TPT-CNM of 7200 atoms and dimensions 87.6 Å x
98.6 Å x 11.6 Å.

(a) Initial 25 x 30 x 6 water block. (b) TPT-CNM placed above the initial water
block.

Figure 10.1.: Prerequisite preparation of the combined CNM (gray spheres) and water
(H2O molecules depicted by white (H) and red (O) spheres) system.

Generation and placement of the explicit solvent: Water molecules are placed
along a subdivided cubic grid, where a water molecule is assigned to each vertex as
shown in Fig. 10.1a. The block of water is generated with the help of moltemplate [140]
by specifying the number of subdivisions of the grid as 25 x 30 x 6, i.e. placing 4500
water molecules containing a total of 13500 atoms inside the block with a spacing
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of around 3.5 Å between neighboring molecules. Initial configuration of the water
molecules is not as relevant as there are additional steps to treat the water block
before the actual permeation simulation, thus there is no physical meaning behind the
chosen spacing.
Merging solvent and membrane geometries: The next step is to place the CNM
above the water block, again only loosely placing it such that all water molecules
are below the membrane as depicted in Fig. 10.1b. The combined system of water
molecules and the TPT-CNM would now be ready for permeation simulation. However,
in order to speed up the simulation, water molecules should not have to diffuse to the
membrane at first before being able to enter pores, but rather be as close to the
membrane as possible, because it would take too long for a water molecule to find a
pore by diffusion only.
Packing optimization: To bring the water molecules closer to the membrane, the
packing optimizer PACKMOL [141] is used. Optimization parameters are chosen such
that both the distance between neighboring water molecules is minimized as well as
the empty space between water and CNM. Carbon atoms are fixed in position during
the procedure, the result of which is shown in Fig. 10.2.

Figure 10.2.: Optimized packing of the water molecules (H2O molecules depicted by
white (H) and red (O) spheres) below the membrane (gray spheres).

This marks the final configuration ready for permeation studies.
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10.2. Molecular dynamics setup of permeation analysis

For the permeation study presented in this thesis, an explicit model as defined by long-
ranging Lennard-Jones type Coulombic interactions described by ǫ and σ as shown
in Ch. 2.9 between constituents of the system, i.e. carbon (C), hydrogen (H) and
oxygen (O) is employed. This mandates parameters for bond force field, angles force
field, and pairwise interaction coefficients (bond_coeff, angle_coeff and pair_coeff in
LAMMPS) to describe all atomic interactions between the CNM and the water. The
following parameters are used as suggested in Refs. [142, 143] and by the TIP3P
model [77]:

• ǫ = 0.1553 eV and σ = 3.166 Å for O-O interaction.

• ǫ = 0.114 eV and σ = 3.28 Å for C-O interaction.

• ǫ = 0.0 eV and σ = 3.28 Å for C-H interaction.

• ǫ = 0.068443 eV and σ = 3.407 Å for C-C interaction.

• Pair coefficients for H-H and O-H are set to zero and H2O molecules are consid-
ered rigid.

Bond and angle force field parameters are chosen to be of the harmonic type. All
carbon atoms are considered immobile, thus there is no stretching or bulging of the
membrane that might improve or hinder the transport mechanism. The system is
allowed to find a local minimum in configuration space consisting of membrane and
water using a Langevin thermostat such that water molecules have some random initial
velocity. The water reservoir is then pressurized by application of a force in upwards
z-direction towards the membrane. This is done with the fix addforce z command
in LAMMPS, restricted to the group of water molecules only. Force will be applied
during the whole simulation and with a magnitude of around 7 pN to speed up the
permeation process. This allows for qualitative inspection of where single-file mode
permeation occurs. An exemplary snapshot of the simulation is shown in Fig. 10.3.
There, a few areas of permeation can be identified visually indicated by H2O-molecules
as depicted by white and red spheres going through the membrane and looking like a
fountain coming out the membrane. These molecules will re-enter the reservoir through
periodic boundary conditions.
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10.3. Qualitative results from simulated water

permeation

From the visualization in Fig. 10.3 it is not entirely clear where the transport of water
molecules occurs and which path the molecules take through the membrane. This can
be improved by identifying the pores or holes that take part in the process. However,
it is virtually impossible to find pores and channels, that may bend arbitrarily inside
the membrane, thereby connecting two pores that need not necessarily be at the same
lateral position on both sides of the CNM.

Figure 10.3.: Perspective view of single-file mode water (H2O molecules depicted by
white (H) and red (O) spheres) permeation through the pores of a CNM
(gray spheres).

Transport channels that go straight through the membrane can readily be found by
projection of atom coordinates to z = 0 and rasterization of the resulting 2D data to
find holes in the membrane through brute-force searching [144]. Holes and their corre-
sponding radius are depicted as spheres and overlayed on top of the permeation images
to help in interpreting the transport behavior. An example can be seen in the top view
of the membrane in Fig. 10.5 where holes are represented as blue spheres and water
molecules have been colored black for better contrast. Together with the perspective
view of a different timestep in Fig. 10.6 this allows for a qualitative determination of
which pores contribute most to the flow. A cross-sectional side view of a pore taking
part in the single-file mode permeation is shown in Fig. 10.4.
Surprisingly, there seem to be areas that appear to have large holes, e.g. in the middle
and top middle of the membrane when viewed from the top in Fig. 10.5, where at no
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Figure 10.4.: Cross-sectional side view of a pore inside a CNM (gray spheres) showing
single-file mode water (H2O molecules depicted by white (H) and red (O)
spheres) permeation.

timestep of the 2712 · 10−15 s ≈ 2.7 ps long simulation a water molecule flows through
this area, although hole size and topography from the top may suggest otherwise.
Zooming in on these areas and tilting the view as shown in Fig. 10.7a and 10.7b in-
dicates that flow of water molecules is not possible in this area as surrounding carbon
atoms in the center of the membrane hinder the possibility of straight single-file mode
flow. Tilting of the water molecules would diminish the single-file effect.
Overall, the porosity of the exemplary membrane seems much less pronounced than
the real membranes with one hole up to 0.5 nm in diameter per nm2 [17].
Nonetheless, the simulated membrane shows that water permeation is indeed possible
and that the single-file mode is the key driving factor of the flow. The presented method
allows for qualitative insights on the water permeation of porous carbon nanomem-
branes.

Pore identification might be improved to find arbitrarily formed channels inside a
membrane. Since the permeation is sped up drastically by high pressure, direct com-
parison with quantitative experimental results, e.g. the number of water molecules
permeating the membrane in a given time interval, is difficult, but possible when
counting the water molecules in the simulation which would be a non-trivial improve-
ment to the simulation setup.
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Figure 10.5.: Top view of single-file mode water (black spheres) permeation and ap-
proximation of holes visualized by blue spheres.
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Figure 10.6.: Perspective view of single-file mode water (black spheres) permeation and
approximation of holes visualized by blue spheres.

(a) Excluded region in the middle of the top
view of the membrane.

(b) Excluded region in the top of the top view
of the membrane.

Figure 10.7.: Zoomed-in regions of porous areas not contributing to permeation.
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11. Conclusions and outlook

The main goals were to create computer simulations of the process of CNM production
and the characterization of resulting membranes by various means.

The model scenarios abstracting the experimental process considering the limitations
of classical molecular dynamics have been shown to be in qualitative agreement with
experiments. Some processes are closer to the experiment than others, e.g. the most
violent approaches applying both vertical and lateral momentum transfer are able to
produce better results with respect to the visual impression of the membrane with
regards to its porosity.

Membranes have shown to be mechanically stable for both those created from tra-
ditional aromatic precursor SAMs and the recently demonstrated aliphatic SAMs.

This is a crucial step in understanding the internal structure of the membrane and
possible molecular and atomic (sub-)processes involved.

Results fall short when it comes to reproducing the experimental value of the Young’s
modulus, which can be determined by various means, e.g. bulge testing or nanoinden-
tation, to be at least an order of magnitude smaller than most molecular dynamics
results. The dynamic linear elasticity methods performed overall better than the de-
termination through the curvature of the potential energy with moduli much closer,
but still too large by about a factor of 10...20, to the experimental values. The same
holds for simulated nanoindentation results. The latter is especially limited by exist-
ing models to interpret the force-deflection data since only continuum approximations
exist.

Overall, this is where the layers of abstraction play a big role. There are no hydro-
gen atoms and electrons present in the model system. Thus, breaking carbon-hydrogen
bonds and momentum transfer by hydrogen atoms is neglected. Missing electrons limit
the model to primary electron bombardment by simulated momentum transfer only,
while some experimentalists assume secondary electrons to be the main cause of break-
ing and formation of bonds [125]. To simulate the effects of this assumption, an im-
provement to the model scenarios could be a sequential bond formation process, where
bonds between carbon atoms are only allowed to form locally, while the dynamics of all
other atoms is halted. All abstractions have to be made in order to be able to simulate
a large enough and reasonably sized area of a membrane, keeping atom count such that
simulations are first of all possible and completed in a reasonable timeframe. Other
more accurate simulations, e.g. done by density functional theory (DFT) are limited
to a few hundreds of atoms at most while introducing unwanted periodicity [44].
On the other hand, the molecular dynamics permeation studies carried out give a good
qualitative impression of single-file modes of water molecules permeating the mem-
brane. This characteristic is supported by hole distributions and artistic atomic force
microscopy images. Compared to experimental results, the density and size of holes
is not in agreement with the outstanding permeation properties of real membranes
with one hole of up to 0.5 nm diameter per nm2 [17]. To improve the permeation sim-
ulations to produce quantitative results, water molecules permeating the membrane
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could be counted. However, due to the exaggerated pressure, the result would not be
comparable to experiments.
High loss of aromaticity has also been shown to play a significant role in the exper-
imental formation of CNMs in which broken bonds act as a glue in the cross-linking
process [117]. Although formulated weaker than its original definition in chemistry,
simulated aromaticity measurements by means of ring statistics are in qualitative agree-
ment with the experiment.
For the topic of nanoindentation, further research has to be put in the models re-
lating the Young’s modulus to the force-indentation data which are often motivated
by continuum properties in FEM simulations. The systems discussed in this thesis
are nowhere close to the dimensions needed for continuum properties, which leaves all
existing models as a crude approximation for molecular dynamics simulations.
Simulation of larger systems at the cost of computational expense would be an im-
provement for most simulations. However, this does not solve the problem of limited
timescales reachable in molecular dynamics simulations and the necessity of exaggerat-
ing real-world scenarios to fit them in the available simulation times while maintaining
physical meaningfulness.
Further large-scale statistics have to be made to draw conclusions with regard to finite-
size effects. A Bachelor’s thesis on the topics of membrane size and clamp size effects
in stress-strain simulations as well as a different approach to hole detection was written
by Mihlan on the basis of the methods developed for this thesis [145].
A different approach to membrane formation was developed by Marks and Vukovic
within a framework of cooperation and discussed in private communications. It is
based on randomly placed carbon atoms in a volume with exclusion cylinders forcing
holes to form around.
Thus, the theoretical investigation of carbon nanomembranes is an ongoing research
topic with improvements, new approaches and ideas to explore, e.g. by means of ion
scattering experiments and simulations as performed by Wilhelm [146].
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A. Appendix

A.1. Investigated aromatic precursor SAMs

Most of the simulations done for this thesis are based on self-assembled monolayers
of the three experimentally favored precursor molecules. The following Tab. A.1 gives
an overview over names, structural formulas, SAM structures and a visualization of
the unit cell taken from Ref. [3] without rotation about γ being taken into account for
simplicity.

Table A.1.: Structures of various self-assembled monolayers, taken from Ref. [3].

Name Structural formula SAM structure Visualization
Biphenyl-4-thiol
(BPT)
1,1’-Biphenyl-4-thiol
4-Biphenylthiol
4-Mercaptobiphenyl
4-Phenylbenzenethiol

[147] (2 x 2) hexagonal,
γ = 30◦ [148]
γ = 15◦ [4]
γ = 20◦ [88]
γ = 20◦ [149]

Mixture of:
(2 x 2) structure,
(2

√
3 x 9) unit cell,

(2
√

3 x 8)
unit cell [148]

1,1’,4’,1”-Terphenyl-4-
thiol
(TPT)

[150] (
√

3 x
√

3) structure
(2

√
3 x

√
3) unit cell

γ = 20◦ [88]

2-Naphthalenethiol
(NPTH)
2-Naphthyl mercaptan
Thio-2-naphthol (β)

[151] (
√

3 x
√

3) structure
(2

√
3 x

√
3) unit cell
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A.2. LAMMPS input scripts and tools

Molecular dynamics simulations have been performed with LAMMPS by Sandia Gov. [22].
In order to provide the possibility of reproduction of the presented results, the input
scripts used to generate outputs like visualizations, atom coordinates and Young’s
moduli can be requested by e-mail from dissertation@jehrens.de. Input scripts
are partly generated with other tools like moltemplate [140], VMD [138] and Pizza.py
Toolkit [152]. Further post-processing configurations and scripts for Blender [139],
Ovito [130], VMD [138] and PACKMOL [141] can be used to produce intermediate
results and images found in this dissertation.

A digital copy of this thesis in PDF-format can be accessed via the University of
Bielefeld PUB archive: https://pub.uni-bielefeld.de/.
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