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Abstract

Due to the popularity of the Internet and the networked services that it facilitates,
networked devices have become increasingly common in both the workplace and
everyday life in recent years—following the trail blazed by smartphones. The data
provided by these devices allow for the creation of rich user profiles. As a result,
the collection, processing and exchange of such personal data have become drivers

of economic growth.

History shows that the adoption of new technologies 1s likely to influence both
mdividual and societal concepts of privacy. Research into privacy has therefore
been confronted with contmmuously changing concepts due to technological
progress. From a legal perspective, privacy laws that reflect social values are
sought. Privacy enhancing technologies are developed or adapted to take account
of technological development Organizations nmst also identify protective
measures that are effective in terms of scalability and automation. Simularly,
research 1s bemg conducted from the perspective of Human-Computer Interaction
(HCI) to explore design spaces that empower individuals to manage their
protection needs with regard to novel data, which they may perceive as sensitive.

Taking such an HCI perspective with regard to understanding pnivacy
management on the Internet of Things (IoT), this research mainly focuses on three
mterrelated goals across the fields of application:

1. Explonng and analyzing how people make sense of data, especially when
managing privacy and data disclosure;
2. Identifymmg, framing and evaluating potential resources for designing
sense-making processes; and
3. Explonng the fitness of the identified concepts for inclusion 1n legal and
technical perspectives on supporting decisions regarding privacy on the
IoT.
Although tlus work's point of departure 1s the HCT perspective, it emphasizes the
importance of the interrelationships among seemingly independent perspectives.
Their interdependence 1s therefore also emphasized and taken into account by
subscribing to a user-centered design process throughout this study.



More specifically, this thesis adopts a design case study approach. This approach
makes 1t possible to conduct full user-centered design lifecycles mn a concrete
application case with participants in the context of everyday life. Based on this
approach, 1t was possible to mvestigate several domains of the IoT that are
currently relevant, namely smart metering, smartphones, smart homes and

connected cars.

The results show that the participants were less concerned about (raw) data than
about the information that could potentially be denved from it. Against the
background of the constant collection of lighly technical and abstract data, the
content of which only becomes wvisible through the application of complex
algonthms, this study imndicates that people should learn to explore and understand
these data flexibly, and provides msights in how to design for supporting this aim.
From the point of view of design for usable privacy protection measures, the
mformation that 1s provided to users about data disclosure should be focused on
the consequences thereof for users' environments and life. A related concept from
law 15 “informed consent,” which I propose should be further developed in order
to implement usable mechamsms for individual privacy protection in the era of
the IoT. Finally, this thesis demonstrates how research on HCI can be
methodologically embedded in a regulative process that will inform both the
development of technology and the drafting of legislation.
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1. Introduction

Agamst the background of the emerging data economy, the increasing tendency to digitally
measure aspects of everyday life offers new possibilities for economuc growth. An example
would be the development of connected cars, by enabling cars to commumnicate the data
collected by their many sensors: Both automobile and their suppliers may be interested in
analyzing the performance data of vehicles and their parts after they are sold and under real
driving conditions. Such tracking of hardware performance under real-life conditions may
contribute to the development of motor velicles and parts with more durable and efficient
designs. Sinularly, third parties such as insurance compames may wish to analyze driving
behavior to make better offers to their customers. In addition to the potential for companies to
profit from analyzing large amounts of data, consumers and society may also benefit from the
digitalization of vehicles. For example, dnivers may be interested in feedback on how to drive

in a more eco-friendly manner or in reporting the locations of potholes anonymously based on
data collected by their vehicles.

Simularly, beyond connected cars, digitalization and its associated networked devices are
affecting an increasing number of aspects of everyday life. This ongoing development goes
hand-in-hand with the success of cloud applications, data-based business models and
personalized services. Many such technologies are already part of modern society. For
example, smartphones have become permanent digital compamons for many people, while
networked devices in the so-called “smart home™ promise comfort, security and automation.
Likewise, fitness-tracking devices and smart voice assistants are examples of economically
successful connected and data-based products. When 1t comes to more recent car models,
people have less of a choice when it comes to digitalization, as many modern vehicles are
connected to the IoT by default to provide data-based services and to support autonomous
driving. In the European Union (EU), new cars are even required by law to be connected to the
Internet via the so-called eCall system to provide assistance to dnivers and emergency
personnel 1n accidents [163]. Sinularly, many nations have or are attempting to make smart
meters obligatory to digitally manage their power grids and promote energy awareness [159,
415]. All of these products are regarded as types of cyber-physical systems with great market
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potential Their core service provision s typically based on storing and processing a wide range
of sensor data concerning various aspects of people's lives.

Given the quality and quantity of modern means of obtaining digital data, questions anse
concerming future approaches to designing privacy protection measures for cloud systems,
particularly with regard to the design of such systems and the need for supporting digital
privacy and individual self-determination. The challenges associated with providing usable
privacy confrols and information become even more pressing in view of the fact that
digitization 1s not entirely voluntary in all areas: The previously mentioned rollout of
mntelligent metering systems and the European eCall system are examples of legally prescribed
and basically unavoidable uses of cloud systems among large sections of the population of

many countries.

Among essentially legal questions such as who data nmught belong to and whether data can
actually be owned 1n a legal sense [138, 176, 216], given new technological developments, the
concept of privacy in its current form has come into question. Some researchers have even
gone so far as to proclaim the emergence of the post-privacy society [81, 233, 355, 467]. Whule
one does not have to agree with this thesis, it nevertheless can be argued that, in accordance
with Wittgenstein [464], privacy 1s a socio-lustorical, changing and vague term. Accordingly,
theories of privacy are subject to constant change and exhibit a certain degree of uncertainty.
Thus 1s necessary in order to be able to do justice to their equally dynamic subject—namely, a
society that 1s changing particularly with regard to technological developments—and to be
able to provide answers to new questions. Since the end of the 19% century, theories about
what privacy 1s and how 1t 15 negotiated have evolve, primarily due to technological
developments such as the telephone, electronic data processing (1mtially primarily by state
actors) and the Internet.

It 15 often proclaimed in the modern media that data 1s the “new o1l” [426, 492, 520, 531],
which suggests that data 1s a dniver for economic growth. While this metaphor can be criticized
n terms of its accuracy and adequacy [15, 125], 1t 1s undisputed that data can be ascribed a
value msofar as user data are being traded and brokered legally, often for personalized
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marketing purposes [61].! Beyond the criminal misuse of data (e.g., credit card information,
addresses or passwords), personal information itself now has economic value. Particularly in
the fields of social networks, e-commerce and, presently, smart metering, services making use
of personalized data have proven to be vahd busmness models. As a result, many ostensibly
“free services™ that claim to enhance and personalize user experiences on the basis of personal
data come at the price of end users allowing service providers to process and further exploit
this information to refinance their operations and maxinuze their profits. Simultaneously,
misuse of data has been shown to lead to severe consequences for both individuals and
societies, as discussions of how public opinion has been swayed prior to elections by the
spreading of target information over social networks have shown [82, 118, 408, 497, 513].
Likewise, awareness has grown on the part of companies that even legal use of data might be
perceived very critically if the data collection or analytical methods used to acquire such data
are not percetved as legitimate or ethical by the public or if data are acquired without the
public's awareness [56, 86, 87].

While protecting data against 1llegal third-party mampulation or access 1s typically one of the
responsibilities of information technology (IT) security [518], managing and limiting the legal
disclosure and use of personal data 1s the core objective of (data) privacy [161].

In a connected world, protecting data and communicating how data are used are critical for
ndividuals, companies and society to protect their assets, commumicate intended data use and
maintain privacy. Most current approaches to making the implications of data protection
measures 1 data-based services visible focus on the data and the recipient thereof. Much
international legislation also focuses on providing statements on data rather than on clarifymg
consequences [165, 201, 509]. Such legislation, however, dates back to times when digital data
processing was often reserved for a few large or governmental actors and was primanly a
necessary secondary condition for processing than a business model on its own. In addition,

! For example, the Acxiom GmbH is one the most significant players in this regard; see
hitps:/fwrww acxiom com/
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the data collected were usually of relatively low complexity, such as address data, making

them easy for consumers to understand.

Both the computing powers available and the types of data collected, however, have
fundamentally changed as a result of the advancement of computer technology. Today, many
areas of life can be captured by embedded and networked computers, and the resources
required to handle and analyze large amounts of data are becomung increasingly affordable.
Collected data are frequently hardly readable by humans both because of their abstraction and
sheer quantity and the fact that they are collected over long periods of time. Thus, as increasing
amounts of data are collected, the impact on the individual privacy of the end user becomes
mncreasingly difficult for non-experts to assess. However, it 15 precisely this weighing of the
effects and the added value provision that is core to consumer protection in both many (mostly
economic) privacy models, such as the “homo oeconomicus” model [318] (and 1ts
corresponding privacy model) and the privacy calculus model [134], as well as mn legislation,
1n the form of "informed consent."

In this regard, the EU’s new legislation 1s no different. The General Data Protection Regulation
(GDPR) [164], which came mto force in May 2018, aims to provide a modem framework for
the regulation of privacy throughout the EU and for European citizens around the world. The
GDPR provides new rules concerming how data may be collected and must be stored and which
rights customers have, including the nights to the erasure (famously known as “the right to be
forgotten™), rectification, restriction and portability of and information about collected data
[164].

In line with existing best practices for developing information technology, the GDPR
propagates “privacy by design™ [91, 311] pninciples to enforce the mncorporation into the
conception and design phases of technical systems.

However, the requurement that programmers implement privacy by design (PbD) 15 essentially
based on the assumption that both designers (and users) know exactly what privacy means in
the particular context of design and how to design for user needs i advance. However, non-
essentialist privacy theories show that privacy 1s not a static concept but rather one that evolves
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with the transformation of social practices [410]. This particularly applies to the development
of novel technologies, which are often accompamed by a reciprocal transformation of social
practices and privacy demands. Arguably, the introduction of connected devices in everyday
life, such as the emerging technologies that fall under the broad category of "Intemnet of
Things"” (IoT) technology, constitutes an example of such a technological and societal change.

In such cases, existing “best practices”, whether at the legal, orgamzation or individual level,
must be reconsidered in light of changing underlying circumstances. In particular, instead of
relymg on an approach that attempts to solve privacy issues in advance, developing and
maintaining an understanding of technology and 1ts appropriation [135] in practice should be
ongoing practices i the process of technology development.

From tlus perspective, understanding privacy behavior 1s not only relevant to the creation of
more usable privacy management but also becomes of theoretical interest. Hence, this study
addresses the 1ssue of privacy practices in the context of some of the most relevant emerging
IoT technologies using a Living Lab-based [157, 160, 185, 375] approach to obtain a more
profound understanding of the situated practices [410] and their logics. The areas investigated
include smart metering (see Chapter 3.3.1 for an in-depth discussion of the field), smartphones
(Chapter 3.3 2), smart homes (Chapter 7, 8) and connected cars (Chapter 5,6).

The aim of this thesis 1s to investigate the potential of a methodological lens of practices [410]
in privacy protection and data disclosure and the evolution of said practices as a result of
technology appropniation. To do so, several design case studies [528] were conducted in the
fields of smart metering, smartphones, smart homes and connected cars, and connected cars,
with the emphasis being on mnvestigating the pnivacy practices of households when collected
data are fed back to participating households for evaluation. In this vein, the approach relied
on a derivation of trace interviews [143] and 1s likewise heavily influenced by the idea of
conducting “data work™ [178, 495]. Overall, the studies typically aimed at uncovering privacy
practices using IoT devices to inform usable design of individual privacy management
systems.

19



2. Perspectives on Privacy in Information and Communication

Technology
This chapter mtroduces the concept of privacy from a historical perspective, outlining its
reflexive interdependence with technology and its evolving character, as well as conceptual
understandings of this term In addition, this chapter presents the three main perspectives on
managing privacy (not only i the context of the IoT) and discusses research in the field of
usable privacy.

2.1. Historical Perspective

The notion of privacy has evolved over time Historical understandings of what “privacy™
constitutes are closely connected to technological development and the appropnation of novel
technologies by society. In particular, the development of privacy theories has largely been
driven by the effects of new technology on societal contexts at particular times. As a result,
there 1s no commonly agreed-upon single defimtion of privacy [463]. However, at least for
Western societies, 1t can be demonstrated that societal consensus on privacy needs evolves
when society 1s confronted with new technology. This section presents a few selected
milestones; what follows 1s not intended to be an exhaustive discussion of the lustory of
privacy but rather serves to illustrate the connection between changing notions of privacy and
technological development.

A famous early example of privacy demands conflicting with technology can be traced back
to the success of mobile photography at the end of the 19® century. Their emergence led
Warren and Brandeis to write about the need to define the home as a private termtory to be
protected. In this period, privacy was understood as the “right to be let alone™ [63] physically,
for example 1n one’s home, and secuning buldings and private grounds was enough to protect
their owners and/or mhabitants from being watched, listened to or tracked in any way of which

they were unaware.

The introduction of telegraphy at the beginning of the 20® century, followed by the invention
of the telephone, required an extension of these territorial pnivacy rights to the privacy of
commumnication. Without having to enter anyone’s home or property, third parties could easily
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remotely wiretap early telecommumication. The notion of one’s home bemg one’s castle [453]
thus needed to be extended to privacy of personal communications. Notably, however, in the
United States, a bill intended to protect the privacy of telegram communication was mntroduced
but never passed [451]. The next major trend, which 1s still ongoing, emerged in the 1960s
with the introduction of electronic data processing, which was imtially performed at the state
level. The advent of IT led privacy theorists to characterize privacy as personal control over
(digatal) data flow [24, 517]. As a result, successive data protection laws were formulated to
guarantee the informational privacy of the mndividual. These form the basis for today’s legal
measures for data protection, such as the Fair Information Practices, which protect mndividuals
against the processing of their data [509]. At the time of entry into force and the following
decades, the guidelines that were implemented largely linited data collection by governmental

entities, as computers were still uncommon in the private sector.

With the success of IT in the followmng decades, however, computers with greater processing
power and storage capacity became widely accessible and popular among orgamzations.
Additionally, mn the nmud-1990s, data protection was confronted with another far-reaching
technological breakthrough, as the dissemination and commercial exploitation of the Internet
further enabled electronic data collection, sharing and processing in both the governmental and
private sectors. In light of these developments, in 1995 the EU passed a directive on privacy
and data processing on the Internet [165]. About 20 years later, a new technological upheaval
arguably led to further important implications for data protection: First, computers started to
become increasmgly common and widely used, both at the workplace and in people's leisure
time_ Second, beyond traditional computers, a variety of everyday devices are now capable of
measuring, commumicating and acting without thus activity bemng visible to humans. In 2016,
the EU therefore renewed its efforts to regulate privacy on the Internet by 1ssuing the GDPR
[164], now including new or extended rights for consumers (e g., to access, change or have
data deleted by third-party orgamizations).

From a research perspective, understandings of privacy were traditionally thought of as
entailing normativity or, to put it another way, as being bound up with 1ssues such as trust (see
[228] for an overview). Research into trust and privacy has investigated areas such as social
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networking (e g, [145, 183]), data muning (e g, [321]) and mobile services (e g [231]), to
identify only a few. Alternatively, privacy has often been seen as an economic function of
decisions made by rational actors. A more specific theoretical perspective on pnivacy decision-
making that has been widely adopted as a guiding principle for international legislation 1s that
of the privacy calculus mental model [134]. This model focuses on individual behavior,
considering privacy decisions to be the rational actions of an informed mdividual From this

perspective,

“individuals make choices in which they surrender a certain degree of privacy in exchange
for outcomes that are perceived to be worth the risk of information disclosure” [134].

The concept implicitly identifies a major prerequsite for making privacy decisions: People
need to understand the social context, the roles and the behaviors of others and the potential
future uses of the disclosed information. However, empirical studies have observed a “privacy
paradox™ in the form of a mismatch between stated attitudes towards privacy vs. actual user
behavior [371].

Following this observation, research has shown that when people make decisions, the
consequences and outcomes thereof are often not (or at least not completely) transparent to
them [202, 459]. Theories opposing the rationalistic view are therefore often based on the
notion of the “bounded rationality” of an individual [202, 459]. In contrast to strict econonustic
definitions of rationality, this concept emphasizes that rational decision-making 1s context-
bound [227] and 1s dependent on (at best) partial knowledge of the social context and of the
cost and benefits associated with data disclosure [382, 400].

Along the lines identified above, several conceptual understandings of privacy have drawn
upon the concept of two contrasting spheres, namely the private and the public. Whereas some
theorists presume the existence of static boundanes between both [400], others, such as Altman
[24], have described privacy as a dynamic process that can be understood i terms of the
boundary regulation theory. In this view, users engage in sophisticated practices to determine
the appropnate level of privacy by continuous management of the disclosure of data and the
flow thereof to third parties. Given the growing use of interconnected technologies i public
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surveillance, the concept of “contextual integrity” [370] has been developed as an alternative
benchmark for privacy and the challenges facing 1t. While not explicitly centering on the
private and public spheres, both of the factors mcluded in the model map on what 1s considered
(non-)private by society m a specific context of data collection and use, as this concept
considers both the context of surveillance and societal norms to determine whether government
surveillance would invade citizen privacy.

Palen and Dourish [382] elaborated Altman’s [24] view to fit new privacy implications and
allow for privacy-sensitive design in networked systems. Their framework covers three
dimensions: the disclosure boundary, the identity boundary and the temporal boundary. Each
of these boundaries requires dynamic privacy management, in which disclosure decisions
depend on the particular social situation at hand.

Focusing on privacy in the age of IT more generally, Solove developed a pragmatic notion of
this concept that holds that human behavior m general must be understood from the
background of historically contingent social practices in which privacy decisions are
embedded in collective cognitive and symbolic structures that enable a socially shared way of
ascribing meaning to the world. Hence, in order to understand and support privacy decision
making, researchers should consider how these decisions are embedded in people’s everyday
understanding of the social context of data collection, the roles and the behaviors of the thard
parties involved and the potential future uses of disclosed information.

Crabtree et al. [117] built upon this notion of researching privacy for an ethnomethodological
study of privacy practices to “repack privacy”, resembling Palen and Dourish’s paper fitle
“unpacking privacy.” [382] Crabtree et al. found that participants attempted to manage the
“attack surface™ [117] meaning the information that people expose usmg the Internet, which
basically consists not only of IT security-related risks such as hacking and phishing but also
of potential pnivacy incidents, for example disclosing data to third parties. Interestingly, for
participants, the relevance of the “attack surface” to be managed mamfested in terms of 1ts
potential impact on their everyday hives:
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“The abiding concern is not with hardware, software, firmware or networks, but people and
the impact the networked world might have on their interpersonal relationships. ” [117]

While maintaining privacy when interacting with technology has often been conceptualized as
a technological task, Crabtree et al. show how humans make sense of pnivacy in their everyday
lives. The management of an “attack surface™ indicates a social phenomenon associated with
how people relate to data and the sensitivity thereof that—after further exploration—may
possess potential as a design resource for helping individuals in managing their privacy.

However, as the following chapter outlines, there are several perspectives on privacy, which
are often interrelated.

2.2, Perspectives on Protecting Privacy

Protecting privacy 1s an endeavor that many fields are concerned with. The donunant
perspectives on privacy and their foci are outlined in this chapter. Measures for safeguarding
privacy are typically implemented with one out of four perspectives in mund:

1. From a regulatory perspective, legislation 1s the foundation for handling privacy, as
laws codify societal consensus on norms and make them enforceable. The GDPR [164]
put into effect in May 2018 1s an example of such a measure.

2. A technological perspective emphasizes the use of means such as single technologies
for anonymuzing data [144, 148, 196, 279, 483] or sets of gmdelines, such as PbD
principles, [218, 311, 330] to support or grant privacy.

3. An orgamzational perspective seeks to protect the organmizations’ assets and manage
risks and mmst comply with any relevant legal frameworks through the use of
technology. In order to fulfill all of these requirements, such an approach often involves
adopting frameworks encompassing technological, organizational or individual means.
A widely adopted example of a norm that has been adopted to promote orgamzational
security and privacy 1s the ISO2700x norm fanuly [251].

4. Finally, some researchers have mvestigated individual behavior as a resource for
designming systems intended to promote awareness of privacy and to support decision-
making regarding privacy management.

I outline some key developments and research associated with all of the above perspectives to
subsequently argue that they can only successfully protect privacy when they are combined

and aligned and can thus function 1n a complementary fashion.
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2.2.1. Legal Perspective

First, and most obviously, defining guidelines on what parts of life a nght to privacy should
mnclude, 15 a matter of a country’s legal system and judicial power. Almost all nations now
have laws i place to safeguard privacy. Likewise, privacy has been acknowledged as a human
right by the United Nations [491]. On a very basic level, laws codify and allow for the
enforcement of societal consensus on those values and norms that should not be violated.
Simultaneously, however, laws are to be non-discnmunatory themselves. This 1s why, for
example, laws such as the GDPR [164] are designed to be as neutral in terms of technology as
possible: Domg so renders them adaptable to and interpretable in almost any circumstances. It
also 1s meant to ensure that regulation can be applied to both today’s technologies or those that
might emerge in the foreseeable future. After all, laws should provide gmdelines, but they
cannot anticipate the complexity of every possible case. While the GDPR, for example,
prescribes IT security measures for protecting data from being stolen, to be “up-to-date™ n
orgamzations, 1t will not describe concrete measures, as, for example, encryption methods that
are currently considered to be secure may be broken by future technologies, as continues to
happen [348, 476, 477, 508]. Likewise, pmdelines such as “pnivacy by design” and “privacy
by default” are demanded, but concrete methods for ensurning the anonymization of data or the
require levels of such anonymization are not mentioned, as they will need to be determuned n
the context of each particular case. To meet these needs for neutrality and flexibility, new laws
heavily depend upon being interpreted and “brought to life” by case law. Besides laws, there
are other regulations that may be 1ssued by government organizations that are binding, e g.
when operating in the context of infrastructures critical for society and/or state. With regard to
IT security, for example, the German Federal Office for Information Securnity (BSI) has 1ssued
gumdelines for smart metering based on the Common Critenia [104] that manufacturers nmst
comply with.

From a legal perspective, privacy laws such as the U.S. Pnivacy Act of 1974 [504] or the GDPR
[164] regulate how personal information should be handled. Onginating 1 1973 as a response
to the emergence of the first digital data centers, the Fair Information Practices (FIPS)
developed by the U.S. Federal Trade Comnussion [509] constituted the first widely adopted
privacy-related “behavior” pumideline for data collection to target enterprises rather than end
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users. Additional regulation and standards such as the Common Criteria [104] play an
important role in defimng security requirements for the operation of systems that store and
process private data. For instance, the BSI protection profile [73] outlines fundamental
requirements for the secure and safe collection, transmission, storage, and processing of
personal smart metering data. In addition, it defines basic consumer rights such as the ability
to control the disclosure of data to third parties.

“Informed consent™ 15 one of the core principles of most privacy legislation. It stipulates that
the consumer, as data subject, must consent to the disclosure of his or her data for defined
purposes through an active and conscious decision. Likewise, the GDPR 1s based on the model
of the responsible and conscious consumer, who, 1n addition to “informed consent,” now also
has the explicit freedom to request data from providers to limit the processing thereof or—
msofar as 1s (contractually) legally possible—to delete his or her data. Thus, the sovereignty
over the personal or personal data generated by a consumer lies with him or her, as the existing
practices of management tools (e g., those used m social networks [215], organizational
information systems [e.g. 16] or e-commerce [9, 134]) show. The need to obtain informed
consent by presenting the data to be released to the recipient and the purposes for which that
data will be processed was mitially identified i by both the German Federal Pnivacy Law [52]
and the previous data protection directive of the EU [165] and 1s mncluded mn today’s GDPR
[164].

2.2.2. Technical Level
Although the law should be technologically neutral, legislation, the jurisdiction of courts and
technology have historically been mtertwined. For example, hearings with technology experts
are routinely held both when creating new laws and in court.

The field of IT security considers four main goals when attempting to safepuard digital data,
namely preserving the confidentiality, integnity, availability and authenticity thereof [518].
From a technical perspective, the major goal 15 to embed privacy protection mto the technology
to be designed.
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Essential privacy and security protection 1s provided via technical means such as encryption,
authentication and anonynmuzation [206]. The two main approaches to embedding privacy into
technology by design attempt to limit personal identifiability by either manipulating the data
to be disclosed or reducing the amount thereof. The first category includes statistical strategies
such as distortion [433], data anonymuzation [325], random noise integration [507] and
obfuscation via local buffers [271]. Another approach to ensuring privacy aims at anonynuty
through aggregation [427]. For example, in the case of smart meters, this aggregation, can be
implemented in one of two ways [158]:

- spahal aggregation, which summarizes the readings of a larger grid segment (e g, all of
the households attached to one converter station), thus obfuscating each single household
within the larger group; or

- temporal aggregation, which mnvolves using longer intervals between data collection and
transnussion 1n order to avoid revealing fine-grained and potentially sensitive data.

However, these statistical aggregation techmques create additional overhead, thus potentially

reducing the flexibility of and affecting service quality (e.g., eco-feedback) for consumers
[206]. As a solution, Pallas suggested the introduction of a “data trustee™ role, who should be
responsible to store data securely and elininate the necessity to fall back on having to trust
non-neufral parties handling consumers’ privacy [383].

Some of the approaches that fall under thus umbrella mclude PbD, privacy-enhancing
technologies (PETs) and privacy-preserving technologies (PPTs) [123]. These provide best
practices, pmdelines and schemes, such as preventing data spills, supporting data numinuzation
and providing various levels of anonymuty, unlinkability and control over mdividual digital
1dentities. A common core techmcal strategy 1s to provide privacy by default, thus ensuring
that “the settings that apply when the user is not required to take any action are as privacy-
protective as possible” [206]. These principles have been applied to many areas, mcluding
ubiquitous computing [309] and smart metering [92, 95], and have also been adopted as
principles in more general legislation such as the GDPR [164].

2.2.3. Organizational Perspective
For organizations, safepuarding hardware and software assets 1s also of vital importance, as 15
compliance with relevant legislation. In orgamizations, security and privacy are often enforced
not only by technological means but also by enforcing workers’ compliance with
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orgamizational rules or educational measures. Particularly since the beginning of the new
millenmum, interest in IT security for orgamzations has grown i the industry, resulting in a
variety of frameworks targeting the implementation and vernfication of organizational security
[151,332,399, 411, 505, 535]. Overall, r1sks are handled by numimizing them technologically,
raising security awareness or establishing comphance rules, assigming or delegating them
etther to internal or external authorities or by accepting those that remaimn. The information
security management system (ISMS) as codified the ISO2700x norm fanuly can be considered
to be a particularly important and successful framework. Based on orgamzations’ information
security requirements and the expectations of stakeholders, ISMS frameworks typically
suggest to implement a continuous improvement process that follows a plan-do-check-act
methodology.

Research on the delicate matter of IT security in organizations has proven to be challenging to
conduct, as orgamizations have to outline their potentially insufficient security measures to
outsiders [297]. When 1t 15 possible to find appropnate and willing partners, workers are often
characterized as rational users by management and researchers themselves [26, 79]. As a result,
1dentifying and modeling the parameters that may influence workers’ (in-)secure decisions is
a way commonly used for frying to improve workers” compliance to orgamizational guidelines
[460]. However, 1t has been found that contextual factors such as top-management and
orgamizational culture also influence comphiance behavior, which 1s far more complex than
that of rational users.

Information technology security cannot be reduced to ticking boxes or instantiating workflows.
Furthermore, workers are not only passive instruments to be educated or sanctioned; they also
need appropnate tools with which to manage IT security. Famously, Sasse et al stated that
“users are not the enemy™ [16] and demonstrated that unusable passwords result in mncreased
workloads for helpdesks. Other studies have found that the level of compliance in workflows
15 related to the effort required to comply with orgamizational guidelines [41, 236]. Given these
observations, insecure behavior makes sense from an economuc perspective. Therefore,
orgamizations must provide usable tools to allow their works (even when it comes to IT
professionals[99, 253, 452]) to work more securely.
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2.2.4. Individual Perspective
Securing and nimimizing collecting of personal data by system design 15 an important step to
safeguard individual pnivacy without the user having to care about basic protection. Still, legal
frameworks highlighting concepts such as “mformed consent” and “informational self-
deternunation™ need the user to be aware of and actively approve data disclosure. Against this
backdrop, 1t 15 an important question, how levels of exposure or secrecy, privacy or its absent,
should be communicated and designed in an IoT context.

Therefore, also HCI has—compared to its young time being—a long listory on desigming for
usable privacy. Due to the nature of the field, research on usable privacy, mn both its
development and focus, focuses on technological trends and their application. On the
mndividual level, the mamn goal 1s to foster and support privacy-related user behavior. This
objective 1s addressed in different ways, such as providing usable privacy features, increasing
privacy awareness or providing support for privacy decisions.

The aim of usable privacy 1s to ensure that useful privacy management mechamsms are
available and that these features are designed in such a manner that they are usable and
understandable by non-tech-savvy users [198, 473, 519]. At the basic level, usable privacy
begins with the application of general usability principles for desigming technological systems
and mterfaces. More specific principles mclude enabling privacy practices as part of normal
system usage and not inhibiting established usage practices [315], taking mental models of
privacy and security mnto account [326] and supporting standard privacy-onented access
controls [475].

The primary aim of privacy awareness tools 1s to sensitize the user to various privacy-related
concerns [33, 400]. Approaches that address privacy awareness attempt to increase
mndividuals’ attention, perception and cognitive capacity regarding which of their personal data
are recorded and by whom, how these data are processed and used and what amount(s) of data
will be stored and where [400]. Thus 1s challenging 1n ubiquitous computing environments, as
1t 1s often not readily apparent that data collection 1s taking place at all [311].
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Instead of merely providing passive awareness, a privacy decision support system aids users
mn active decision-making on prnivacy-related matters [13] by facilitating informed choices
[322]. However, there 1s no clear separation between passive and active techmques because
studies have shown that providing contextual cues, making people aware of privacy 1ssues and
presenting appropriate privacy-relevant mformation have an impact on disclosure decisions
[291]. In this vein, the potential of the justifications provided [293] and social norms [14, 386]
have been widely debated. A salient and widely researched example of a PDSS 1s the interface
for specifying privacy preferences for smartphones [33, 152, 173]. Felt et al_ [172] conducted
an extensive survey of the diverse strengths and weaknesses of design alternatives.

Further general pumdehnes addressed i the literature to support privacy decision-making
mnclude the provision of meamngful and suitable alternatives [437], improvement in the
expressiveness of the available options without a corresponding increase in complexity [33]
and increasing understandability by using straightforward and non-techmical language [69].

While a significant amount of research 1s bemng conducted 1n usable privacy, it has not been
mntegrated into many other fields. Although privacy 15 considered a key aspect of IoT and
ubiquitous computing, human factors, usability and user expenence (as relayed m user
demands) are largely unaddressed when drafting techmical legislation.

2.3. Designing for Usable Privacy: A Synthesis of Perspectives

When desigming usable privacy, theoretical concepts of privacy do not serve just as analytic
tool but also explicitly and imphicitly shape the design space [123]. As outlined above, privacy-
onented design techniques also vary substantially depending on the perspective adopted. The
perspective used in this work 1s primanly that of HCI. With research i this thesis spanming
across several domains with products that incorporate IoT concepts, however, it 1s clear that
other stakeholders also participate in the design of technologies. These may imnclude
governmental representatives and offices and public or private orgamzations that both rely on
and implement IT security technologies.

Therefore, in this thesis, the outlined perspectives are considered not as mutual exclusive or
parallel worlds but instead as being heavily mtertwined and thus having to work in concert
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with each other to identify sound solutions [516]. Privacy mechanisms at any level, this thesis
argues, nust designed collaboratively in respect of and complemented by corresponding
counterparts on other levels to become truly effective. In this vein, this work not only provides
a user perspective on privacy demands associated with some of the most widespread consumer
IoT devices but also addresses methodological implications concermng how HCI must be
adaptable evolve to be able to function alongside with regulative processes and domains such
as IT security and law.
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3. Study Outline

In this chapter, based on the current state of research, practice and legislation, the research
perspective and, in particular, the research questions gmding this work are presented.
Thereafter, some key characteristics of the fields of research addressed in thus thesis follow.
The chapter also features the demonstration of the setup and realization of the Living Labs in
the research conducted. Additionally, the overarching methodological theme of the use of
design case studies and the Living Lab methods of research as key frameworks in this thesis
are described as the methodological underpinnings of subsequent studies that were conducted
mn different contexts. The thesis then provides a detailed account of each publication’s
contribution to answermng the research question and motivating and steering further research.

3.1. Research Perspective

“Most PETs require advanced knowledge to use, are complex to configure and operate
correctly, and ultimately fail to meet end-user needs. ” [248]

Although the field of usable privacy has been gaining attention over the last years, users stll
suffer as a result of unusable hard- and software. Beyond the need to conduct research to
address existing questions regarding how to design for usable privacy, however, new questions
have emerged. In light of technological advancements, decisions concerning whether or not to
disclose data are pamning both economic and social importance. Simultaneously, the same
advancements lead to an increasing number of new products relying on the collection of (from
a user-perspective) abstract data, as a) these data are typically configured to be machine-
readable and b) products collect mghly technical sensor data i vast amounts. Due to these new
developments, it must be discussed whether practices that have been taken for granted— be
they on the legal techmical, orgamizational or individual level—still hold up under the
fundamentally new conditions brought about by the nse of the IoT and data markets for
mndividual users.

Agamst the backdrop outlined above, this thesis aims to provide an understanding of how data
disclosure information should be designed from a users’ perspective.
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Theoretically, the approach taken in this thesis was ighly influenced by ethnomethodological
thinking such as that of Garfinkel [189, 190]. Ethnomethodology has been frequently used as
a form of mquiry in design research and as a method for analyzing interactive systems [405].
As research has demonstrated, ethnomethodological approaches are suited to grasping broad
notions and situated effects associated with (not only technology) wusage. Since
ethnomethodological studies work with real-world actions, in contrast to, in confrast to
quantitative studies, they are not as prone to be critically influenced by common pitfalls such
as the attitude-behavior gap or the effects of bounded rationality [202, 458]. Instead,
ethnomethodological research can focus on the ordinary flow of actions taken by actors in their
everyday lives, which they generally do not realize are governed by certain structures.

To study these structures empirically, large parts of this research began with conducting trace
mterviews, which 1s a common practice in the study of posting behavior on social networks
[143]. More specifically, this approach 1s closely related to the concept of “data work™ [178,
495], resembling a softer version of breaching experiments [111, 113, 115] which intervene
mto and disturb existing practice with technical artifacts to make them explicit and visible to
researchers.

Thus research 1s based on specific cases concerming the (partially prospective) privacy practices
of ordmmary people usmg IoT products in Germany (the characteristics of these products are
outlined in Chapter 3.3). In certain ways, studying the practices of ordinary, non-experienced
users may lead to bias, as their practices may change when people become more fanuliar with
a technology. However, such a “bias™ also has a strength: When actually buying a connected
product or having a smart meter installed, users will have to make privacy decisions a priorn.
Asking non-experienced users questions about their perceptions of the privacy imphications of
technology 1s thus a helpful approach to identifying their actual practices.

In this regard, this research 1s driven by a strong practical orientation, which makes 1t possible
to understand the 1ssues related to the research question from the user’s point of view, which
1s particularly useful when explonng and “sensitizing concepts™ [55].
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The social constructivists Thomas and Thomas stressed that if people define situations as real,
those situations are real in their consequences [239]. Following this way of thinking the
evaluation of risks and advantages, as promoted by the concept of informed consent, 1s by no
means objective but instead relies on how people define the nskiness of a situation. In this
respect, the focus should actually be on perceived nisks and benefits. As stressed by Thomas
and Thomas, such a defimtion 1s not arbitrary, as 1t has consequences; for example, if leaving
an apartment unlocked because the neighborhood 1s perceived safe, it makes 1t easier for others
to break in.

With regard to information, 1t 1s also a prior not clear what meaning (also beyond concerns
regarding privacy) 1s attnbuted to data such GPS coordinates because the individual’s
attribution of meaming to data sigmficantly influences his or her decision as to whether
something 15 classified as private or less sensitive [410].

In the case of privacy decisions, one would have to ask how data that are to be released or kept
private are constructed and evaluated. What impression does the owner have of information or
data, and what does he or she consider to be private about such mnformation or data? What 1s
the value of keeping certain data private? Using this approach, 1t 1s possible to determine which
mechanisms are used 1 decision-making.

Part IT of this dissertation focuses on answering the questions identified above. The five
chapters of part IT have been published previously and closely resemble the forms in which
they were published as journal or conference papers.

3.2. Methodology”

This work generally follows a participatory design paradigm, subscribing to a design-case-
study methodology, as described by Wulf et al. [528]. As a result, the majonty of the research
presented was conducted in a Living Lab setting, as this approach made 1t possible to conduct
long-term appropriation studies on the research artifacts m question. Within this setting,

2 Parts of this chapter relate to the previously published book chapter: Corinna Ogonowski, Timo Jakobi,
Claudia Miiller and Jan Hess 2018. PRAXIT.ABS: A sustainable framework for user-centered ICT development
- Cultivating research experiences from Living Labs in the home, Socio-Informatics. 592
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mixed-method studies were conducted. All of these studies contribute to an iterative, user-
centered process for designing solutions for the management of privacy concerns.

In terms of concrete methods, this thesis relates to a mixed-methods approach. Randall et al.
[405] suggest that qualitative methods in general and the ethnographic approach to studying
practice i particular should not be understood as distinct approaches themselves, but only
serve as suitable methods for distinet analytic commitments and mterests. Such a view 1s in
keeping with the broadly “anti-method™ line found m much ethnomethodological work [331]
and can be traced back, at the very least, to work of Paul Feyerabend [175]. The point here 1s
that an understanding of practice does not require a specific method but rather a commitment
to the 1dea of the “rationales™ [227] of the members of the practice m question, especially if
one considers the “individual” level discussed above serniously. In principle, rationales can be
elicited 1n a variety of ways. Therefore, this thesis presents studies using a variety of methods
etther smiting explorative, ethnomethodological interests, as well as more evaluative, even

quantitative means (see Table 1).

Table 1: Overview of methods used throughout the studies.

Chpt. | Paper Title Methods used

4 Multilateral, Accessible Security of Smart | Scenario-based stakeholder analysis
Metening Systems

5 Privacy by Design for Connected Cars: Scenano-based stakeholder analysis

Available Architectures from a Consumer
Perspective—a User-Centered Discussion

6 Second Dashboard: Information Demands | Design case study, participatory
n a Connected Car design, interviews, focus groups

7 The Catch(es) with Smart Home: Design case study, participatory
Experiences of a Living Lab Field Study. | design, interviews, focus groups
8 Providing smartphone data visualizations | Breaching experiment

to support Privacy Literacy

9 Evolving Needs in IoT Control and Design case study, participatory
Accountability: A Longitudinal Study on | design, interviews, focus groups
Smart Home Intelligibility

10 It’s About What They Could Do with the | Open-ended questionnaire, focus
Data: A User Perspective on Privacy m groups, design probe, post-task
Smart Metening mterviews, quantitative evaluation
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By targeting some of the IoT systems most widely used by end users and carrying out design
case studies in practice, the studies were intended to extend the understanding of how to design
for usable privacy in IoT environments, taking into account technological, legal and indrvidual
perspectives. Consequently, the aims of this thesis are as follows:

e To promote the relevance of an integrated perspective of privacy by considering
regulations, technological development and individual empowerment. More
concretely, the thesis seeks to demonstrate how HCI (as a representative stakeholder
of indrviduals in privacy regulation) can prove helpful in improving the securnty and
privacy of IoT technology;

e To demonstrate the importance of information visualization for sensitizing end-users
and promoting their pnivacy literacy; and

¢ To obtam insight into the inner workings of the phenomenon of data disclosure m IoT
environments and identify means by which to inform design for supporting users in
managing privacy.

3.2.1. Participatory Design
Participatory design (PD) aims to involve different stakeholders in the development process to
reach a more democratic design [53] and, more generally, to develop software that will be
accepted by users. Applymg the methods and tools of PD aims at fostering a process of
desigming software that 1s, in some senses, grounded in practice. Traditionally, work in PD
addresses the context of the workplace [57]. Bedker et al. mghlight the importance of a design
that 1s truly informed by the needs of actual users. Such a design process requires establishing
a mutual learning process between designer and users (fo address questions such as “what 1s
needed?” and “what 1s possible?”). Instead of nvolving users as informants only, their genuine
participation results in a shared understanding of needs, problems and options with regard to

solutions.

With the wider distribution of new technologies, PD has increasingly focused on the domestic
context. In the field of HCIL, applymng PD to applications related to the home has become
equally popular, such as in the contexts of home care, ageing at home, fanuly interactions
around new media or energy management and sustamnability [115, 381]. Several concepts
mntended to promote the transferability of findings from the work to the home context have
proven successful to some degree, such as designing for social awareness [113]. However, the
home context arguably features unique demands of the appropriation and use of domestic
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technologies. Rather than designing for efficiency and utilitanian pursuits, home technologies
aim to foster sociability, inclusion and social awareness. This prompts a need to take into
account different underlymmg design aspects, such as desigming for recreational or ludic
experiences [195].

3.2.2. Design Case Studies

The nmlti-staged, action research approach [232] of design case studies [528] combines
methods from ethnographically-oniented research into user behavior and its rationales [405]
with those from design research, 1n which “probes™ are used in a vanety of ways, from the
stimulation of creative ideas to the evaluation of prototype artifacts [111, 194]. The basic
purpose of the design case study approach 1s to provide a means by which to relate the in-depth
knowledge of current practice that an ethnographic orientation provides with a means by which
to assess the viability and consequences of a technological mtervention collaboratively with
users. From this perspective, design 1s understood as an open-ended process that 1s informed
by the context of a particular study and that has a transformative potential.

Design case studies serve as a means by which to structure and leam about practices in and
through design [527]. In this context, practices are to be understood as part of the concept of
praxeological practice [410, 528]. In my work, user practices with regard to data disclosure
represent the starting point of my investigation into the social and socio-technical phenomenon
of privacy management in IoT. In this context, a practice can be defined as follows:

“4 practice is understood to be a mainly routinized pattern of human action which is not
only encompassed by mental and physical forms of activity but that is also greatly imprinted
by objects, especially by tools, media, and their usage. A practice is grounded in
background imowledge that is both not entirely explicit and containing emotional as well
as motivational elements. Practices, therefore, represent collective patterns of interaction
that are reproduced in specific contexts. While the collective patterns of interaction are
routinized, the concrete action is situated context-specifically and may deviate from them."
[528]
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Three main phases can be distinguished within the design case study approach: During the pre-
study phase, researchers seek to understand practices so as to then be able to frame a design
space. Durning the technology design phase, the design space 1s mapped onto technologies and
transferred into a design that 1s believed to have the potential to address the identified practices.
Thereafter, during the appropniation phase, research aims at understanding how the usage of
newly mtroduced artifacts interferes with and interacts in shaping practices and vice versa.
Design case studies thus provide grounds for addressing a certain context and looking into user
requirements and impact of mtervention on practices in detail while also affording a basis for
comparison. Design and evaluation can occur in different fields of practice, and the findings
produced by such research can be used to learn how software 1s bemng adapted and to gain
further msights into how a particular case (the design solution) might function mn sinular
environments.

3.2.3. Living Lab Setting

The general approach taken to researching domestic contexts 1s closely linked to Living Lab
studies in that the preference 1s to conduct long-term studies on households in naturalistic
seftings whenever possible. By collecting context-sensitive data, an in-depth understanding of
privacy management and the 1ssues associated with 1t, as well as user groups and their needs,
can be established. Longitudinal field research holds a considerable if often unrealized
potential m terms of the progressive refinement of design concepts and the evaluation of the
artifacts that result.

Living Labs [157, 374, 375] have proven to be a suitable framework for long-term mn situ
research, especially when investigating the adoption of technology. They allow for researching
appropriation processes in the wild, as participating households are able to integrate prototypes
and tools mnto their domestic ecologies. Thus, study participants do not have to anticipate usage
scenarios but can actually live and explore them Furthermore, this long-term cooperation
includes all stakeholders, including hardware and software developers, disseminators, vendors
and third parties. In various scenanos investigated m this thesis, the Living Labs framework
was found to effectively provide basis for and pmde the development of participatory
development processes.
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In Living Lab settings, design and development thereof 1s informed by continuous feedback
from (potential) users and represented in the form of mock-ups and other intermediate design
products that support the ongoing negotiation processes among design teams, end users and
stakeholder groups [375]. Sumilarly, evaluation of the products designed as a result of the
process 1s another important element of Living Labs. In the 1deal case, prototypes are given to
households as early as possible to allow researchers to learn how technology 1s appropnated
in a real-world environment and embedded into social practice [474].

Methodologically speaking, many different methods can be used to gain empirical insights,
ncluding mterviews, workshops, observation studies, usability tests and online questionnaires
(or combinations thereof). However, the approaches adopted by the many scholars who fall
under the broad label of Living Lab research vary considerably, often because the proximuty
of such research(ers) to real-world practice vanes considerably. The techmques employed to
evaluate the use of IT artifacts in the home and how they are appropriated will be contingent
on the degree to which the real-life circumstances of the representatives of the target group are
mnvestigated.

In this thesis, Living Labs are conceptualized as suggested by the PRAXT.ABS framework
[375]:

“[...Jan evolving systematic approach to the generation of a scientific corpus of practice-
based design work, being described as Grounded Design [420] [..] in turn based on the
Design Case Study " approach by Wulf et al. [527], reference by the author.

Living Labs with a focus on domestic or private sectors concerve the notion of a “real-use”
environment in different ways. Scholars who conduct Living Labs either collaborate with users
in real-world testbeds or in controlled artificial environments within test centers. For example,
MIT PlaceLab [250], Phulips HomeLab [431], the Georgia Institute of Technology [3] and
Fraunhofer Inhouse [78] have conducted both short- and nud-term evaluations in large-scale
controlled artificial domestic settings by building “typical” apartments or houses in test centers
and mviting participants for single-test or short-term studies over several hours or a few days.
In these studies, the researchers placed great emphasis on the layout of the labs to make “the
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environment aware of human activity” in the most supportive and least obstructive way
possible [3]. In contrast to relatively controlled environments of this kind, Bergvall-Kareborn
and Larsson [48], Mueller et al. [361], Wan et al. [506] and Schuurman et al. [443] conducted
more longitudinal studiesdesign studies and evaluations in natural everyday life contexts and
collected in situ feedback on user experience, usability aspects, technology acceptance and

appropriation processes.

3.2.4. Methods
The following subsections briefly describe the methods used throughout the studies described
in this thesis.

Multi-lateral Security/Scenario Analysis

Multilateral security 1s based on the view that security can only be defined from the perspective
of particular actors and their justified (security) interests [391]. Hence, the goal 1s not objective
security but finding a compronuse that 1s acceptable to all parties. A multi-sided secunty
infrastructure 1s intended to reduce the need for mmitual trust, recogmze conflicts between
actors, permut equitable negotiation and enable each interest group to verifiably protect 1ts
security mterests within the bounds of the negotiated compromuse [391, 526]. In practice, this
approach 1s often based on a combination of legal, orgamizational and technical perspective.

The mternational debate on IT-Security i1s increasingly recognizing the mernts of a user-
centered approach to security, which focuses on uvsability i1ssues m secunty models,
mechanisms and systems [539]. This approach shares many similarities with multi-sided
security. However, while multi-sided security takes a bird’s-eye view, user-centered security
adopts an explicit user perspective, but not without considening the socio-techmcal
preconditions that structure human behavior [307].

Multi-sided security has a special focus on the core security and usage requirements of various
stakeholders and intends to harmomize these requirements n the planning and implementation
phases of technology [424]. It usually highhghts the tensions between the varous actors’
mterests. A major contribution of user-centered security, however, 1s its focus on actors’

mnternal conflicts of interest. It sees a user as a social subject who unites different interests,
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many of which may conflict [409] ((in particular, there 1s often an internal conflict between
security and usability interests). Empirical studies have shown that users often make case-
based compronuses between security- and usability-focused usage practices to achieve their
aims [519].

Therefore, a user-centered approach to security attempts to assess the usability of securty
solutions, analyze the conflict(s) between overall system security and usability and identify

viable compromises.

With regard to multi-sided security, first the usage scenarios and the (justified) interests of the
relevant user groups need to be considered. These interests must be balanced on the basis of
the data protection principles of purpose limitation and necessity and taking mnto consideration
data subject rights [267, 274, 378, 423, 425].

Focus Groups
Focus group interviews represent a well-established methodology for exploratory research
intended to obtain as wide a range of responses as possible [31, 67, 310, 342]. Onginating in
media analysis [354] and having been adopted by medical researchers investigating illnesses,
focus group mterviews have become a widely used method in user-centered design:

“The method is particularly useful for exploring people's knowledge and experiences and can be
used to examine not only what people think but how they think and why they think that way.”

A key aspect of focus groups is the fact that what participants tell the researcher 1s inherently
shared with other group participants as well. This calls for careful management of a group’s
atmosphere to ensure an open-minded and truthful discussion. Above all, participants nmst
feel that they are able to freely interact with each other, and wide gaps mn social background or
lifestyle can defeat this requirement Note, however, that the goal 15 homogeneity in
background and not homogeneity in attitudes

For recrmiting focus groups and in terms of seeking msights, 1t 1s often more useful to think n
terms of mimmizing sample bias rather than achieving generalizability. This shaft in prionities
calls for wise theoretical sampling [110].
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One important strategy here can be the segmentation of potentially conflicting 1deas to avoid
destructive discussions or to ease social pressure. There are strong arguments [359] against
mixing categories of participants across authority or status lines, either due to ethical 1ssues or
because of the high probability that the discussion will be uncomfortable at best and conflict-
ridden at worst. The general strategy in using complex, segmented designs 1s to create a variety
of internally homogeneous groups that capture a wide range of potentially distinct perspectives
[288].

However, when participants are able to freely engage in a constructive discussion, especially
with regard to creativity, the exchange of 1deas can be fostered by collective and cooperative
thought and action.

Interviews and Open-ended Questionnaires
Interviews are a widely used method for gaiming insights into participants’ lives and actions,
as well as both the mternal and contextual factors influencing them In particular, narrative
mterviews seek to give rise to mterview situations that are similar to everyday conversations
and mn which interviewees' comments at least partly drive the elicitation of topics [242] and
the interview structure itself.

Throughout the studies mn this thesis, interviews are a frequently used method, with shght
variations and nuances for different purposes. During the explorative phases of the Living Lab
research conducted for this thesis, interviews were largely framed as problem-centered
mterviews in a broader sense, rather than targeting specific sequences of events, they were
intended to provide an understanding of the participants and their perceptions of the topics of
mvestigation. While not as broad as a narrative mterview and generally concerned with certain
aspects of life, such an interview 1s likewise

“[..] based on interactionist and phenomenological sociological research traditions [442]
with its principle concern to understand how the everyday ‘life world’ is constituted. In this
respect, the phenomenological sociology of kmowledge put forth by Berger and Luckmann
[47] is crucial for the understanding of reality as a socially constructed entity. ”[439]
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Particularly m research within Living Lab settings, during the phases investigating the use of
technological artifacts, which followed the exploratory phases, more focused questions
regarding embedding of technology into everyday life became mcreasingly important in the
research process. Such a combmation of narrative and senu-structured mterviews parts 1s
common, particularly in social science research, and 1s often referred to as a problem-centered
interview [522].

Weiss notes several drawbacks of interviews m general, most importantly he highlights:

“When respondents are asked about opinion, attitudes, appraisals, evaluations, values, or

beliefs, shading responses to present a positive picture of the self is especially likely."[515]

In particular, semi-structured interviews can be problematic i that researchers bring up topics,
thus potentially imposing their ideas on the participants [439]. Therefore, a researcher should
carefully reflect on the manner in which topics will be raised in interviews. In this regard, the
problem-centered interview as developed by Witzel [522] provides some guidelines for
balancing narrative flow and topics of interest.

Another challenge encountered in interviews 1s related to the temporal decouplng of a
participant’s experience and the reporting thereof to the researcher [515]. Due to this gap, and
in contrast to methods such as observations (which are often used in ethnographic research),
contextual information may be lost or reported 1n a distorted manner from the memory of
interviewees. Moreover, critical aspects of the participants’ interaction with the technological
artefact could be totally forgotten and thus rendered inaccessible for the researcher:

"Despite all the ways in which interview material can be problematic, richly detailed
accounts of vividly remembered events are likely to be trustworthy. Nor does apparent
inconsistency always demonstrate invalidity. After all, people can act in inconsistent ways

or maintain inconsistent feelings." [515]

To counter this effect and to strengthen the connection between the collected data and past
experiences, this thesis also used data visualization tools as a resource in many interviews.
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Such an approach 1s common m, for example, co-analysis of social media posts [143] and 15
known as a “trace interview.”

Weiss argues that besides planming and conducting interviews properly, the interviewing
partnership ultimately 1s of crucial importance mn terms of ensuring the vahidity of interviews.
To manage these partnerships—especially over longer periods of cooperation—the
PRAXI.ABS setting provides important puidelines [375].

Throughout the studies, open-ended questionnaires have been a means by which to understand
respondents’ hopes, fears and demands with regard to IoT technologies. While those
questionnaires featured open-ended questions much like those used i mterviews, in this case,
the interviewer was unable to ask follow-up questions and thus had reduced flexibility in terms
of adapting the mterviews to mdividual statements or questions. However, this method was
only used 1n case the scope of mmvestigation was very clearly defined.

With regard to analysis, both the oral and written interviews were transcribed and analyzed
them usmg thematic analysis by Braun and Clarke [66]. Responses were analyzed by at least
two researchers, who paid attention to how the participants expressed their expectations,
concerns and needs. Thematic coding 1s situated within the broad tradition of grounded theory
[204] but allows focused research questions to be used. Therefore, its broad phenomenological
orientation and lack of emphasis on theory bumlding swted the research questions very well.
Rather than generating theory, the primary research interest was in eliciting nich descriptions
of phenomena_ Using the MaxQDA coding software * the coders (minimum two researchers,
find more on that in the method sections of the respective papers) individually coded three
randomly chosen questionnaire responses. Depending on the type of interview (whether it was
more problem-centered and open or was more structured), a mixture of deductive and inductive
coding was used. Each round of mterviews featured various sessions aiming at consolidating
codes identified. The resulting code set was subsequently applied to the analysis of the
remaining responses and was critically and iteratively refined throughout the analyses

3 hitps://www.maxqda.com
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conducted by the coders iteratively. Newly 1dentified codes within the remaming questionnaire
responses were added to the individual code sets and were discussed m a final round of

consolidation.

Breaching Experiments: Feeding Back IoT Data Individually and Collectively
By discussing IoT data and their semantic meaning through personalized visuahzations, the
data were re-contextualized and thus opened to exploration and reasoning about their character.
With regard to more concrete methods, a wide variety of largely qualitative methods was
employed, such as explorative and evaluative semu-structured mterviews (both with and
without technology, mockups and/or prototypes of varymg degrees of matunity), creative and
reflective workshops with both lay users and experts and observations.

Over tume, the tools used also evolved alongside technological advancements. Early work, for
example on smartphone data collection, relied on manual generation of wisualizations.
Throughout the course of these studies, however, a flexible web-based tool was developed
specifically for the purpose of data exploration, which was subsequently used to visually depict
the recorded data of the study participants. By providing actually collected data, this tool
helped identifying the participants’ privacy demands and preferences by making them explicit
during the course of the interviews and thus accessible as a design resource for followmng
design iterations.

Thus research takes an approach that involves collecting and visualizing data and feeding the
visualizations back to users. Through data exploration sessions and design workshops, users’
data lhiteracy and ways of referring to data as a means of practicing privacy were imnvestigated.
Methodologically, this work 1s thus influenced by theoretical methods such as trace interviews
[143], which were adapted to research users’ relation to IoT data. In their theoretical framing
and conduct, these studies are closely related to what was later referred to as “data work™ [495],
an approach which within the studies of this thesis has been applied to understand privacy
demands of participants.
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Design Probes
Probes are used in a range of ways, from the stimulation of creative 1deas to the evaluation of
prototype artifacts in user-centered design processes [111, 194]. Design probes are understood
as “an approach of user-centered design for understanding human phenomena and exploring design

opportumities [339].

In HCI research, a design probe [58] can serve different purposes: First, a probe can serve as
a tool for mterpreting empirical design findings as a part of research through design [194].
Second, a probe can serve to make subconscious or taken-for-granted practices, values and
norms apparent by irritating and possibly explicitly breaking with the “normal ™ as perceived
by participants in a manner similar to that of breaching experiments [111].

From a methodological perspective, design probes can be characterized through three core
features [339]: First, the user takes an active part in generating research data. Second, they are
used to unveil the personal contexts and perceptions of users. Third, generally speaking, design
probes are of an exploratory nature. In this regard, they are closely related to ethnographic
approaches[112, 432] such as the ones outlined above. For supplementing qualitative findings,
however, a probe can also be extended to feature a quantitative component by having a higher
number of participants use the probe, which 1s how design probing was used m this thesis to
explore data privacy practices in the context of smart metering (Chapter 10).

3.3. The Consumer IoT: Selected Fields of Investigation

During the 1980s, the private sphere became a pronunent field for research on HCI. Empirical
research, especially ethnographically onented methods such as observation, was conducted on
certain aspects of the role of technology within private life, focusing particularly on technology
in the home. Television and video played a particularly salient role as a focus of research
activities. Lull, for example, investigated the social use of TV within fanulies [329]. With the
mass adaptation of PC technologies in the nud-1990s, many new research interests emerged.
New devices such as interactive TV sets changed the ways in which services were used and
also mnfluenced usage practices (e_g. those related to an early set-top box trial [373]) or led fo
or the emergence of new services for communication and individual media consumption (e g,

streaming providers such as Netflix and Amazon) on a varnety of different devices (e.g.,
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smartphones and tablet PCs) [238]. Today, smart home devices and wearables with smart
functions are further shaping the consumer market and household practices. These devices
reside around the home but are not limited to its physical space. For example, connected cars
or wearable devices are often conceptualized as part of private life, but their use 1s not
necessarily bound to the geo-spatial limitations of the home. In this regard, Living Labs are
often used as a research framework for researching the home as a “place™ and not linuted to
its “space”, as discussed by Harrison and Dourish [229].

Therefore, researchers in HCI and related fields have investigated different aspects of private
life at the mtersection of technology and its use. A vanety of empirical research work has
focused on different aspects of how technology 1s used and managed within fanmlies (e g_, the
use of computers to provide technical support or to assist in domestic chores [396], home
networking [214] and home automation [72, 226]) and the routine nature of communication
[115].

Broadly speaking, there are three different ways in which consumer IoT devices find their way
mnto society: First, there 1s the sector of new, market-driven IoT devices and services. An early,
but particularly noteworthy, example of the spread of IoT products through the market
arguably 1s the smartphone. More recently, smart home systems, fitness trackers and smart
assistants have become part of this stream The introduction of these devices was and still 1s
driven by consumer demand for mnovative technology. For these technologies, new
regulations are not being 1ssued. From a privacy research perspective, bearing in nund the
reflexive nature of society, technology and privacy, 1t 1s important to deternune how new
technology can relate to societal and legislative interpretations of privacy, protective and
informational needs, and how to design pnivacy management accordingly.

Second, and less common, 1s the case of legally prescribed digitalization. For example, the use
of smart metering devices 1s mandatory for citizens in many countries and will soon become
obligatory for millions of other people globally. In the case of “IoT by government,” specific
new regulations are often involved. Smart metering, for example, was one of the first
technologies to be subject to PbD in Europe. In addition, the German government classified
smart meters as part of the critical infrastructure of the country’s power grid and thus 1ssued
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IT secunity gmdelines based on the Common Criteria. In such contexts, 1t 1s important to
develop legislation also from a user's perspective in order to implement security and privacy
mechanisms that balance the interests of state actors, compames and consumers.

Fmally, as a third option, existing devices, tools, and services are connected to the Internet as
part of product mmnovation, driven by manufacturers, often without new specific regulation
being emplaced. In contrast to genumely new products, the “sensorization” of existing
products has a major difference: Consumers have already appropriated these products and
embedded their use into their everyday lives; indeed, they often rely on them While using
them 1s ostensibly voluntary, practically speaking, consumers may have no alternative. A
prominent example of such “inevitable IoT™ 1s the connected car. Millions of people rely on
their cars as a key part of their mobility, as their vehicles allow them to travel to work, take
their children to school or get from point A to pomt B in non-urban regions. Arguably, in
scenarios where using devices 15 non-negotiable and basically essential for everyday life in
society, regulations should consider consumers’ need for protection more closely. This notion
1s also supported by the German Ethics Commuttee on Connected and Autonomous Driving
[80]: A recent report published by the Commuftee states that a purely market-driven
infroduction of technology, as occurred with smartphone ecosystems, search engines and social
networks, should be avoided for future IoT devices that are or may become essential for users:

“Vehicle owners or vehicle users generally decide on the transfer and use of their vehicle
data. The voluntariness of such data disclosure presupposes the existence of serious
alternatives and practicability. A normative force of fact, such as that which prevails when
data is accessed by the operators of search engines or social networks, should be

counteracted at an early stage.” [80]

To ensure the existence of effective privacy measures for the IoT, the three levels described in
Chapter 2.2 need to be put into effect collectively. These levels therefore are at the core of
privacy research. This thesis addresses all of these levels by including studies on usable privacy
from the areas described in the following subsections.
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Table 2: Overview of selected fields of investigation, demonstrating a continuum of voluntary and obligatory adeption
depending on the products’ socio-historical context

Voluntary IoT Obligatory IoT

if:f;md Smart home Smartphone Smart car Smart metering

Voluntary/may i ) _
Ownership become quasi- Has become Will be quasi- Obligatory by

obligatory quasi-obligatory obligatory government
Driven by Market Market Market Legislation
IT/Privacy
Protection Basic Basic Mid High
Measures
Usability Varies High Unknown Low

3.3.1. Smart Metering
The German roll-out of smart meter systems i1s one of the supporting pillars for the
implementation of the smart grid and the energy revolution [17]. Intelligent measuring systems
(smart meters) record, collect, process, send and display current energy consumption data to
allow intelligent management of the power gnd (smart grid). In addition, they 1ssue tanffs and
control decentralized feed-in of energy producers mnto the grid and local energy consumption.
Dagital data collection offers varous advantages for different interest groups (1e. end
consumers, electricity suppliers, network and metering point operators, providers of innovative
energy services and society as a whole, as represented by politicians) [521]. Simultaneously,
new threats are emerging, against which protection measures need to be implemented to ensure
the secunty of supply and the resilience of smart grid infrastructure [146, 181, 363]. In
addition, the operation of intelligent electricity meters poses new challenges in the area of data
protection and data security.

The special need for privacy protection derives from the implemented and planned techmical
abilities of intelligent metering systems (a) to be able to remotely control devices in the future
and switch them off 1f necessary and (b) to record consumption on a fine-gramned basis, which
allows for the development of personal or household-related behavior profiles that permmt
detailed conclusions to be drawn about the daily routines of end consumers [187, 267, 362,
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445, 448]. Thus, the mstallation of intelligent measuring systems in a household will affect
several fundamental nights of the respective residents sismultaneously, including the night to
informational self-deternunation, the fundamental right to guarantee the confidentiality and
mntegrity of information technology systems and the right to the inviolability of the home [245].
Due to the potential for far-reaching mvasions of privacy, there 1s broad agreement in the
literature that, for smart meter systems, in addition to the general protection goals of IT security
(1.e. confidentiality, mtegrity, accessibility and authenticity), the specific need in terms of data
protection of ensuring the transparency, intervenability and non-linkability of organizational
activities must also be considered [425].

The special need for protection 1s also reflected in the extensive legal requirements for the
operation of intelligent measurement systems [274, 314], as well as for the storage and
dissenunation of data collected by thurd parties [267, 362, 413]. The protection profile of the
BSI which was developed in accordance with the Common Cnteria and technical guideline
TRO03109.1 should be mentioned here [314]. These regulations lay down binding minimum
standards for the protection of recorded and transmitted consumption data, as well as the
control and information options of the final consumer with regard to his or her data.

While the subject matter in the literature has mostly been examuned from legal technical and
orgamzational perspectives [186, 187, 245, 267, 274, 314, 362, 423], there 1s thus far hardly
any work that has explicitly dealt with questions concerming the usability of protective
measures. User-centered security research [539, 519] shows, however, that, in practice,
protective measures can lead to a reduction in the level of secunty if they are not suitable for
everyday use and barrier-free. In addition to technical safety, 1t 1s therefore also important to
consider the analysis, design and evaluation of practical safety. In thus context, one frequently
encounters a tension between the demand for preater safety on the one hand and greater
usability on the other. Agamnst this background, our contribution aims to formulate and
evaluate the various usage and implementation scenanos when it comes to intelligent

measurement systems.
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3.3.2. Smartphones

Smartphones are arguably one of the most widespread devices carrying embedded sensors. In
a broader sense, they can be understood as very early mcamations of IoT devices. Rapidly
gaimmng popularity with the launch of the first iPhone in 2007, within a decade, smartphones
evolved from a luxury to a ubiquitous companion in modern societies. The many sensors of a
smartphone make it possible to determine 1ts location, meaning that users of location-based
services are constantly locatable. In addition, events such as key strokes, switching a
smartphone’s screen on or off or loading states can be used to mfer activities [328].

With regard to privacy risks associated with smartphone use, previous research has employed
mechanisms of IT security and privacy known from other fields on all three of the levels
outlined i Chapter 2.2 PbD approaches [94, 311] and privacy regulations such as the GDPR
[164] have been evaluated with regard to their potential to provide pmdance for designing
privacy protection mechamisms into said systems. Techmical means include research into
means of safepuarding privacy using obfuscation [71, 144], anonynuzation [196] or spatial and
temporal degradation [305]. On an individual level, privacy management support 1s typically
researched addressing questions that reflect lepal requirements: (1) who the recipient of
location information 1s, (2) what the location to be disclosed 1s, (3) the purpose of disclosing
and (4) the level of detail [105, 385, 486].

It 15 also understood, however, that, in different sifuations mvolving location sharing, users
may have different preferences regarding whether or not location information should be shared
with others [317]. As part of said context, the physical location also carries indrvidually and
socially ascribed meaming [229]. While there are studies that acknowledge the role of
contextual and situational factors in location-sharing practices, specific aspects of a particular
context are typically focused on: For example, Tang et al. focused on the purpose of location
sharing [487], while Patil et al [385] and Tang et al. [486] considered the type of context in
which location sharing occurs.

Another stream of research on the indridual level targets consent for shaning data with
providers of mobile applications, especially ways of raising awareness and and how to design
effective privacy notices [33, 34, 46, 437].
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In a smular vein, questions arise as to the extent to which mdividuals’ data protection settings
correspond to theiwr data protection requirements and whether unwanted nsights into the
privacy of users can be obtained through consent. It 1s known, for example, that users are often
not 1n a position to understand the techmcal (commumication) connections of the Internet or to
1dentify ways of protecting their own privacy on the Internet, let alone to explain them [272,
407]. In addition, privacy 1s generally assigned a higher value in theory than it 1s in practice
[19]. Agamst this background, questions arise as to what extent the mechamsm by which an
application accesses a smartphone's sensors fits the privacy needs of users and what
information needs to be obtained to achieve a better fit with the privacy practices--and thus the
protection needs—of users?

The smartphone privacy study builds upon and extended the existing work of Tang et al. and
Patil et al. [385, 486] by collecting real-world data from the everyday lives of participants
using non-obtrusive technology. The focus, however, extends beyond location disclosure, thus
widening the analytic lens.

3.3.3. Smart Home
Smart home solutions are a technology trend that 1s considered to hold major market potentials
[461]. However, smart homes collect data from and gauge a completely new environment,
namely the epitome of privacy: the prnivate household with its ecologies and practices.
Comprehensive smart home systems feature a large variety of sensing and automation
technologies and can thus provide detailed msights by controlling and monitoring, for
example, air conditioning, lights, windows, garage doors, energy consumption and smart
apphances such as TVs or washing machines. The sheer number of sensors used in such
systems offers new opportunities for and levels of detail i profiling. Many providers of smart
home services offer cloud storage solutions that provide remote control over smart homes but
also send private data to external parties, thus posing potential security threats to the user.
From an IT secunty perspective, these developments are not fundamentally new but rather
represent a new field of application for old problems. For HCI, however, this new arena raises
questions with regard to how to design privacy-supporting interfaces for such a broad range of
sensors in the large varety of intertwined and complex usage situations that households imply.
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As early as 2003, Egpen et al [150] stated in a survey on smart homes that it 1s crucial that
people maintain control over devices and buld trust in them: “Intelligence 1s not the same as
autonomy. This means that decisions and activities are the domam of the family™ [150].
Instead of acting autonomously, smart home must adapt to the living environment, contextual
conditions and individual preferences of residents, which can change over time. Still, actions
can be grounded in highly complex algorithms, potentially making it hard for home inhabitants
to understand results. Therefore, particularly in the field of ubiquitous computing, the
challenge of ensuring the comprehensibility of actions for the user i1s posed against the
background of ever smaller, less visible and better embedded systems that are intended to act
independently to a certamn extent:

“One fear of users is the lack of knowledge of what some computing system is doing, or that
something is being done ‘behind their backs’. "[4]

In distributed and embedded systems such as smart homes, in which many sensors work
independently, system states can usually only be retrieved via the central software interface.
This mcludes the provision of effective mechamsms for clarifying the data protection
mmplications of smart home services. Most users are unaware of the consequences for privacy
of sharing data measuring their households and act against their actual intentions, as various
studies on the attitude-behavior gap have shown [96, 223, 466]. Providing usable mechanisms
that support system state transparency for the end user could make smart home environments
could lead to them beimng perceived as more trustworthy and understandable, thus increasing
the perceived and possibly actual competence of the user.

Beyond transparency, multiple studies have shown that perceived and actual control over
automated technologies such as context-sensitive or ubiquitous IT systems plays an important
role in user acceptance [39, 42, 43].

3.3.4. Connected Car
In Germany, more than 46 million motor vehicles [27] covered 246.1 billion kilometers of road
on motorways alone in 2018 [167].
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Already today, a large number of different sensors and commumication modules, as well as an
Internet connection, are installed i individual prenmum car models. Smce 2018, an eCall
system that automatically dials the European emergency number 112 m the event of an
accident and transnuts basic vehicle information (such as position and direction of travel) to
an emergency recording system has also been mandatory for new cars. In addition, service
platforms will also be developed that make the data obtained from the cyber-physical systems
of automobiles accessible to Ornginal Equpment Manufacturers (OEM) or third-party
providers, for example. Through the availability of continuously updated information systems
(e.g., maps with additional information), which are formed by the diverse data provided by
automobiles, completely new interdisciphinary benefits can be exploited.

Already identified examples of such benefits mclude real-time road condition data for
maintenance tasks, hazard identification and automatic alerting of emergency services in the
case of accidents. The opportunities offered by easily obtainable mformation and the new
msights that result should rapidly become clear to most users. However, i addition to the loss
of privacy, analysis may also lead to false assumptions regarding causality and predictions, as
well as unfavorable outcomes for drnivers, e.g. through profiling dnving behavior for car

insurance tariffs.

In order to overcome these obstacles, IT securnty seeks to ensure the confidentiality, integrity,
availability and anonynuzation of data throughout the entire processing chain by either
orgamzational or technical means [518]. In addition, the relationship between benefits and
risks must be made transparent to those mvolved in an understandable way so that they can
make their own decisions regarding the release of their data or part thereof.

Legal and scientific research in the field of connected card data 1s only just beginning. Thus
far, 1t has primarily dealt with the classification of different processes of data disclosure by
highlighting the differing legal implications in relation to different areas of law, such as data
protection law [9], [10] and [11].

Ergonomic designs for data protection management in connected cars also confribute to
mncreasing the security and acceptance of IT systems by making their secunity mechamsms
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comprehensible for the user. The field of user-centered security therefore investigates aspects
of the usability of software for users in order to guarantee techmcal secunity and, in practice,
to resolve the alleped antagomsm between security and vsability [16, 538]. In particular,
desigming 1n the context of trends in ubiquitous and mobile computing [36], as well as 1n cloud
systems [485], represents open challenges to combme usability, privacy and secunty due to
the abstract nature and mwisibility of the data colleting systems. To optimally protect
consumers in their privacy practices while allowing for the exploitation of the market potential
of connected car data to be exploited, it will be necessary to conduct user-centered research on
privacy management in the context of the connected car.

3.4. Aligning the Publications with the Research Questions

Imtially begmnning m 2011, Living Lab-based research on eco-feedback, both in the smart
home [255, 259, 264, 445, 447] and in office environments [261, 265], shows how users and
orgamzations raised privacy concems when data were stored externally. Similarly, work on a
project to design IT solutions intended to support the integration of the elderly in their local
commumnities revealed considerable privacy concemns [244] Due to a trusting relationship
between researchers and participants using the co-developed PRAXT.ABS approach [375],
those concerns were managed successfully, and sutable ways for mamtaimng privacy were
identified. Still, 1t became clear that storing energy consumption data mn a umversity cloud or
sharing data via the Internet more generally to render them accessible to users (for their
convenience) and to researchers (for the development of feedback systems) was perceived as

a sensitive matter.

The research agenda that was set up, followed a project-dniven logic and included four phases
which covered the use cases of smart metering, smartphones, smart homes and connected cars.
Throughout all of these phases, the research process was generally informed and giuded by the
framework of design case studies as proposed by Wulf et al. [528]. While each study
subscribed to the practice-based approach, they varied m their comprehensiveness and depth
depending on the research question defined.

As a follow-up to the mitial findings regarding the sensitivity of energy monitoring data, in
2013, a study to explore human factors in smart metering secunity and privacy kicked off. At
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that time, in Germany, povernmental agencies were in the process of defining secunity and
privacy requirements for smart meter gateways [131, 289, 366], which are understood to be
key to establishing a smart grid environment [102, 168, 169, 338, 422]. Analyzing the process
revealed that in this process, the mput of users was largely not taken mto account, resulting in
a mghly unusable definition of the mterfaces for using the smart meter gateway ecosystem, as
described in Chapter 10. In a sinular manner, Chapters 5 and 6 outline the incorporation of the
user perspective in the case of connected car. Whereas the former chapter 4 1s stronger focused
on informing regulation of smart meters with a user perspective on privacy and usability, the
latter chapter 5 and 6 present users’ mformation demands with regard to connected cars.
Taking the use case of computer-supported car sharing, the potential to improve interpersonal
reputation systems using connected car data and the corresponding privacy demands were
mvestigated [472].

To look into the appropriation of new technology and information demands, the thesis also
includes a smart home appropriation study to understand hurdles to appropriation in distributed
IoT devices (Chapters 7 and 8). Besides learming about limitations of ecosystems, as well as
about designing user expernience for hard- and software [257], also gmdelines for designing
feedback for lay users of embedded systems in home environments were identified. More
specifically the gindelines included usability factors for designing feedback of measured data
and pmdelines for maintaimng system intelligibility and privacy awareness i smart home
environments [263].

Targeting privacy more closely, the thesis then presents a subsequent intervention study on
smartphone privacy (see Chapter 9). In a first step, data from a participant’s smartphone was
collected over the course of several weeks using a self-deployed sensing framework Feeding
back this data in a workshop in which other participants attempted to investigate the meaning
of the collected data resulted in an enjoyable approach to explonng data and increasing
perceived privacy awareness for participants. It also demonstrated the crucial role that data
visualizing plays m terms of mncreasing data literacy. Finally, chapter 10 presents a multi-
staged design-case study in the area of smart metering- It was conducted to gain a detailed
understanding of how users relate to abstract IoT data when it comes to maintaiming their
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privacy by unveiling information needs, privacy demands and ways of ascribmg meamng to
abstract data.

In Chapter 11, the major findings of the above studies are discussed with a focus on their
theoretical and practical implications for HCI as a research field and regulative processes.
Believing mn the value of a more integrated perspective on privacy across levels as discussed
in chapter 2.2, however, it 1s further argued that the findings 1n this thesis on designing more
usable privacy for IoT can only truly put to effect if they were to be embedded in a co-
depending design process mvolving technology, law and the user perspective, as represented
by HCI research.
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Multilateral, Accessible Security of Smart Metening Systems

4. Multilateral, Accessible Security of Smart Metering

Systems

The rollout of Smart Metering systems also brings a strong intrusion mto end
consumer privacy. This article analyses potential implementation scenarios from
an explicit user perspective. To avoid the risk of a privacy divide, we propose that
protective measures and regulation focus more on socio-econonuc aspects to

promote secure, accessible, and usable mass-market solutions.

“The more secure a system is, the harder it is to use. The harder it is to use a

system, the less secure it will be.” Krause, quoted from [Krause, zit. nach 304]

4.1, Introduction

The roll-out of Smart Metering systems 1s one of the pillars of the energy transition
[17]. Smart Metering systems measure, record, process, transnut, and display
electricity consumption data. Furthermore, they adjust tanffs and control local
energy consumers and producers. Digital metering has vanous benefits for
stakeholders (end consumers, electricity providers, grnid and meter operators,
providers of mnovative energy solutions, and the political representatives of
society as a whole) [521].

However, there are also new threats which require protective measures to ensure
supply security and resilience of the smart grid infrastructure [146, 181, 363].
Smart meters also pose new challenges to data protection and privacy.

These special challenges arise from the planned and realised techmical ability of
Smart Metering systems to (a) control and switch off devices, if necessary; (b)
perform fine-grained metering, which permuts creating personalised or household-
based behavioural profiles and gives insight into end consumers® daily routines
[187, 267, 362, 445, 448]. Hence, installing smart meters affects several basic
rights of the inhabitants at once, such as the right to informational autonomy, the
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basic right to guaranteed confidentiality and mtegrity of information technology
systems, and the night to inviolability of the home [245]. Since these are severe
mfrusions mto user privacy, the literature largely agrees that Smart Metering
systems must be subject to specific data protection requirements — namely
transparency, mtervenability, and non-linkability of data — that exceed the general
principles of IT security — confidentiality, integrity, authenticity.

These special requirements are also reflected in the extensive regulation of Smart
Metering systems [274, 314] and of third-party storage and processing of collected
data [267, 362, 413]. Examples include the Protection Profile of the Federal Office
for Information Security (BSI) based on the Common Cnteria and the BSI
Techmcal Gudeline TR03109.1 [314]. These set mandatory nunimum standards
for the protection of collected and transferrable consumption data and for end

consumers’ rights to control and disclosure.

While the literature usually treats the issue from a legal, techmical or
organizational perspective [186, 187, 245, 267, 274, 314, 362, 423], there is a lack
of publications dealing explicitly with the usability of protective measures. User-
centered security research [519, 539] shows that protective measures can decrease
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Figure 1: Simplified Chart of BSI-compliant Smart Metering Infrastructure
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the security level i practice, if they are not accessible and fit for everyday use.
Techmcal security concerns should therefore not exclude the analysis, design, and
assessment of practical secunity. Here you often find tensions between security
and usability. To develop systems that are secure in practice, not just in theory,
these tensions must be analyzed seriously and without bias, and both concerns
must be seen as legitimate. This arficle therefore aims to evaluate the various

usage scenarios and implementations of Smart Metering systems.

4.2. BSI Protection Profile

The new requirements for energy grids can only be achieved by coordinating
energy production and consumption and ensuring secure data transmussion
between all stakeholders. This will require two new components in smart energy
gnds: smart meters (SM) and smart meter gateways (SMGW) as central
communication umts. These two components are the foundation of the Smart
Metering system.

The components and areas shown in Figure 1 and the secunty requirements for
Smart Metering systems are detailed in several BSI specifications, cp. [73, vgl.
74, 75].

The SMGW 1s the central unit for processing and secure storage of the data
produced by the connected metering systems. It 1s intended to ensure secure data
transnmmssion between the participants of the connected networks. According to
the BSI, these network types are:

¢ Local Metrological Network (LMN): Network for connection of local
devices (electricity, gas, or water meters) of end consumers.

« Home Area Network (HAN): Network for local connection and
controlling of energy producers and energy consumers (controllable local
systems (CLS)) in households; also serves to provide information to end
consumers and techmical operating staff (service technicians (SRV)).

e Wide Area Network (WAN): Network for connecting both gateway
admins (GWA) for SMGW admumstration and external market
participants (EMP) for data transmission.



The SMGW also works as a firewall separating these networks and their
participants_ In addition to this logical separation, all networks are also physically
separated [74] .

The SMGW receives metering values from smart meters connected to the LMN.
The main differences between smart meters and regular metering systems are that
they use encryption to communicate with the SMGW and that the transnmssion of
metering values by the SMGW can be controlled [74].

The BSI's pmdelines also specify which data may be sent through the wide-area
network. The BSI also defines property rights for each role. The end consumers,
both as natural and as legal persons, own the metering data from their metering
systems and any derivative data. External market participants are stakeholders and
users of this data, since they use 1t for billing, pricing, and monitoring the network
condition. Electricity providers are also considered external market participants,
although they are usually the customer’s first contact for problems and questions
about metering systems. Gateway admins (GWA) usually have no access to this
type of data. They receive system-relevant information, like configuration data,
system logs, or cahibration logs. The service technician 1s tasked with diagnostics
and 1s therefore allowed to access system-relevant data. Unlike the GWA,
however, the service technician may not store this data. Each participant may
access the SMGW only through the network assigned to them, as shown in Figure
1[74].

One technical requirement 1s that the HAN and WAN ports must be physically
separated and use an Ethernet interface. Operating interfaces and accessibility
options are not specified in detail Although there are position papers implicitly

requiring visualisation media [366], the BSI Protection Profile no longer requires
a mandatory display unit to be provided free of charge.
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4.3. Theoretical Background

4.3.1. Multilateral Security
The BSI Protection Profile 1s shaped by the heterogeneous actors mvolved in
developing secure smart gnd infrastructures and their sometimes conflicting
mterests [511] (cp. section 2). The multilateral security approach has proven itself
in simular constellations [424].

Multilateral security i1s based on the idea that security can only be defined for
particular actors and their justified (secunity) interests [391]. Hence, the goal 1s
not objective security, but finding a compronuse acceptable to all sides. A multi-
sided security infrastructure 1s mtended to reduce the need for mutual trust,
recognise conflicts between actors, pernut equitable negotiation, and enable each
mterest group to verifiably protect their security interests within the bounds of the
negotiated compromuse [391, 526]. In practice, the approach 1s often based on a
legal, organisational, and technical perspective.

4.3.2. User-Cantered Security
The international debate 1s increasmgly recogmsing the user-centred approach to
security, which focuses on usability 1ssues in secunity models, mechanisms and
systems [539]. This approach shares many similarnities with multi-sided security.
But while multi-sided secunty takes a bird’s eye view, user-centred securty takes
an explicit user perspective, but not without considering the socio-technical
preconditions that structure human behaviour [307].

Multi-sided securnity has a special focus on the core secunty and usage
requirements of various stakeholders and intends to harmomse them in the
planning and implementation phases [424]. It usually lghlights the tensions
between the various actors’ interests. A major contnibution of user-centred
security, however, 1s the focus on actors’ internal conflicts of interest. It sees the
user as a social subject which umtes different interests that may conflict [409]
(especially the internal conflict between security and usability interests).
Empinical studies have shown that users often make case-based compromuses
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between security- and usability-focused usage practices to achieve their aims
[519].

Therefore, user-centred security tries to assess the usability of security solutions,
analyse the conflict between overall system security and usability, and pomt out

viable compronuses.

4.3.3. Accessible Security
Accessible security 1s a special case of usable — or practical — security. It addresses
the 1ssue that security measures do not just prevent third parties from accessing
mformation and functions, but may also create new hurdles for users. This usually
reduces user acceptance, and m the worst case may even reduce the degree of
security in practice.

The narrower meaning of accessibility refers to systems allowing disabled people
access and use in the customary manner, without special difficulty and, as a rule,
without external help (cp. section 4 Behindertengleichstellungsgesetz [51]) . The
wider meaning does not differentiate between “able-bodied” and “disabled,” [282]
but instead implies umiversal “design for all ” So the aim 1s to consider the needs
and abalities of all people, so that nobody 1s excluded from using a system due to

physical, cognitive, social, or technical restrictions (cp. ISO 9241-171:2008).

This wider sense of accessibility means that users, regardless of their disability
status, can pursue their security interests and needs in their everyday lives without
external help or additional technical measures. This defimition adds a specific,
mternal user perspective to the general demand of mmlti-sided security.

4.4. Scenario-Based Analysis

With regard to multi-sided security, we are first looking at the usage scenarios and
the (justified) interests of user groups. These interests must be balanced on the
basis of the data protection principles of purpose limitation, necessity, and
consideration of data subject nights [267, 274, 378, 423, 425].
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4.4.1. Usage Scenarios

Billing and Variable Tariffs
Automatic meter reading for consumption-based billing 1s an important usage
scenario [186]. However, it does not require fine-grained consumption data.

This need will likely arise only as controlled load or time-of-use tariffs emerge
due to nising volatility on the electricity market. Promoting such tanffs makes
sense for the general economy, since they can increase overall gnd efficiency by

optimizing the rate of electricity production to consumption. End consumers also
benefit, if cost optimization leads to cheaper tariffs. There 1s also a data-saving
solution without fine-prained usage data transnussion: If the electricity providers’
latest tariffs are stored on the device, each smart meter can perform its own
decentralized tanff adjustment [187]. This will make it enough to transfer
personalized consumption data only once per billing period.

Remote Controlling and Remote Shutoff
Smart Metering systems will allow remote controlling of systems and devices and
targeted disconnection of meter points from the grid. This results in two major
usage scenarios from an electricity provider’s perspective:

In the first, dynamically optimized controlling of producers and consumers will
avold peak loads and allow activation and deactivation of decentralized electricity
producers on demand. Sinular as with controlled load tanffs, end users may
benefit, for example, by charging their electric velicles when the price of
electricity 1s lower [363].

The second scenario permuts fast remote disconnection of late-paying end
consumers from the grid [363]. Hence, Miiller [364] demands that end users retain
control over remote confrol and disconnection. However, it remains vague, how
less tech-savvy end consumers may properly and effectively exercise this control
while ensuring sufficient protection against unauthonized third-party access.
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Electricity providers are also interested in fine-gramed consumption data because,
compared to standard load profiles, it allows more precise forecasts. This would
allow optimized grid feeding and mimmuize nisky short-term purchasing from the
energy exchange [186, 362]. Creating reliable consumption curves, however, does
not require that data be assignable to indrvidual households [363]. Mass data
collection would also be unnecessary, as anonymized data samples would be
enough [187] WVanous techmical approaches to anonymuzation have been
proposed, for example, using collectors [388] or group signatures [363]. As a
compronuse between consumer and supplier interests, Miiller [362] further
proposes a smaller temporal resolution of metering data and aggregation of
mtermediate values and data from multiple households. Smart Metering systems
also allow closer momitoring and management of the distribution grid’s condition.
Metering values at local substations seems sufficient [378], but this aspect has not
been researched much.

Consumption Feedback
This 1s currently the largest incentive for consumers to use smart meters [479].
Feedback allows them to learn more about their consumption, to better control 1t,
and to identify potential savings [445, 448]. Studies show that savings of 5-15%
are possible [124] — this also motivates legislators to promote a broad roll-out of
Smart Metering and more conscious energy consumption [17]. Effective
consumption feedback should support real-time visualization, comparative
consumption display, and a detailled reconstruction of users’ consumption
behavior. This places high demands on fine-gramed real-time collection,
processing, and storage of data over extended periods. It also creates a tension
between effective consumption feedback for research purposes and data
minimization for preventive data protection. The literature prefers a local solution
for consumption feedback to ensure transparent data protection [187, 362, 378].
The consumption data would remain on the end consumer’s device and not be sent
to third parties [187]. Ideally, the data should also be processed and visualized
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using free software to avoid dependence on commercial providers and to verify
data protection comphiance in the source code.

4.4.2. Implementation Scenarios
Each usage scenario comes with a list with technical and orgamzational measures
to ensure that data protection and other interests are ensured to various degrees
[424].

From an end consumer perspective, the protection measures should not restrict the
benefit provided by the consumption feedback As stated above, this creates a
tension, which will not easily dissolve in the future. Therefore, we need viable
compromuses under the current social and technical conditions. In the following,
we analyze several denved usage scenarios.

Electricity Provider’s Proprietary Portal

In this scenanio, the end consumer can access consumption data through the
electricity provider’s portal. This scenario 1s similar to the YelloStrom solution:
“Customers receive new meters which record consumption by the second and
transnut it to headquarters every 15 minutes over the Internet. Users can access
their data on the YelloStrom website” [313]. One problem 1s that users must trust
m the provider not to abuse their data. The data also needs to be sent through the
public Internet, which has more risk exposure than local data transmission.

Despite these drawbacks, the portal solution has the sigmificant advantage that
most people have Internet access, so that after closing the electricity contract, end
consumers can directly see their consumption data in the portal without any
additional costs or hardware. Yet, according to the Federal Statistical Office, a
quarter of all private households had no Internet connection i 2011. So an
accessible alternative access point 1s needed in order not to exclude this group.
The usability and accessibility of the portal also depend on its actual
mmplementation. For example, the Accessible IT Ordinance (BITV) or the
gmdelines on website accessibility (WSAC 2.0) should be observed [282].
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Another restriction for users 1s the risk of vendor lock-mn [307] in proprietary IT
solutions. Although the data legally belongs to end users, they remain tied to the
vendor and cannot freely store, process, visualize, or share their data.

In summary, the propnetary portal solution offers the least degree of data
transparency compared to other scenarios. In particular, users have no nfluence
on the protection of their secunty interests and no way to trace or control the use
of their data. Usability depends heavily on the specific implementation, but can
generally be rated as medium to mgh, especially if mobile device visualization of
consumption 1s supported. The solution also offers good accessibility, if the user
has Internet access (which 1s not always the case). In this case, installation efforts
and additional costs would be negligible.

Standardized Smart Energy Cloud Services

Standardized cloud services are one alternative to proprietary portals. Here, end
consumers send their recorded consumption data to an external provider of their
choice for evaluation and visualization according to their wishes. These services
can be provided by commercial providers (e_g., Verivox, Google, Facebook), non-
profits (such as Stiftung Warentest), or governmental instifutions (e.g. Energy
Agency, Federal Statistical Office). Services can range from simple consumption
feedback to personalized comparnison portals to new, smart electricity services.

In terms of techmical security, the provider portal solution and proposed cloud
services share many similarties (e g data fransfer over the Internet.) However,
the cloud solution would require sending of private data to previously
unauthorized providers. This requires additional measures for transmssion and

storage and causes new security 1ssues.

Furthermore, cloud services raise new consumer concerns about specific use,
especially to what extent private data may be shared with third parties for non-
restnicted purposes. Some secondary use scenarios for big data are already based
on non-restricted sharng of data [341]. Information asymmetries between
providers and users make this particularly problematic, since users can hardly
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estimate the consequences of their decisions [20]. A related issue 1s the case-based
distinction between desirable information (such as ways to save energy at home)
and unwanted advertising (such as information about savings with the intention to
sell energy-efficient refrigerators).

Consent-based sharing of data 1s crucial, as it would allow end consumers to
decide — at least formally —whether to trust a provider and to protect their justified
mterests. The BSI Protection Profile covers cloud services as “external market
participants ” However, it should be considered whether the different services
should be standardized further and placed mn separate categories of purpose and
protection. This would mcrease transparency and allow end consumers to make
more informed decisions. There should also be standardized data formats and
protocols for the mdividual categories to mimimize transaction costs when users
switch providers (due to changed terms and conditions or privacy policies, for

example).

Another 1ssue 15 free access by external market participants. Here there 1s a latent
conflict between the wish for a broad range of third-party solutions and protection
of individual end consumers and the meter operators’ overall infrastructure. There
15 a danger of the metering infrastructure provider citing security concerns to
exclude unwanted competitors.

Transparent rules and protection requirements are needed to verify when it may
be justified to exclude a provider and to ensure free market access. The key goal
should be to enable end consumers o make free and mformed decisions about
what happens to their data and for which purposes it 1s shared.

Smce cloud scenarios are very complex and their implementation 1s often still
unclear, 1t 1s hard to make a general assessment. However, this scenario 1s likely
to share some smularities with the provider portal solution, which 1s why we are
focusing on the differences. For example, the additional parties involved are likely
to reduce the overall level of data secunty. Yet, the choice between various
providers should increase end consumers’ informational autonomy. It can also be
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expected that the wide reach and usability expertise of large software producers
like Google will result in their cloud services offering good overall usability.
Accessibility will depend strongly on external market participants’ infrastructure.
A major factor will be, 1if finding and mstalling suitable services 1s as user-friendly
as m the Android Marketplace or the Apple App Store. Since the software
solutions would be cross-funded by advertising and similar means, additional

costs for end consumers should remain low.

Single-Purpose Display
The single-purpose display visualizes energy consumption data locally, so that the
data does not have to leave the end consumer’s location. The display can either be
mtegrated into the smart meter’s housing, a smart gateway, or an external display,
which 1s installed in the home.

The local display offers high technical secunty by design. The single-purpose
display can also be custorzed to provide user-friendly and accessible
consumption feedback. However, it does have some drawbacks, such as higher
costs for development and production costs for Smart Metering systems. Version
0.9.2 of the BSI Protection Profile made an integrated display mandatory and
required manufacturers or operators to bear the costs [364]. However, these rules
were dropped from later versions, so the higher costs would now be passed on to

end consumers.

Another drawback of integrated displays 1s that meters are usually installed in the
basement with varying ease of access. The practical barmer of accessing the
mformation adds to the financial one. This would also undermune the politically

desirable effect of giving users a steady overview of their (energy) consumption
behavior.

Stationary or mobile single-purpose displays do not share this drawback, but the
financial barrier remains. Overall, a single-purpose display would offer the
greatest data protection transparency among all the scenarios. However, a display
mstalled in the meter would not be usable. Good-quality mobile or stationary
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displays would not have this drawback. They would also be the most accessible
choice, because they require no internet access and, if properly designed, could be
used by non-tech savvy users or people with mental or physical impairments. One
big drawback are the high extra costs for end consumers, which exceed the costs
for the other presented solutions.

Home Energy Management System (HEMS)
As an alternative to single-purpose displays, data could be displayed on existing
home display devices (TV sets, PCs, tablets, smartphones) [364]. Since these
display devices are not directly connected to the Smart Metering system, the data
must be securely sent to the end consumer’s home/device, as in the smgle-purpose
display solution. Here there are several scenarios:

Today’s smart electricity meters have an Ethernet port, which, though unsecured,
makes consumption data accessible. In the future, SMGWs are intended to have
an Ethemnet port, which allows encrypted and password-protected access to the
HAN mterface. Here, too, 1t 1s the end consumers’ task to download the data to
their home network. In a Living Lab with seven households, we were able to
transfer the data from the basement to the apartments using power line
commumnication (PLC) [9].

Apart from the extra costs, there are other practical problems specific to multi-
party homes: Overlaps with existing PLC modules (such as baby cameras) may
create 1ssues that require technical knowledge about the devices. Most of all,
however, the PLC adapter in the basement needs an accessible wall socket that 1s
connected to the end consumer’s electrical system.

As a second vanant, the SMGW could provide the data not just via Ethernet, but
actively transmut it into the home network. Integrating the transnussion function
greatly reduces costs and work for end consumers to connect the smart meter to
their home energy management systems (HEMS). Techmcally, both wired and
wireless transmission are possible. Wired transmussion would be possible by
mtegrating a PLC adapter into the SMGW, for example. This would also avoid
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the communication and security issues of wireless solutions, such as HAN
mterface attacks through wireless signals. PL.C also permits transmission of data
from shielded meters or outdoor meters, which in our experience tend to be the
rule rather than the exception.

From a techmical and financial perspective, WAN and HAN could use the same
PLC adapter, even if the BSI Protection Profile does not offer this option for

security reasons.

For this implementation, however, 1t must be ensured that no data sent through the
HAN interface can be accessed over the Internet.

To prevent proprietary island solutions, the related file formats and transmussion
protocols must be standardized, especially to avoid vendor lock-in. It would also
promote the medium- to long-term development of a market for routers, smart
TVs, set top boxes, etc., which would give users plug & play access to their real-
time, local electricity data. Here the same HAN protection measures from the BSI
Protection Profile must be implemented for authentication, encryption and
authonzation.

Overall, the HAN mterface shares many secunty features with the single-purpose
display. At a closer look, it has two varants: “data transmussion via Ethernet
mterface™ and “data transmission via mtegrated PLC adapter”. The usability of
both vanants depends heavily on the provided third-party software, which 1s likely
to be of high quality, if we look at cloud services. Nevertheless, third-party

software opens the door to data abuse. However, abuses would be easier to reveal
than in the cloud scenario, since the data would be stored and processed on third-

party servers.

The practical barrier for feeding data into the home network and the incurred costs
are a major difference between these solutions. In our experience, the Ethernet
mterface comes with high barners and with medium to ligh costs due to the
additionally required hardware adapters. The integrated PLC adapter, however,
will likely cause few additional costs, because HEMS devices with plug & play
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will probably become established in the medum to long min. However, these
benefits come at the security-related cost of the PLC adapter having only a logical,
not a physical separation between the HAN and WAN interfaces. Still, data
protection transparency is higher in the case of local fransmission via PL.C adapter
than in the case of data being stored and sent through the public Internet.

Table 3: Preliminary assessments of smart metering implementation scenarios. A more reliable
assessment would depend on the actual implementation and must be case-based.

Transparent Usability Accessibility Costs
Data Protection

Proprietary ] ; ;
portal solution Low Medmm-high* High Low
Standardised ; : i )
cloud services Low-medium High* Medmm-high Low
Single-purpose ; ; . .
display High Low-medium High High
[Local Ethernet ; ; ; i ;
data transmission High High Low-medium | Medmum-ligh
[[ntegrated PL.C
adapter for local | Medum-high High Medmum-high | Low-medmum
idata transmission

* if real-time feedback supported

4.5. Discussion

A wide, mandatory roll-out of Smart Metering systems brings a strong mtrusion
mto end consumer privacy [245]. This 1s why YelloStrom won the 2008 Big
Brother Award. Ever since, the privacy and security discussion and regulatory
measures have significantly improved the situation. One important outcome 1s
also reflected in the BSI Protection Profile, which states that end consumers must
continue to have secure and privacy-friendly alternatives for receiving electricity
consumption data. Our analysis shows, however, that various decisions result in a
trade-off between securnity and usability (cp. Table 3). We also see a tension
between security and costs, which we will address m the following.
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4.5.1. Privacy Divide
The tension between protective measures and costs bears the nsk of a privacy
divide. This term 1s deliberately based on the digital divide, which refers to access
to information and communication technology being unevenly distributed and
strongly dependent on socio-economic factors. We see a sinular tendency in
digital securnity technology, due to access and use being mcreasingly nfluenced
by socio-economuc factors. As a rule, the decision whether or not to use secunty

measures 15 cost-driven [199].

Due to the increasing importance of digital privacy, we see this divide not just as
a personal problem, but also as a threat to our democratic society. Considering
how far smart meters intrude into our private sphere [245], it should worry us that
usable secunty 1s only realizable at a hugh cost to the end consumer. Under these
circumstances, we fear that less secure WAN-based solutions will win the mass
market. Although officially there are alternatives, in practice, only a small
segment of wealthy, educated, or technophile users will (be able to) use HAN-
based solutions.

There have been voices i the debate around the digital divide, which demanded
accessibility for all [1]. We can formulate three demands for accessible secunty
m Smart Metering systems to avoid the pnivacy divide:

e The user interface should comply with BITV and/or WSAC 2.0 Level ITT
standards. This also includes the information users need to make informed
security decisions. The information should be presented in a language and
form accessible to users, which should not exceed the basic secondary
education level [282].

¢ Additional costs fo end consumers should be considered mn the
development of protective measures [1]. It should also be evaluated if the
added security justifies the added costs.

e The security measures should integrate into users’ everyday routines to
avoid practical barners [479]. Local displays integrated into smart meters,
for example, meet high secunity standards, but lead to an unjustifiable loss
of overall usability.
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4.5.2. Regulatory Measures
Right now, how to access data 1s left mostly up to users. There 1s no regulation on
the design of the user mterface. There seem to be no efforts to also make the
Barner-Free Information Technology Ordmmance (BITV) mandatory for Smart
Metering systems (for example, by adding a clause guaranteeing end consumers
barmer-free access to their data)

This lack of regulation grants SMGW manufacturers, operators, and buyers a lot
of flexibility to agree on therr own solutions m response to techmical
developments. The legislature 1s thereby meeting its duty to ensure the highest
possible degree of technological neutrality. However, this bears the nsk of
operators and manufacturers sacrificing end consumers’ accessible security
mterests to cost considerations. The BSI Protection Profile may have the opposite
of 1ts intended effect. Unlike 2008, end consumers now have the formal choice of
accessing their data locally without first sending it to third parties. This formal
choice allows critics of the German data protection regulation to frame low user
acceptance as a free, mdividual decision. However, this conceals the socio-
economuc context and disconnects the challenge of privacy-friendly Smart
Metering from the cnitical, polifical debate around security and privacy.

Therefore, we suggest some more regulation of the HAN mterface, mn order to
ensure usable privacy for the masses. In particular, the SMGW should not just
share data through the Ethernet interface, but also through the HAN. The PLC
could be a good compromise between technology neutrality, usability, and
technical secunity. The alternatives discussed in this article are mutually non-
exclusive and blend in with the existing regulation. Although technical security
would be slightly below the current requirements (cp. Table 3), the improved local
acceptance would probably increase the average degree of secunify on a mass

scale.

4.6. Conclusion

Thus article has shown that secure Smart Metering systems should not be seen as
separate from usability and accessibility. From a user perspective, securty
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measures should not interfere with the benefit of direct and informative
consumption feedback Practical barriers and additional costs should also be
considered, 1f data protection and security are to be more than promuises on paper.
Here our analysis has identified the threat of a privacy divide, which should find
more attention i the political debate around IT security and smart data.
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S. Privacy by Design for Connected Cars: Available
Architectures from a Consumer Perspective — a User-

Centered Discussion

There 1s currently a great need for design and regulation in the Connected Car
Cloud, as underlined especially in the report of the Ethics Commussion on
Automated Dniving set up by the German Federal Mimstry of Transport and
Dagital Infrastructure. Unresolved questions also have far-reaching implications
for dmver and passenger privacy. Yet, the consumer perspective i1s
underrepresented in the current debate. Therefore, this paper analyses
mfrastructure decisions from the perspective of consumers and other stakeholders,
looking especially at expected effects on service quality and data protection.

5.1. Introduction

While self-driving cars have been a staple of futurology and science fiction
wrting, the industry has only begun in recent years to define concrete strategies
to make this vision come true. Facilitators include the advancing numaturisation
of information technology, sinking hardware prices, as well as advances in
machine learming [471].

The terms “Connected Car” and “autonomous driving” are often seen as one and
the same technology. While 1t 1s true that Car2Car or Car2X commumication can
support autonomous driving, there are other data services apart from self-driving
vehicles that offer promusing market opportumities. Any regulation should
therefore consider alternative usage scenarios right from the start.

While the mandatory eCall function adds a degree of connectivity to all new cars,
companies are also offening upgrade kits (Pace, TankTaler) that plug into the
mandatory OBD II service mnterface of older models. Typical services include
vehicle logbooks, fuel consumption optimusers and ftrackers, service station
finders, and simular geodata services, or telematics-based msurance plans. These
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services analyse various parameters of a dniver’s behaviour, such as kilometres
driven, braking action, hours dniven (day/mght), or smmular. This vehicle-specific
and user-specific data 1s sent to the cloud of the relevant service provider, either
through a SIM card in the OBD plug or using a smartphone with Bluetooth

tethering

The Connected Car 1s a vision that promises to integrate such services into every
vehicle. Of course, cars are not the first everyday device permanently connected
to the Internet. Smartphones started spreading around 2005, while smart meters
for power usage meterning were made a mandatory target for 2022 mn Germany, as
m many other countries [131] While legislators did not develop any data retention
requirements beyond the GDPR for smartphones [164], they did so for smart
meters. After discussing vanous options [473], the German federal government
decided to set up a neutral agency to manage the collected household data. The
Ethics Commussion on Automated Driving has now given some initial suggestions

on how to ensure data protection m Connected Cars [80].

Legal implications of the Connected Car concept on autonomous vehicles [234]
and Car2Car communication [286] have been studied, and “privacy by design”
[224] has been demanded as a remedy. But while security technology [302] and
legal questions [77] domunate the debate, consumer information concerns are
often neglected. It therefore seems appropnate to discuss various infrastructure
models from a consumer perspective, how data collection in Connected Cars could
look in the future, and the implications for data & service quality, passenger
privacy, and data protection.

5.2. Data protection in Connected Cars

In June 2017 the Ethics Commussion on Automated Driving presented a catalogue
of pmdelines especially for developers of self-dnving cars [80]. It discusses
classical dilemmas, sources of discrimination, as well as damage to objects,
people, and ammals from accidents with self-driving cars. Finally yet importantly,
1t points out that cars of the future are machines that collect and may disseminate
private data. Once stored, this data may be used for purposes that may not even
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be foreseeable nght now. In principle, data could be used for applications with or
without personally identifiable information. The first could be used to calculate
personalised insurance contributions, while the second could be used n
anonynmized crowd sensing applications to detect potholes.

The enormous success of Alphabet (formerly Google), thanks to its mntegration
with the Android mobile operating system, has alerted stakeholders in the
automobile market to the high value and possible exploitation of vehicle data.
Currently available upgrade solutions typically demand far-reaching pernussions
to analyse the collected data. Various research projects are already testing cloud
environments, which usually follow IT security approaches to protect consumer

privacy.

Should the Connected Car become established, it begs the question which view
consumers have on the processing and storing of their personal data, but also to
which extent consumers are able to understand the personalised nature of their
abstract data collected by the car. This 1s no easy task, as shown by existing
products for the so-called Internet of Things, such as smartphone data
transmission [33, 481], or studies on information demands in Smart Homes [258].

In addition to concrete tools that allow consumers to protect their privacy when
using IoT devices, the underlying system architecture of Connected Cars also
matters. How fo ensure that consumers can make their own informed decisions
which data to share? Under this aspect, who should primanly manage the data?
Which data should be transmutted at all? How can system architectures integrate
the privacy by design principles stated in the General Data Protection Regulation
(GDPR) [164]?

These are topical questions, since car manufacturers are working hard to establish
Connected Cars, and a solution acceptable to consumers 1s needed. The report by
the Ethics Commission pointed out that a situation simmlar to the rapid advance of
smartphones should be avoided. This development had taken legislators by
surprise and was left mostly to market forces [80].
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Smart Metering 1s an example of a technology whose introduction in Germany
was not left to the market [473]. Meters are officially considered a critical part of
the mfrastructure, which needs extra protection, especially against cybercrime.
Therefore, they were subjected to additional security and data protection
requirements, which benefitted consumers. The measures include creation of the
“data trustee”, an additional market player who stores electricity consumption data
m a professional, secure cloud, where consumers can decide which other

recipients may use the data.

Considering this continuum from market-driven to highly repulated connections
of infrastructure to the Internet, this article discusses possible architectures for a
Connected Car cloud. Factors include the degree of data protection, usability, non-
discrimination / accessibility, and costs to consumers. For each scenario, we study
the implications for the data economy surrounding Connected Cars.

Thus helps give an overview of current developments and available Connected Car
technologies. We also want to highlight consumer interests in data control and the
usability of cloud solutions for providing value-added services.

5.3. Discussion from a consumer perspective

This section reviews the four presented solutions for data storage in Connected
Cars for exploitability by thurd parties, usability of services, and data protection
options.

5.3.1. In the Vehicle

Cars often come pre-equipped with so-called event data recorders, for example,
m airbags. Voluntary black boxes are also available, as insurance companies have
recently introduced pay-as-you-drive plans [450]. One user benefit of keeping the
black box inside the vehicle 1s that the data stays in the car instead of being sent
to an external storage. This means that only vehicle owners have imitial access to
the data, which significantly lowers the risk of hackers accessing 1t. One drawback

of black boxes 1s mampulation by users. It would need to be ensured that the owner
of the vehicle and the black box could not easily delete data to conceal events from

79



the police or insurance compames. Data services could be provided in a way
simular to smartphones, by downloading modules that use external data to the car.
The vehicle data would not have to leave the car. Linuted storage and computing
power in the vehicle and the costs for upgrades are one current challenge. On the
other hand, data services do not require much bandwidth, and only anonymized
data would need to leave the car. Configurations could be stored online to
econonuze data. However, ensuring backups and data synchronisation when users
change vehicles remains a challenge.

5.3.2. In the Car Manufacturer’s Cloud
In a cloud solution, however, the data 1s not stored in the vehicle, but transferred
wirelessly to an external storage. Users have access to the manufacturer’s
ecosystem and can easily register for and use authonsed services.

Automated backups and changing velicles should also be easy, as long as the
manufacturers ensure interoperability. If not, 1t could lead to vendor lock-in. In
any case, this approach would not pernut service users to choose which cloud
system to use, as 1t would be tied to their brand of car. This bears the nisk of
manufacturers covertly undermining data avoidance and data economy rules and
thereby the privacy by design principle. The upload by default approach also
permits easy exploitation by manufacturers and third parties. By consenting to the
cloud provider’s terms of use, consumers could risk ceding far-reaching nights.
This option also requires high data throughput. On the other hand, users would
not have to pay for this service. As established in smartphones, the vehicle’s usage
data would be the means of payment.

5.3.3. In a Cloud of the User’s Choice
The prerequusites are similar as for In the Car Manufacturer’s Cloud5_3 2, but with
higher freedom for consumers. The argument could be made that more choice of
providers allows consumers to better adjust services to their needs. The services
could also be connected to other offers and personal data, which would improve
customusation. Although usability will likely be high the problems of the
manufacturer cloud scenario remaimn: liberal data transmssion and a resulting
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lower degree of data protection. This could be changed if there were cloud services
explicitly offering better data protection. However, these providers would require
significantly higher payments by consumers. This scenario also leaves
unanswered who pays the costs of data traffic; these might be passed on to the
consumer. However, the argument could be made that not offering access would
be a competitive disadvantage for the manufacturer, and therefore the market
would regulate this 1ssue.

5.3.4. In a Trustee Cloud
One vanant for storing personal consumption or usage data 1s the so-called data
trustee model, which was intended for Smart Metering. In this scenario, the cloud
15 hosted by a third party, ideally the state or a trusted mstitution. They should not
follow a profit motive, or at least be required not to analyse the data. Consumers
can grant authorisations to third-party providers, who can then access the trustee’s
database.

Here, the architecture would not undernune the privacy by design principle, and
privacy would be subject to the wishes and needs of the consumer. The trustee
could function as a rehiable mntermediary, especially for those services requring
only anonymised data. Usability would be comparably high as in the free choice
of cloud scenario, and possibly even higher, if there 1s only one trustee. In this
case, users would not need to select a provider, and the car could come connected
to the trustee. As long as manufacturers pay for data traffic, there would be no
costs to consumers. A standardised interface for all manufacturers could ensure
high safety standards for communication and reduce development costs to service
providers. Anonymused or synthetic data could also be freely provided to
developers i order to promote mnovation. Regarding data protection, this
solution ranks just behind the local storage scenario, smce cloud architectures are
structurally more vulnerable to attacks.

5.4, Assessment of the Architectures

The individual factors of each option mmst be assessed according to data
protection, security, and costs to manufacturers and consumers (Table 1).
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Maximum data protection requires mummum storage of data. However, only
double storage at separate locations can ensure maximum protection against
unauthorised access and deletion. The Internet 1s especially full of attack vectors.
However, offline storage, while offering maximum security, also raises costs. As
the most viable alternative, cloud storage must ensure adequate data protection.
Local storage would also make 1t difficult to guarantee the authenticity and
mtegrity of data, since the storage medium would need to provide a physical
mterface. All cloud infrastructures, however, will send high data volumes through
mobile connections.

If privacy by design 1s taken seriously, and the technical and orgamisational
measures are observed —which according to the GDPR must be state-of-the-art —
cloud infrastructures provided by manufacturers or free market participants would
have difficulty meeting strict data protection requirements. Such infrastructures
undermune informational autonomy “by design™. If data 1s “shared by design”, 1.e.
uploaded into a cloud, even the best safety measures will not protect consumers

against unwanted, albeit legal, profiling.

Table 4: Preliminary assessments of conmected car implementation scenarios. A more reliable
assessment would depend on the actual implementation and must be case-based.

Data praferﬁcml Usability Aeccessibility Costs
[[n vehicle + + ++ - - -
t[n car
manufacturer’s - - _ + 4+ ++
icloud
[In cloud of user’s _
choice ++ + +
[In trustee cloud + ++ + ++

On the other side are social and political expectations of extracting additional
value from data and hence using it for commercial purposes. Therefore, each
option has 1ts pros and cons. To satisfy all interests, any solution would have to
be a compromise. Data management by a trustee seems to be the means of choice
to find a balance between data protection, exploitability, and usability. It offers an
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open platform, but can also protect consumer mterests and give them control over
the services to share their data with. The Ethics Comnussion recommends that the
government should play a central part in desigming the trustee role.

5.5. Outlook

Much will depend on the implementation of the GDPR and whether and to which
extent legislators see a specific need for regulation (as demanded by the Ethics
Commussion). The challenge, however, 1s not legally compliant data storage, but
consumers having no alternative services to choose and curtailment of their
mformational autonomy, unless data protection-friendly solutions are provided.
The discussion around users’ data ownership and their exercise of property rights
will also be futile, if data usage rights are hidden deep in providers’ terms of use,

as often seen in other areas.

The state’s active role mn the development of the automotive cloud will help
protect user data and produce an infrastructure that offers lower costs for
manufacturers, usability for consumers, and innovation-friendliness for
developers.

Furthermore, tlus article presents an example where the regulation of an IT
mfrastructure explicitly considers consumer mterests. This matters, because the
basic degree of data protection will be hard to change after the infrastructure 1s set
up. In our view, usable and future-proof infrastructures requure that the consumer
perspective also join the dialogue between technical security and legal reliability.
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6. Second Dashboard: Information Demands in a

Connected Car

Traditionally automotive Ul focuses on the ergonomic design of controls and the
user experience in the car. Bringing networked sensors into the car, Connected
Cars can provide additional information to car dnivers and owners, for and beyond
the driving task. While there already are technological solutions, such as mobile
applications commercially available, research on users’ information demands in
such applications 1s scarce. We conducted four focus groups to uncover what kind
of information users might be interested in to see on a second dashboard. Our
findings show that besides control screens of todays’ dashboards, people are also
mterested in Connected Car services providing context information for a current
dnving situation and allowing strategic planning of dniving safety or supporting
car management when not driving. Our use cases inform the design of content for
secondary dashboards for and especially beyond the driving context with a user

perspective.

6.1. Introduction

The classic focus of the automotive HMI 1s on design of in-vehicle interfaces. The
aim 15 to inform the driver more effectively, providing ergonomic control and car-
assistance systems matching humans’ physiognomy and mental models to
improve road safety and relieve drivers [203, 365]. In the last years, car experience
design became a vivid research topic asking how to provide positive in-car
experience to improve the quality of fime e g. by entertainment systems, in-car
gaming or promoting social interaction [22]. In this vein, also innovative modes
of interaction are researched [393]. The technological and societal progress
towards Connected Cars offers new possibilities for automotive HMI [482].

Making a car a Connected Car 1s typically understood as a way of enabling car-
to-car or car-to-infrastructure communication. Apart from new cars coming with
such functionality, there are also upgrade modules / hardware to provide a remote
access for current and older cars [35, 107]. Mostly they use the OBD/CAN
mterface to access vehicle-specific data. In addition, such devices often have GPS
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and accelerometers to provide additional data on car movement and position [23].
Smular to what 1s planned for cars connected by default, data 1s then transputted
via GSM or LTE to be processed in a backend and finally visualized on common

consumer devices.

By connecting the car and its multiple sensors to the internet, it becomes a cyber-
physical system in the hand of non-experts, simular to what Smart Home systems.
Research shows, that such systems both provide means for improved management
capabilities and knowledge about self-behavior, but also spark a need for
awareness, such as for setting levels of privacy [258]. Given that the Connected
Car will soon be the default for newly bult cars, we similarly expect that today’s
m-car dashboards will not be able to — and from a security and dniver distraction
poimnt of view should not — display all data of interest to car owners. Instead, a
second screen could extend the primary dashboard and provide additional car-
related information. Sinular to dashboards provided in Smart Homes or the second
screen concept in media research, where users can receive additional information
about a TV program via other devices [237], we define a second dashboard as

follows:

The second dashboard is a device or application that allows extensions of the

primary automotive experience on a second screen (e.g. smartphone or tablet).

Whereas there are technological and market-driven commercial solutions such as
smartphone applications available, research on what information users believe a
Connected Car should provide, 1s scarce. We therefore conducted a user study to
gain insights on how a second dashboard could support car owners i driving itself
and make use of digitally available car data otherwise, such as improving car
management or reflecting on their (driving-)behavior.

6.2. Designing for the Connected Car Data
Automotive UI 1s a research field, which mvestigates efficient visualization of

relevant data for drivers [441]. Research in this field typically aims at choosing
and visualizing data in a way such that distraction from driving and thus potential
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dangers for road users 1s mmmnuzed [394]. At the same time, HMI [283, 441] and
mteraction modes [393] m the car are targets of current research efforts.

In recent years, this challenge grew by a mamifold of sensors, which are positioned
m cars m the light of providing new features for drivers. More recently,
manufacturers have started to put efforts in connecting the local sensing
infrastructure within a car to a cloud backend [220]. The so-called “Connected
Car™ 1s not only foreseen to improve manufacturers’ knowledge on car or vehicle
parts performance [50], 1t 1s also often connected with the promise of autonomous
dnving, car-to-car and car-to-infrastructure communication becoming possible
[200]. Also, from a technological point of view, cloud-based platforms for car data
are researched [50, 220]. The user largely profits from gaining higher comfort and
security of driving by e g navigation services, automatic lane keeping, adaptive
cruise control or other driver assistance systems [299]. Research also investigates
the potentials of integrating context mformation into HMI [392].

In light of increasing data visualization and potential distraction, Automotive UL
seeks for an answer for the increasing gap between the visualization of potential
and actual data [210]. Sinularly, extending the car dashboard with nomadic
devices when driving or integrating them into in-vehicle information systems 1s
mvestigated from a technological perspective [465]. For example, Kranz et al
buwlt a tool to improve dniver awareness via car-fo-car communication [301].
Nomadic devices are also mvestigated to find out of how users can benefit from
such devices in the Connected Car [312].

Designing for infornung drivers beyond the actual driving task itself, however,
has gained far less attention so far. Several manufacturers already provide mobile
applications for their cars, such as the “BMW CarData”, the “Mercedes me™ or
Volkswagens “Car-net” portal However, the “Second Dashboard” lacks a
systematic research of potential benefits from a user perspective: What would
users want to know from their car? What do they need for handling a Connected
Car? What do they envision to gain from car data becoming available to them?
These are the questions, we tumed to m our user study to better inform and
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motivate the design of applications extending the primary dashboard in Connected

Cars.

6.3. Methodology

The aim of this study was to explore what information mught be useful while using
a second dashboard in general Therefore, we conducted four focus group
mterviews as a well-established methodology for exploratory research to obtain
as wide a range of responses [342]. Each focus group mnterview lasted on average
about 30 munutes, based on the following script:

In the first phase, we as moderator introduced the topic Connected Car and the
second dashboard. Then the participants were asked to write down on cards their
ideas, information needs, and requests that nught be of interest to them To
stimulate the discussion, the moderator gave some examples of possible ideas.
Sometimes these ideas were taken by participants and inspired them to elaborate
own 1deas. This kind of trigger was often necessary as most participants had no
relation to the Connected Car concept, some of them do not own a car, or rarely
drive a car. In the second part, the cards were presented and discussed among the
participants. In the last part, participants were asked to group cards that are closely
related from their perspective. We asked them to give each group a fitle that

summarize common 1ssues and give it an expressive name.

The focus groups were quite heterogeneous in terms of age and gender. The age
ranged from 24 to 57, with the majonty of participants between 25 and 30 years
old. The selection of the participants was deliberately chosen to be younger due
to the high affinity to mobile devices. We interviewed participants with a different
mtensity of car usage and different household situations, meaning how many
people live 1n a household. The car usage reached from several times a month to
daily use and we mterviewed people who live alone and up to four people in the
household, ths 1s particularly interesting in terms of car use or sharing and opens
up new demands for Connected Car services. The mentioned 1deas and categories
were often simular and largely matching each other. This indicates a kind of data
saturation [205] — even if the mentfioned list of 1deas and information needs is
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certainly not exhaustive. To achieve a common category scheme with a greater
mterpretative strength, we comparatively analyzed and joined the results of all
focus groups. This analysis was gmided by the qualitative content analysis
methodology [342].

6.4. Findings

Our analysis reveals a set of information themes as well as presentation themes.
Information themes are about the content our participant mentioned in the focus
group interviews, means the information they would like to see on a second
dashboard on 1e. their smartphones. Presentation themes are about how the
mformation should be presented, means how can specific types of information be
presented to the consumer, how they can be wvisualized and how can the car
relevant data be combined with other applications.

6.4.1. Information Themes

Defective Parts
An mmportant theme often mention by participants was the desire to get mformed
mmmediately about vehicle defects or damages sinular to existing car warning
displays. In addition to the single information that something 1s broken, some
participants suggest to get more information about the problem, the seventy, and
how it could be repaired. Concerning this, various options were discussed, how a
second dashboard could support the car repair literacy e.g., by giving clear
mstructions for repairing the car by locating and giving detailed information about
the defect part (e.g., with pictures, videos, and text), providing recommendations
for buying or changing defect or wear parts. In addition, it was seen as helpful
when mnformation about spare parts, repairers, and approximate cost of the repair
was provided. A recurring 1ssue was that such information helps to feel safer
drnving a car and to save money by self-repairing.

Wearing FParts
Another often-mentioned theme was to get informed about vehicle components
that are wearing off substantially when driving. In confrast to defective parts, they
are not broken, but taking an eye on them 1s important for two reasons: (1) Legally
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binding safety requuirements, such as a numimum tire profile, and (2) wearing
components such as brake discs must be fixed or replaced in future.

Currently, the wear condition nmst be checked manually and peniodically, on
suspicion, or on certain upconung occasions, such as longer drives. In future, most
participants perceive 1t as an advantage, when the conditions are checked
automatically to display the information in the second dashboard. Besides the tire
pressure, participants mentioned the condition of brake discs, clutches, spark
plugs, starter, wipers, and level of o1l, coolant, and washer flmd.

Being informed when to replace, repair, or refill them before a defect occurs, could
help to avoid both stress and potentially repairs that are (more) expensive caused
by collapse of one component while driving or prevent dangerous driving
conditions. The primary demand of most participants was therefore a second
dashboard to provide dnivers an overview of the current state and evaluate the
vehicle condition without having to rely on expert knowledge. Especially for older
cars, such information was mentioned to increase the perceived safety of the
dniver. Overall, wear awareness was understood to allow planning ahead car
maintenance. Being potentially critical, also the option was requested to get an
alert when e g _, the brakes or cooling water has reached a cnitical state. In addition,
such incidents should also made a corresponding entry in a task list (see below).

Remote Awareness and Remote Control
Remote car awareness refers to get informed about the car status nearby or outside
the car. For example, information on whether the lights left on, a released
handbrake, unlocked doors, or a detected intrusion attempt. On the one hand, this
mformation was demanded for reassuring everything was okay with the car. On
the other hand, knowing something was wrong before using the car the next time,
could reduce or prevent damage.

Additionally, some owners share their car with others— e g with their children,
friends, or via prnivate car sharning. These persons had an interest in various
surveillance features. First, participants mentioned demands for controlling
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drniving behavior as a means for assuning the car was bemg handled with care or
driven economically. Another use case rather targeted what the driver did when
using the car, by following 1ts GPS location. For example, entering or leaving geo-
fenced areas could be defined to raise a notification.

For some participants, it was enough to get notified. Others also were interested
m remote control the car with their smartphone. This was either for reacting to a
car-related 1ssue, for example locking an unlocked door, or for comfort-purposes
such as regulating the heating before entering the car.

Task List
Participants reported that keeping track of different checkup intervals for a car
was burdensome. Primarily, most cars notify when e g_, mspection 1s due, instead
of providing awareness i the mn-up. The Connected Car could generate a task
list to support a long-term car management. This list could contain tasks such as
the next general inspection or oil change, as well as externally defined tasks such
as the next MOT-test, or dates fo check msurance.

Some participants suggested that the task list should mclude information about the
nature of the task (repair a defect, regular or on-demand inspection), provide
explanation, and inform when and where the work could be done or has to be done
(eg. replacement of brake discs due next week m an authorized workshop).
Besides forthconung inspections, wear and defect information should be
mtegrated in the task list. Most participants like the i1dea of the Connected Car
generating such a task list automatically. A perceived benefit was that such a list
helps to get an overview of all upcomung dates, repairs, and tasks around the car
easier. In addition, the tasks should be ordered by urgency and recommendations
for the best time and place to take action.

In addition, the idea was mentioned, to synchromze the task list with the personal
calendars to better be able to match dates with other appointments. The list should
be linked with the financial overview (see below) to be able to forecast, plan, and
evaluate future costs.



Overview about Financial Issues

Financial overviews were desired to provide past and future expenses related to
the car. Issues requested were gasoline costs including average fuel consumption,
tax payment, car repair costs, insurance costs, but also current market value of the
car. Two ways of presentation were suggested: chronologically and in relation to
the driven kilometers. The goal for the users should be to recogmize at a glance
what the car costed about the last quarter. The hope 1s that Connected Cars could
collect data of wear parts, defects, kilometer state, and other 1ssues to make valid
prediction about future costs. In addition to the costs, participants liked the 1dea
of getting feedback about the current market value by comparing the actual state
of the car with the price of related cars in online sales portals. Further, some
participants consider that the car data could be used to get personalized
recommendations about used cars and tuning products.

Several 1deas were related to the connection with other applications, like logbook,
tax, or business software. The data exchange, for instance, could be used to fill
out forms, adapting depreciation to the actual residual value, and allow better
financial planning. For car-sharing and carpooling, the car data can also be used
for calculating fair, evidence-based, and transparent costs.

Location-based Information
Another request was related to location-based information taking the car status
and location mto account. Among others, the second dashboard should mmform
about events, places, and services located in the area of the car. Mentioned
examples include information about congestion, gas stations, car repair shops, free
parking, speed trap warmings, upconung construction zones, tractors, and heavy
loads. Further information about the weather near and at the destination, and a
kind of friends-radar were called. The collected data should be displayed in an

enlarged map.

It should also be possible to retrieve details about the entries on demand. While
such information can already be provided by map applications on mobile systems,
advantages to provide live messages to the driver were discussed e g , sending a
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push notification when a parking spot is getting free In addition, the information
could be improved, when the car context 1s taken mnto account (e.g_, showing gas
stations only 1if the petrol level 1s low).

Further Topics
Participants also mentioned other areas like environmental information including
emussion values, but also hints for ecological drnving. Another topic refers to
statistics like fuel consumption, speed, and most visited places, etc. One focus
group also discussed the option of ncluding commumication channels to
manufacturers, repairers, and insurances to make it easier to ask questions, make
suggestions, or provide feedback regarding the level of satisfaction with the car.

6.4.2. Presentation Themes

Information Relevant for Driving or Security

There 1s a number of information over which our participant would like to be
directly notified, to immediately react to certain conditions. By large, these circle
around the actual driving context, but may extend the driving situation. Most
importantly, when leaving the car, alerts should mnform when the hight was not
switched off, a window 15 left open, etc. The same goes for attempted burglary
and other suspicious events around the car. In contrast, important that refers to the
actual dniving, such as excessive speed, were deemed less important. This might
be because these 1ssues are already well supported by the first dashboard. Further,
use cases for push notification had a stronger focus on other driving or location
based mmformation, e g, leaving or entering a geo-fenced area.

Car push nofifications could be charactenized by three factors: (1) They are
triggered when the car or one of its components reaches a pre-defined cnitical state
or a user-defined state (2) they are pushed to raise the users’ awareness, as (3) they
usually call for immediate action.

Overall, users wanted to have control over pushed events. For instance, some car-

or component states are pre-defined as critical in terms of driving or car security,
while others may be defined individually, e g, as soon as the fuel level drops
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below 30%. These subscription techmiques, which are also used for RSS feeds,
nught be a useful design concept.

Information for Car-Related Management
We also found that the Connected Car can support management activities of car-
owners that go beyond the actual driving. Sumlar to other Smart Devices, such as
Smart Homes and Smart Meters, users also seek to gain an overview about what
the system 1s doing and what its state 1s [258, 447]. Moreover, a car needs explicit
management, such as regular checkups or can be considered in tax declarations.
Information regarding these management purposes. Such information should not
be pushed, in order not to distract the user from ongoing activities. In particular,
participants only called for specific information for a certain task such as planming
a longer trip. Thus, the data 1s requested actively instead of bemng pushed. The
presentation of such data should consider: (1) whether the data 1s retrieved
regularly or on demand, (2) whether an overview about the most important
mdicators 15 needed or whether details about an actual 1ssue, or the listory of an
1ssue 1s explored, and (3) to what extent informational demands vary depending
on the particular context and task of the user.

Providing an overview, the dashboard design could adopt the long history of
dashboard design mm HCI [174]. To include tools for analyzing Connected Car
data, exasting InfoViz-techmques like “overview first, zoom and filter, then details
on demand” [455] should be adopted. This especially holds for the visualization
of times and distance onented data like fuel consumption, wearing parts, etc. For
mstance, common methods such as bar graphs or scatter plots could be used, but
also more advanced wvisualizations such as a spiral-shaped time axis or
ThemeRiver techmque mught be used to support the detection of patterns and
aesthetics of the graph [18].

Providing Interfaces to other Applications
Finally, mncluding data from the Connected Car mto existing software was a
feature desired by participants. For example, while the cost overview was
considered interesting, some participants remarked, that there already 1s software
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for managing a households’ finances. The integration of the task list into a
personal calendar 1s another example for the need to embed digital data of the
Connected Car into the digital life of drivers and their loved ones.

6.5. Discussion and Conclusion

The Connected Car creates new possibilities to visualize enriched car-related
mformation digitally. The concept extends existing research on telematics [220]
by a new perspective: It does not only seek to provide relevant data for the current
dnving situation, but also allows to take a management perspective considering
the outside-car context. In this regard, we outlined a preliminary framework of
categories for sensitizing designers in terms of what type of information users are
mterested in. Our study shows that the concept of the Second Dashboard needs a
triangulation of data stemming from both within and outside the driving context
to create innovative and useful Connected Car services from a user perspective.
Processed data should 1) improve the driving experience, 2) improve management
capabilities for owners, and 3) support reflecion of dnving behawvior.
Understanding the Connected Car as a complex cyber-physical system similar to
Smart Home Systems, make apparent how these systems need transparency for
the end-user in terms of what the system does and how 1t performs. Additionally,
for secunty reasons, such newly available information will, when to be used
during driving, spark new research demands reparding driver distraction, too.
There are various attempts of business models for such services besides the
solutions of car manufacturers, 1.e. Pace (www pace car), which sell the OBD2
plug for a one time price or TankTaler (www.tanktaler de), which raise a yearly
fee for the usage of the OBD2 plug and the app. There are a lot of conceivable
Second Dashboard business models like gamification or premuum models.
Moreover, especially data driven business models could be explored in further
studies in terms of privacy and transparency.

Of course, our study 1s not exhaustive but rather open-ended, which 1s why 1t
seems useful to understand the Second Dashboard as an ecosystem of related
applications in the car context, that needs further research. Concerming this, we
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plan to validate our findings by a survey and deepen the understanding of what
mformation 1s relevant for different use cases and target proups. Further we are
gomng to conduct user studies where we equip test households in a living lab
mfrastructure with car sensing technologies, to develop user-centered Connected
Car-applications, data visualizations and usable privacy management systems.
What services are needed both m and outside the car? Which information should
be pushed and which should be pulled? What 1s the role of privacy within these
systems? For answering these questions, we plan to conduct a design case study
[528] to shed light on different design concepts and outline basic design guidelines
for visnalizing Connected Car data not only, but especially n non-driving
contexts.
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7. The catch(es) with Smart Home: Experiences of a

Living Lab Field Study

Smart Home systems are becomung an integral feature of the emerging home IT
market. Under this general term, products mainly address i1ssues of security,
energy savings and comfort. Comprehensive systems that cover several use cases
are typically operated and managed via a umified dashboard. Unfortunately,
research targeting user experience (UX) design for Smart Home interaction that
spans several use cases or covering the entire system 1s scarce. Furthermore,
existing comprehensive and user-centered long-term studies on challenges and
needs throughout phases of mformation collection, mnstallation and operation of
Smart Home systems are technologically outdated. Our 18-month Living Lab
study covering 14 households equipped with Smart Home technology provides
msights on how to design for improving Smart Home appropnation. This includes
a stronger sensibility for household practices during setup and configuration,
flexible visualizations for evolving demands and an extension of Smart Home
beyond the location.

7.1. Introduction and Background

The Smart Home seems to be the exemplar par excellence of possibilities mherent
mn the Internet of Things. Currently, both established compamies such as Apple,
Samsung and Google, and newcomers are positioning their own Smart Home
products 1 the market. The idea of the Smart Home 1s not new and several
researchers have already investigated challenges of making homes smart from a
feasibility [284, 360] and user interaction [147] poimnt of view and highlight the
substantial “work to make a network work’ [213] for users. However, in recent
years, advancing technology (1e. the mtroduction of mobile and ubiquitous
computing devices paired with low-power wireless communication protocols) has
massively changed the way Smart Homes can be, and are, equipped and interacted
with. For example, Harper’s study [225], which dates back more than ten years,
took place at a time when wireless affordances were not available, and where

interconnected devices were rare.
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This evolution has sparked more recent “in the wild” Smart Home research that
focusses on identifying challenges which Smart Home users face [72, 350].
Menmicken et al. [353] provide an overview of the literature and conduct an
mterview study with 22 participants, concerning themselves i the mamn with the
relationship between user concerns and those of system builders. What we need,
according to Menmicken et al [351] 15 to “.. stimulate both actionable insights and
design artifacts that better capture the evolutionary nature of users and their home
contexts’. Some challenges for users, then, are identified, though perhaps not in
any great contextual detail There remains, that 1s, something of a research gap.
We aim, then, to report on the appropriation processes associated with Smart
Home technology, covering the whole customer journey of system setup,
mstallation and configuration, use, reconfiguration and extension, as a first step.

We therefore ask: how do Smart Home systems perform under real-life
conditions? What are current challenges for successfully embedding the Smart
Home into households’ everyday practices, both from the system’s and the users’
perspective? While these questions have been raised mn a user-centered manner,
so far, there has been no recent long-term study on the Smart Home, one which
actually accompanies households in their struggle to make their homes smart for
a longer period of time.

The remainder of the paper 1s structured as follows. We first further motivate our
research question by outlining related work and the current Smart Home product
landscape. Subsequently, the methods and the Smart Home research artefact are
miroduced. The results from a case study with 14 households based on qualitative
data from interviews, workshops, regulars’ table meetings and mobile feedback
application mput collected in the past 18 months are then presented. Finally, we
discuss design pumdelines to help non-expert users to be able to manage their Smart
Home adequately. Based on our findings, we suggest three main strategies: (a) To
further hide technological detail in systems and instead make systems visible in a
way that reflects how users construct their demands to make mstallation and
configuration more user-friendly. (b) To acknowledge the individuality of users’
mformation demands and provide flexible visualization solutions for evolving
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needs. (c) To support flexibility for extending Smart Homes beyond the home as
a place.

7.2. Related Work

Researching the Smart Home has a long, if shightly technology-driven, history.
Several commercial and research-driven projects have explored various use cases
and the potential of technologies for Smart Homes [225, 249, 284, 296, 360] from
a feasibility point of view. In the following, we introduce design-oriented research
for the home. Thus, we outline the concept of appropriation for informung Smart
Home design and point towards a lack of long-term appropriation studies of
technology in this context.

7.2.1. Informing Smart Home Interface Design
Studies relating to technology design for the home deal with a large number of
different 1ssues. For instance, in recent years, smart energy systems have recerved
attention in research [5, 532], with a lively commumty studying Smart Metering,
and with considerable efforts also focussing on privacy [92, 417]. In Sustainable
Interaction Design [54], mmch research has focused on how to design energy
monitoring systems from a user perspective [6, 188, 447]. It typically aims at
making the consumption of the abstract resource “energy” — mostly electricity —
visible and understandable as feedback to the consumer. Those working on
Ambient Assisted Living technologies (AAL) [108] are very active in supporting
comfortable and independent living for older people [129, 235, 337]. Anuribesheh
et al [25], for example, present a lhiterature review for AAL and conclude with
general design gmdelines, supposedly also applicable when desigmng Smart
Home technology. The role of security for the home has also been researched, e g
within the field of access control [475] Ur et al. [501], for example, have shown
that many Smart Home systems feature their own login system, thus fragmenting
user flow and hindering a positive UX. Yet another issue identified 1s that of
desigming eco-feedback. For example, Froelich et al. stress, ‘it 1s crifical for the
HCI community to step back and define an approach and theoretical foundation
for the design and evaluation of eco-feedback technology’ [188]. Strengers [478]
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also crifiques the models underpmning eco-feedback systems and argues for an
approach embedded in daily life. Such positions, as we argue below, have wider
ramifications. Other studies focus on single aspects of a Smart Home, such as
automation [106], activity recognition [489], privacy implications [109, 287, 498]
or certain parts of Smart Home user interfaces, such as the use of calendars [352].

Smart Home systems, however, promise to include a multitude of uses, mcluding
but not limited to the ones outlined above. For these complex systems, user-
centered research deals, at least to some extent, with challenges posed, drawn from
mterviews with experts or people living with a Smart Home. For example, Brush
et al. [72] have mvestigated the user acceptance factors of home automation
technology. They identify high costs, inflexibility, bad usability and security
1ssues as the most important barriers to the success of Smart Home platform
systems. Simularly, Mennicken have found barriers to succesful Smart Home
mtegration, identifying a befter support for routines as one central aspect [353].

7.2.2. Understanding the User: Designing for Appropriation
A more comprehensive view on the use of technology can be developed by
researching its appropriation m everyday life. This process i1s understood to
mclude not only interaction with technology itself but also collecting information
about 1t, envisioning possible use cases and developing an overall attitude towards
1t [84]. Generally, designing for appropriation means taking into account that users
will make use of technology mn unanticipated or even unintended ways in their
everyday life. Design of technology thus should support flexibility in terms of
adaptability to different environments, evolving (user) needs and environment as
well as ownership [135]. In this vein, Carroll et al. [84, 85] have investigated what
younger people do with technology, especially mobile phones. Stevens et al. [474]
suggest ways of desigming for individualized use of software engineering tools.
Similarly, Dourish [140] outlines pwmdelines for supporting appropriation of
document management systems in terms of important features to be included

within a solution.



When aimming at reducing barniers to the appropriation of Smart Home platform
systems, 1t likewise stands to reason that a broader view on a product’s lifecycle,
ranging from the system setup phase, over istallation and routimzation to
reconfiguration can be beneficial. Such an comprehensive approach calls for long-
term in-situ mmvestigation into how users ascribe meamng to Smart Home
technology and how this technology evolves in association with social practice
and vice versa [457].

However, our inquiries reveal no recent long-term studies, investigating different
phases of Smart Home mteraction. As a notable exception, and as mentioned,
Harper and colleagues [225] specifically researched the home from the users’
perspective, looking closely at the appropriation of technology in the social space
of the home. One chapter [404] specifically focuses on what 1t 15 like to live with
and i a Smart Home, outliming design pmdelines and possible futures. In contrast
to most other research, the people in that research actually lived 1n a Smart Home,
thus entailing a longer term approach to technology appropriation. However, as
we have pomted out, the setup had linutations. Participants were not actually
living 1n their own homes and technology at that point did not encompass cloud
systems, smartphones, or new low-power wireless protocols, which allow battery-
powered sensors and actors to become independent of wall sockets and thus to be
mstalled more flexibly 1n unelectrified areas of the home Therefore, more than
ten years after Harper’s study, 1t seems reasonable to revisit the appropriation of
Smart Home technology.

7.3. Background on Smart Home Systems

In principle, Smart Home systems have existed ever since computers found their
way into the home duning the 1980s. At that time, hobbyists put huge effort into
wiring up their homes. Such “wired homes™ [225] were lhighly custonuzed and
characterized more as individual solutions rather than ones with the quality and
scalability of a commercial product. Recent advances i low-power wireless
communication protocols as well as mumatunization and decreasing costs of

hardware have turned Smart Homes mto a main stream and hifestyle product, and
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they are considered as soon becoming the next digitalized part of daily-life.
Currently, in addition to established home automation solution providers, many
other IT companies, illumination manufacturers, telcos or even power supply
companies are positioning their own Smart Home products, not to mention start-
ups’ attempts at gaiming a market share.

Under the general term Smart Home, products vary greatly in terms of the
technology used and the use cases covered. For our purpose, we distinguish
between Smart Home systems along two dimensions, similar to Brush et al. [72].
First, there are products that only serve a single use case, such as smart
thermostats, and second, platform solutions spanming across use cases and
allowing greater flexability. The latter systems either call for expert installation or
are do-1t-yourself solutions based on the principles of plug and play.

7.3.1. Single Product vs. Platform Systems

While there are no limits to the heterogeneity of hardware offered for the Smart
Home, components can generally be categorized by use cases supported. Here,
four trends can be identified. (1) Systems for supporting comfort, such as by
sensing temperature, daytime or brightness and automating shutters, hght, and air
conditioning, entertainment and related appliances. (2) Increasing security in the
home by installing internet-linked or networked cameras, motion detection, sirens,
remote control of lights for simulating presence and control as well as alarm
notifications via text messages or push notifications on mobile devices. (3)
Momitoring and saving energy by avoiding standby consumption, automated
switching off of dewvices and appliance-based measurement of energy
consumption as well as visualization of consumption. Here, generally, smart plugs
are used, placed between the device’s plug and the power outlet. (4) , enabling
more sustainable self-determined living through AAL technologies.

While Smart Home products may consist of only one sensor, platform providers,
offering a set of hardware and software, are becoming more popular. These
systems typically feature a hardware gateway and address more than one of the
aforementioned main use cases with their set of sensors and actors. The multitude
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of protocols and vendors, however, make the current market highly fragmented.
Interoperability between the devices of different vendors 1s rarely supported even
when they use the same protocol. Some systems, however, have a whitelist of
products usmg the same protocol; others allow for extending their system with
dongles to enable other protocols to be used.

Smart Home systems have three main ways of interacting with and controlling the
system. First of all, many systems enable basic interactions via the hardware
mterfaces of their sensors and actors. For example, simple on-/off switches are
provided. Moreover, there are switches dedicated to triggering predefined actions
on other actors. More sophisticated controls are sometimes provided by dedicated
displays. In most cases, however, Smart Home platform wvendors provide
controlling and monitoring mechanisms via mobile or desktop applications. Here,
dashboard-styled control dominates, allowing direct manipulation of sensors and
actors. Furthermore, these interfaces typically support (1) gaimning an overview of
the current and past state of the home (2) managing existing and adding new
devices, and (3) managing automation rules and groupings.

7.3.2. Expert Installation vs. Plug and Play

For a long time, Smart Home systems required wired connections between control
panels and sensors or actors. Installing and configuring such systems is often
accomplished by professionals, and users without expert knowledge can only
perform basic configurational settings. Wired connections for the Smart Home
have several benefits. Typically, flush-mounted, they are well integrated into the
home and can be almost invisible. Additionally, wired connections guarantee a
good connection to control and monitoring stations. On the other hand, using
wired connection makes “smartness” very inflexible in relation to evolving
demands. Additionally, including a wired Smart Home into a building — be it new
or retro-fitted — requires complex planning and significant investment.

More recent products in the Smart Home rely on low power wireless
communication protocols. Emphasizing their plug and play character, these
systems are surface-mounted and battery-powered and thus can be positioned in
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remote sites within the home. This way, such systems are more flexible in terms
of being adaptable for users. They are less cost intensive than wired systems and
easier to integrate into existing home infrastructures. However, the burden at
present 1s on the user to setup and manage rules and configurations.

7.4. Setting up the Smart Home Living Lab

Agamst the backdrop of quuickly evolving technology, we believe 1t 1s appropriate
to investigate the appropriation of Smart Home technologies in everyday life.
Following Stevens et al. [474] and Wulf et al. [528], we seek to inform the design
of Smart Home systems through understanding user behaviours throughout the
process, thus infornung UX design in future Smart Home products.

The work described in this paper was conducted as part of a 3-year research
project focusing on the development of new concepts and strategies for Smart
Home systems with a specific focus on UX. We applied a Living Lab approach
[157, 185, 376] to address the complexity and situatedness of these systems over
different stages, namely (1) system setup (2) installation and configuration, (3)
use and embedding mto practice and (4) extension and reconfiguration in real life
environments. Living Labs allow different stakeholders from research and design
to be brought together with users and technology in an open-ended design process
mn real life environments [185] as far as possible, given that they are predicated on
the introduction of new technology into the environment in question, Living Labs
are mtended to be ‘naturahistic’. Such frameworks are specifically swted to
supporting long-term cooperation, co-design and collaborative exploration among
researchers, users and other stakeholders. Involving users in the design process
from the very beginning in sensing, prototyping, validatmg and refimng complex
solutions 1 multiple and evolving real life contexts allows a continuous formative
evaluation of the designed artefacts and uncovers appropnation phenomena at
early stages in the technology life cycle [49]. The advantages of the Living Lab
approach lie in its flexibility, allowing for creative spaces for discussions on new
concepts, long-term observational studies and, where necessary, lab-based
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mterventions, designed to assess the long-term appropniation of new IT-artefacts
[376].

7.4.1. Recruitment and User Sample

We recruuted our user sample through a four-staged selection process. From
November 2014 to January 2015 (see Figure 3), we placed information about the
study in the local press and via radio stations. We did not offer any compensation
for participation. The only incentive we provided was the free provision of a Smart
Home system used as the central research artefact and active participation in the
project. Via an online platform, interested people had to provide basic information
concerming their households’ technical infrastructure, motivation for participation
and expectations of the project. At this stage, more than 100 households applied
to participate in the project.

Second, we checked all applications in terms of accuracy of fit for our project’s
demands. We decided to only mnclude households within the postcode of the city
of Siegen, Germany. This restriction allowed us to get in touch with them easily,
e.g. for home wisits, interviews and roundtables. As technological requirements,
we defined two more criteria, which we believe are not critical but are worth
mentiomng. First, only households with a reliable mternet connection with at least
2 kbit/s download according to the carner contract were included. Second, due to
budget constraints, only households in possession of at least one smartphone could
participate, so households could be provided with tablets.

In a third stage, telephone interviews with each of the remamning 63 households
were conducted to gather an impression of the motivation for participation,
willingness to actively participate in the project and techmical- and Smart Home-
related foreknowledge. Additionally, these mterviews served to get to know
participants’ self-reflectiveness, articulateness and understanding of the character
of soft- and hardware prototypes compared to products.

Finally, we characterized all households and chose a sample, varying in terms of
age, sex, household size, rented or owned home, house or flat, rural or urban
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residential area and tech-savvyness as well as educational level Finally, 14
households with 23 participants were selected. The sample consists of two single-
person households, five multi-person households without children and five multi-
person households with children. Four households lived in flats, while ten were
owner occupied. Participants were aged between 27 and 61 years. Motivation
varied, ranging through dissatisfaction with existing Smart Home systems,
technological interest, to curiosity about being part of a research endeavor. Based
on this qualitative user sample, we started the longitudinal Living Lab study.

7.4.2. Study Design and Data Collection

In March 2015, we first conducted a kick-off event to brief households regarding
our overall research agenda. This was the first opportumity for households to get
to know each other. Following this event, we set up an exploratory on-site study
with a senu-structured interview gwmdeline. We mamly aimed at a better
understanding of the participants’ homes, their daily routines and habits as well as
their ideas for using a Smart Home. We also used the mmitial interviews to get to
know each other and to establish trusting relationships. At this point, we also
distributed wish-lists for Smart Home equipment. Households were allowed to
pick any combination of available sensors and actors. To avoid a mental overload
and to help participants to start thinking “small’, we suggested equipping only one
room at the beginming and decided to set a maximum of ten hardware components.
However, some households were allowed to order more than ten components if
they were able to explam which use cases and scenarnios they wanted to realize
and what they wanted to achieve with them

Based on these wish-lists, we provided an out-of-the-box plug and play Smart
Home platform system released on the German market in May 2015 to the
households. The installation and configuration process was erther observed and
video-recorded by researchers on-site (seven households) or self-reported by
participants (seven households). To subsequently collect experiences in-situ and
maintain a close relationship to households, a mobile feedback application was
provided and mtegrated mnto the companion app of the Smart Home system. An
mformal regulars’ table and an mstant messenger group were mitiated and
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maintained to foster exchange of experiences, ideas, problems and their solutions
between users and researchers. More formal commumcation about mnvitations to
design workshops, techmical announcements or updates about the project’s
progression was carried out via email by a university staff member who was
responsible as central contact person for participating households and was a
communication node between all project members. After this imitial setup phase,
households used their Smart Home over 15 months and participated in four design
workshops focusing on information collection and interface design for new Smart
Home concepts.

As a first evaluative intervention, in September 2015, after three months of use,
we conducted a second mterview study gathering experiences, demands and
limitations when using the system We focused on ways of appropriating the
system mto everyday life and reflections on the installation and usage routines in
terms of usability und UX problems. We also asked for examples of best practice
and implemented use cases. In August 2016, after 15 months of use, a third
mterview study was conducted where we asked again for best practices and
desired or implemented use cases but also for changes in system configuration
based on changed user needs or seasonal influences or based on the integration of
new third-party components. We also noted changes within routines and daily
habits 1 the course of using the system. All mterviews, workshops and home
visits were audio-recorded and videotaped where 1t was deemed to be helpful for
data collection.

7.4.3. Smart Home Infrastructure
We chose a Z-wave based Smart Home platform system from a German provider.
It 15 marketed as a plug and play solution with surface-mounted components only.
Apart from manual control, the system also allows for automated control: setting
up rules (if this, then that), scenes (setting a defined state for a number of
components) and fimers. Devices also can be grouped, for example, by room or
by any other custom agpregation A customizable dashboard serves as a
homescreen where all chosen components are presented in widget-style fashion.
Additionally, a weather-widget and a text-based home logbook are mncluded. The
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latter provided information regarding the system state (starting and stopping the
gateway, connection to cloud, updates etc.) and listed every event (sensed motion,
mput, changed settings, triggered switches, rules, scenes or timers) of the smart
system.

The sensors and actors were organized via a gateway, which was connected to the
home router and thus the vendor’s cloud. All existing settings were executable
without internet connection, but changing settings and — naturally — remote control
out of the home network depended on an internet connection. Controlling the
system was possible via sensors and actors themselves (switches, remote control,

thermostats and smart plugs), a companion app and a web portal.

While third-party sensors were not officially supported, there were user-generated
whatelists in forums. When the project started, the Smart Home product included
the followmg sensors and actors which households could pick: room thermostats
(14 picks), radiator thermostats (31), motion and brightness detection (14), door-
/window contacts sensing openness or closedness (29), smart plugs for measuring
electricity consumption and switching appliances (45), remote controls (6), freely
positionable switches supporting two or four different positions (11) and a smoke
detector (10). Whule the product 1s offered in typical starter sets and sets focusing
on a certain use case, such as heating, we allowed households to freely choose a
constellation of sensors and actors for their Smart Home.

7.4.4. Data Analysis

To 1dentify challenges and experiences of Smart Home from a user perspective,
our analysis 1s based on all data (interviews, workshops, field notes from home
visits and regulars’ table, text histories from instant messenger group) collected
during the 18-month period of the Living Lab research. All audio-taped material
was transcribed. Each document was processed by two researchers indridually
using thematic analysis with an mductive coding process [66]. After each
empirical phase, the codes were consolidated and developed iteratively. We
discussed gained insights internally waith researchers who were not involved in the
project as well as with our industrial partners in the consortum.
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For the analysis, we searched for common patterns and categories related to how
participants find and select appropriate Smart Home solutions, how they used
Smart Home components (sensors and actors) as well as looking at software
design, interactions and mformation provided through the system and how
households tried to mnclude Smart Home components into their lives and how
everyday life changed through the Smart Homes. The analysis enabled us to
1dentify four central categories relevant to the successful appropriation of Smart
Home technology within four stages of use. Based on Silverstone and Haddon
[457] we have 1deal-typically orgamzed these categories into four phases of Smart
Home approprniation: (1) system setup, (2) imnstallation and configuration, (3)
routimized use and (4) demands of reconfiguration and extension. All quotes used
m our findings section were franslated from German by the authors.

7.5. Findings: UX Challenges for the Smart Home
In this section, we present results of our qualitative Living Lab study. We broadly
assigned them imto the phases of system setup, installation and configuration,
routimized use and demands for reconfiguration and extension.

7.5.1. System Setup: Choosing Hardware Components

Product innovation literature shows that there can be a considerable mismatch
between the functionalities on offer and the expectations of consumers (1.e. [340,
537]). Our mutial interviews showed that most of the households already had
mformed themselves about Smart Homes via the internet or magazines. However,
participants planming to include Smart Home technology in their newly built or
modermized home were overwhelmed by the number of existing products and their
implications for future interoperability. Most common reasons for abandoning the
search were a lack of market transparency and helpful information about use cases
and best practices as well as an overly techmical presentation of Smart Homes.
Here, especially different comnmmication protocols raised uncertainties. A male
participant from a more tech-savvy mmlfi-person household describes the
assessment of existing Smart Home technologies as follows:
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“I haven 't decided on anything yet because I know there are many solutions.
It is well known that [product A] is pretty expensive. [product B] is more for
hobbyists [...]. Maybe those plug and play systems are better. [...] Investing
hours of time reading through forums, writing scripts — which I cannot do
myself — or programming something via copy and paste, I simply don’t have
the nerves for that right now.”

While Smart Home technology 1s evolving fairly quickly, as far as the integration
mto home infrastructure goes, items need to be future proof, especially (but not
only) when flush-mounted and thus more permanently installed. Additionally, the
variety of more sophisticated product packages, and varying payment models
requiring considerable financial investment, further discouraged households from
deciding to buy.

When households were picking components for setting up their fufure Smart
Home, 1t became obvious that many had very little knowledge of the various
features of sensors and actors, as well as of their potential for combination. Except
for tech-savvy households, participants had problems in articulating their needs
and translating them into use cases or more complex scenarios with several
hardware components beyond the ones that had sparked the mterest in a Smart
Home. Here, households often oriented towards use cases that researchers or other
households provided e g via the instant messaging group or the regulars’ table
meetings. This complexity problem for the Smart Home user 1s reflected in several
comments from participants, such as the case of a couple with grown-up children
who have already moved out of the house:

“It has got to stay easy. Not everyone has daily contact with IT. We have seen
people standing in [a consumer market] in front of Smart Home products, and
I literally saw the question marks in their eyes.”

The core problem our participants had in making their choices was to be able to
1dentify routines to be supported and then map how the system might support a
certain use case. While, in respect of hardware, thus was unproblematic for use
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cases where only a single (kind) of sensors was needed, such as heating, the
complexity grew strongly with the number of different sensors included in a
scenario. Moreover, sensors often have secondary features, such that a motion
detector, for instance, also senses brightness. These hidden features made 1t very
hard for households to actually understand what possibilities existed.

7.5.2. Imstallation and Configuration

In the phase of stallation and configuration, households came in first contact
with hard- and software. The system setup which households chose needed the
hardware components to be mstalled and paired with the gateway. Additionally,
households had to register with their email addresses to gain access to the vendor’s
cloud portal Components were used to define rules and relationships on a
software level The installation routine was erther accompanied by a researcher or
self-reported by the provided in-situ feedback function of the companion app.
Even so, households ran into problems getting the system runming without
considerable support from researchers or the vendors’ support channels (hotline
and live chat support).

The most common problem touched on that of pairing devices with the gateway —
a necessary step for Z-wave based components. The whole process raised serious
1ssues and was a task many participants felt uneasy accomplishing_

“For me, installation was very ... complicated. I mean you always think its like
plug and play. Meaning: I'will just try before reading the instructions. And that
didn 't work at all. Then I read the manual and thought I had understood it. But
this still wasn't the case and looking closer to the manual, you found half a
sentence you missed and then it worked. ” (mulfi-person household)

Moreover, the reason for having to undergo the process was unclear to participants
unfamiliar with the technology; they expected the Smart Home to be plug and play
compatible.

“Retrospectively, I would prefer to simply put the devices where they should
be and then they should make themselves visible automatically somewhere and
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then you just ascribe them instead of having to wait and do all these steps.”
(multi-person household)

Introductory screens and overlays, described with lighlights, arrows and text
boxes, were deemed not especially helpful The overlays were often quickly
removed and, in fact, not read at all When the overlays’ informative character

was subsequently described, reactions were more positive:

“If you haven’t ever done this before and you don 't know [how to], you would
probably search, search, search. In this way, it is prescribed to you: Oh yes,
you have to click here, to start the timing. I think that actually is quite okay.”
(multi-person household)

For painng devices, in ordert to include them into the system, rules for automated
behavior n an 1f-this-then-that style needed to be defined by users. Identifying

these concrete procedures necessitated considerable reflection:

P1: “I find it especially hard to set up rules.._And setting them the way I want

them to work. I don’t manage to do this myself.”
Interviewer: “So what did you do? "

P2: “I always try. Let’s look [into the system]. A rule is for example: In case
the thermostat measures 23 degrees Celsius, shut down the heating. That'’s a
rule, right?”

P1: “If one thing happens, the other thing must follow. That’s a rule. I never

manage fo do this.”

P2: “When the window is open, I get an email. We tested this down here:
opening and closing. Then I tried to include that it would only write an email
after 10 minutes or so, because we only need a reminder when we have

forgotten it. And I didn’t find it and eventually gave up.
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Noticeably, households typically defined rules in a step-by-step manner. For
example, when wanting a light to switch on depending on sensed movement: First,
coupling the motion sensor with the smart plug was set and tested as a rule by
moving in front of the sensor. After success, the period of time where the light
was to remain turned on was set and tested again. Finally, the restriction that light
should only be turmed on when ambient light 1s low was added. In one case,
darkness was simulated by putting the sensor under a cushion or covering it with
a hand to get immediate results. This example makes two challenges explicit:
First, users had a need for immediately testing rules due to either lack of trust in
their own accurate understanding of rules or in the system’s interpretation. In other
mstances, automatic timers were defined o trigger certain actions during testing.
Households explicitly used fake times to get feedback about whether their idea of
mmplementing the rule was correctly reflected i the system Second, and more
importantly, the problem of thinking about daily routines 1n algorithmic structures
15 not an everyday task for many households, resulting in inconvenently having
to set up rules incrementally to make them work and fit actual needs.

,.But the rule, such that I can say: ‘The door sensor measures certain
brightness and it should turn on the lights.’ I still don’t know how to get there.
But I have followed the chat in the group and Dave is really good at this.”
(multi-person household)

Tech-savvy households with basic experience in configuring IT-systems and
pairing processes often fipured out troubleshootmg for themselves and supported
others, for mnstance, by setting up rules or suggesting use cases, with hmnts 1n
meetings and within the instant messaging chat group.

7.5.3. Domestification and Daily Use
In the following months, participants used their individually configured Smart
Home i more routtnized ways. Within this phase, participants reported a
considerably reduced interaction on the software interface level, due to having
found their optinuzed configuration.
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Regular and permanent home awareness demands
Despite households’ general desire for background automation, we also found
various demands for explicit information and awareness. In particular, permanent
demand for historical data was mentioned. One household, for instance, which
already manually kept track of gas and electricity consumption on sheets of paper
wanted to digitalize and improve monitoring:

“For example, when I have invested let’s say info my heating, I want to know:
Does it pay off? Or when changing my heating settings. [...] I want a
conclusion: Did it pay off or not? Therefore, I need to measure. If I don’t, I
can’t change anything. I am not a control freak, but I want to know." (multi-

person household)

This permanent home awareness mechamism targeted not only support
consumption optimization, but also security aspects regarding the whole home:

“When I'm on vacation or just gone for a week, then you want to know what
has happened.” (multi-person household)

In particular, instead of having an interest in every single event, households tended
to look for groups of events, which they were able to identify as a “normal”
amount or sequence. Identifying patterns such as activities and times of absence,
one could assess whether everything was okay at home or not.

Coming or leaving home were two very common scenarios m which households
wanted to check on things or set devices to a certain state. For example, the same
household with cats had installed a safety mechanism for their pets:

“It is dangerous for our cats if we let the window open when we leave the house
because they could get hurt by getting stuck in a partly opened window.”
(multi-person household)

For this purpose, they connected a small light to a smart plug next to the entrance
door which switched the light on when windows are open. Simularly, another
households set up an awareness system for the dryer which was positioned in the
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basement, by connecting a smart plug to the maclhine and defining a rule that a
smart plug 1n the living room should make a light blink when power consumption
of the dryer dropped. After presenting his idea at a regulars’ table meeting, this
solution was adopted by others, too. Other demands for information related to
security 1ssues, such as checking for open windows or making sure all electronics
were switched off.

A second kind of permanently demanded mnformation related to system awareness:

“I check the system to see if something has failed, like my heating control at the
beginning?” (multi-person household)

Related to system awareness, users showed relatively little concerns i privacy,
though some users wanted to know what information was being transferred to the
vendor (or 3™ parties). That is, they demanded a degree of awareness:

“For now, I don’t see any way of misusing my data that could furn out to be my
downfall. [...] It would be nice, however, to see what data is transferred or stored.
If I can control this, its on me to decide what may be transferred or used.” (single-
person household)

Moreover, we found that most households did not understand the potential of
mformation that could be deduced by third parties analysing data. However, 1f
users understood, e.g. that Smart Home logs provide strong hints as to whether

anyone was at home at a given fime, awareness and caution grew:

“After looking at the diary widget, I realized what information the Smart Home
collected. Especially, in terms of motion profiles, because these are safety-

critical information.” (multi-person household)

One-time and temporal home awareness demands
During summer, in particular, a set of temporal or seasonal information demands
became apparent. With longer dayhight and higher temperatures dunng the
summer season there was simply less to be managed i the house and interest in

checking the temperature for heating was less sought During the summer,
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however, a two-person household with cats for example wanted to check the room
temperature while they were abroad:

“[...] We could control if it was too hot for the cats at home." (two-person
household)

Several information demands were limited to a special event or timespan. This
could be due to activities of members of the households or due to a change of
mfrastructure: for example, to gain an understanding how much energy the new
washing machine consumed. After tracking the machine for a while, there was no
further interest in a long-term consumption evaluation.

Controlling the home

The physical Smart Home switch was considered a great way of controlling the
home, and many households appreciated the possibility of sumply positioning
switches whenever a Smart Home command was used regularly. For example,
several households positioned a switch, which was supposed to be put on a wall,
on their living room table to change light settings when sitting on the sofa despite
aesthetic considerations. The switch was only available in white, since 1t was bult
for wall mounting, and was seen as infruding on the interior decoration

Although also a frequently used interface when at home, the mobile application
was primarily used abroad. Here, use cases serving a demand for secumty
awareness prevailed. Simulating presence by switchung on and off lights manually
was especially considered a benefit. While traditional fimers were already used by
some participants, their static programmable time slots were perceived as a
limitation and easily detectable by potential burglars. Either random timers or
randomized timeslots were mentioned as possible solutions.

While core use cases seemed to be identified, the routimzation phase points
towards the complexity and heterogeneity of households’ ecosystems. Even
though comfort, secunty and energy savings mught motivate households to have
an inferest n a Smart Home on a global level, concrete use cases are highly
mdividual and changed noticeably depending on seasonal factors, changing
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mfrastructure or (urr-)regular events and households’ evolving routines. Many use
cases only arose 1n a later phase after households had the systems mstalled.

7.5.4. Becoming an Expert: Reconfiguration and Extension
In our first reflective interviews after four months of Smart Home use, participants
told us about having integrated their Smart Home mto their households to varying
extents. Upon asking about the system’s cost and 1ts relation to the market price,
however, the Smart Home was valued more as an expensive “nice to have’ gadget,
rather than as a vital part of the home However, no household took the offer to
remove the system; they all wanted to participate further.

With households getting used to the system, its linutations became more evident.
These, m part, stemmed from the sensors and actors not included within the
system. For example, flush mounted switches or IP cameras were not available.
While disappointing in principle, households understood that the product was still
new and its landscape was to be extended. Other linutations of the Smart Home,

however, were less anticipated and less accepted.

First, many users percerved Z-wave as a strictly standardized protocol and thought
that any Z-wave-based sensor or actor was supposed to work with the system, too.
Therefore, as an alternative to missing sensors and actors m the system, more
technology-experienced households themselves tried to include third-party
devices into the system. In most cases, and fo varying extent, this failed due to
differing interpretation of the commumication standard. One participant found a
third-party device that included several sensors which he wanted to be shown on
his dashboard. Although comphant to the Z-wave standard, including the sensor
was hard work and only partially worked:

“Well this (...) small bowl [I got] (...) It was kind of a jack of all trades device
including earthquake sensor, motion detection and temperature ( ...). After four
weeks, I managed [to include] it, but it only offered me the motion detection

Sfunction.” (multi-person household)
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The only way to know whether a product would work, even within the same
standard, was to either find out by word-of-mouth or by trial and error.
Throughout the Smart Home market official whitelists are seldom to be found.

Second, users found limits in the product itself, posing a barner for their ntended
use. For example, some configurations of includable sensors were not possible,
e.g. defimng the sending rate of a light detector was not possible because of the
vendor’s battery saving mtentions. This however, linuted adaptability and led to
feelngs of helplessness and frustration:

“I guess you have to think twice whether it is the right component to fulfill your
wish? [...] But I think it is kind of an issue, when expectations of users differ
from what the vendor was thinking. ” (single-person household)

Users also naively thought that other systems they used would be interoperable
with a Smart Home, especially the ones promising “smartness”. For example,
some households had smart meters installed, which they thought would easily go
with a Smart Home system — m fact they were considered a wvital part of it
Similarly, other smart systems such as smartphones or audio systems were
expected to be able to have an interface for sensors and actors, such that e g_ the
Smart Home would be able to react to the GPS of the phone or the battery of an
electric vehicle.

7.6. Discussion and Conclusion

In the 18-month Living Lab study, we identified 3 potential ways of fostering
appropriation of Smart Home technology. We provide significant empirical detail,
showing not only that users experience certamn kinds of barmers but also in what
circumstances and when they are likely to do so. Second, the extensive qualitative
research undertaken demonstrates how these barriers are significant at particular
stages of the appropniation process and suggests that designers need be mundful of
this evolving set of conditions. Thirdly, we have shown, mn and through the Living
Lab study, that the various barriers to use should not be treated as separate matters,
but need to be addressed m a holistic manner. In particular, the heterogeneous
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ways in which households demanded configuration forms, and the degree of
knowledge required in order to do so, was identified. Throughout the study, the
most common and severe problems arose in the fields of (a) a disconnect between
users’ expression of demands and the systems’ capability to understand and
process them This became visible mn the system setup phase and dunng
mstallation and configuration, (b) maintaimng awareness i routine use and and
finding smitable visnalizations for feedback demands, and (c) system extension
beyond the home as a place. We discuss these practice-based phenomena and
outline promising ways of addressing these 1ssues.

7.6.1. Setup and Configuration with Practices and Routines

Despite being interested in buying a Smart Home product, all households in our
Living Lab mentioned having experienced problems identifymg a suitable
solution. The market 1s evolving quickly, and new products are being continually
offered, making it hard to gain an overview. Most importantly, a Smart Home
system was understood to be a significant mvestment, thus requnng it to be
extendable m the future [72]. Here, the implications of choosing a particular
system were not fransparent in relation to future extensibility of the
communication protocols and third-party sensors or actors. In this regard, our
observations here were similar to Menmicken et al. [350]. Our findings go further,
however, in lnghhghting that households actually did have ideas of what a Smart
Home 1s supposed to provide, but often failed to map their mterest to suitable
technological setups. When asking, what could be improved or automated in the
home, households often came up with what Smart Homes already offer. However,
the step towards choosing the right technology was where our households reported
feeling undecided and lost. We believe that orienting towards practices, routines
and use cases to be supported will help users better understand what kind of
technological setup they nught need.

This disconnect between what users desired and how to map this to the system
also was a major theme during installation and configuration, too. Although in the
past even experts struggled to get distributed digital systems to work [494], new
mterfaces and web technologies promise plug and play even for “ordinary™ users.
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This 1s in line with several attempts to make the Smart Home plug-and-play
compatible [2, 60, 285, 377]. Taking mto account the individuality of user
demands, End-User-Development (EUD) 1s known to pose a pronusing strategy
for making complex systems work for non-experts, and should be relevant to the
Smart Home [259, 523].

We now argue that 1t 1s especially useful to support the operationalization of
behavior and routines mnto events measurable for sensors. Smart Homes, we argue,
should be sensitive to local and changing, routimes by affording more obvious and
flexible (re-)configuration possibilities [353]. The typically proposed 1f-this-then-
that style posed major challenges to households not familiar with algorithms in
their everyday life. Reflecting on household practices in such a way that they
could be matched to technology behavior was a serious challenge. Here, systems
could more actively support users, e.g. by bemng pre-paiwred and preconfigured
[377]. For example, products could be adapted to users during the buying decision
by them reporting about routmes. This way, the workload of algonthmically
reflecting about daily routines would be transferred mnto a non-technological
language, while still allowmg rules and dependencies to be deduced and use cases
to be suggested. This would allow the vendor to mclude rules into the system
upfront, thus relieving the user of a task and fostering the plug and play character.

7.6.2. Design for Evolving Visualization Demands
During sustained and routine use, households checked up on their Smart Home,
m the main for three reasons: (a) Maintaiming control and awareness of what has
been going on in the home and how it performs (1e. i terms of energy
consumption), (b) system check (1.e. whether the Smart Home does what it
should), and (c) for temporary or specific event-dniven information demands.
Although, generally, the system worked in the background autonomously, usable
means for maintaimng sovereignty in the home were demanded. Regardless of the
reason the concrete requirements on what exactly households wanted to check
were highly individual and changed over time. In the field of energy consumption,
these are known phenomena [448], calling for software to allow for continuous
change and adaptability [259, 264]. EUD [40, 323] could support the users’
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journey from a novice to an expert user by allowing for adaptable information
dashboards and information widgets for evolving or temporary demands.

7.6.3. Extending the ‘Home’

After getting used to their system, some households explicitly tested boundaries
or came up with new use cases that included other electromic devices, such as
smart meters, photovoltaic systems, smartphones, IP-based gardeming equipment,
cameras or car-mounted GPS-sensors. The 1solation of these smart systems was
countermfuitive to users and often led to frustration when different smart systems
were not imteroperable. This separation was not reduced to single applhiances and
protocols [72], but rather spanned across ecosystems. On a UX and usability level,
the single access points to the systems lacking coherence in wording, style and
control.

Households increasingly perceived their Smart Home interface as the central pomt
for managing therr home and wanted a single management system that also
mcluded e g. their garden electronics and connection to external sensors and actors
such as the smartphone. In this regard, the home i1s more than a location [126].
One pronusing solution 1s unified dashboards and control centers of distributed
mformation sources from cyber-physical systems in household environments,
similar to what Few [174] describes for business dashboards. For respective
measures to be effective, this also calls for action on the ouddleware level [136].
If respective APIs and interfaces for protocols are provided, user interfaces may
make use of them.

7.6.4. Limitations
Our findings mght in part be due to system peculanties. Even so, having
conducted a market analysis and lab-based test of several platform-based systems
we believe that most findings are not bound to a specific product. For Smart Home
systems, Z-wave 1s a widespread standard, as are dashboards and IFTTT
mechamsms for rule definition. All of which have implications for setup, running
and maintenance that our system shares with many others. Also, market
complexity and himitations in interoperability are not product-related. More
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sensors nught have improved the Smart Home experience. However, at least for
surface-mounted solutions, an evolving growth of the Smart Home system better
represents the actual way of buying such systems. Moreover, most inexperienced
participants ran into major problems making their Smart Home work with about
ten existing sensors. In limiting the amounts of sensors, we supported a steady
appropriation and found newly developed use cases over time. Fnally, our
research was of a qualitative nature, which also sparks typical linmtations. For
further evaluating validity and classifying the relevance of each problem
dimension identified, further quantitative research could and should be conducted.

7.7. Conclusion

Our Living Lab-based case study has idenfified design gmdelines addressing
challenges during the process of Smart Home appropriation. Overall, we argue
that Smart Home so far has targeted the home primarily as a technological space,
rather than a place formed by routines and interaction [229]. By becomung more
sensitive to the routines and practices of users, four challenges could be addressed:
Regarding the challenges of setting up and configuring the Smart Home, we stress
the importance of daily routmes as a metaphor which households can cope with,
mn contrast to technical detail or algorithmic patterns. For supporting operation and
maintenance of a Smart Home, evolving visnalization demands call for flexible
user interfaces, adaptable to both temporary and permanent mformation demands
on home and system awareness. Finally, Smart Home systems could unlock more
of their potential when going beyond typical place-related boundarnes,
mcorporating floating and interweaving practices which are not linited to the
home as a building.
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8. Evolving Needs in IoT Control and Accountability: A
Longitudinal Study on Smart Home Intelligibility

A key 1ssue for Smart Home systems 1s supporting non-expert users in their
management. Whereas feedback design on use cases (such as energy feedback)
have gained attention, current approaches to providing awareness on the system
state typically provide a rather technical view. Long-term investigations of the
practices and resources needed for mamtaming Do-It-Yourself Smart Home
systems, are particularly scarce. We report on a design case study in which we
equipped 12 households with DIY Smart Home systems for two years and studied
participants’ strategies for maintaiming system awareness, from learning about its
workings to monitoring its behavior. We find that people’s needs regarding system
accountability changed over time. Their privacy needs were also affected over the
same period. We found that participants mitially looked for in-depth awareness
mformation from the dedicated web-based dashboard. In the later phases of
appropriation, however, their interaction and information needs shifted towards
management by exception on mobile or ambient displays — only focusing on the
system when things were “going wrong’. In terms of system accountability, we
find that a system’s self-declaration should focus on being socially meaningful
rather than techmcally complete, for instance by relating itself to people’s

activities and the home routines.

8.1. Introduction

With the increasing proliferation of Internet of Things (IoT) technologies for
consumers, the ‘Smart Home’ 1s emerging as a domain for significant potential
market growth [462]. Enabled by energy-efficient networking technology [414],
such as ZigBee or ZWave and reduced hardware costs, new Smart Home sensors,
devices and services continue to emerge, thus constantly increasing the vanety of
technologies that might be integrated into today’s Smart Home. To be adaptable
to the individual physical and social character of specific homes [229], many
Smart Home systems have adopted a do-it-yourself (DIY) paradigm. The Smart
Home’s inhabitants can set up, configure, and automate system behavior
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themselves mn accordance with their individual (or family) needs, e g, having
lights switch on m case of detected movement m a hallway, or remotely
controlling heating and air conditioning before people arrive home.

However, flexibility mn choosing hardware and software setups comes with
mcreased complexity. This complexity, we argue, will magmfy as systems
develop. The DIY Smart Home 1s arguably one of the first IoT-systems that also
relies on configuration and management by non-programming users. This non-
programming user population cannot be expected to be tech-savvy, or even
mterested in technology [72, 147]. In this vemn, Brush et al. have 1dentified poor
manageability as a key barmrier to the successful adoption of Smart Homes [72].
Users need clear and unequivocal methods for understanding what 1s gomng on
with their systems and for making decisions about how they might best fulfil their
needs. Such methods, for the reasons we have outlined, have to have a relevance
to various user needs and need to service the provision of useful data monitoring

devices.

In this paper, we therefore argue for adopting an end user development approach
as a means of overconung some of these challenges. End user development (EUD)
has emerged as a way of enabling non-programming users to handle complex
systems. Due to its emphasis on self-configuration, EUD 1s particularly applicable
for the DIY “Smart Home’ [264]. We will discuss how intmtive and simplified
user interfaces can be constructed so that they make mmuch of the opacity of current
Smart Home systems more transparent. Moreover, the flexibility of the approach
provides for more individual management and, associated with this, greater
possibilities in respect of reconfiguration over time. Some progress has been made
m this regard. Trigger-action programmung [502, 503], for mstance, and rule-
based systems have both been studied extensively [68, 264, 276]. In addition,
flexible visualizations as a means of providing users with mdividually tailored
feedback about what 1s being sensed in the Smart Home have been considered [43,
352]. In a long-term living lab study to understand the demand and potential for
EUD in Smart Homes, Castelli et al. [89] found that, aside from understanding
what 1s going on m the home, participants also wanted feedback on the system’s
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status. Their findings underscore the presence of the research gap addressed 1n this
paper. For some of the more pronunent use cases regarding Smart Homes (such
as can often be seen in advertising), there are already very active research
communities. Thus, designing energy consumption feedback has received a lot of
attention [6, 124, 188, 447], mcluding from an EUD perspective [259]. Designing
for ambient assisted living has also generated a lot of interest [108, 252, 266].

Conveying system status, however, 1s not typically oriented towards informing a
user about her/luis performance, but rather towards making a system’s behavior
more fransparent. Such system awareness has been shown to be an important
feature 1 end-user configuration, especially for embedded systems [38, 372]. In
an argument that echoes Dourish’s discussion of system accountability [139], Lim
et al_, have also shown that linited system awareness may hamper user acceptance
of context-aware systems [324]. Another user acceptance barrier 15 that people do
not trust that Smart Home technology will be safe, secure, and privacy-preserving
[100]. In this paper, we argue that system awareness helps users to build an
understanding of data disclosure by helping them to learn about a systems’
behavior and operations. Abu-Salma et al_ [8], for instance, have shown that a lack
of user understanding, compatibility 1ssues, and lack of motivation rooted 1n a lack
of understanding together contribute to a reluctance to use secure systems. Ruoti
et al_ have explored the reasons for this reluctance and have subsequently shown
[430] how various trade-offs determine user policy.

However, so far, little research has focused on investigating Smart Home system
awareness and how it evolves from a user’s point of view. Woo et al. [523] have
mvestigated ways of fostering understanding of rule hierarchies, suggesting
ambient feedback as a possible solution. Yang and Newman have demonstrated
how users demand Nest thermostats to provide incidental intelligibility in terms
of their behavior and options [530]. The problem of explorning options and possible
commands 15 particularly likely to mcrease with the onset of voice assistants.
Mennicken et al. [349] have provided users in professionally maintained Smart
Homes with system feedback embedded in a calendar. Despite these endeavors,
supporting users in making sense of current and past system states remains an
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under-investigated topic. Moreover, with the notable exception of Oulasvirta et
al , who mnvestigated surveillance by smart devices in the home [379], there 15 a
gap i research relating to the longer term appropriation of (not only Smart Home)
technology [351]. Evolving practices, changmng levels of expertise and
establishing routines around the use of Smart Home systems over time [395], all
make designing for system awareness in DI'Y Smart Homes an ongoing challenge.
The Living Lab approach we used constitutes one possible way of dealing with
this lacuna.

Using a living lab approach [157, 185], we investigated evolving user demands
regarding Smart Home system feedback for supporting system maintenance over
time. Through a process of iteratively co-desigming custom wisualizations, we
found that information demands and practices shifted significantly once the Smart
Home system became embedded into the participants’ everyday lives. By
describing and analyzing these shifts, this paper makes a number of contributions:

e We report on and analyze perceived user needs for system awareness in
DIY Smart Homes by examiming the use cases pursued by participants and
their respective information requirements.

e  We identify event data structures and aggregations that participants relied
on when trying to find mformation that could improve their Smart Home
awareness and we demonstrate their potential application in Smart Home
awareness interfaces.

e We exanmune an observed shift in information seeking practices towards
“management by exception™ in the later phases of Smart Home use and
discuss opportumities for supporting this gradual shift through adaptive
visualizations and interfaces.

Our findings can inform the design of DIY Smart Home systems to support both
novice and expenienced non-programnung users in maintaming their Smart
Homes. We conclude that this should mvolve the use of awareness mechanisms
that consider how the relationship between users and therr home technology

evolves over time.

8.2. Background: Making the Home “Smart™

The first “wired homes™ [26] were built by hobbyists during the 1980s and were
highly custonuzed and almost impossible to reproduce. The ongoing trend of
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ubiquitous computing brought about a numaturization of sensors and an increased
energy-efficiency in wireless communication protocols and hardware. This, n
tum, led to a new generation of commercially available Smart Home products.
Low-power wireless protocols now enable these products to reach the most remote
places in the home, often at some distance from power supplies, thus providing
greater flexibility mn the positioming of components. Some products clearly serve
a single use case (e.g., IP cameras, light bulbs). Others (e.g., openHAB) adopt a
platform approach. Such platforms allow the inclusion of a multitude of sensors,
actuators and applications and sometimes support several protocols, thus enabling
greater flexability and interoperability. These Smart Home hubs can be tailored by
their users according to their individual demands. The vast majonity of advertised

use cases, however, focus on certain key areas such as securnty, comfort, and

energy saving [64].

Modern Smart Home systems fall into two basic categories: First there are
professionally-installed and managed solutions. These donunated the market in
the early days and typically featured wired connections between flush-mounted
sensors and actuators (e.g., using the KNX protocol). Although wired systems
benefit from preater stability and hugh bandwidth and are well integrated into the
home, such systems call for higher investment and changes i the home
mfrastructure both at the point of installation and subsequently when users want
to change the hardware configuration

With the development of more energy-efficient wireless commumcation
solutions, surface-mounted Do-It-Yourself hubs and sensors have entered the
market (e_g_, Samsung SmartThings, Wink Hub). They offer more flexibility when
mstalling, (re-)configuring and extending the Smart Home and are especially
designed to be maintained directly by users. As a result, both the opportunity, but
also the burden of configuring the Smart Home has fallen to the user.

8.2.1. Understanding Everyday Life in Smart Homes
Home automation technology has been studied for well over a decade. For
example, Zhang et al. [534] have mvestigated how to add context awareness to
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Smart Home technology. Smularly, security and privacy research has recogmzed
the Smart Home as a relevant domain [32, 109, 287, 498]. Several studies have
focused on access control n Smart Homes [285, 343, 501]. Early work 1n this area
was particularly focused on the techmcal feasibility of home automation and only
relatively recently has attention to the relationship between technical and social

aspects become more paramount [3].

A key part of the Smart Home vision 1s the notion of embedded technology. The
associated challenges have been studied at a general level by multiple researchers,
though few have tackled 1t specifically in relation to Smart Homes. Kranz et al.
[300], for instance, ighlight the tension between wanting embedded systems to
blend in with their surroundings and the evident need for some human interaction
with the system For Smart Home systems, in an echo of Mark Weiser’s original
vision of ubiquitous computing [514], Davidoff et al. found that, rather than
demanding confrol and mformation from uvsers, the system should unobtrusively
support them 1n their lives [126]. While we agree with this general point, we will
show that the actual degree to which this 1s true vanes over time.

Studies researching actual interaction with Smart Home technology “in the wild”
are still limited 1 number and scope [350]. However, one challenge that has been
commonly identified is controlling and managing the Smart Home. Randall et al.
[404], provided an early ethnographic account of using and living with Smart
Home technology where they found that control mn the Smart Home was not
merely a technological, but also a social matter in multi-person households. Jakob:
et al [258] studied the 1ssues faced by users m a living lab when adopting Smart
Home technology. Along four phases of appropriation, they identified challenges
regarding information for making purchasing decisions, configuring the Smart
Home to individual demands, designing information for evolving demands, and
extending the system Brush et al [72] found that manageability and unreliable
behavior were major concerns for Smart Home users. A particular problem has
proven to be enabling non-programmers to successfully control and manage what
amounts to a complex cyber-physical system. This remains one of the key
challenges confronting the successful adoption of Smart Home technology.
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8.2.2. Designing Feedback for Configuration, Context Awareness and
System Awareness in the Home

The design of user mterfaces that provide feedback from embedded consumer
technology, mncluding Smart Home technology, can roughly be divided into three
main strands of concern: supporting users to configure a systems” behavior for
mdividual use cases; feedback mechanmisms as a means of gammng useful
mformation about specific use cases; and infornung users about the status and
performance of the system 1tself

Enabling non-programmers to adapt software to their needs 1s a core concern in
end-user development (EUD) research [25,48]. EUD particularly aims to support
users engaged in system (re-)configuration [142]. Thus 1s mncreasingly important
as systems become more complex and interconnected [469]. Thus, the design of
tools supporting system configuration constitutes a large part of the Smart Home
EUD research [350]. Both configuration and individualization are known to be
major success factors for Smart Homes [21]. Exusting systems for configuration
often use rule-based approaches, such as action trigger programming mechamsms,
to implement automation and reactions to sensor states [128, 132]. A recent study
by Brich et al. [68] suggests that process-onented approaches may also be frutful

1 supporting non-programming users in Smart Home configuration.

Providing feedback based on data sensed by ubiquitous computing technology 1s
a commonly used mechamism across numerous different fields of research. For
example, there are user-centered feedback design studies for life-logging [153]
and self-tracking of physical activities [488] where the goal has been to try and
design and structure sensed data that 15 meamingful for the user. For the specific
design of feedback technologies in the home, there is also plenty of research
covering different areas, such as the consumption of electricity [6, 188, 447] or
water [155, 273, 478] and ambient assisted hving [108, 252]. Here, EUD can
provide a means of adapting dashboards and visualizations to individual needs by
equipping end users with ways of modifying views on information without
requiring programmung skills.
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While the above research focuses on harnessing and processing data to mform
users when deahing with the case at hand, users are also face the task of controlling,
maintamning, and potentially debugging systems. Research suggests that for these
kinds of tasks, different information and modes of presentations are demanded.
There 1s a difference mn perspective regarding how to use the information
provided. In contrast to Eco-Feedback, for mstance, which seeks to support a
households’ energy consumption practices using sensors (and which could
constitute or be a part of a Smart Home system), designming for the maintenance of
complex systems requires the support of system awareness and mtelligibility by
making their health and performance accountable. Design addressed to a specific
use case in what might be a Smart Home 1s conceptually different to supporting
Smart Home system awareness, which addresses the adnmnistrative level of the
system. So, in the case of energy-feedback, this might mean checking whether all
the plugs are 1n working condition and that relevant rules for switching have been
triggered correctly. Design for this kind of system awareness, however, has
recerved less research attention to date [59], although prior work does highlight
the importance of supporting the accountability of data in context-aware systems
[43, 352]. Castelli et al. [89], for instance, have conducted a hiving lab study
regarding information demands in the Smart Home and have found that the option
to individualize visualizations was used frequently, to serve the purposes of both
regular momtoring and short-term situational requirements for specific kinds of
mformation.

A third major research topic m this area, aside from providing feedback and
facilitating configuration, 1s making system behavior transparent so that users can
explore a system’s potential [246] and reason about its behavior effectively, thus
facilitating 1ts acceptance [324]. Research on sysfem awareness typically does not
target specific use cases directly, but rather seeks to provide meaningful support
for understanding what the system is domng, what 1t 1s capable of, and potential
anomalies. Frequently, tlus can also serve as a resource for maintenance and
troubleshooting 1n case of breakdowns. Intelligibility [43, 324], in this respect,
calls for providing ways of understanding current and past system states, e g, to
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debug potentially flawed configurations or check the system’s current and past
performance.

As Smart Home systems are among the first distnibuted cyber-physical systems to
be managed by amateurs, there 1s a particular need to provide support for
management of the system without any particular technical expertise. In relation
to this, Woo and Lim [523] found that their participants had trouble understanding
therr Smart Home system structure. They therefore suggested providing ambient
feedback regarding what rules were currently being applied to system components
via the hardware 1tself Looking at wired non-DIY Smart Homes, Menmicken et
al. [352] found a calendar metaphor useful for visualizing sensor states and
triggering rules in households where some familianity with a Smart Home had
already been achieved. It remains the case, however, that designing for system
awareness in the domain of DIY Smart Homes 1s under-investigated with regards
to (1) the instances m which system awareness matters to users and the kind of
mformation they need; (2) how to support users i verifymg system status,
exercising the practices associated with awareness and disambiguating potentially
complex feedback such as log data; and (3) the evolution of both users” expertise
and mteraction with Smart Home systems for maintaiming system awareness over
time, especially with regard to making systems more manageable, as well as
facilitating management of data disclosure (1e. privacy) in increasingly
externally-addressable (1.e. IoT-based) environments.

So far, little research has focused on user behavior with respect to tracking and
monitoring [379]. Epstein et al. [154] identify a vanety of behaviors that inform
self-tracking Although this work was focused on people who actively self-track,
1t captures the range of motivations, reasons and review procedures that such users
adopt. Epstein et al. also examined the various reasons why self-tracking behavior
lapses, noting, for mnstance, forgetfulness, difficulty in managing upkeep and
deliberate suspension. They recommended that design should incorporate features
that encourage the avoidance of mertia, that support a variety of goals and that
support resumption after a lapse. Van Kasteren et al [37] pomt to sensor
technology that could automatically track user activity, using probabilistic
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models. However, as this 1s predicated on data collected via Bluetooth headsets
and, moreover, based on activities taking place in a single person household, such
data can inform about behavior but not about the reasons for 1t. In line with Tolnue
et al. [495], we argue that understanding the reasoning that informs behavior 1s
mmportant. To uncover users’ requirements regarding Smart Home system
awareness, we accompanied households in their struggle to set up and configure
therr Smart Homes (as well as their lives) in the way the wanted them by using
DIY Smart Home technology. This covered both early and later phases of use.
Our goal was to provide an account of what information users sought to obtain
and how they maintained system awareness throughout the different phases of
their experience of living in a Smart Home.

8.3. Method

In our study, we followed a design case study approach to inform the design of
our Smart Home mterfaces, as proposed by Rohde et al [420] and Wulf et al.
[527, 528]. This approach advocates a long-term view of the investigation-design-
appropriation cycle. In our application of this particular approach, our broad
mterest was in the appropriation [84] of Smart Home technology. However, one
particular analytical lens was focused on investigating the resources and means
participants require when monitoring their Smart Home system and how they
maintain awareness of it i real-life contexts. This 15 the theme that we have
specifically sought to examune in this paper. Overall, we used a living lab
approach to understand users and their contexts and to investigate how they used
Smart Home systems in real-life environments [157, 185, 320, 376]. Living Labs
allow different stakeholders from research and design to be brought together with
users and technology in an open-ended design process in a real-world context
[185]. Such frameworks are especially well-smted to the support of long-term
cooperation, co-design and collaborative exploration among researchers, users
and other stakeholders. The advantages of the Living Lab approach le m its
flexibility, how it provides creative spaces for the discussion of new concepts and
how 1t supports long-term observational studies and, where necessary, lab-based
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mterventions that are designed to assess the long-ferm appropriation of new IT-
artefacts [376].

8.3.1. Setting up the Living Lab
This research was embedded in the context of a larger living lab research project.
We ran our hiving lab with 12 households (29 participants) over a period of 26
months. We started recruiting interested households wvia local press and radio
stations 1n early 2015. Applicants signed up via a website, which allowed us to
gamn some basic information regarding therr living conditions, technological
equipment, and expertise.

In a thorough selection process mvolving over 100 interested households,
participants were chosen so as to constitute a diverse sample stratified in terms of
age, gender, household size, rented or owned homes, houses or apartments, rural
or urban residential areas and tech-savviness, as well as educational level
Additionally, households had to have an internet connection with a mnimum
speed of 2MBit/s and a smartphone.

The final sample of 12 households (Table 2Table 5) with 29 participants consisted
of two single-person households, five multi-person households without children
and five multi-person households with children. Three households lived in rental
apartments, while mine owned their homes. The participants’ age was between 27
and 61 years. For participation, we offered no compensation, except being able to
use the provided hardware and software. Motivation varied, ranging across
dissatisfaction with existing Smart Home systems and technological mterest, to
curiosity about bemg part of a research study. Almost all (1.e, 10) of the
households did not currently have a Smart Home system installed. In order to
mclude more experienced users, however, two households were recruted that
already had a Smart Home system in operation and three others reported having
experience with networked energy monitoring devices. These systems were either
DIY Zigbee- or ZWave-based multi-component systems, sinular to our system,
but incompatible.

132



Table 5: Overview of participant sample in the Living Lab

Household size Type of Location Tech.
housing Knowledge

H1 2-pers. household Apartment  City Yes
H2 3-pers. household House Rural area Yes
H3 3-pers. household House Rural area Yes
H4 3-pers. household House Rural area Yes
H5 4-pers. household House Rural area Yes
H6 2-pers. household House Rural area Yes
H7 2-pers. household Apartment  City No
HS8 1-pers. household House Rural area No
H9 3-pers. household House Rural area No
H10  2-pers. household Apartment City No
H11 1-pers. household House City No
Hi2 3-pers. household House Rural area No

Two 2-hour workshops were conducted at our university, subsequent interviews
(45-90 munutes) were recorded during on-site home wisits. Although we always
mvited all members of each household to participate, on most occasions the
ongmal applicant was our primary contact.

The overall project for which the participants were recruited aimed to study Smart
Home user experience. In this paper, we focus specifically on how the participants
managed their cyber-physical Smart Home system in terms of maintaining 1t,
handling errors, and tracking and correcting any perceived system faults over
time, as they were getting used to the system and slowly incorporating 1t into their
everyday lives.

8.3.2. The System Provided to Households
The system* used in our study was a commercially available off-the-shelf system,
which incorporated a range of features common in DIY Smart Home products.
The system was based on Zwave and relied on a coordinating hardware gateway
that managed the connection for remote access and data upload. Measurements

4 We provide a description of the Smart Home system we used but refrain from naming the
product or providing screenshots because of a respective agreement with the vendor.
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and rule sets were both uploaded into the vendor’s cloud, which allowed for
complete remote control of the system At the same time, the local gateway also
stored the program logic in order to achieve independence from internet
connectivity. The intemnet connection was only necessary when users wanted to
change the systems’ configuration. The system’s ecosystem offered a vanety of
sensors and actuators from which households could choose freely (this was
covered by the project budget). Overall, the households selected 14 room
thermostats, 31 radiator thermostats, 14 motion and brightness detectors, 29 door-
/window contacts sensing open or closed states, 45 smart plugs for measuring
electricity consumption and switching appliances, 6 remote controls, 11 freely-
posttionable

switches supporting two or four different positions, and 10 smoke detectors. The
chosen devices varied shghtly according to the perceived use cases, with some
households focusing on security (movement detection and door-/windows
sensors), and others favoring comfort or energy momitoring with thermostats,
brightness sensors and smart plugs. Due to the systems’ flexable plug-and-play
adaptability and extendibility, the households were also able to include further
sensors, e g., for implementing new use cases that emerged over the course of the
study. This typically happened when participants realized new possibilities or
learned about other households’ setups. Within budget hmitations, some of the
additional devices were provided by the researchers. However, others were also
bought by the households themselves, such as cheaper third-party sensors with the
same capability as those onginally offered, smart LED lamps, and networked
weather stations. In terms of software control, the system supported the setup of
automated rules in an if-this-then-that style. Additionally, “scenes™ enabled the
defimtion of certain states for multiple actors. For example, a “Watching a movie”
scene could be instantiated such that several hights would be dimmed or set to a
predefined desired state and a smart plug could switch on all the necessary
entertainment devices. In a third component, groups of multiple devices could be
defined, for example all of the sensors in a room could be grouped together.
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For wisualization, the system used a dashboard approach for both native
applications (10S and Android) and a web-based interface. As well as being able
to check and control all system devices with independent widgets, the dashboard
also included a local weather widget and a text-based home-log widget. The latter
listed all changes in a sensor’s state and triggers (motion detection, on/off for
smart plugs, windows/doors opened/closed, etc.) and general information on the
system state (re-/boot of the system, dis-/connection to the internet, updates, etc.)
over the previous 48 hours.

As these interfaces were part of the vendor’s product, we were not allowed or able
to modify them Therefore, all data collected by the gateway was exported to a
local Raspberry P1 and sent to a custom open source visualization framework
based on open HOME (see Figure 2). This framework enabled us to use web
technologies (Javascript, HTML, CSS) to freely design alternative interfaces
using the data provided by the Smart Home systems’ middleware. In addition,
when we began collecting data from the gateway, we found that 1t was collecting
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Figure I: The home screen of the open. HOME interface with the first version of the
system-awareness log at the bottom.
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much more data than the commercial frontend was using. This, then, provided us
with even more flexibility mn reacting to user demands. The open HOME
framework was itself developed on the basis of user demands we had identified at
the beginming of the study. It was therefore made available to the households after
about 13 months. While both interfaces remained active, once it was available,

open HOME was used more frequently by the participants.

8.3.3. Research Activities on Smart Home Awareness
As described above, the work described here formed part of a three-year project
that generally sought to identify and tackle user expeniences of DIY Smart Home
platform systems. For the early stages of the research, Smart Home system
awareness was not a particular focus. However, over time it became clear (and
more specifically duning the course of two rounds of interviews) that users often
struggled with understanding the system’s behavior as well as what its potential
might be. The main part of this paper focuses on presenting findings from a set of
research activities that we explicitly developed to uncover instances of people
trying to understand and keep on top of what their Smart Home system was doing,
together with our design of the supporting visualizations (see Figure 2). Following
the design case study approach described by Wulf [528], we first sought to gain
an understanding of the phenomenon of coping with the Smart Home in general.
Participants’ challenges were then successively identified from our empirical
work, leading to the iterative development and testing of prototype mterfaces for
Smart Home interaction in the living lab’s real-world environment, with the goal
of supporting users in their everyday life within their Smart Home With each
analysis of the empirical data iteratively informing the design of the following
phase, we were able to ground the research and take into account the participants’
evolving practices (see Figure 3). We thus progressively focused on: (a) exploring

Ind Interview 3rd Interview Diary stody  Workshep 1 Warkshop IT

Using Commercial System Using open HOME

- - Avareness Avarensss
Fhem rodout Widget rollout Widget v2 rodlout

Figure }: Timeline of research interventions and visualization rollout in the Living Lab.
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the information demands of novice users; and (b) understanding the patterns of
use exhibited once participants became more expenienced.

Exploring the Information Demands of Novice Smart Home Users
To gain a contextual understanding of what households planned to use or actually
used the system for, during the first phase of the study, we conducted two rounds
of semi-structured interviews with all of the households and observed the process
of system installation.

The first interview was conducted before the Smart Home system was rolled out,
with the intention of exploring participants’ imtial wishes and their anticipated use
of the system The participating households were invited to talk generally about
their interest in Smart Homes and envisioned use cases for the Smart Home
technology. They then chose the sensors and actuators they wanted to use in their
Smart Home setup.

Shortly afterwards, we observed the participants installing the system in their
homes either directly (n=6) or through wvideo self-documentation (n=6). To
support this process, and as a means of maintaimng a close connection with the
households and being able to collect feedback in-situ, a mobile feedback app was
provided to each household and a mobile instant messaging group for mnteraction
between the households and for exchanges with the researchers was instantiated.

After four months of living with the Smart Home system, a second round of
mterviews focused on having the participants reflect on the system’s performance
so far and on how the system had been embedded into their daily lives. This mitial
round of empirical work motivated the design of an awareness widget for the
Smart Home, which was subsequently rolled out and evaluated.

Prototype Evaluation and Understanding the System _Awareness of
Experienced Users
For the second part of the study, we used the open HOME wisuahization
framework to prototype system status visualizations with the participants. This
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was mamly aimed at flexibly supporting the use cases participants envisioned. We
conducted three main interventions in the households, which are described next.

Having analyzed the empirical data from the first two rounds of interviews, the
feedback tool and informal discussions in the messaging groups and from informal
meetups with households, we started to focus on the system’s intellipibility for the
users and the role this played in users’ efforts to mamtamn their system thus
narrowing our broad imtial research questions about ‘user awareness.’ In
conjunction, we rolled out a visualization tool to support users in understanding
system (mus-)behavior.

Six months afier rollout of the initial awareness widget, we conducted a four-week
diary study in order to get a better picture of evolving practices. Informed by
cultural probe approaches [193], we asked participants to write a digital diary
about when they interacted with the system for maintenance or troubleshooting.
Agam we focused on information demands and instances mm which households
sought information about what was gomg on with thewr Smart Home system. To
provide some basic gmdance, we formulated questions that might be answered in
this diary, targeting both satisfied and dissatisfied information demands. For
example, we asked, what households wanted to know about their Smart Home,
how they tried to obtamn the information demanded and whether they were

successful.

After the diary study, we conducted two co-design workshops in which we asked
participants to reflect on their most significant information demands, as suggested
by the collected data, and on their strategies for interacting with the Smart Home
system to satisfy those demands.

The first workshop was divided mto three phases: First, we asked households to
share and discuss their views regarding the system’s potential for clearly
conveying its behavior via feedback widgets. We asked for their views upon both
the onginal commercial solution and our self-developed widget 1n this regard.
Second, we encouraged the participants to envisage a solution that would best
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address therr need for monitoring and control without considermg any
technological restrictions, 1e., we wanted them to start with a “blank slate™
Finally, in the third phase, critique and dreams were brought together to find
realizable solutions. This approach enabled us to follow a two-fold strategy: (1)
Collecting mput for improving the existing system awareness widget, and (2)
providing scope for the potential evolution of the participants’ demands for system
awareness, as they became more sophisticated users of the technology 1.e. further
appropriated it.

The second workshop followed a simular structure in order to further explore new
ways for providing system awareness brought up in the previous workshop. We
presented a second version of the awareness widget we had developed, based on
user mnput and asked the group to discuss its advantages and disadvantages. In a
second part of the workshop, we more specifically focused on feedback regarding
new channels for providing system awareness, both within and outside the
open HOME system. The options here included a PC, a tablet, a smartphone, or
any kind of ambient display. We provided printed templates for smartphones and
for a PC browser view of open HOME with blank pages. The participants were
given markers and asked to scribble onto them their preferred enhancements to
the existing system.

Data Analysis
All mterviews, workshops and on-site interviews were audio-recorded and
transcribed for later analysis. The analysis drew upon the transcripts and upon
wrntten feedback from the diary study. These documents were processed
mdividually by two members of the research team using thematic analysis with an
mductive coding process [66].

In our analysis, we were particularly lookmg for instances of system information-
seeking, the reasons for this, how the system feedback was used and any
relationship between these aspects. We found that barriers relating to debugging
the system and the need for adaptive feedback to meet individual requirements
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were the most common issues raised. All empirical data was translated from
German into English by the authors after analysis.

8.4. Findings: What, Why, and How is my System Doing (What)?
We have orgamized our findings around practices of obtaiming and mamtaiming
system awareness according to whether it was (1) novice users using the default
visualization provided by the vendor, or (2) more experienced Smart Home users
m the later phases of appropriation using the open HOME dashboard. The first
part 15 fueled by the thematic analysis of the two interview studies, while the latter
15 based on the diary study and both design workshops.

8.4.1. The Need for System Awareness among Novice Smart Home Users
The findings described in this section are based on our analysis of the interview
data and articulate the main themes we uncovered regarding the use of the system
awareness tools provided.

The Need for System Awareness and Lack of Feedback Mechanisms
In our field studies, we quuckly identified a difference between system awareness
and home awareness among participants. On the one hand, the home log (see
Figure 4) was used to support awareness of the home as a place, as 1t was the only
mterface that showed all events the system sensed or triggered. The need for this
was mentioned in the very first interviews, even before the system had been rolled
out. For example, a participant stated:

"I would love to maybe be able to take a look into my house remotely, to see if
everything is in order."

Such check-ups on the home were unspecific with regards to purpose, but spanned
across multiple use cases and were common to Smart Home products in general.
So, participants looked at the energy consumption of devices or of the overall
home, monitored the home’s security and checked the temperature in certain
rooms to ensure comfort throughout the Smart Home.

140



However, after the installation and mitial configuration activities, many users still
felt uneasy about the system and whether they could trust its performance. Fearing
unintended system behawvior or that they mmght have somehow configured it
mcorrectly, they wanted to understand what the system was domg and assess
whether it was behaving as mtended. One participant checked whether the smart
thermostat’s heating behavior was accurate. The household had defined timespans
m which they were not at home or sleeping, during which time the living room
thermostat could be turned down:

"I checked the system to see if something had failed, like my heating control at
the beginning?"

This example 1s farly typical When it was difficult to follow the system’s
activities from observing sensor and actuation behavior, participants turned to the
home log to check whether triggers and rules had been executed successfully. The
absence of overt feedback channels led to an awareness gap amongst the users.
Uncertainty and a general lack of confidence in their own configuration skills and
the reliability of system performance went so far that one household decided to
double check the effects of their remote commands via an installed IP camera:

"[When we were on vacation] we sometimes [remotely] switched on the light
in the hallway. [...] Then I simply used my smartphone and switched it on and
in doubt, I double checked with the camera whether it actually was turned on."

We also found other less common strategies for acquiring system feedback,
highhghting that households sometimes sought to establish their own feedback
channels in the absence of smtable pre-defined mechamisms. One household, for
example, set up a rule so that an email would be sent whenever a door contact was
triggered. This was not for security reasons, but rather to check whether the system
was accurately sensing events. An important contributor o the uncertainty here
was that the remote control functionality lacked feedback mechamsms, so
households were not always sure a desired action had actually been performed by
the system.
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Limitations of the Default Home Log: Clutter, Unprocessed Raw Data and

Limited History
During the mmtial phase of installing and configuring the Smart Home, households
used the home log (Figure 4) provided by the commercial vendor as a feedback
channel for testing their configurations. For instance, they experimented with the
sensitivity of brightness sensors in order to understand how to set thresholds for
switching on lights. This pattern of tnal-and-error confipuration was evident
across all households and resulted in rather unsatisfymg and lengthy setup
sessions for some participants. In particular, the home log’s long and unfilterable
list of events hampered their ability to gam an overview. This 1s 1n line with Lim
et al.’s findings regarding system transparency [324].

The lack of overview provided by the default home log widget also severely
limited the possibility of finding patterns in observed system failures. Participants
struggled to identify rule correlations because only single sensor events were
shown. A combmation of insufficient means for understanding system behavior
and percerved poor system performance in terms of rules not being tnggered or
commands not getting through even resulted in some users ceasing to use certain

nse Cases:

“We still haven't figured this out, [why the rules for controlling the light
sometimes go mad]. It sometimes remained on, sometimes it switched off just

to switch on again, so that we found the lights on in the morning.”

In all likelihood, the Smart Home was performing actions based on triggers
defined by the users. However, the lack of transparency regarding system behavior
made 1t difficult to identify what exactly triggered the lights to furn on or off.
Participants expressed a strong sense of the system behaving like a “black box’

When users wanted to regularly momitor the system’s status and behavior, the
embedded limitation of only showing 72 hours of recorded events seriously
limited participants’ ability to make sense of events. As a result, navigating to
specific points in fime 1n the log was burdensome or impossible. Thus 1s reflected
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Home diary | Today | vesterday | Two days ago
Desk Lamp Livng Room Off Device 23 Giﬁ
Humadity Bedroom Onlane Humidsty 2321
Heating left Liwing Room _*C Device 23:01
Heaoting right Livng Room La® Device 2300
Floor Lamp Bedroom On Device 22:41
Frontdoor Halbway Closed Device mn
Frontdoor Halbway Opened Device mn
Email to Carl - Email High Humidity 15:41
Humidity Bedroom Ol Hurmidity B41
Frontdoor Halbway Closed Device 632
Frontdoor Halbway Opened Device 6:32
Light Switcher Liwing Room 2 Device 541
Humadity Bedroom Onlne Hurmidsty 041
Desk Lamp Liwwng Room off Device 04
Heating left Liwing Room HeC Device 0:30

L

Figure 4: Mock-up of the vendor's official home-log interface
as part of the web-based dashboard.

m how one participant described what happened when he tried to check on the
system while the fanuly was on vacation:

“You can basically forget the Smart Home diary log. Because with a history
limited to the day before yesterday, this is totally uninteresting. "

Overall, then, as we have intimated, a limited history hindered participants in
making sense of patterns of events as patterns were removed after 72 hours.

Privacy Considerations
Despite its shortcomings, the way mn which the home log visualization brought
together information from all installed sensors facilitated an awareness of possible
privacy implications. The following household reported checking the home log
and noticing that by interpreting the motion record and door-opening sensors, third
parties would be able to infer presence and patterns of entering and leaving the

home:

“After looking at the home log, I realized what information the Smart Home
collected. Especially, in terms of motion profiles, because these are safety-

crifical information.”
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Overall, however, data being transferred to the vendor’s cloud backend was not
considered to be a cntical 1ssue by the majonty of participants. We had not
explicitly brought up the topic of privacy but it 1s notable that households typically
did not volunteer many concerns about privacy implications. There were,
however, a few exceptions. For example, one participant talked about his
perceived privacy implications after having used the Smart Home for four months:

“For now, I don’t see any way of misusing my data that could turn out to be
my downfall. [...] It would be nice, however, to see what data is transferred or
stored. If I can control this, it’s on me to decide what may be transferred or
mgd; ”

While he did not worry about the data i general, he admutted to not having any
means for actually checking what data was being collected and transferred and
felt 1t would be better 1f he could control the flow of data.

Initial Guidelines
Overall, the relatively simple log system was found to be an important factor in
households being able to maintain control of the Smart Home system and it
loomed large in establishing and maintaining a sense of system reliability, as well
as their own ability to handle and configure 1t.

Based on our exploration phase, we defined the following design considerations
for an improved log widget, which are reflected in our co-designed awareness
widget (see Figure 5). While some of these gmidelines merely reflect general
design considerations, others hughlight the importance of relating the operation of
the widget to existing practices in order to demonstrate how the Smart Home was
either integrating or interfering with the household ecosystem:

* Consider levels of detail required: Trust in the system was a major concern
for users and getting used to the remote control of devices i the home was not
always easy. To support transparency, we found that households wanted more
detail regarding automatically triggered rules, user-triggered commands and
system events. Right from the start, our first prototype enabled users to see the
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complete history of their logs. In addition, participants were not looking for a
reduced information load. Instead, when they wanted to understand the system’s
behavior they wanted full details about past statuses and the performance of their
Smart Home. In the re-designed widget, next to an overview, a tooltip was
provided for each sensor event, showing the exact time and value set for the

component.

e Use time as a structure: As a counterpart to detail, fime was a structuring
metaphor in our improved design. In the exploration phase, we observed that many
rules were triggered by time, brightness and movement (with about 40% of all
events occurning regularly [127]). We therefore used one day as the default
timespan for viewing all system data at once. A zoom-function also allowed for
detailed views.

e Present home activities instead of raw data: To cope with existing and
mcreasing amounts of data, we provided levels of abstraction and contextual cues
that were meamingful to households. Next to providing the tnggering (“if this™)
sensor state and the executed action (“then that™), or the imtiated singular actions
when triggering a defined scene, we directly included the riles and scenes into the
awareness widget. The goal was to prevent reported situations in which sensor
events (e.g., movement sensors) jammed the home log with a plethora of events.
To reduce clutter, movement detected in frequent intervals was interpreted as an
ongoing movement activity detected by the sensor, which we represented with one
starting point and an end point.

* Longer-term data availability: Households wanted to check past system
status at a glance, e g_, for debugging purposes. However, the existing text-based
feedback solution did not allow them to check easily whether rules were executed,
e.g., whether a window had been open or closed at a certain point 1n time, as only
the change event itself was included in the log. What the participants really wanted
was to be able to watch the system status and its change. As further support in this
regard, we moved to having statuses such as windows being open or switches
bemng on displayed as a continual line graph, with no graph if they were closed
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/off. Similarly, varying thermostat values were represented through vertical
variation in a line graph (the higher the temperature, the higher the respective line
graph).

8.4.2. Evolving Demands for System Awareness

Based on our findings in the first phase, we designed an initial, more flexible and
visual home-log which was mtroduced as part of the rollout of the open HOME
framework (see Figure 6). Once introduced, participants could add and remove
the widget from the dashboards’ home screen, as well as adjust its size and
position. After the participants had used the new mterface for four weeks, we
conducted a third round of interviews, followed by the diary study and the two
workshops. The results showed that the system needed to provide different kinds
of feedback views, depending on the kind of information request they had. We
also found that participants’ information practices had shifted significantly. Once
they had reached a stable configuration for their Smart Home, users were more
mterested in ambient feedback than i detailed logs and minimal information on
system status. The first effects of installing and needing to configure the system
started to wear off after between a couple of weeks and three months, depending
on the technological experience of the households. Whenever the system was
changed in terms of either software or hardware, however, there were renewed
demands for greater levels of system feedback in subsequent weeks while people
kept monitoring whether the new configuration was working as desired.

After three months there were 1,394 page wisits to the interface (70% from
desktops, 24% from smartphones, 6% from tablet PCs). The wearing off of need
was demonstrated in particular by the fact that during the initial two weeks, the
average visit duration was sigmficantly longer than it was later on. Overall, 60%
of all visits lasted less than ten seconds, while 28% were longer than three minutes.

Tailoring System Feedback to the Demands at Hand.
Further evaluating the open HOME widget, we found that, along with a decreased
use of the dashboard, detailed information regarding system conditions and
behavior was less important to the users. Instead, they wanted more detailed
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mterfaces to be available on demand, matching observations originally made by
Shneiderman [455].

“I think I would want to look at this more closely [when there is an error .__].

If something was really wrong, I would just zoom in and look at it [...]. "

Over time, households got used to the system and were able to understand and
explan things, 1e., develop an account for its behavior for themselves. This
evolution mn therr information demands was not only mnfluenced by their
mcreasing expertise i handling the system and the stability of configuration, 1t
also related to the number of components bemng used. At the beginming of the study
users started out with about ten components. Participants added more components
if and when they had an mterest or saw the need. Some households ended up with
more than 30 installed components. In cases where households had a large number
of sensors, participants tended to feel overwhelmed by the amount of information
available on the dashboard and feared losing an overall sense of what was going

O1.

“However, the more [components] I add, the bigger is the danger of an
overload on my end, and the important information just [slips by].”

In order to help participants retain an overview yet still be able to focus on specific
mformational needs as they arose, we added a simple filtering mechanism, so that

Home - Diary <Th, 09/22/2016 o

Heating left & ¥ T

Heating laft: 56°F
& Thermostat

Door [ ia a &
DE:00 A - (4:01 P
Readinglight = - - "
Water detector & L] .
0922 4 AM a3 AM 12 aM 4 P 3 PM 092z

ball lamp +

Figure 5: The co-designed system awareness widget for the web-dashboard, with a tooltip and
the possibility of deactivating sensors (here the sensor “ball lamp™ is currently removed from the

graph).
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on demand the wisualization would only show specific sensors and events of
mterest (see Figure 5 where the “ball lamp™ device has been excluded from the

graph).

Management by Exception.
While in the earlier part of the study participants were looking for very detailed
and varied information regarding the system’s status, in the period leading up to
the diary study this had changed and dinunished. The two workshops towards the
end were designed to allow participants to express and explore new ways of
acquiring system awareness apart from the widget. Here, we found that, once users
had mastered the system, they wanted the imterface’s content to change in

significant ways:

“I know in the beginning I was a great advocate of information. [...] But only
information from my household? Well that’s just [not relevant anymore].”

In this later stage of the study, participants were only interested in recerving Smart
Home system information 1f something was not worlang, needed their attention,
or required active maintenance. Examples include changing batteries or re-
connecting components that had lost contact with the central gateway. Households
now expressed mterest m a distinct, aggregated view relating to their routine
behavior. They wanted the system to be able to learn about the household’s
routines and thus detect when something was not working as expected. Put simply,
mcongruities with household rhythms defined awareness needs to a sigmficant
extent and sometimes that meant there was no desire for additional information at
all. :

“I don’t want to know things in depth. Except for when something is wrong.
[...] If I am coming home and the system is fine, just the way I want it, there is
nothing I need to know. "

Some households reported that instead of using the open HOME interface their
awareness of system status was now provided for implicitly by observing whether
the system acted as desired. To help participants avoid unexpected malfunctions
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and breakdowns of the system, we aimed to provide households with new means
of acquiring system awareness. During the workshops, we let participants draw
what they would consider their “perfect’ awareness widget and found that they
focused exclusively on warnings and nofifications. In its purest form, one
participant drew a very high-level binary status icon mto the top bar of their
smartphone so that they could always see whether there was an 1ssue with the
Smart Home system requiring their attention (see Figure 6). They only wanted to
use the full-scale widget if they needed to dig deeper.

While the open HOME awareness widget was considered helpful, at this stage
they considered 1t too complex for ordinary regular monitoring. Feedback on the
system condition was only required 1f something was clearly wrong, e g_, system
breakdowns or deviation from the home’s “normal™ state.

“Well, a green dot would be enough for me, and if something was weird, it
would just furn red.”

Shafws

Figure 6: Detail of a design scribble for enabling
management by exception on a smartphone.

Participants expected the Smart Home system to “know’ what counted as normal
and thus be able to report deviations. For example, room temperature was deemed
urelevant as long as 1t did not differ from the desired, 1e., defined or usual,
temperature. Simularly, the state of electromic devices was typically found
uninteresting, except for when a programmed rule failed to execute. This stands
m sharp contrast to the mitial behavior, when constant double-checking of the
execution of commands was typical (e.g., via an IP camera). Equally, motion
sensor activity was only considered important if 1t was outside of usual or
expected periods of activity. The only cases in which households wanted
mformation unconditionally, was when batteries were runming low or rules had
not been triggered automatically.
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Embedding Feedback in Everyday Life.

With households getting used to their Smart Home and having more stable
configurations, interaction with the rule editor and the dashboard decreased and 1t
was found to be mostly unnecessary. In the workshops, the households expressed
the view that they would not use the home widget regularly because it was not the
kind of interface they needed for daily use. While they did still feel that the
existing feedback widget would be useful on occasion, providing an actual
desktop or mobile interface seemed to be beyond what was required for everyday
access. Instead, the households wanted system feedback to be more embedded
mto their everyday lives. During a workshop imagination phase, one participant
expressed this view quite clearly:

“In principle, I never want to have to use the tablet, the laptop or my Android.
Really, only if totally necessary, and I would like to have [Amazon] Alexa tell

me that something is wrong in my Smart Home. "

While not all of the participants were comfortable using voice assistants, the
embedding of the technology in the fabric of everyday life with no overt presence
was considered crucial by all of them Suggested solutions largely focused on
technologies that were already being used in daily activities, such as smartphone
push notifications or a widget on the phone’s home screen, or having a dedicated
ambient display in the kitchen or the hallway that could just display system
conditions, thus enabling the noticing of errors in passing (Figure 7).

“Last time, I said I only wanted to be warned of important stuff, but I kind of
moved away from that idea again. [...] I'm currently thinking to install a
display in my entrance [for the home-log]."”

There was still an interest in supervising the system state, but at this stage of
appropriation participants wanted this information to be unobtrusively embedded
mto the flow of their everyday life. Even push notifications were seen as a
potentially problematic form of system feedback in terms of possible information
overload:
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Figure 7: Low level prototypes of households® suggestions to provide syvstem awareness in later
phases of nse. All scribbles focused exclusively on providing warnings on dedicated displays or
smartphones.

“Well you have to see that you receive push notifications not only from your
[Smart Home] system, you maybe have other things doing that, too. And then
there is the topic of information overload — you might end up overlooking a
notification or misjudge it. "

As a result, participants quickly imagined a classification of urgent messages that
should be pushed and others that should not interrupt or distract users from what
they were domng. Ambient displays and voice assistants were also criticized
because of their privacy implications. System feedback information needed some
security they argued. At the very least safety- or privacy-cnitical information
should not be just available to people passing by or visitors:

“Security-relevant stuff of course should not be visible there. Alternatively,
they should somehow be secured.”

Overall, in the workshop, users expressed a preference for staggered interaction.
One should be made aware of a possible 1ssue via a push notification on a
smartphone. There would then be a status light or ambient display that mdicated
the status more concretely. After this, 1t would be possible to dig deeper into things

using the home awareness widget on the same device.

8.5. Discussion

With Smart Home systems entering households, we have another case where
systems and, in this case, cyber-physical systems, are in the hands of users who
mught not know a lot about, or even be mterested n handling technology. In
particular, Smart Homes that are not installed professionally make the user the
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system’s adnunistrator. In this regard, our study provides msights into how to
design for DIY Smart Home awareness beyond buldng rule systems and
understanding their hierarchies [68, 128, 523]. We argue that more attention needs
to be paid to exactly what it 1s that users want and need to be aware of, when, and
why (see [389]) and in which stage of appropnation. This will entail presenting
Smart Home hardware components and logic in an mtelligible fashion, such that
users can understand “the story a system tells about itself [139]. [116]).

We find that, besides supporting mstallation and configuration, as well as
mformation visualization that enables people to pursue the use cases made
possible by Smart Home technology, the system’s ability to make its own actions
and status available and accessible was an important factor in people’s acceptance
of this technology within their home. Over time, and especially in situations of
breakdown and (re-)configuration, we found that participants required their
system to provide information about itself [141] in order to increase its
accountability [43] and credibility [184].

In this section, we discuss our main findings by relating them to existing work and
describing the limitations of our study.

8.5.1. Limitations
It could be argued, that some of the challenges that confronted our households
were specifically related to the products and the Smart Home system we chose to
use. Having described the system in 8 3.1, however, we feel it 1s fairly i line with
the donunant form taken by DIY Smart Homes, from both a technological and
mterface perspective. Moreover, our study does not merely provide insights
regarding the challenges that participants faced, but rather focuses upon their
mformation requirements with respect to the status of therr home’s system
Dashboards and if-this-then-that rule defimtion mechanisms are, of course,
already common features and we assert no ongmality in relation to our
visualization techniques. Additionally, the rollout of the awareness widget did not
consider seasonal differences or summer vacations and — due to the nature of our

study — could not be tested during the setup phase. Although our workshops
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revealed that voice feedback and routine patterns for aggregating system views
were pronusing, technological restrictions meant that we were unable to
implement them in our study.

Additionally, the study did not take mto account possibly conflicting voices or
mformation needs among household members. Other studies, less geared to the
bulding of new mterfaces, have certainly shown that such needs, and their
management, vary considerably from fanuly member to family member [397, 398,
496]. Our study was not so much concerned with these 1ssues, but we recognize
that our method might not have been suited to getting an understanding of the
mmplications ‘gatekeeping’ functions may bring to fanuly life. Participants were
not paid for participation and it 1s conceivable that participants were biased in so
far as they may have been generally positive towards technology or the specific
product. We think this unlikely. A relatively small sample of households cannot
be representative of all possible household vanations but we mitially sought to
only include households interested in having a Smart Home system for the reason
that they would be more likely to continue to participate throughout. We then took

care to recruit a mix of tech-enthusiasts and regular users.

During our research, we bult several working prototypes for a web-based
visualization framework presented in the paper (shown in Figure 2 as part of the
dashboard, and Figure 5 i detail). This helped us, testing out the need for certain
kinds of awareness tools and how they evolved over time. However, we did not
buld a working prototype implementing the final set of features we identified
mainly for techmical reasons: As described, we were not able to deduce routines
from existing log files, and thus were unable to include activities in the
visualization. Moreover, with the Smart Home product in place, our prototype was
unable to access rules as defined via the system to appropnately reflect them We
believe, however, that Figure 5 gives a good notion of our implementation of the
design gmdelines already. Finally, since our research was qualitative in nature,
this study should only be taken as a starting pomnt for further evaluation of our
suggested design implications.

153



8.5.2. Drivers of Acceptance and System Usability

Making the System Intelligible by Relating it to Routines.
During the mmtial months of living with the Smart Home system, in which
participants wanted to configure it and set up specific use cases, all of the
households sought on specific occasions ways of acquinng system feedback
regarding ifs current or past state to check its performance and activity. The
commercial system we rolled out made 1t difficult to accomphish this.

The natural rhythms of the household affected what it was that people wanted to
monitor. Whether or not system states were of interest depended on the time of
day, the quality of available hight and on the kinds of movement in the household
at that fime [16]. Data became usable in and through households’ understanding
of the relationship between the system state and theirr household and
environmental rthythms. In turn, this implied that, one day as a standard view on
data was the quasi-natural interval for households.

We also found that participants sometimes wanted to be able to see all of the data
the Smart Home was collecting; either for debugging or privacy reasons [287].
Agam existing systems typically have limited self-explication capabilities, which
are often restricted to triggered rules or sensed events of limited intelligibality.

In our study, households sometimes came up with several aggregations of single
events that they perceived to provide meamngful gmdance in a log. For mstance,
they discovered that rules can be an aggregate of tniggers and events, as can be the
logging of triggered scenes. However, as noted above, another important way of
aggregating data in a meaningful manner was predicated on people’s own routines
and rhythms. The Smart Home, we argue, should detect existing daily patterns and
activities on its own and inform users about relevant dewviations from typical
patterns and routine behavior. Some of the participating households had more than
40 sensors, so inferring what 1s ‘routine’ in such a complex ecosystem might be a
non-trivial problem. However, there are reasons to think 1t nught be feasible [275].
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In addition, users need effective, intelligible ways of assessing the system’s state
and its performance. Often our participants wanted to move beyond specific
system events. Instead, they wanted to have a more holistic overview of the status
of sensors and/or actuators, now or at any time in the past. Textual logs render this
kind of nformation more or less invisible, because only state-changing events are
recorded in the log. The system’s holistic state at any specific pomnt in time was
therefore very difficult to grasp. Yet at the same time, sensors with high
measurement fidelity, such as motion detectors, could jam the home log with
largely redundant detail, drowning out events from other sensors or devices. Our
solution was to batch proximate events and assign the assembled body a status
with a start and end pomnt so that a coherent overview of the system could be
maintamed, which reduced clutter and helped users identify the information
relevant for the demand at hand. Nonetheless, we see that clustering and reducing
data points for the sake of usability and user experience will have to be used with

care so as to not remove information critical to the user.

Practical Guidelines for Conveying the State of the Smart Home

Some of our findings are well-aligned with well-known information visualization
principles, such as providing an overview first and detaill on demand [455].
However, our study underlines the need for designing such an overview from a
user’s perspective. What are the important aggregations, and what 1s this ‘detail’
to be provided by the system in drill-down cases? Instead of simply providing all
raw-data on demand, we 1dentified fine distinctions according to different use
cases, where specific granularities of data were required such that too much detail
could actually be counter-productive. It 1s one thung to identify some general
principles of visualization in relation to overview versus detail, it 1s quite another
to show what kind of information 1s needed both generally and according to some
specific moment of use. We found in our study that certain kinds of aggregation
are more mmportant than others and at different times. In the following we provide
some practical pmdance regarding how to manage the trade-off between detailed
views and aggregations and how to provide data structure in ways that will support
system mtelligibility:
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e Times, days and repetitive patterns provide structure: Generally
speaking, fime 1s a meamngful cue for supporting people in reasoning
about and making use of data [349]. One day as a standard view on data,
on the evidence of our participants’ stated preferences, was a quasi-natural
mterval for households seelung to mvestigate the household log.
Furthermore, we observed that many automated actions that participants
programmed were also triggered by the time of day, for instance brightness
and movement 1s typically attached to regular durnal patterns. This has
already been discussed to some extent within the literature [127].

* Routines and activities are guiding anchors: Even with a general
groupmg of system logs into days, 24 hours may still hold a substantial
amount of very detailed mformation. A way of aggregating thus data in
order to support users m sense-making 1s according to their existing
routines. Smart Homes should automatically detect existing daily patterns
and activities and inform users about any dewiations. Routine activities
have familiar orgamizational properties that people orent to easily and are
often referred to 1n assessments of system behavior already, so this 1s a
structure that can be readily exploited.

* Groupings and aggregations should replace single events: As a
countermeasure for coping with complexity and the sheer amount of data
created in Smart Homes, our households came up with several
aggregations of single events that they saw as providing more meamingful
guidance n a log. The rules that households created in their systems could
be seen to be an agpregate of triggers and events; assumung that a rle
worked, and single events subsumed within 1t could be hidden.

* Continually provide information about the state of the system: In a
textual log, sensor states are mvisible and can only be inferred from
switching events generated as a log entry. Contextual information about
sensor states, however, was important to households in order to be able to
quickly grasp the overall system status, especially for events more than a
few hours old. In that case, the system, we suggest, should also provide
sensor state for any time in the past.

Appropriation and the Control of One’s Life, not Technology
After very active use of the provided interfaces at the start, our households began
to get used to the Smart Home system As time went by, we found that their
mformation demands shifted sigmficantly. The Smart Home system became more
of background feature in their homes; it became embedded mn their environment.
While the rate at which this evolution in needs occurred varied among households,
the trend could be identified after a few months of use. As Smart Home use
became more routimized, information needs changed. Thus change can be
explamned mn part by how the technology had been appropriated into the home’s
mfrastructure. The system had moved from being a shiny new gadget to being part

156



of the home’s infrastructure. It was no longer being oriented to as a primarly
techmical object but as a social object that had become part of the social
organization of the home and thus had to be accountable for its actions [62].

Phenomenological research has previously examined how practices have been
transformed and established after the introduction of new technology [474]. This
line of research originates in the domain of computer supported collaborative
work, where Pipek [395] found that detailed information demands are typically
only needed in the case of a breakdown in existing practices. In addition to this,
Draxler and Stevens [141] have shown that the discovery and pursuit of new
possibilities for using a technology also often creates a need for new information.
Once the technology and its use has been integrated mnto the daily routine,
however, it tends to move to the background, configurations become relatively
stable, and information demands tend to decrease [72]. This does not mean they
disappear. We found that participants’ feedback demands evolved in two ways: 1)
The required mformation was scaled down to the nunimum of only wanting to
know when sometlung went wrong; and 2) the mmformation participants sought
tended to be embedded in daily routines. Here, the use of other devices for
providing information such as ambient displays, has already been suggested for
Smart Homes [89, 349]. While participants still valued gammg feedback in
general they wanted to be nformed without having to explicitly access the
system, but also did not want to be inundated with notifications. In this regard, we
agree with Davidoff et al. [126] that users ultimately do not seek control over their
technology but rather control of their lives. As a consequence, more
straightforward factual or rapid feedback was demanded. These are known
features of ambient pervasive systems where the point 1s to demand low cognitive
load [222]. While not seeking to persuade as such, mspiration mught be drawn
from the design of such ambient systems. Having seen the diversity of feedback
demands, we argue that what and how much information 15 provided to the user
should be negotiated with or decided by the users themselves. Whatever the
precise mechamsm chosen, for certain aspects, such as necessary maintenance,
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the system should provide a visual alarm on a device, with opportunities for users
to dig deeper into the system status on demand.

8.5.3. Designing System Awareness with End-User Development
Given the highly contextual nature of feedback demands, and their evolving nature
over relatively long periods of time, we argue that just how much and what
mformation should be made wvisible should be up to the user. We suggest 1t 1s
useful to look at EUD mechanisms for keeping users in charge and control of
smart and connected systems, while stll providing automation. With the
complexity of everyday life hindering pattern recognition and machine learning
algonthms that might foster automation, the most viable route for research would
seem to involve engaging people in the control of devices. While we saw that the
system was accepted as part of the home after a few months of use, breakdowns
called for manual control and the means to make adaptions on the fly. From our
study, we identified two main open research questions for Smart Home and IoT

devices 1n general:

1. We found an abiding concern with the recogmition of system error or
madequate functioning. Whereas pattern recognition 1s understood to be
able to identify recurmring sensor and trigger sequences [254, 480],
ascribing meaming to such events and mapping them to activities 1s a
complex process, which might require incorporating socially contextual
mformation provided by inhabitants, especially in multi-occupant
environments [45]. Here, EUD can provide tools to make individual
collections of triggers or to assign them to meamngful activities in the
home. Alarms on dedicated ambient displays or smartphones would
provide a trigger for further mterrogation of the system status. In this
regard, EUD should also take into account the possibility of extending and
tailoring visualizations on different devices, such as mobile and ambient
displays [306] to convey errors and system mtelligibility.

2. Where networked (not only Smart Home) systems touch upon safety-
critical aspects, such as electrical systems, ovens or door-locks, not only
practical but also legal questions of responsibility may arise m the case of
malfunction. In terms of desigming and tailonng system feedback, we
therefore also see poimnts of intersection with the law and the design of
usable security mechanisms that relevant for EUD [434]. Future work
should investigate the relationship between the tailorability of system
feedback provided by EUD features and the responsibility of smart device
vendors for highhighting malfunctions. With users possibly not caring
about or not understanding much of what 15 said about information security
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[79, 468], the design of nisk assessment tools for individuals should also
be explored, simular to existing programs of research in orgamzational
contexts [429].
8.5.4. Privacy in Multi-User IoT Environments
We found that participants wanted, in principal, to be able to see all of the data
collected in the Smart Home; not least for privacy reasons [287]. Therefore, Smart
Home systems should not be restricted i their self-information capability, but
should be designed in such a way that the information provided will reflect
specific demands. As we have seen, data bemg transferred to a vendor’s cloud
backend was not considered to be a cntical i1ssue by the majonty of our
participants and none reported a reluctance to use features for secunity or privacy
reasons. As Crabtree et al. [117] have argued before regarding the contextuality
of privacy concerns, without bringing up the topic of privacy ourselves,
households typically did not talk about privacy implications very much.

Looking down the road for desigming privacy in multi-user environments, and
especially the home, which 1s the private place 1n modern western societies, we
1dentified two major themes to address:

First, there may well be a significant difference between privacy concerns as
expressed by ‘experts’, mcluding official agencies, and those expressed by our
participants. It would be wrong to simply assume that this pap can be explained
by user ignorance. We did see participants conducting some kind of boundary
regulation towards the networked data [24, 382], Finding that they struggled to do
so, our study points towards the fact that users care about processed information
rather than raw data, because they want to make sense of and apply their
assessment of the relevance of data to home privacy mm a contextual manner.
Providing data type (image, text, different kinds of sensors, e g. movement
detection), intervals of disclosure (real time vs. any kind of higher interval) 1s
typically obligatory by law and our households needed this basic information, too.
In addition, however, when trying to make sense of data, they were trying to relate
data to activities in and around the home, especially taking the perspective of
“What can others get to know about me from the data to be disclosed?”
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Reasoning about privacy implications, our households commonly tried to manage
their “attack surface” [117] by using abstractions from raw data to identify
potential conflicts with privacy demands. To put it another way, we need a better
understanding of exactly what kinds of pnivacy demands are being made, in what
circumstances, by whom, and why.

While privacy guidelines and law (such as the European General Data Protection
Regulation [164]) frequently call for desigming data disclosure “transparently™
such that data practices are highlighted to users, how to actually design for such
transparency in IoT environments 15 especially challenging for several reasons.
IoT environments, such as Smart Home products, are mvanably equipped with
sensors, which constantly produce data. Moreover, the space of potential use for
this data 1s rather abstract and the implications for privacy are not clear from the
disclosure of one data item, but rather from the constant stream of data and 1ts
triangulation with other data sources and/or analysis by big data algonthms. Users,
as we have argued, are keen to be able to make sense of the potential threat. They
are not concerned with pnivacy as such, but are concerned with their lack of
knowledge about the specific ways mm which data use by others could feasibly
constitute a problem for them We see that a stronger emphasis on the possible
mmplications of data disclosure could be a promising path to follow and that
mtroducing usable privacy and security management for embedded and
networked sensors or IoT devices would constitute a way forward. There 1s a
particular need to rethink privacy in an IoT context because data disclosure often

relies on a consumer’s informed consent [e.g. 72].

Second, smart sensors in the home do not only provide tools for surveillance for
external parties, but also for fanuly members. Although the fanuly i1s often
understood as a circle of trust and private in relation to the outside, within families
there are (perhaps especially) certain privacy demands relating to indrviduals, too.
While 1t could be argued that any fanmily member could have access to the Smart
Home backend, during appropriation we found that one household member often
acted forcefully as a gatekeeper. Simuilarly, others [437, 500] have found primary,
secondary and tertiary users. This resulted not only in that person being
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responsible for setting up and maintaiming the system and 1ts rules, which carries
mmphications for famihal power distribution, as Ur et al. reported in their study on
networked door lock cameras [500], but also in them having the opportunity to
“spy” on their families remotely using sensor logs, or switching off and on lights,
to play jokes on them With regard to analysis, while our users did not anticipate
potential privacy conflicts or raise them later on, they did want full access to
system logs ‘just in case’. These findings point to another challenge of Smart
Home technology when 1t 15 being used by multiple users: What should users be
able to see about each other’s activities in the home and how can privacy demands
be respected by designing adequate mechamisms, such as access control [475,
501].

8.6. Conclusion

As Hurlburt et al. [247] have pointed out, with regard to the Internet of Things at
large, “The amount of data will continue to grow exponentially, furthering the
belief that we’re increasingly swamped with raw data. The underlying question
then becomes one of harmessing all of this data mnto something intelligible” (p57).
Our point 1s that, while it may be operating on a smaller scale, there are obvious
lessons 1n this for the momitoring of data in the home and its immediate
environment as well. So, m the home, too, there 1s an ever-more pressing and
significant need to make data intellipible As our work has shown, the
mtelligibility of data, mn turn, depends on the various and ‘occasioned’ uses for 1t
over time. Our living lab-based design case study has identified different ways in
which people demonstrate their need to be aware and to take heed of system
mformation and, just as importantly, when they do not. Having systems that are
capable of some form of self-declaration 1s clearly an important aspect of making
DIY Smart Home systems work. We have shed light on the long-term evolution
of information demands for mamntamming system awareness and have derived,
demonstrated and evaluated some imtial design pmdelines. When people take
heed of system information 1t 1s because they have particular needs and these
needs change according to circumstance. Supporting this requires rather more than
the sum of rules, scenes and events, but does need effective visualizations, not
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only of current state, but also of past system states, to enable users to learn about
system behavior over time. Moreover, meaningful aggregations for handling the
amount of log data need to consider home routines and activities. This will help
users understand and onent to aggregations as a feature of their everyday lives and
will assist in the reconstruction of contextually useful information. We have also
demonstrated how Smart Home system awareness evolves as users gain expertise
and reach stable configurations of routine use over time. In particular, we
1dentified a management by exception approach and outlined means to support 1t,
emphasizing the need for embeddmng feedback in places where it can be
encountered as an ordinary part of the daily routine. To sum up, then, our
contribution lies 1n:

1. Recogmzing that ever more complex arrays of sensors and other
components will create new difficulties and hence new responses from
users and that ways of handling this will evolve over time as new
technologies are appropnated and embedded into everyday life. In order
to understand this evolving use better, long-term approaches to the study
of user behavior are necessary. We argue that the Living Lab approach
facilitates thus.

2. The long-term focus further allows for the recognition that users develop

new skills and construct new relevancies in their use of Smart Home data
and this has implications for the development of flexible and evolving

forms of support.
3. These factors together, in fum, require a sophisticated approach to

“tailoring’, one which we argue 1s best served by a focus on end user
development. Such tailoring needs to reflect the different ways m which
users, at different stages, will both monitor systems and actively engage in
their reconfiguration.
For future work, we seek to take a closer look at the potential of voice assistants
to provide ambient system awareness. In this vein, with Smart Home systems
mcreasingly allowing inclusion of third party hard- and software, we will also
mvestigate the role of privacy in Smart Home system awareness. While privacy
awareness already featured as a part of the study, the shift towards inclusion of
third party elements will make managing privacy in the Smart Home an even more

pressing 1ssue in the near future.
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9. Providing Smartphone Data Visualizations to Support
Privacy Literacy

The privacy settings of smartphones are rarely in compliance with the privacy
needs and goals of their users. The gap onginates in awareness of privacy as well
as 1n mussing privacy literacy. To overcome this gap, research to date has either
focused on adjusting device settings implicitly (no user interaction) or on
mcluding notifications in the context of specific activities. It has not yet been
considered that user data have become more abstract and hence interpretation and
decision-making have become more challenging For example, single GPS data
may not reveal habits, but long-term observations nught Here we present a case
study by which we show how abstract smartphone data can be prepared and
presented to enable users’ awareness and privacy literacy to better suit their
privacy needs and goals.

9.1. Introduction

Given the popularity of mobile devices, their abilities in combination with online
usage data are available anytime and anywhere. This development let to a
multitude of new mobile services and applications (apps) for all kinds of use cases.
These apps usually offer some benefit for users, but they also ask for wide-ranging
or permanent access to personal data in return. Many studies have shown that users
generally lack the understanding of the implications of such authorizations. Their
mental model of threats to privacy does not match actual threats. The realization
of the discrepancy between expected and actual data transmission usually leads to
users’ resentment [149, 173]. Existing research has focused on mechamisms to
show data flow, and have not taken into account the knowledge that 1s needed to
mterpret abstract data. It 1s important to support users and their specific privacy
needs and goals while they use apps on their mobile devices. Users need to
understand the information, which can be extracted from their data flow.
Oftentimes, users have irrational apprehensions while real threats to their privacy
remain unnoticed. A shift away from irrational apprehensions towards the
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understanding of real threats to privacy and their effective management can lead
to more trust and higher acceptance of technology in general [65].

In our case study, we show how smartphone data can be prepared and presented
mn a way that enables users to improve their understanding of privacy literacy and
to better align their privacy needs and goals with the abilities and settings of their
devices. In addition, we denive design pudelines for mobile devices, whach allow
privacy management with improved usabality.

Our contribution 1s to provide a didactic method, which enables users to become
aware of real threats to privacy according to their individual privacy goals and to
use their privacy literacy to franslate these pnivacy needs into suitable decision-
making and concrete preventive measures.

9.2, Designing for Privacy on Smartphones

The control over personal data in times of mnterconnectivity of data and ubiquitous
computing [514] has become a challenge. Technical advances allow increasingly
mmplicit collection and usage of data. Additionally, users are not aware of the way
the data 1s used and the implications of granting access to thewr data [11].
Oftentimes, users are not aware of the options available to protect their data. Users
tend to use default settings, as shown with Facebook [12]. Below, with privacy by
design and usable privacy, we present two popular approaches to establish privacy
m information and commumication systems. Furthermore, we introduce the
perspective of privacy literacy, which 1s based on the privacy awareness
discourse.

9.2.1. Privacy by Design
The concept of privacy by design [93] 15 based on the idea of including
considerations of requirements about privacy and secunty early i the
development of new technologies and taking them into account throughout the
entire development cycle [499]. Adjustments of a system at a late stage in the
development cycle are usually more difficult and time consuming Hence,
problems with privacy should be identified and handled at the beginming of the
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development process or as early as possible. One example of such a procedure 1s
shown by Enck et al_ [152]: They try to identify information transferred to critical
servers and notify users about 1t [152]. Privacy by design has become a policy for
the specification of public IT systems in Germany. It was used in health care
projects such as electronic healthcare 1ds [435] and m Smart Metering [92].
Privacy by default 1s an approach m which privacy measures are default settings
and not opt-out functions.

9.2.2. Usable Privacy for Smartphones
Privacy by design does not necessarily mnclude considerations of usabilify.
Though, 1t can be expected that privacy increases when usability measures are
considered in the process of development, because privacy and security features
are percerved to be disruptive and incomprehensible [180]. This perception can
result in unfavorable privacy settings and the general attempt to disregard privacy
settings with faulty operation or workarounds [180]. One aspect of usability 1s to
mcorporate users’ knowledge and ability when developing new techmcal
solutions. Nevertheless, the differences i technical knowledge and understanding
that users have of complex, yet frequently used, apps, 1s not always considered for
privacy measures and results in reduced protection of user data from the users’

perspective [272].

In order to do research on usable privacy the users’ requrements have to be
elicited according to the context of the users’ goals first [416]. Smartphone apps
offer many useful features and services. Though, during mstallation, most apps
ask for a vanety of access authorizations before usage 1s even possible. Access to
contacts, camera, location and SMS are only a few of authonzation requirements
during the installation process of an android app which are perceived as disruptive
and immcomprehensible by users [173]. There are some approaches to solve
problems such as these. For example, Brodie et al. [69] developed a privacy
management tool based on user-centered interviews and surveys. Lin et al. [326]
try to make decision making for privacy settings more comprehensible. Patil et al_
[387] describe the effect of feedback and control over disclosure of data with
location sharing decisions. Margulis [335] indicates that the desire to protect
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against social influences and control has to be ensured by understandable and
usable privacy guidelines.

9.3. Privacy-Literacy

Margulis’ [335] strategy can be complemented with the facilitation of didactical
methods and tools which allow users a better understanding of the consequences
of data collection on smartphone apps. Such education enables users to identify
hazards and can prevent Misconceptions. Shneiderman and Hochheiser [456]
mention these knowledge gaps as the main challenges for designing good usability

1IN privacy measures.

A long-time discussion 1s the endeavor to enhance awareness about users’ own
data distribution habits as one possible solution [400]. For example, Balebako et
al. [33] have evaluated how direct visual and haptic feedback effects data
transnmussion on mobile apps. In analogy to the understanding of the term energy-
literacy [446] in the context of energy data, we do not focus on the transmission
of data, but we investigate possible methods and tools to promote privacy-literacy
to users in this study.

9.4. Method

In the following section, we describe our research method mecluding the overall
procedure, data elicitation methods, and the two workshops which are essential
parts of the case study. In a kick-off workshop, we explored the background of
participants. This included their technical understanding - in particular about
smartphones - as well as therr knowledge and awareness about privacy and mobile
authonization processes. We asked participants to name sensor types and to
explain which ones could be interesting and critical to privacy. Afterwards, we
used these critenia to configure a momitoring app which was installed on a
smartphone to collect data and monitor data transmussion. The participants picked
several sensors which were then used to collect specific data on the participant’s

device. These data were also fransnutted to a cloud server at the university.
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In the next step the data were analyzed and prepared by the researchers to reveal
personal information such as daily habits. Then the prepared data were given to
the same participants m a second workshop. In this workshop, the participants
analyzed the results and implications of the prepared data and reflected the
consequences this should have on authonzation and privacy settings on android

apps.

9.4.1. Acquisition of Participants

The Umiversity of Siegen maintams a platform on which citizens can register to
participate in user-centered research with several hundreds of subscribers [375].
These candidates were filtered by search-criternia such as android smartphone,
location, mterest in field study. The resulting sub-group was mvited to participate
via email with a description of the project. In addition, all candidates were
contacted over the phone within two weeks. The participants explained their
mterest i the study with their lack of control over the data on their smartphone
and their madequate level of information. The five chosen participants were
between 20 and 76 years old and had different levels of technical understanding_

9.4.2. Exploring Smartphone Privacy Demands in Workshop I
The focus of the first workshop was to establish the level of knowledge and
understanding participants had regarding privacy. Participants were asked to name
fields and services in which private data such as banking social media,
smartphones are relevant. They also had to rate the sensitivity of such data.
Finally, this information was used to explore actual privacy settings of the

participants.

Based on the pre-mnterviews via phone, we already had a first impression of how
well tramned participants were using the smartphone. For a better understanding,
during the workshop, we asked all participants individually, to write down all
known sensors and resources of data which applications could get access to on

their smartphone. In a second step, we collected the sensor types mentioned, made
them visible to the group, and completed the list with sensor types not mentioned,
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but listed in the google developer pages as permission groups.’ Participants then
were asked to rate sensors individually m terms of perceived relevance for
participants’ privacy (Table 6). For this, participants were provided with five pro
and con markers. Pro markers should reflect that a sensor was understood to

Table 6: Mentionings and Ratings of mobile Phone Sensors and Data Resources by
Participants; Sensors Highlighted were later Monitored and fed back to Participants

Name of Resource Mentioned | Positive Negative
Wi-Fi Module 3 2 0
GPS Sensor 3 2 2
Installed Apps 2 3 1
Call history 2 1 3
Contacts 2 0 2
Camera/Photos 1 0 3
SMS 1 0 1
Posting in my name 1 1 1
Battery 1 4 0
Date/Time 1 1 0
Usage time (Screen on) 1 3 0
Activity sensing 1 0 3
Duration of Internet Use 1 2 0
OS Version 1 3 0
Calendar 1 0 1
Purchases 1 0 2
Microphone 0 1 3
Identity 0 0 3
Access to wearable data 0 0 2
Bluetooth Connection 0 0 1
Device ID & phone number 0 0 2
Mobile data connection 0 0 1

5 At that time, Android 6.0 was only just released. See permissions here:
hitps://support google com/googleplay/answer/6014972
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provide value to the participant. Con markers should be used in case a sensor or
resource was perceived to be potentially mvading privacy.

9.4.3. Data Collection, Selection and Pre-processing
At the end of the first workshop, we installed a mobile sensing framework
described in Ludwig, Dax, Pipek, & Randall [328] on the smartphone of one
participant just after the workshop. This collection and monitoring tool allowed

us to pick each sensor individually for upload to a university cloud environment.

The decision to nstall the tool only on one of the participant’s mobile phone and
not on all devices was based on a variety of considerations. One reason was to
foster communication between participants and create a common base of
knowledge about the data. If every participant had their own set of data, 1t would
have been counterproductive, because it would have added additional abstraction
and reintroduced overwhelming complexity to the procedure. More time and
effort would have been necessary to illustrate the different findings 1n each
collected set. Additionally, comparing the different views of the data subject and
analyzing participants, we were creating a playful atmosphere where assumptions
could be discussed directly. Moreover, the effect of wisibility of personal
mformation in a social setting in the subsequent evaluation workshop would most
likely have been less revealing to participants. Another reason was to avoid
distraction by thoughts about personal details such as to try to remember why a
certain location was visited when 1t was only mteresting to see that it was possible
to reveal this location in the context of a personal pattern.

Based on the rating and usability of the data in the workshop, we finally agreed
on a set of seven resources - no static sensors and not to personal data such as
SMS, pictures, and microphone - to be monitored on one participants’ smartphone
for the next three months. During this time, we collected 126,294 GPS positions
resulting i an average of about one position per minute, 33,621 WiF1 SSIDs, (one
SSID every 15 munute), 55 calls, 24 battery status logs, 24 installed applications,
388 screen-on events, 219,143 activity logs (bicycling, walking, dnving, not
moving, filting and unknown; about 1.6 entries every minute).
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During the three months of data collection there were no mterventions with
participants. They could go back to their daily routines. The momitoring tool was
used to follow the development of data. In preparation of the second workshop we
selected a set of sensors and analyzed data, looking for patterns manually. Doing
so, we 1dentified an untypical and typical days in terms of GPS-data (as can be
seen in Figure 8), calls, WiF1 SSIDs and screen-on events. We selected one of
each, to reduce the complexity of data shown to participants to make data

manageable.

Finally, we set up a presentation which showed installed applications, call history,
screen-on events, battery status, WiF1 SSIDs, activity sensing and GPS positions.
For the analysis of a single day we used GPS, activity-logs, call-logs und WiFi-
data. By transforming the data into Pivot-tables it was possible to filter for most
important entries. The call-log shows caller’s name, number, length, date, and type
(outgoing, mcoming, missed). The WiFi-table shows the SSID of the WiF1
network and the number of scans, sorted by count. The activity-table shows the
the values of the activity (bike, on foot, vehicle, resting, tilting, and unknown) per
hour and visually 1n an additional graph.

In the data analysis and preparation step for typical daily activities of the
participant, data of the entire sampling interval were used, complemented by a list
of used sensors, with an overview over all installed apps, as well as a diagram for
screen-on and battery sensors. The table with WiFi-data was filtered to get an
overview over most scanned SSIDs sorted by the number of days. SSIDs with a
standard label and no personal name were removed from the list. The location-
data were filtered for another three days on which locations were revisited. From
these data, new maps were created.

9.4.4. Breaching Experiments in Workshop II
For the second workshop, we introduced the analysis of smartphone data as a
game. We asked participants to try to deduce as much information as possible
from the data we provided and explain their reasoning to the group. Only
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afterwards, the analysis subject was supposed to respond and clanfy on
mterpretations and conclusions made by participants.

Generally, the workshop was divided into two main sections. The first section was
about a day in the life of the analysis subject, the researchers had identified as
non-typical during the pre-procession. In a second phase, a day selected as rather
typical in terms of data was shown for analysis. For both sections, we did not
provide all data at once, but introduced sensor data charts after another and only
provided the full picture in the end. We did so, to stimulate analysis of each sensor
individually.

In the first part, we presented the phone call history and then the activity analysis.
Subsequently, we showed the screen-on events of one day, WiF1 SSIDs and finally
the map-embedded GPS data was presented. As a last step, all data sheets were
shown together, to foster combination of data sources.

In the second part of the workshop, we also included rather static information of
mstalled applications. Additionally, the total call history, battery status, and
screen-on events were aggregated to provide information about the whole past
three months. For ease of use, we chose a typical day m terms of WiF1 SSIDs and
GPS data, to limit the amount of data to analyse within the two-hour workshop.
The method was based on the breaching experiment which has the goal to invoke
thinking and action in the face of new information and circumstances from the
participants [111]. In thus method participants get historical smartphone data
which include private, sensitive information from another participant of the same
workshop. These information 1s rated by the participants and supplemented with
personal experiences. Participants are supposed to think about what consequences
these data and the gained knowledge will have on their interaction with an app or
their phone. Sumlarly to Kang et al [272] we visualize collected smartphone data
and use the Think-Aloud protocol [156] to explore the understanding of privacy
settings of apps and privacy goals from users’ perspective.
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9.5. Findings

In the following, we provide an overview of our findings throughout the two
workshops. First, we analyze the participants’ general assessment of privacy and
security nisks on the Internet in general, on the smartphone and regarding its
specific sensors or resources m particular Second, we are reporting rich
descriptions of how participants interpreted smartphone data of somebody they
did not know.

9.5.1. Explorative Workshop
In this section, we describe the findings related to our explorative workshop.

Privacy and Security on the Internet

During the kickoff discussion, participants mentioned a number of services of
everyday life, which were understood to process personal data and thus potentially
mterfere with their privacy. Topics mentioned mcluded E-Mail, online banking,
cloud services, personalized advertisements, search engines, social networks,
msurance, Connected Cars and smartphones. Regarding strategies of tackling
privacy invasion by such services, participants highlighted two different
strategies.

First, participants mentioned the challenge of securing their data from
unauthorized access. For example, phishing mails or usage of online banking were
seen critically. In this regard, P4 states:

“Every now and then I am worried that something [data] could be simply
taken. “(P4)

In addition, the secunity of data processed by msurances or service providers was
seen critically. Especially, however, the potential to protect one’s own data by
measures of IT secunty were understood to be meffective, as P3 put it:

,.If even the government can be hacked, how should I as a plain citizen be able

to protect myself? “(P2)
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As a second challenge for managing privacy online, participants also reported on
privacy practices. For example, during the workshop one participant logged onto
his Google-account and found that data and search queries as old as three years
were still stored and available. In tlus vein, two participants mentioned using a
search engine that does not store such information.

Simularly, participants mentioned to avoid cloud services and to use email
encryption. Here, however, some participants did not find this necessary.

,.] usually have nothing so important that I need to encrypt it.” (P1)

Such privacy practices also included use of the smartphone. Especially, the
smartphone was less trusted than a PC or laptop. Three participants reported to
not use online banking on their smartphone due to percerved security and privacy
1ssues. Such 1ssues were also reflected m a lack of knowledge how a smartphone
worked, or especially what some applications did — probably without knowledge
of the user. Especially, when pre-installed, smartphone applications were
perceived as privacy and security risks.

., Well, partially I don’t know at all what they are doing. Because sometimes
you ask yourself: Why would this app need this authorization? “(P1)

A simular transparency problem existed in the context of rights management when
mstalling applications. P3, for example, could not understand why a camera-
application would need access to her phonebook. When connections from
applications to sensors or resources were not well understood, this fostered
nmustrust. As a way of dealing with such a trust deficit, P2 reported to rely on the
online reviews in the store and only installed the best-rated and/or most
downloaded applications. Still, participants agreed that when they wanted an
application they always granted all nights it called for, even though they were
aware that by doing so, personal data was disclosed.

In general, the usability and measures for controlling and especially understanding
data disclosure were criticized:
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,.1feel really badly informed. Now under Android 6 you can still manage single
permissions [of an Application] without root access. But nowhere else is

mention of what is collected at all. “(P2)

P1 also explicitly called for tools to get to know his data and its disclosure better:
“[...] Because I want to know the background. Because I want to know exactly,
what data is taken when I disclose WiFi-information or my calendar or

contacts. ™ (P1)

KEnowledge about and Sensitivity of Data Resources

Collecting sensors and resource, we found that the overall knowledge of sensing
capability was limited among participants. Table 6 shows how many participants
could name each sensor or resource. None of these items was mentioned by all
participants, with WiF1 and GPS being the most commonly known sensors (three
out of five participants mentioned them). Only five more were mentioned twice.
The resources which received no mentioming at all were added by the researchers,
for enabling consideration of unknown sensors for subsequent evaluation, too.
Marking sensors with positive and negative connotation regarding perceived
potential benefits and threats to privacy, partly showed conflicting outcomes. For
example, whereas GPS received two pro and con markers each, the WiF1 module
was uncritical Participants were aware that a GPS-sensor would be able to locate
users, which was understood ambivalent:

P1: “With some things you really have fo think about them. On the one hand,
positive, on the other hand negative. For example, GPS analysis. On the one
hand, it is good that you can find your position down to few meters. On the
other hand, of course, this is problematic.” (P1)

“Well, here, monitoring the calendar is similar [to GPS]. From one app, 1
might even need it to do this, others however, should not ask for this permission

atall.” (P4)

The items valued most privacy sensitive, however, were barely mentioned, apart
from the , contact” pernussion. Discussmg items, 1t became clear that participants
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Figure 8: Left: Overview view of GPS data of the "non-typical” day. Right: Detailed city-

view of GPS data of the “non-typical” day
thought to be able to relate to the items 1 question. It was rather clear what the
permussion to collect the contacts or access to the microphone would mean. In
confrast, access to the “Identity” was perceived as potentially harmful, although
no participant could outline, what this permussion would disclose.

Simuilarly, although , activity sensing” was unknown to all but one participant, it
was perceived to be very relevant to participants’ privacy management on their
smartphone_ On the other hand, “battery™” and “Usage time™ rated as items an app
should be allowed to have access to, largely to provide statistics and warning of

low battery.

9.5.2. Evaluative Workshop
In our second workshop, we let participants analyze a set of data we had collected
and pre-processed. We first introduced each of the seven sensors individually and
finally provided an overview of all of them In this chapter, we are describing how
participants proceeded in analyzing provided smartphone data. Participants could
find out both some basic and demographic data, peers, and routines.

Demographics and Peers
Regarding general usage, participants argued that the person in question would
not use the smartphone very often, as there were only 338 screen-on events. Still,
the GPS data showed that the user carmed 1t with her pretty much all the time. As
a relatively static information, the installed applications underlined these
assumptions. Further analyzing the list participants were also able to guess the
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smartphone manufacturer, as there were several proprietary and manufacturer-
specific applications installed. Moreover, the participant in question used an
application for comparing gas prices, making it likely for the data subject to have
a dnver license, and to probably own a car imself The data subject adnutted
owning a car, for him the list made him thunk which applications he could
umnstall. He also criticized that pre-installed applications were useless to him and
should be removable.

The call log was the first source, which disclosed information on the persons’
place of residence, as a landline number in the log was fitled “home”. Moreover,
next to allowing access to names of peers, several names featured relationship
mformation, such as “brother” or “uncle”. Participants here wornied that one-
selves’ privacy to a certain extent was depending on somebody else’s behavior:

,»Once a number is stored in the phone book, this person is virtually a public
person, whether she wants or not. This other person has no influence
whatsoever on whether or not she becomes known. And I think that’s a bit

critical, because you cannot estimate who wants what.” (P4)

Most astonished were participants by the information which WiF1 SSIDs revealed.
For example, only by looking at accumulations of SSIDs, participants identified
the likely neighborhood of the data subject by referring to a SSID named after a
craftsmanship:

“Well, heating engineer [anonymized]. I would simply look up its location.
And given the amount [of this SSID having been recorded], I would say this is
a neighbor. Yes, and then I would roughly know where he lives. " (P4)

Activities, Interests and Routines
Analyzing also made participants guess activities, interests and routines. For
example, the screen-on event graph showed that the smartphone was only used
between 7.00 am and 10 pm (Figure 9) with most events distributed between 11
am and 6 pm. Participants also directly started reflecting their own behaviors:
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“So, seeing this I guess I would have a lot higher bars everywhere. [laughing]
(P3)

In the eyes of participants, the battery status information conflicted with former
assumptions about the participants’ behavior. The graph suggested that the
smartphone was likely to be loaded at might, as a igh number of 100%-values
could be found between 8 am and 11 am_ The data subject, however, contradicted
the assumptions and stated that there was no pattern of loading the smartphone at
night. Quute the contrary: For security reasons, he did not do overmght-loading.
Here, data quality or random accumulation nuspmded some interpretations.

WiF1 information also allowed tracking daily activities. For example, several
SSIDs pinpomted towards a local electronics market. More specifically even,
participants suspected that the participant had spent time in the apple department
of the market. Later, the GPS data provided reinforced this mterpretation.

When exanmining the GPS data participants could recogmize certain daily patterns.
Due to a repeated footpath, they for example correctly assumed that the data
subject mught own a dog. The visit of an indoor swimming pool on a Monday, the
visit of the metro market, and trips to the mner city were recurring events and
offered reason for speculation regarding habats.

Although the general possibility of a GPS sensor to store a location of a
smartphone was known to all participants, the mformation which comes from 1t
was very surprising to participants. Participants were surprised by the detailed
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Figure 9: Left: Activities based on activity recognition sensing of a non-typical day. Right:
Screen-on events over a typical day
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presentation of the mdividual days. From being able to assess the GPS sensor,
they had only expected to be able to use a snapshot of the current position 1n use,
but not a permanent storage of the individual waypoints.

The data subject finally confirmed the participants’ suspicions and added that he
was troubled by the accuracy of both GPS and WiF1:

,» They [WiFi and GPS] both are problematic to my eyes. They [the analyzing
participants] were able to exactly determine, what I was doing [using GPS
data]. In which department, I was. [ ...] I see the exact same thing here with the
WiFi networks. “ (P1)

Finally, not only did participants find out a lot about the data subjects’ life, the
subject umself also reported having gained from the workshop: Specifically, he
planned to not leave WiF1 and GPS turned on permanently, as he did before. Also,
he planned to remove some applications he only got aware of because of the list
we provided.

9.6. Discussion

In our first workshop, participants were frustrated with not understanding why
certain applications needed specific rights on their smartphone. Additionally, they
were only able to come up with a small subset of data resources which their
smartphone may provide to apps. Moreover, several of these resources were
valued as rather msensitive. Discussing the underlying reasons showed that
participants simply were unable to understand the potential information within
data. We therefore decided to provide visualizations of data collected by a subset
of sensors and resources to check whether the graphical feedback of data from a
longer timespan would foster reflections on privacy decision making. Dong so,
we 1dentified three benefits of feeding back data collected by smartphones to users
for (collaborative) analysis.

9.6.1. Fostering Privacy Literacy with Anonymous Data
One could argue that user reflection was limited by providing data that did not
stem from the users themselves. On the one hand, it 1s true that data from a largely
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unknown person nught have hindered reflection of personal privacy practices.
While call-logs seemed to provide a direct connection the person’s peer network,
we observed how participants rather puessed and were unsure about
mterpretations when handling more abstract data such as WiF1 SSIDs, Activity
recognition or GPS.

Still, they could contextualize data to a certan extend and deduce both
demographic, such as place of residence, or likely profession, and personal
mterests, hobbies, and routines. Additionally, by using quasi-anonymous data we
could remove contextual and implicit knowledge from the equation. Arguably,
such an ‘outsiders’ perspective’ 1s closer to the perspective of third parties
analyzing data. Moreover, analyzing somebody else’s data fostered a playful,
engaging, and interactive workshop experience. The collaborative setting helped
participants to learmn from one another. They discussed lively and collaborated in
the task of deducing information from data provided. More than once, participants
were motivated by each other by bringing in individual perspectives on data and
triggered new reflection processes. Both analysts and the data subject later on
reflected on having learned new aspects of smartphone privacy and stated that in
the future they would like to change their nghts management practices, reduce the
time usmmg WiF1 and GPS and more carefully watch the hist of installed
applications.

9.6.2. It is not the Data, it is the Information Within

Already during the first workshop, 1t became obvious that permussions, sensors
and resources were not well understood by participants. This 1s 1 line with
findings from research on usable privacy notices [33, 437]. The perceived threat
of disclosing the “Identity” 1s a good example of a nusmatch between undesired
mmplications of data disclosure (namely: bemng identifiable), and a lack of
understanding regarding information mherent to sensors and data resources, as the
Identity pernussion only includes the phone number and the IMEL
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Moreover, data disclosure was reflected in terms of perceived information, third
parties could gain from data. A lack of understanding these implications resulted

mn an inaccurate classification of data in question.

Especially WiF1 information was not understood to carry privacy implications
when being shared with third parties. Visualizing data made it tangible and
supported users in applying their privacy reasoming to formerly mvisible and
abstract data, that was unknown with regards to the information 1t could disclose
to third parties.

9.6.3. The Quantity Makes the Information
Whereas smartphone nghts management lighliphts the importance of designing
privacy notices usable, we argue that support needs to start earlier. Our study
showed that participants could either not even mention most of the sensors
existing in a modern smartphone, or were unable to assess their impact on privacy.
This 1s backed by a study of Felt et al_ [173], stating that only 3% were able to
explain app permussions correctly. Other studies also show that users lack
transparency, which leads to uncertainty [33, 326].

The gap between seeking to preserve certain information from being disclosed and
the perceived threats to privacy 1s most obvious in the WiF1 module. By only
harvesting SSID names, participants were able to gain a basic understanding of
where the person in question lived, and where she went on a day of travel. Besides
the simple naming information, research has more sophisticated methods of using
WiF: fingerprinting for location analysis [88, 357, 533].

Simularly, the collection of GPS-Data at one pomnt in time may be unobtrusive.
However, when frequently or constantly allowing access to location services, not
only demographic data, but also habits and routines may be deduced.

For enabling effective privacy management, not only usable privacy notices
should be researched as m [33, 46, 437]. Additionally, users should be supported
m gaiming an understanding of the long-term impacts of data collection on their

privacy.
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9.6.4. Limitations

Our study faces several limitations, which we discuss in the following. First, our
study had a small sample size of five participants. Due to conducting an
explorative study, we wanted to gain a basic understanding whether our concept
could work n terms of raising awareness and fostering an understanding of what
data collection on smartphones could mean to users’ privacy in the longer terms.
We explicitly do not provide design implications on Ul-level, but remain on a
concepfual level, as more research 1s needed to clanfy on how to wvisualize
smartphone data best, to enable reflection that 15 more accurate_

Second, our workshop featured a mockup visnalization which was not interactive
and only provided a very limited possibility to navigate along days and dive
deeper into data. However, for breaching into smartphone data analysis in a two-
hour workshop, we believe that 1t was necessary to make data manageable for non-
experts. Especially, we believe that any mteractive software should also provide
some pre-processing to clean up data 1.e. remove default WiF1 SSID names, which
hold no location-related information.

9.6.5. Future Work: Permanently Feeding Back Smartphone Data
Providing visual feedback of smartphone data has motivated participants to debate
lively. It led to a critical reflection of sensor data and supported comparison with
daily routines and properties of ones’ own life, such as the place of residence. For
taking our research further, we see mainly two ways of proceeding from here:

First, an interactive and unlimited access to smartphone data in terms of time and
sensors nught greatly diversify and enrich our findings. We are already building
a visualization framework for this purpose and plan to feed back smartphone data
continuously to users in order to further develop the dashboard tool in a user-
centered way. This way, the didactic concept of a group of outsiders analyzing a
person’s smartphone data traces could be further shaped and developed.

Second, while the concept has proven successful with the playful characteristic of
using ‘spies’ and a data subject, our findings also show that such a dashboard
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could also target awareness and improved understanding regarding personal
smartphone data disclosure. Therefore, we are also planming to provide mentioned
dashboard to smartphone users for self-reflection and are curious m how far
demands nught differ.

9.7. Conclusion

While usability of privacy management on smartphones has gamned a lot of
attention in the past years, in this paper we show how user lack awareness
regarding the existence and meaning of permissions, sensors and resources. We
further presented a didactic method for co-analyzing smartphone data without
contextual knowledge about data. Doing so, we provided mockup interfaces for
fostering the understanding of what data means to users’ privacy. In tlus regard,
we suggest enabling users to permanently analyze their own data produced by
their smartphone to bring aims and actions in terms of privacy management better
m lme Our study shows, how ‘privacy literacy’, meaning an accurate
understanding of what disclosure means n terms of leaked information, plays a
major role in this regard. We argue that researchers on smartphone privacy could
benefit from our experiences by raising awareness on implications of disclosure
of larger amounts and streams of data to put data into the context of big data
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10.1t’s About What They Could Do with the Data: A User

Perspective on Privacy in Smart Metering

Smart meters are a key component of increasing the power efficiency of the smart
gnid. To help manage the gnid effectively, these meters are designed to collect
mformation on power consumption and send it to third parties. With Smart
Metering, for the first time, these cloud-connected sensing devices are legally
mandated to be installed in the homes of mullions of people worldwide. Via a
multi-staged empirical study that utihized an open-ended questionnaire, focus
groups, and a design probe, we exanmuned how people characterize the tension
between the utility of Smart Metering and its impact on privacy. Our findings
show that people seek to make abstract Smart Metering data accountable by
connecting 1t to their everyday practices. Our msight can inform the design of
usable privacy configuration tools that help Smart Metering consumers relate
abstract data with the real-world implications of its disclosure.

10.1.Introduction

The nise of Ubiquitous Computing has dramatically improved the potential for
sensing, processing, and triangulating personal data. Improvements in cost-
performance ratios and form factors have paved the way for sensors to pervade
everyday life. Stmultaneously, a decline mn power storage costs and a rise in cloud-
based data-driven electronic services coupled with the ‘sensonization’ of the
world, there 1s great potential for econonuc efficiencies on the part of service
providers as well as consumers, e g, through personalized services as envisioned
by Weiser [514]. Tapping into these potential benefits through ubiquitous sensors
m domestic environments will, however, make 1t difficult to provide individuals
with the awareness and control to manage data collection. In this regard, research
has been dealing with the challenge of providing means for accountability in
embedded technologies (often subsumed under the label ‘Internet of Things’
(IoT)). In addition, research on the privacy paradox [371] demonstrates a gap
between privacy related mtentions and actual behavior. The existence of the
privacy paradox appears to stem, at least in part, from a lack of meamingful
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awareness mechanisms, an i1ssue relevant to information technologies in general
but heightened by the following specific features of embedded and connected
applications in particular [70]:

¢ Embeddedness: Embedded sensors automatically collect (potentially)
large amounts of personal data, in a manner largely hidden from users,

* Profile Generation: The collected data can be used to buld mndividual
user profiles with the potential for deriving sensitive mformation and
detecting habits via techmques generally non-transparent to users, and

e Default Presence: Embedded sensors continually measure wvarous
parameters of everyday life activities by default and are increasingly hard
to avoid as a cifizen of modern society.

Ubiquitous sensing applications, without question, can improve the quality of a

service and reduce perceived technological complexity by hiding the collection
and processing of personal data [4]. At the same time, ncreasing amounts of data
collection, coupled with sophisticated data processing algorithms, make the
privacy implications of data-based services harder to grasp for the average person.
As a result, consumers are arguably using embedded devices and data-based
services with mumimal awareness of privacy implications [407, 412]. Moreover,
data 1s beconung an econonuc asset which suppliers trade and consumers need to
be able to control properly [192]. Therefore, designing privacy mechanisms for
embedded applications has become an important research topic [29, 347, 356,
421].

So far, however, privacy associated with domestic life has largely been looked at
from the perspective of security, as in securing commumnication channels and data
storage, or with the aim of mumimizing data collection, often relegating the user to
a passive role [311]. Apart from the exceptions we discuss below, privacy issues
have rarely been seen as relating to exusting and future practices and the regulatory
framework that surrounds them. How individuals and families relate to collected
data and its processing remains an open question. Simularly, how people go about
making sense (regarding privacy or otherwise) of available data and how systems
provide this information to guarantee accountability as required by many design
gmdelines (e g., Fair Information Processing Practices [509], European General
Data Protection Regulation [164], etc.) 1s relatively under-researched. Whle 1t 1s
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widely acknowledged that transparency 1s a key characteristic of usable privacy
management, how users make data collection and processing accountable and how
mformation provided for privacy decision making could relate to existing
everyday practices to facilhitate transparency 1s not yet well understood.

The increasing deployment of embedded technologies throughout many Western
societies 1s facilitated by popular consumer products, such as Smart Home devices
and service-provider-mnstalled devices (often with a statutory mandate) like Smart
Meters. As a result, the need to explore the provision of transparency and
accountability in these technologies has gamned in relevance and urgency. Smart
Meters deployment in many industrialized nations 1s on the nise. For citizens in
many countries throughout the European Union (EU) and several states in the US,
Smart Meters are, or will soon be, mandatory [536]. These developments question
the fundamental idea of , doing privacy* as a voluntary, mdividual decision about
(non-)disclosure [13]. Moreover, in Western societies, the home represents the
private sphere par excellence, marking a clear border between the private and the
public. Smart Meters, however, penetrate the sanctity of the domestic environment
[319] by collecting data about what 1s going on 1n the home and transferring that
data to third parties. Typically situated mn remote comners within a residence, such
as the basement, Smart Meters are physically detached from the routines of life
yet track the household’s power consumption behavior silently and continuously.
Adding to the challenge, residents often have problems understanding power
consumption data and tend to use imprecise or maccurate folk methods for
quantification [280].

So far, privacy in the domain of Smart Metening has been studied mainly from a
technical and legal viewpoint: eg, ensuring anonymization and privacy-
preserving handling of data, complying with legal requirements, and providing
operational security. Given that Smart Meter infrastructures are currently not
commonplace, empirical studies are difficult to conduct. As a result, there 1s a lack
of user-centered research in this domain However, effective privacy management
calls for supporting users in making privacy settings in advance of, or duning, the
mstallation of Smart Meters. Such support, while particularly important for
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novices and non-experts, can also serve those who are knowledgeable. Moreover,
as important technical and legal decisions are stll being made regarding this
nascent technology, a window of opportumity exists take a consumer-onented
stance by applymg user-centered research to influence technology development

during deployment and expansion.

In particular, research 1s needed on how usable privacy design could be applied in
Smart Metering to avoid fragmented, burdensome, and umnformed decision
making. The challenge 1s to enable effective privacy management while
leveraging personal and economic potential. To this end, we formmlated a research
agenda with three mterrelated goals:

4. explonng and analyzing how people make sense of Smart Metening data,
5. elaborating and enriching our understanding of how individuals percerve
the possible benefits and nsks of Smart Metering, and
6. utilizing a design probe to evaluate the importance of various critenia for
supporting privacy decision-making in Smart Metering.
By describing how people make sense of privacy i the Smart Metering domain,
we provide gmidance for tools to support Smart Metering privacy management and
contribute to the ongoing discussion on the future of privacy mn a networked world
[117, 382]. We do so by stressing the importance of a practice based approach
[410, 528] m contrast to the typical approaches i the literature. Finally, we
provide a set of methods for uncovering the doing of privacy-related practices fo
make them accessible as a resource for desigming user-centered privacy for

products and policies alike.

In the following section, we present an overview of relevant privacy research and
describe the construct of pnivacy we used. Further, we outline related research on
privacy in the domain of Smart Metering. Next, we describe the details of our
three-step study followed by a presentation of the understanding of the perception
of privacy regarding Smart Metering that emerged from our analyses. We apply
the insight to demonstrate that privacy management mechanisms can benefit from
highlighting the implications of data disclosure in terms of consequences for
everyday practices. By these means, we aim to enable non-experts to engage in
basic privacy impact assessment when handling abstract data such as that
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collected by Smart Meters. We discuss our study as a blueprint for sensitizing
designers and policy makers to the privacy demands of consumers of emerging
technologies. We end by pomting out a few limitations and presenting
opportunities for future work.

10.2.Related Work

We first provide some background information on the rollout of Smart Meters and
the corresponding discussion on privacy. We then outline the various views on
privacy that show the evolving nature of the concept. Focusing on information
technology in general, and Smart Metening in particular, we outline modem
approaches to privacy protection from the regulatory, technical, and individual
perspectives and argue that providing effective privacy protection involves
simultaneous consideration of all of these perspectives. We then take a closer look
at privacy support from the individual perspective and motivate our work on
privacy decision-making in the Smart Metering domain.

10.2.1. Operational Details of Smart Metering

A Smart Meter records a household’s electricity consumption and sends that
mformation to authorized parties, such as the utility provider, in intervals as short
as 15 munutes. Across various countries, there are subtle differences in the
technical and legal requurements for the implementation of Smart Metering. In
Califormia, for mnstance, Smart Meters send hourly consumption information
exclusively to the utility provider. The only choice a consumer 1s offered 1s to opt-
out by paying an annual fee [380]. In Europe, Smart Meters are considered a
central element of sustainable strategies to manage (renewable) energy more
efficiently by using real-time information on load, supply, and demand [536]. For
example, in Germany, Smart Meters will soon be mandatory for new buildings
and households with annual consumptions over 6,000 kWh.

Typically, consumers are free to choose and install domestic devices according to
mdividual preferences and needs (among which privacy nught be one of the
considerations). In confrast, Smart Meters are often part of a mandatory
mfrastructure deployment prescribed by the State or the service prowvider.
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Moreover, Smart Meters are a potential gateway for other parties to peek into
domestic living practices. For mstance, unlike Califormia, the German system
architecture allows not just utility providers but also other parties access to the
power consumption data. Therefore, Smart Meters arguably have a greater privacy
mmpact i companson to other embedded domestic devices. As a result, Smart
Metering in Germany 1s strictly regulated by the protection profile of the Federal
Office for Information Security (BSI) based on the Common Criteria [104].

Although Smart Metering data 1s considered private, the gmdelines for Smart
Meter deployment rarely discuss usable means for end user control [473].
Addressing citizens’ privacy concerns regarding Smart Meters 1s arguably a major
prerequusite for societal acceptance of the technology. Thus 1s aptly demonstrated
by the failed rollout of Smart Meters in the Netherlands, where privacy concemns
led state sepators to reject measures to make Smart Meters mandatory.
Consequently, m a second draft, the Dutch deployment provided means for
opting-out as well as transparency [121]. Consumer reservations arise because
Smart Meters touch several fundamental prnivacy nights, especially when parties
other than the utility provider have access to power consumption data. These
rights nclude the right to informational self-determunation, the right to ensure the
confidentiality and integnity of information technology systems, and the nght to
the mnviolability of the home [292, 384].

Overall, vanous interest groups have outlined a number of benefits as well as risks
[211, 346] i Smart Metering. Both mmst be taken mto account when
understanding privacy expectations of consumers and, subsequently, providing
effective privacy management solutions. Enabling consumers to make mformed
choices to obtain desired benefits while avoiding unintended privacy risks is
clearly important.

Benefits of Smart Metering
Various stakeholders are expected to benefit from a nationwide rollout of Smart
Meters: consumers, utility providers, network system operators, meter operators,
providers of innovative power services, and society as a whole [369, 422]. In
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particular, Smart Meters are considered a prerequsite for building a renewable
electricity infrastructure [28]. Moreover, 1t 1s assumed that the rollout will allow
more efficient planning and management of power distribution based on real-time
mformation regarding power load, supply, and demand In addition, it 1s
postulated that Smart Meters would enable efficient billing procedures, dynamic
pricing, improved load analysis, remote management, and decreased likelihood of
theft or fraud [102]. Consumers as well as companies may reap the benefits via
lower prices and a more resilient electrical gnd [197].

The greatest direct benefit to consumers, however, may lie in real-time, fine-
grained power consumption feedback, allowing savings of money, power, and
emissions. Research in Human Computer Interaction (HCI) shows that power
consumption feedback helps households better understand their consumption
behavior [448] and discover potential savings [188]. The power consumption
profiles generated from Smart Metering data are bemng applied to develop tanff
recommender systems as an additional potential benefit [179]. Further, Smart
Metering data could be a source for enhancing the content and delivery of power
consumption advice [178]. Yet, the extent to which such savings are realized in
practice 1s being debated [303].

Risks of Smart Metering

Despite their benefits, Smart Meters introduce new risks and attack vectors. In this
regard, data protection supervisors, researchers, and activists have outhined a
number of risks that stem from a lack of data protection [211, 303, 346]. In
particular, the Smart Grid constitutes a critical infrastructure that must be
protected against cyberattacks by hackers, cniminals, terrorists, or foreign states
[168, 181]. As a result of digitization, cyberaftacks are more common and
damaging [345]. For the ndividual, the data collected by a Smart Meter poses the
risk of others deducing life choices and domestic routines [76, 230]. Technology
acceptance 1s also an important factor as consumers may not trust utility providers
[219, 419].
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Empinical studies on consumer perceptions of Smart Metening reveal that, n
principle, consumers place a high value on mamntaining control over the disclosure
of personal power consumption data [298, 529]. At the same time, studies show
that consumers lack proper understanding of who can access their data [272, 419].
Knshnamurti et al. [303] further showed that benefits and risks mentioned by
consumers do not always match from what 1s currently feasible. Regardless, when
people perceive risks as real, they treat their consequences as real and behave
accordingly [493]. However, Krishnamurt: et al. [303] mention that weighing the
mmpacts of contradictory factors 1s a complex process. They found a desire for
Smart Meters, despite perceived risks, because of expected benefits, such as
improved home control, better accounting of power consumption, and potential
cost savings. Even though the extent to which these benefits could be reahzed 1s
unclear, they still seem to be powerful drivers of consumer behavior.

10.2.2. Conceptual Understanding of Privacy

In modermn societies, privacy 1s a fundamental right codified in many national laws
as well as the Unmted Nations Umiversal Declaration of Human Rights [491].
However, the notion of privacy has changed over time, driven largely by the
effects of new technology. As a result, there 1s no umversal definition of privacy
[463]. For mnstance, when photography entered the mamstream privacy was
proclaimed as the  nght to be left alone™ [510]; with advances in surveillance
devices, privacy was described as the claim for self-determunation of the
communication of information about oneself [517] with the advent of information
technology, privacy was characterized based on control over the flows of personal
data [182, 358]; with the growth of the Internet and online mteractions, privacy
was framed in terms of ‘contextual integnity’ [370]. Regardless, how users view
privacy 1s shill not fully understood. Moreover, recent technological advances,
such as ubiquitous sensor networks, big data analytics, and data markets for
everyday applications, raise new challenges that necessitate refining or redefining
existing concepts [29, 347, 356, 512].

Traditionally, understandings of prnivacy can be thought of as entailing a

normativity or being bound up 1n 1ssues like trust (see [228] for an overview).
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These perspectives are often shaped by the 1dea of two distinct social spheres: the
private and the public. Whereas some theorists presume static boundaries between
the two spheres, others, such as Altman [24], describe privacy as a dynamic
process mvolving boundary regulation. In Altman’s view, people engage in
sophisticated practices to set the nght level of privacy by continuous management
of data disclosure and flow to other parties. Palen and Dourish [382] applied this
view to promote privacy-sensitive design i networked systems. Their framework
covers three dimensions: the disclosure boundary, the identity boundary, and the
temporal boundary. Each boundary needs dynamic privacy management with
corresponding disclosure decisions depending on the particular social situation at
hand. Tlus characterization was further developed by Crabtree et al. [117] for
considering privacy in the age of ubiquitous computing. Research on trust and
privacy has further covered domains such as social networking (see e g, [145,
183]), data mining (see e g_, [321]), and mobile services (see e g_, [231]).

A second well-known view on privacy decision-making 1s the one described by
economuc thinkers, highlighting the benefits and costs of protecting or disclosing
personal information [64]. From an economics viewpoint, privacy related choices
can be characterized as a function of decisions made by a rational actor [10, 134].
Such a rational-actor perspective sees privacy related decisions as calculated
tradeoffs regarding the benefits and nisks of data disclosure. Overall, this line of
research 1s primarily interested in studying the influence of the tradeoffs between
benefits and costs (both real and perceived) on privacy related decisions of
mdividuals as economic agents [64]. This individual balancing 1s also referred to
as the mental privacy calculus [134] and takes into account several factors: (1) the
types of data in question, (1) the actual and potential data collectors and
processors, (u1) potential (secondary) uses of the data, and (1v) the data control
options [10, 64]. From this perspective, the mismatch between stated privacy
attitudes and actual behavior presents a paradox [371] as people seem to make
urational decisions. The concept of “bounded rationality’ [202, 459] provides a
partial explanation for the paradox, explaming 1t as a result of the opaqueness of
privacy implications [30], context-dependency of decisions [227], and a lack of
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sufficient awareness and knowledge reparding matters relevant fto privacy
decision-making [400]. Privacy research must therefore take into account that
mdividual decisions are dependent on a person’s knowledge of technology and
trust in the various parties involved. Moreover, a lack of awareness of data
availability and use can affect decision-making ability [309]. Therefore, perceived
pros and cons are as important as the actual consequences of a decision [493].

In addition, scholars like Solove [463] and Reckwitz [410] have pomnted out that
human behavior in general, and privacy regulation in particular, must be
understood from the background of historically contingent social practices, where
privacy decisions are embedded in collective cognitive and symbolic structures
that enable a socially shared way of ascribing meaming to the world.

As Reckwitz [410] points out, human behavior must be understood against the
background of historically contingent social practices. As such, behavior related
to privacy 1s embedded in collective cognitive and symbolic structures that enable
a socially shared way of ascribing meaming to the world [463]. Therefore, to
understand and support privacy decision-making, we need to consider how these
decisions are embedded in people’s contextual understanding and expectations
regarding the role and the behavior of the parties involved and the potential future
uses of the disclosed information.

10.2.3. Approaches for Protecting Privacy
Privacy protection can be approached from three different perspectives, viz_,
regulatory, technical, and individual, and there 1s extensive literature covering

each.

From the regulatory perspective, privacy laws such as the U.S. Privacy Act of
1974 that mtroduced Fair Information Processing Practices (FIPPS) [504], the EU
Directive 95/46/EC [165], and European General Data Protection Regulation
(GDPR) [164]} regulate the handling of personal information Additional
regulation and standards, such as the Common Criteria [104], play an important
role 1 defiming security requirements for systems that store and process private

192



data. For mstance, the BSI protection profile outlines fundamental requirements
for secure and safe collection, transmission, storage, and processing of personal
data collected by Smart Meters [473]. In addition, 1t defines basic consumer rights
such as ex ante transparency and the abilify to control data disclosure to third
parties. However, precise implementation details of these requirements are
mtentionally left open to avoid overregulation. In particular, requirements related
to usability and human factors are largely absent. The current handling of browser
cookies as defined by EU Directive 2009/136/EG [162], commonly referred to as
the Cookie Directive, illustrates that a lack of consideration of User eXperience
(UX) when drafting regulation can prolibit effective and privacy-sensitive
implementation of the technology mn question; Web site visitors are currently
provided a practically meamngless choice between accepting cookies or leaving
the site.

From the technical perspective, the major goal 1s to embed privacy protection in
the system 1itself Some approaches that fall under this approach include Privacy
By Design (PbD), Privacy Enhancmg Technologies (PET), and Prnivacy
Preserving Technologies (PPT) [123]. These approaches provide best practices,
gmdelines, and schemes such as preventing data leakage, supporting data
minimization, and providing various levels of anonynuty, restricted linkage, and
control over information disclosure, etc. These principles have been applied in
many areas, includmg ubiquitous computing [309] and even Smart Metering [92].
In particular, a core techmical strategy 1s to provide privacy by default, thus
ensuring that _the settings that apply when the user 1s not required to take any
action are as prnivacy-protective as possible” [90]. Such an approach includes
efforts to put users i possession and control of their data [221, 344].

From the individual perspective, the objective 1s to facilitate and support privacy-
related user behavior. Aftempts to achieve this goal involve a variety of
approaches such as providing usable privacy features, increasing privacy
awareness, and providing pnivacy decision support. HCI research, more
specifically usable privacy research, seeks to ensure that privacy management
mechamsms are available and designed to be usable and understandable by non-
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experts [198, 473, 519]. Apart from a few notable exceptions, there 1s little
published research on the impact of present practices on driving behavior in
systems of the future.

The regulatory, techmical, and mdividual perspectives are not mutually exclusive
but are mtertwined and must thus work in concert. This means that the design of
privacy management interfaces must be mformed not just by user demands but
also by legal compliance requrements and techmical constraints. More
importantly, privacy approaches targeting the individual have suffered from low
adoption rates if not backed by corresponding regulatory enforcement [428, 444].
Therefore, no matter which perspective 1s employed, providing effecting privacy
mechanisms requires integration with the other perspectives. While the legislative
prescription of applying PbD principles to Smart Metering in Europe considers
regulatory and technological perspectives, it has mostly 1gnored human factors
[92, 473].

10.2.4. The Role of Practice in Designing for Usable Privacy

Usable privacy, at a basic level, begins with applying general usability principles
when designing technological systems and interfaces related to privacy. As
Langhemrich [311] pointed out, systems nmmst , balance privacy practices and
goals with the (in)convenmience associated with them_ If people need to go to great
lengths to protect their privacy, they won't. “ Some specific gmidelines include
enabling privacy management as a part of normal system usage without inhibiting
established usage practices [316], e g, taking into account mental models of the
system operation [326] and providing mechamsms for managing access to
personal data [248].

Closely related to existing gmidelines and legal requirements demanding ex ante
transparency for obtamning users’ mmformed consent, there 1s a line of research
attempting to raise individual attention, perception, and cognitive capacity
regarding which personal data 1s recorded by whom and how the recorded data 1s
stored, processed, and used [400]. Additionally, there are several general
gmdelines mentioned m the hterature, such as mecluding understandable privacy
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notices [437] or providing feedback and control regarding data disclosures [44].
A well-known general requirement in many design gmdelines, such as PbD, as
well as in legislation 1s the call for the provision of privacy related awareness and
decision support by devices and services, especially since the collection of data in
ubiquitous computing environments 1s often not readily apparent [311]. Support
for privacy-related decisions aims to simphify privacy decision-making and pmde
users 1 making mformed tradeoffs based on potential positive and negative
consequences [33, 290, 322, 400]. Other similar commonly used strategies for
making implications visible include using heuristic threat models that aim to
assess risks [243] or providing justifications for requesting personal data [293].
With data beconung more and more abstract, making data collection, processing,
and usage understandable to the user remains a challenge [454, 495]. As Cranor
[119] points out, , There 1s increasing agreement that we need to design secure
systems that people can actually use, but less agreement about how to reach this
goal *

Given the mmportance of existing expertise and routines for handling privacy
(e_g_,[407]), research based on the notion of practice [410] tends to follow
exploratory approaches, making it an essential first prionity to try to understand
how individuals and households approprniate and make sense of systems and data
for everyday lLife.

From a practice-theoretical perspective [410], current practices drive how users
understand and appropnate technologies, at least to some degree. As a result,
practice based research on usable privacy starts with understanding how
mdividuals and households appropriate and make sense of systems and data in
relation to their everyday life practices. Gninter et al. [213, 214], for mnstance,
uncovered practical challenges i making home networks work. Focusing on
support for power consumption advice, Fischer et al. [178] found that referring to
household routines and practices made data more meamingful Tolnue et al. [495]
provided power consumption feedback for households to uncover and make sense
of their routines and activities and found that social interpretation of data 1s key to
sensemaking, thus demonstrating the role of practices for “data work” as a type of
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articulation work. Leaving aside the accuracy of Big Data algonthms for
mterpreting data, the significance, granularity, frequency, and flow of data are

obviously connected to privacy management as well as economic considerations.

For Smart Metering, individual practices related to interpreting data for making
privacy decisions are largely unknown We therefore aimed at a better
understanding of the practices connected to assessing Smart Metening data and
making 1t accountable by either keeping it private or sharing 1t with others.
Uncovering these practices makes them accessible as a dual resource: (1) for
designers to provide usable privacy to individuals, and (11) for policy makers and
mdustry to devise regulations and technical solutions based on people’s privacy
demands related to ubiquitous technologies.

10.2.5. Privacy Protection for Smart Metering
So far, research on protecting privacy in Smart Metering has largely exanuned
privacy protection from the regulatory or technical perspectives; the individual
perspective 1s largely mussing. The Dutch case mentioned above and the BSI
protection profile in Germany are examples of policy based on the regulatory
perspective.

From the techmical perspective, essential privacy and security protection are
addressed wia technical mechamsms, such as encryption, authentication, and
anonymuzation [206]. The two main approaches for embedding privacy in Smart
Metering mvolve manipulating or reducing the amount of data disclosed in order
to try to thwart personal identification. The first approach mvolves statistical
strategies such as distortion [433], data anonymuzation [325], random noise
mtegration [507], and obfuscation via local buffers [271]. The second approach
provides anonymuty via aggregation [427] implemented 1n one of two ways [158]:

e spatial aggregation that summarizes the readings of a larger grid segment (e.g_,
all households attached to one converter station), thus concealing individual
households within a larger group, or

e temporal aggregation that uses longer mtervals between data collection and
data fransmission in order to avoid revealing fine-grammed and potentially
sensifive information.
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Efthymiou and Kalognidis [148] suggest switching the mode of data disclosure
according to the specific purpose of an authorized service: low-frequency readings
(for mnstance, one reading per week or month, which does not compromise
privacy) for billing and high-frequency readings (as frequent as multiple readings
per nunute) for other services (for instance, providing feedback regarding power
consumption practices). However, these statistical and aggregation techmques
create overhead, thus potentially reducing flexibility and affecting service quality
for consumers (e.g., the utility of the consumption feedback) [206]. As a potential
solution, Pallas suggested the introduction of a ‘data trustee’ responsible for
storing data securely and eliminating the necessity to fall back on trusting non-
neutral parties to handle consumer privacy [383]. Such legal and techmical
measures can be complemented by the processes for local privacy management
according to end user preferences. Thus, individually personalized privacy
mechamsms can help consumers make informed data disclosure decisions that
balance utility and privacy according to the needs of the specific context and

services at hand.

To the best of our knowledge, research has rarely considered the design of
mterfaces for privacy management in Smart Metering. A notable exception 1s the
work by Dobelt et al [137], who focused on consumer concems and trust-bulding
rather than on the design of the user interface (UI) and UX for Smart Meter privacy
managers. How to design a usable privacy manager for Smart Meters that could
help households make informed data protection decisions based on perceived and
potential benefits and nisks remains an open question. In particular, such design
ought to consider that people are often unaware of their electricity consumption
and, consequently, do not realize the extent to which the collected data reveals
personal domestic routines. Moreover, the privacy nisks attached to Smart Meter
data arise not just from a single data point but from the aggregation and secondary
use of large volumes of data collected as a continuous stream Further, Smart
Metering 1s a new technology where novices and non-experts are the norm, not
the exception. Owing to the novelty and inexperience, individuals may easily
overlook or misinterpret percerved risks as well as benefits.
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We addressed this gap via two research questions:

* How can individuals be empowered to manage privacy in Smart Metering
based on their understanding and conceptualization of the benefits and
risks of Smart Metering?

* How can the insight generated from a user-centered approach to privacy
management in Smart Metering inform and complement the requirements
and considerations developed from the regulatory and techmical
perspectives?

10.3.Method

Our methods were informed by the design case study methodology [528], a multi-
staged, action-research approach [232] that combines methods from
ethnographically-oriented research on user behavior and the cormresponding
rationales underlying the behavior [405] with those from design research in which
‘probes’ are used in a range of ways, from stimulation of creative ideas to
evaluation of prototype artifacts [111, 194]. The basic purpose of a design case
study 1s to provide a means to relate the in-depth knowledge of current practice
that an ethnographic onentation provides along with a means to assess the viability
and consequences of technological mtervention with users. As such, design 1s
understood as an open-ended process with a transformative potential informed by
the current context.

Our perspective on methods 1s in line with Randall et al. [405] who suggest that
qualitative methods in general, and the ethnographic approach to studying practice
m particular, should be understood 1n relation to analytic commitments instead of
being considered a distinct method. Such a view 15 1n keeping with a broadly “anti-
method” line found in ethnomethodological work [331]. The point here 1s that an
understanding of practice does not require a specific method but a comnutment to
the idea of members’ rationales [227], especially if we are to take seriously the
mdividual perspective we spoke of above (see Section 10.2.3). In principle,
rationales can be elicited in a variety of ways. In our case, practical difficulties of
access for obtamning individual responses were by far the most important
consideration. At the same time, we decided against soliciting questionnaire
responses online since we wanted to target the views of those who had less
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experience with technology. We also decided against street interviews to ensure
that participants would have the time to respond to open-ended questions.

Design Case Study

Exploration ‘ Analysis Design ‘ Ewvaluation

Censolidating,

. . P Using the organized Ewvaluating the
Gathering a collection arganizing,

¥ callection of thames affectivenaess of the
of relevant themes and deapening : 5 :
the collection of themas o adan oy pruponaciesl
Questionnaire Focus Groups Implementation User Study
c
o
=
H
E Undaerstanding people’s Collecting perceived Implementing a Studying viability of the
x thoughts on privacy benefits and risks tablet based design via interaction
in Smart Metering for each theme design probe with the probe

Figure 10: An overview of our multi-stage research approach

Figure 10 outlines how we utilized the general principles of the design case study.
In the mnitial exploration phase, we used an open-ended questionnaire as the first
step for constructing a broad picture of how people relate to Smart Meters and
Smart Metening data. While individuals may have opmions on privacy and trust
regarding Smart Metering, they may well hold these opinions from a position of
1gnorance. Yet, privacy decision making should be supported before, during, and
mmmediately after the mstallation of a Smart Meter, such that 1t applies from the
very beginning. Moreover, research shows that experts and non-experts have
different usability and information presentation needs [98, 208]. We therefore
decided explicitly to target non-experts.

Guded by the msight from a thematic analysis of open-ended questionnaire
responses, we proceeded to the second step of conducting four in-person focus
groups aimed at a deeper unpacking of the salient aspects identified via the
questionnaire. We opted for a complimentary combination of open-ended
questionnaire and focus groups in part because of the sheer difficulty of collecting
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rehiable data by purely observational means Our third step mvolved a design
probe [58] created to serve a dual purpose. First, the probe served as a tool to
mmplement the design ideas that emerged from the earher empinical findings.
Second, the probe provided an artifact to study the reactions and engagement of
individuals.

All steps were carried out in German, the native language of the participants. The
description, screenshots, quotes, and other relevant details have been translated
mto English for the purposes of this paper. The next subsections describe our
research setting followed by more details on each component of the study.

10.3.1. Study Setting
Our study was situated i Siegen, a md-sized German city (of about 100,000
mhabitants) surrounded by several rural communities. In Germany, a “soft” rollout
of Smart Meters has recently begun. Smart Meters are mandatory for new
buldings and for existing structures that choose to make renovations. In all other
cases, Smart Meters can be purchased and installed on a voluntary basis.
Currently, these Smart Meters do not allow communication with third parties. To
establish a secure and safe communication mfrastructure, Smart Meter Gateways
are currently under development. A recently released governmental roadmap has
defined the lower consumption linit for mandatory installation of Smart Meters
at 6,000 kilowatt hours per year. As a result, i the near term, Smart Meters will
remain optional for most private households. Successful realization of a
comprehensive Smart Grid in Germany depends heavily on consumer interest and
acceptance. Legal privacy compliance i1s an important consideration since
Germany has strong data protection and privacy laws in comparison with other

countries.

Although the rollout has begun, consumers in Germany are largely unfanuliar with
Smart Metering [159]. Since Smart Meter Gateways are not being universally
deployed as yet, few private households are expenenced in, or knowledgeable
about, the capabilities of Smart Meters to commumicate with utility providers or
third parties. This lack of awareness and expenience 1s an unavoidable feature of
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studying future technologies [241, 270, 484]. For the Smart Metening case, this
holds true for two main reasons. First, fundamental decisions related to
standardization are difficult to change once infrastructure becomes part of
everyday life, and it may be too late to accommodate and address emergent user
concerns about the technology thereafter. Therefore, an early understanding of
user beliefs and concems 1s essential for informing and influencing the processes
of development, regulation, and dissemunation. Second, effective privacy
management requires that privacy settings are specified during or before
mstallation. As a result, providing usable privacy for Smart Metering needs to take
mto account the views, values, knowledge, and practices of novices who have not
previously had Smart Meters installed mn their homes.

10.3.2. Open-ended Questionnaire
For an imifial exploration of people’s views on Smart Metering, we pseudo-
randomly distributed a paper questionnaire with open ended questions similar to
an interview [440] throughout the city and neighboring regions during the summer
of 2014

The questionnaire included several questions covering attitudes related to power
consumption and security, views on sharing power consumption data, hopes and
fears regarding Smart Metering, and demographics (The complete questionnaire
mstrument 1s available in the Appendix 13.1) In order to introduce the concepts
of Smart Metering and Smart Grid, we mncluded a short easy-to-read description.
We asked 18 open-ended questions seeking detailed responses on the envisioned
usage and benefits of Smart Meters, attitudes and expectations regarding the
collected power consumption data, and expectations pertaming to privacy and

security.

The questionnaire was distributed to 200 households with a stamped addressed
refurn envelope. Those who filled out and returned the questionnaire were entered
m a raffle for one of four € 20 gift certificates for Amazon, the local mall, or a

drugstore. Without any prior or follow-up contact, we received 34 completed
responses, a response rate of 17 percent. Respondents were between 20 and 76

201



years old, with nearly three in four responsible for handling the utility services for
their households (14 female, 17 male, and two who did not specify a gender).

The responses were analyzed by two of the authors and a student research assistant
using thematic analysis [66] which emphasizes paying attention to how people
express their expectations, concerns, and needs. Thematic coding 1s situated
within the broad tradition of grounded theory [204] but allows focused research
questions. We chose this approach largely because we shared its broad
phenomenological orientation and lack of emphasis on theory building. Rather
than generating theory, our primary interest was in eliciting a nich description of
the phenomenon of making privacy decisions regarding Smart Meters. Using the
MaxQDA coding software®, the three coders individually coded three randomly
chosen questionnaire responses. Besides looking for ways of expressing privacy
expectations related to Smart Metering, no pre-defined codes were used. For our
purposes, codes were defined as the ways i which respondents expressed their
views on stakeholder mvolvement in Smart Metering and the Smart Gnd.
Afterward, the three researchers consolidated the codes identified during this
process into a shared code set. This code set was subsequently applied to the
analysis of the remamning responses and was cntically and iteratively refined
throughout the analyses conducted by the coders. Newly identified codes within
the remaiming questionnaire responses were added to the individual code sets and

were discussed in a final round of consohidation

10.3.3. Focus Groups
Questionnaire responses revealed that individuals operationalized the privacy
risks of Smart Metering in relation to what third parties could know or infer about
their everyday lives. Although respondents generally demonstrated good
understanding of the technology, they repeatedly referred to the consequences of
disclosing Smart Metering data in terms of what they believed others could derive
from the data disclosed. This insight served as the starting pomnt for our second

§ hitps:/"www_ maxqda com
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step, aimed at unpacking the detail and nuance of such perceirved nisks and
benefits. We tackled this goal by conducting four in-person focus groups during
which we specifically discussed the percerved positive and negative consequences
of disclosing Smart Metermg data. In contrast to the sampling approach for the
questionnaire, we specifically sought technologically savvy mndividuals for the
focus groups. While such a sample could potentially reduce the vanety of
perceived risks and benefits elicited, we preferred participants who we believed
could quickly grasp possible implications of future technology. As a result, we
were able to dig deeper into the envisioned benefits and perceived privacy nisks
and refine the broad mitial insight gained from the questionnaire responses.

We recrited focus group participants by soliciting tech-savvy students to take
part in our research study. Focus group sizes varied between four and six
participants per session with a total of 17 participants (3 female and 14 male).
Most participants were Business or Business Informatics undergraduate students
(aged between 24 and 37). Participants received no compensation. While this
approach does not take into account the heterogeneity of prospective Smart Meter
users, we deemed 1t sufficient for collecting information about possible privacy
risks not identified by the questionnaire responses. Each focus group lasted about
70 nunutes and followed 1dentical procedures. First, we showed an introductory
video on Smart Metering produced by an independent foundation (see Figure 11).
The video focuses on potential power savings and efficient grnid management as
the core benefits of Smart Metering. The video does not mention privacy
mmplications, thus avoiding priming. As a result, the focus group discussion was
relatively balanced in terms of the impact of Smart Metering on society as well as
mdividuals. Next, participants were asked to imagine and describe how they might
use Smart Metering technology in their everyday lives, first individually and,
subsequently, in an open group discussion moderated by a researcher. The group
then collaboratively listed potential scenarios for the use of Smart Metering data
on Post-It notes distributed across the table. Finally, the participants were asked
to evaluate the generated scenarios in terms of perceived benefits and nsks. Each
participant was provided with five positive and five nepative markers to be
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distributed freely across the scenarios. We audio recorded and transcribed the
focus group sessions and photographed the artifacts collectively generated by the
participants during the sessions.

Figure 11: Screenshot from the introductory video on Smart Metering and the
Smart Grid (https:/fwww.youtube.com/watch™v=iyvAwd4dp6ds).

Two independent coders (an undergraduate student researcher and one of the
authors) analyzed the focus group responses. Our joint analysis was composed of
five steps:

1. Codmg the transcripts of the focus group sessions to augment the thematic
analysis of the questionnaire responses.
2. Classifymng the participant evaluation of the generated scenarios for the
use of Smart Metening data into perceived benefits and perceived risks.
3. Categonizing the scenarios into themes based on the interpretation of the
participants.
4. Consulting technology experts and the literature to assign themes to
scenarios which could not easily be associated with a theme via the codes.
5. Identifying possible service providers and malicious actors for each theme.
The coding focused on the mterrelation between the various categories of benefits
and nisks, akin to the kind of thematic analysis advocated by Braun and Clarke
[66]. Our code set was iteratively denved. Differences mn categorization were
discussed to identify subjective interpretations and discrepancies were jointly
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resolved. The analysis resulted in a collection of possible value-added services for
Smart Metering and associated privacy risks on the basis of the data collected by
Smart Meters. Subsequently, we used the collection of benefits, risks, themes, and
services as a resource for implementing a privacy management design probe for

Smart Metering.

10.3.4. Design Implementation

In the third step, we designed and implemented an app for Android tablets that
presented a hypothetical privacy decision-making interface for Smart Metering,
featuring the collected themes and scenarios along with the corresponding benefits
and risks. We were interested in understanding whether making the implications
of data distribution to third parties visible to end users could empower them to
make informed decisions regarding the collection, distribution, and processing of
Smart Metering data. Specifically, our design promoted an approach to privacy
management that presents the consequences of pnivacy decision-making as a
resource for fostering awareness. Thus immediate feedback loop 1s typically
unavailable in real-life settings unless incorporated as an educational or traming
feature mn privacy management systems. The app instantiated an interface for a
privacy manager allowing the configuration of privacy settings by selecting from
a menu of value-added Smart Metering services that were i1dentified from the
questionnaires and focus groups.

To design the app, we coupled our knowledge of user-centered privacy
mechamsms with gmdance from relevant literature. The app was designed to
provide information on the benefits and risks of data disclosure [134] for possible
Smart Metering services. As mentioned earlier, two techniques are commonly
used to support privacy in Smart Metering: spatial aggregation and temporal
aggregation. In essence, these techmiques aggregate data across groups or over
time to avoid revealing individual data points.

Although our design incorporated temporal aggregation prninciples [158, 427],
representing an enhancement to the concepts proposed by Efthymiou and
Kalogndis [148], we did not mnclude spatial aggregation because the vast majority

205



of mentioned benefits and envisioned services rely upon the provision of
personalized data to some degree. It should be noted that we did not deal with the
possibility of service providers or third parties tnangulating the data from other
sources or triangulating the usage of different individuals to learn about the data
subjects. We utilized a five-point scale to show the differences in implications
based on the granulanty of the chosen data disclosure. Apart from an introductory
video, the app was composed of two main parts (see Figure 12):

1. A menu of Smart Metering services (taken from the themes identified from
the questionnaire and focus group responses), and
2. A list of isks and benefits for each service that varied based on the chosen
temporal granularity of data disclosure.
The interface of the app required only three steps for getting to know about Smart

Metering and managing privacy (see Figure 12).

1 2 3

Implications Based

Introductory Video Choosing Services Privacy Management

& a 1"' 2 r'?-k‘-“‘: oo
- -

(a) Providing information regard-  (b) Presenting wvalue-added (¢} Adjusting data disclosure
ing Smart Metering and the Smart Metering services. based on the corresponding pri-
Smart Grid. vacy implications.

Figure 12: Interaction flow of the design probe

First, we provided a general introduction to the topic of Smart Metering and the
Smart Grid. Second, the user was asked to choose desired Smart Metering services
(see 12a). Thurd, the user was shown a list of benefits and risks corresponding to
the respective services. The list was compiled from the questionnaire and focus
group findings (see 12b). The presented privacy implications were based on the
granulanty of the data transfer chosen in the previous step. For each chosen

service, users were presented with the implications of the data disclosure at five
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levels (every 15 minutes, daily, weekly, monthly, and never), each corresponding
to a different granulanty of data disclosure. The first option (1e., every 15
muinutes) was selected by default as it 1s the default interval for transferring Smart
Metering data in Germany. In this third step, users could specify the desired
privacy setting for the services selected earlier and refine or revoke the mitial data
transfer choices. Changing the granulanty of data disclosure updated the benefits
and risks shown.
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The screen allowed specifying the desired privacy setting for each of the
previously selected services.

St

Please choose the services that interest you:

Grid Operator Utility Provider

Yol can share your power consumplion information ard Yol may recaive efficien] and feible service conracts and
contribute 1o the success of sustainable power generation feedback cn your power consumption

Cloud Based Consumption Feedback Smart Home

Yiou can wiew and analyZe your power consumplion data Yo may check the stalus of power consumplion and

wia feedback focls provided by a doud based service. devices within your home from everpwhere,

Family Comparison Household Comparison Portal

Wi CAn cOMmpane pawer Consumplion praclices wishin Wil AN COmpans Your power corsumplion with other

war Tamily. anorymous housebolds via a Web based porta

Soclal Media Personallzed Advertising

Yioul can compare your power consumption with that of You may receive recommendations and offers for anergy
yoir tnends. on socsal madia services efficient products and servces Dased on your ConsUMpLon

(a) Screen for choosing and configuring Smart Metering services.

Utility Provider

= Ayoadd the necassity for a yearly meedng with = Liiity proveder auiomancally receives dally
a sarvce jechnician power cansumpiion information
* Faciltate the generalion of tips for increased aanings. = Powef consumplon patbems may enabla rscognition ol

(inj@ctivity patiems (e.g,, being away on vacation)
* Rpceive a detaded invoice broken dosn by daily usage

= Eliminale the ne=d for advance payment deposits by
payng the praciss amount based on atfual daily usage

= Avail of offers for oplimized eleciricity rate conracts.

Hever Yoarky wanthily Daily Evary 15 minutes

(b) Screen for the case of the "Utility Provider' service with “Daily* data collection
providing corresponding information on the privacy implications and the option to
change the data disclosure interval.

Figure 13: Screenshots of the tablet based app for Smart Metering privacy management.
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10.3.5. User Evaluation
We utilized the app as a design probe to exanune whether 1t was understandable
and easy to use for managing Smart Metering privacy. Additionally, we were
mterested in examining whether providing real-world implications mnfluenced
privacy decision-making and whether the choices vaned across services.

We carnied out the evaluation by recruiting 205 participants from public places
(100 female, 105 male, ranging 1 ages from 19 to 70 with an average age of 30
and median of 26). Two sites were used for recruiting participants: the umiversity
campus and the pedestrian zone of the town’s main shopping area. As a result,
participants were a roughly equal mix of university students and non-student
residents of the town. Passers-by were randomly asked to participate in a research
study. Upon consent, we mvited participants to a quiet outdoors area. We then
miroduced the study in detail and handed over the tablet on which the Smart
Metering video used for the focus groups (see Figure 11) was shown (see Figure
12). Note agam that the video makes no reference to privacy. Subsequently, we
offered to answer questions regarding Smart Metering before letting participants

proceed to the privacy management screens.

The probe presented participants with the scenario that a Smart Meter would be
mstalled i their home and the app would allow them to choose Smart Metering
services. Prior to and while navigating the app and making choices, we
encouraged participants to verbalize their thoughts. Incorporating the service
subscription scenario allowed us to let participants choose privacy settings as a
natural extension of their actions and choices (see Figure 12) This flow served
two purposes: first, we wanted to muminuze prinung regarding privacy, and
second, we mumicked the ‘real’ situation of managing privacy as a secondary
aspect of subscribing to a service. When participants chose services, we provided
brief explanations for the services, if asked. During the phase of trading off data
disclosure versus service quality (see Figure 12), we explicitly avoided priming
respondents.
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On campus as well as at the pedestnian zone in the town, the study team consisted
of two undergraduate students. The first guuded participants through the study and
conversed with them during the tasks. The second took field notes and observed
participant behavior. We did not restrict the time taken by participants to make
decisions. On average, study sessions lasted approximately five minutes. After
participants completed the study, we conducted a brief post-study mterview on
their impressions of the user experience of the probe (especially the usefulness of
the presented benefits and risks), their knowledge of Smart Metening in particular
and technology in general, and their attitudes regarding privacy (in general as well
as spectfic to Smart Metening). The mterviews lasted between four and ten
nmunutes and were audio-recorded and transcribed for analysis.

10.3.6. Ethical Considerations
Our research included the collection and analysis of personal data. Handling such
data safely and securely was an important consideration throughout the research
activities. The research procedures were designed by taking mto account
mternational and German national legislation. In Germany, the equivalent of an
Institutional Review Board (IRB) evaluation 1s not necessary when conducting
field research. Nonetheless, we paid extensive attention to ethical 1ssues. For
mstance, we obtained mformed consent for study participation, anonymous
reporting of the findings, and the use of the audio recordings and photos. For
safeguarding participant privacy, we anonymuzed the data by assigning a unmique
code to each participant of each research phase. We utilized self-provided names
or addresses only for the purposes of contacting the winners of the raffle for the
participation incentive and for further questions or clanfications, if needed. No
personal data was used for any other purpose. All data was stored securely on the

servers of our university.

One of our key research and design goals was to help people protect their privacy
m the context of Smart Metering. Owing to our user-focused approach, ethical
comphiance was integral to the design of the app since it was implemented to
enable people to manage privacy and maintain control over their Smart Metering
data.
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10.4.Findings

The following subsections describe the findings of each phase of our study,
respectively. We began with the exploratory open-ended questionnaire on
electricity use and Smart Metering, where we identified the ways that people
consider the data disclosure pertaining to these matters. In the subsequent focus
groups, we refined our understanding to determune how people’s characterizations
and preferences could be applied to gmide privacy decision-making in Smart
Metering.

10.4.1.Open-ended Questionnaire: Exploring Characterizations of
Benefits and Risks of Smart Metering

The mmtial exploratory questionnaire served two purposes. First, we aimed at
gaimning an understanding of practices and attitudes linked to power consumption
m general and Smart Metering in particular. In this regard, we found that
participants were mterested and curios about Smart Metering. The technology was
perceived to provide a number of possible benefits for individuals, utility
providers, grid operators, society, and the environment. Second, we wanted to
mvestigate people’s understanding and characterizations of Smart Metering data
disclosure. Here, participants indicated a principled desire to be in control of their
Smart Metering data such that they would be able to decide, for instance, which
parties could access the data under which circumstances. Thematic analysis
revealed that participants often described privacy expectations and concerns in
terms of everyday life practices along with judgments on whether 1t was
acceptable for various other parties to know about the corresponding practices. In
the following subsections, we describe the main themes identified mn the

questionnaire responses.

Envisioned Benefits and Success Factors
When considering the real-world imphcations of Smart Metering, respondents
were able to foresee several benefits for themselves and third parties. The
perceived individual benefits included control over specific appliances, savings
achieved wvia flexuble tanffs and reduced prices, comparisons with the power
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consumption of other households, facilitation of environmentally friendly habats,
and personalization of advertisements and offers. With regard to third parties,
mstitutions like grid operators, vfility providers, and applhance manufacturers
were believed to gamn the most from the rollout of Smart Meters. A few
respondents mentioned benefits to public mstitutions, e g, pmdance for public

policy or savings for communal housing.

Respondents mentioned ease of use and potential savings as the main factors
mmportant for the deployment of Smart Meters to be successful and acceptable.
Interestingly, another aspect important for a successful rollout was
communication of best practices and possible advantages.

“4 lot of education with the people, savings for the customer, environmental

aspects / CO2 savings."” — P6 (M, 37)

“First, the benefits to the consumer must be clarified. Just creating yet another
gadget for a smartphone will not be enough [to make Smart Metering
attractive].” -— P8 (M, 45)

Adaptability to daily use and to the demands on the infrastructure was a factor as
well. For example, respondents desired that Smart Meters be easily integrated into
households and existing meter boxes. In terms of usability, the success of Smart
Meters was seen to depend on their integration with everyday life.

“An important feature is ease of use, which allows one to have an overview of
power consumption quickly and easily. In addition, failure and disruption rates
should be as low as possible. Usability should be managed such that one feels
safe with the Smart Meter after a short time.” — P23 (F, 20)

Respondents wanted usable interfaces. For example, they wished to control Smart
Meters and check consumption via personal computers or smartphones. Elderly
respondents additionally stressed that Smart Meters should be designed m an

accessible manner.
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Most respondents were willing to accept the installation of Smart Meters.
However, mn a few exceptional cases, respondents reported complete opposition
to the mntroduction of Smart Meters even at the cost of having to file a lawsuut.

.1 would choose a utility provider who does not use such nonsense, and, if
necessary, join lawsuits against such an ordinance [of introducing Smart

Metering]. “ — P8 (M, 45)

Safety and Security
The first section of the questionnaire focused gain an understanding of what 1s
mmportant to consumers m the context of the electricity supply. Primanly,
respondents expected low costs. In tlus repard, participants further mentioned
trustworthiness and correctness in billing. A few respondents mentioned that
appropriate handling of private data was important.

Respondents demanded safety in terms of protection from physical harm
mcluding the safety of nuclear power plants and the correct installation, 1solation,
and use of electric wires. Uninterrupted availability of electricity was deemed
crucial for everyday life, both individually and socially, and taken for granted.

»Ever since my childhood, I have experienced constant availability of
electricity, such that I never had to consider this topic. " -— P2 (M, 27)

Another theme was a demand for technological secunty, such as data transport
security, protection against hacking, fraud, and data theft. The worries respondents
expressed about the data getting lost or falling into the wrong hands underscore
the need for safepuarding the data.

,.A reservation for me is the high threat of misuse of data, such that the data
will fall in the wrong hands.* — P23 (F, 20)

Privacy Expectations and Behaviors
Overall, we found high sensitivity to privacy aspects in Smart Metering. At the
same time, keeping data private was a relative value with respondents bemng open
to tradeoffs based on perceived benefits. Respondents largely focused on obvious
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possibilities such as power consumption feedback. However, they possessed
limted knowledge regarding the capabilities of Smart Metering and pointed
towards a lack of information on possible benefits. Improving the provision of
mformation regarding possible benefits and nsks was often cited as a factor
important for acceptability and utility of Smart Meters.

Few respondents had personal experience with Smart Metering. Therefore, 1t
could have been difficult for them to evaluate how the new technology could
mmpact their privacy. In general, it 1s unclear to people what information is
encoded m the vast amount of data continuously collected by a Smart Meter,
especially when analyzed mn combination with other data sources. Thus aspect 1s
further exacerbated when the purposes of data analyses are unknown or unclear.
In this regard, respondents adnutted not knowing enough to understand why and
to what degree the data in question might be sensitive.

,.In principle, I would prefer savings [over privacy]. However, I am probably
lacking information on what utility providers or other parties can do with my
data. The extent [of what might be done] is not clear to me.” — P32 (F, 53)

Yet, our questionnaire uncovered diverse privacy expectations regarding Smart
Metering. A minority of respondents stated that power consumption data collected
by Smart Meters and customer data mamntained by the utility provider (1.e., billing
address and account information) were umimportant to them.

I do not have a problem with third parties having access to my power
consumption data, even hourly data.” — P16 (gender unspecified, age
unspecified)

However, a majonity of respondents wanted to set boundanes for the data related
to their power consumption and customer accounts. Most often, addresses and
account details were understood to be private and were not to be disclosed. In
contrast, power consumption data was perceived largely as a resource to be traded
for value-added services that provided individual or societal benefit.
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,If it was for a certain benefit, such as reducing power consumption costs or

promoting sustainability, that’'d be okay.” -— P24 (F, 23)

Respondents showed a willingness to take a high degree of responsibility for
approprniate nights management and access control, demonstrating that provision
of user-control was implicitly assumed. Respondents commonly suggested
allowing consumer control over Smart Metering data distribution.

., Trust always plays a big role with regard to data. As long as each person can
decide who gives what data about his or her own power consumption, I think
Smart Meters can be a great thing.” — P23 (F, 20)

Regulatory agencies and utility providers were frequently perceived as
responsible for data protection, but respondents recogmized their own
responsibility as well

,» The legal framework, the general terms and conditions of the utility provider,

and thus ultimately myself [are responsible for data protection and privacy in

Smart Metering]. I have to read the terms and either object to the disclosure of
the data or prohibit it. " — P21 (F, age unspecified)

Potential Negative Consequences
Respondents often feared that the installation and/or use of Smart Metering could
result in higher costs. When considering the most important factors, costs typically
played a major role:

., The success of a project to spread intelligent electricity meters will in any
case be measured by the potential savings achieved by the customer, not by
means of politically allocated subsidies, but by the saved kWh, and therefore
by the customer’s Euros, as well as by the benefit to the environment.” — P11

(M, 53)

Respondents perceived several undesired real-world implications of Smart
Metering, such as the threat of social exclusion due to technological advances.
Most fears were regarding unwanted advertisements or potential hacking leading,
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m turn, to unstable electricity supply or mcorrect biling. Additionally, a few
respondents envisioned potential misuse by public mnstitutions and moral shaming
if a household was found to be consumung more power compared to simular
households.

We found concrete ideas about how Smart Metering data could be abused, if
shared. For example, respondents feared that data access by unwanted third-
parties could impact them negatively:

I don’t want my power consumption information or customer data to be
passed on in any way, used for advertising purposes, or the amount or time of
consumption passed on to third parties. I do not want any kind of ‘offers’ due
fo my consumption data.” — P21 (F, age unspecified)

From a phenomenological perspective, data 1s always interpreted by individuals
within a specific context. Thus, the respondent’s comment above should be
understood not as related to the sheer act of passing on data to another human,
machine, or organization, but as regarding the information that can be deduced or
action(s) that can be taken on the basis of the transferred data.

,» When and what month is observed makes no difference. I'would find it strange
if someone saw exactly how long I watched TV or used the computer. That's
rather private.” -— P24 (F, 23)

The underlying fear was often related to the potential linking of power load with
daily routines and habits. For mstance, as in the case mentioned above,
respondents were concerned about third parties bemng able to deduce the usage of
specific appliances and, consequently, infer specific activities in the home. The
potential ability to utilize power consumption data to gamn knowledge of the
routines and activities, mcluding absence from home, was considered an
undesirable implication of Smart Metering data analysis.

,» The main problem is again, as already mentioned, the creation and possibly

criminal exploitation of when someone is absent from home.” — P11 (M, 53)

216



Table 7: Implicit and explicit references to the implications of data transfer

Risk Benefit
Implicit/ “A reservation for me 1s the | “I could share my personal
Vague high threat of nususe of data, | electricity consumption with
expression | such that the data wall fall those I trust.”
into the wrong hands.”
Explicit/ “When and what month 1s “I could check the
Concrete observed makes no difference | consumption of individual
expression | for me. I would find 1t devices and replace them 1f
strange, 1f someone saw necessary or use them less. “
exactly how long I watched
TV or used the computer.
That’s rather private.”

,,Others could even ‘see’ when you are going to bed [by seeing when you]
switch off the lights.” — P21 (F, age unspecified)
We found recurring mentions of such real-world practices as an explanation for reservations toward
Smart Metering. When respondents deemed data sensitive, they were implicitly referring to what
information could be derived from the data in guestion. We also found several instances where

respondents explicitly referred to the undesired implications of what could be done with the data (see
Table 7: Implicit and explicit references to the implications of data transfer

). In other words, rather than describing specific data to be privacy sensitive,
respondents mentioned information regarding living conditions, practices, or
behavior as worth protecting.

.Additionally, my private sphere needs to be maintained, which is why
information regarding the use of the sauna and solarium as well as the TV and

the Internet should be considered off limits.” — P11 (M, 53)

A deeper exanmunation of these sentiments revealed that they typically referred to

the benefits and risks connected to everyday life practices. In a few extreme cases,
this was taken so far as to fear surveillance of Internet and TV use, including
specific sites visited or programs watched, respectively. Although such threats
would be possible only on the basis of highly granular data transmission [211],
other threats are more basic and require less data.
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These potential negative consequences served as ways to express and prioritize
privacy concerns. Instead of referring to the nature and the amount of data,
participants were concerned about how the data nught be used. We explored this

aspect in depth in the subsequent focus groups.

10.4.2. Focus Groups: Refining Characterizations of Benefits and Risks of
Smart Metering

Our focus group design was motivated by the ways i which questionnaire
respondents characterized beneficial and undesired uses of Smart Metening. Our
goal was to utilize the focus groups to collect more details on these perceived
benefits and nisks. The findings reported in this subsection are denived from group
discussions and therefore the corresponding quotes are not attributed to a single
person. Overall, across the questionnaire and focus group responses, we idenfified
36 scenarios connected to the use of Smart Metering data (16 related to benefits
and 20 to risks) (see Table 8). We organized these scenarios under several higher

level themes.

Relationship with the Utility Provider

The scenarios that fell under this cluster were concerned with the relationship and
mteraction with the utility providers, such as saving costs by switching between
taniff tiers or negotiating a tailored contract. Many positive features were
mentioned, hinked largely to contracts. One of the most commonly mentioned
benefits was a flexible taniff structure that could help optinuze power consumption
and lower electricity costs. For instance, participants found value in automated
control of apphances such that they could be operated during periods of cheaper
tariffs. Participants desired that the utility provider help shift the power load to
periods of low tanff

,, Utility provider could provide added value in allowing the control of air
conditioning or heating according to peak loads.”
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In addition, participants found it beneficial that a Smart Meter could be read
remotely, thus elimnating the need for an m-person appointment for meter
readout.
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Table 8: Perceived benefits and risks with number of corresponding mentions in the gquestionnaire and

focus group responses, respectively
Perceived Benefits

Energy Literacy & Feedback

= Consumption data could be available
online anytime_ anywhere (31/4)

= Consumption data could be compared
and shared with family and friends
(10/4)

= Consumption data could be collected
anonymously for companson with
stmilar households / apphiances (13/4)

Savings

» Tariffs could be made flexible (3/1)

# Tariffs could be optimized for each
individual household (2/2)

Flexibility

» Tanff changes could be simplified (1/1)

= Meters could be read remotely (without
an in-person appointment) (0/1)

* When moving, account changes can be
processed faster (0/1)

Sustainability

# People could be incentivized to engage
i environmentally friendly habits (6/2)

Independence

#People could manage data access by
others (2/3)

Advertisement/Information

» Advertisement could be optimized
through personalization (e.g.. showing
ads for a more efficient fndge based on
meter readings) (6/2)

Safety/Security

# People could receive a warning message
in case an appliance (e.g.. stove) 1s not
tumned off (12/2)

# People (especially the elderly) could
recetve a call'text message when no

consumption 15 measured o1
consumption differs from daily routines
(5/1)

# People could check on apphiances from
remote locations (4/1)

Technically infeasible

#People could switch on/off home
appliances remotely, e.g. wvia mobile
application (3/0)

# People could separate the consumption
in apartments that share a Smart Meter
(1/0)
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Perceived Risks

Actions of utility companies

* The energy supplier could engage in
privacy discrimination (1/3)

» Utilities could get sensitive information
(20/2)

» Utilities could switch off energy (3/1)

Privacy and daily routines

* One may become a “transparent citizen’
and have privacy violated (31/4)

» Home presence could be deduced from
data (8/2)

o Third parties could denve behavior
patterns and create profiles (11/3)

» Employers could engage in employee

surveillance (eg. coffee
maker/computer usage) (1/0)

» Others could know of one’s purchases
(1/0)

Advertising

» Advertisers could personalize ads (21/4)

» Salespersons could know when someone
15 home (1/0)

Hacking

» Energy supply could be interrupted (7/2)

» Consumption data could be modified
(11/2)

» Povate information could be collected
(4/0)

Technically infeasible

» Manufacturers could analyze the use of
specific products (1/1)

o TV license center could check for the
existence of specific home appliances
(1/0)

* Movie industry could target pirates
based on identifying watched movies
(1/0)

» Neighbors 1n apartment buildings could
control each other’s energy consumption
(1/0)

More general concerns

» Smart Metering systems might be hard
to handle (8/0)

* People may waste energy when it 1s
cheaper (0/1)

» Consumption sharing may create moral
exposure by the need to yustify choices
(7/1)



., The utility provider could access power consumption data remotely, so the
annoyance of scheduling appointments with service technicians will become
obsolete. "

Iromcally, flexible tanffs, a much-advertised consumer benefit from Smart
Metering, were perceived by some as a potential disadvantage. Participants feared
that they could face price discrimination without therr knowledge or have their
electricity bills go up if their power consumption patterns lacked flexibality.

,.Less flexible households must consume power at peak price times. *

Additionally, participants cautioned that electricifty could be wasted on
unnecessary uses simply because 1t 1s cheap during periods of lower taniffs. In
situations where electricity was cheap due to lower taniffs, it was mentioned that
1t could be wasted on unnecessary activities. Such an inversion was imagined to
be consequential in terms of power consumption Participants feared being
discriminated against for not bemng as flexible as others mn using tanffs or power
at the nght times.

Third Party Services
Participants were able to identify many beneficial third party services that could
operate by using Smart Metering data. Most of these services were data dnven
and made use of power consumption monitoring. Infrastructure benefits were also

mentioned.

Power Consumption Feedback
The most frequently mentioned scenarnos were related to information regarding
power consumption and, in turn, using that information to provide feedback that
could help control and optimize consumption. Some participants liked the
opportunity to learn about their own consumption patterns.

,,Real time feedback would allow me to learn about my power consumption in
the first place. With the current meter in your basement, you get a bill only

once a month, if not once a year.”

221



This, however, was perceived as a double-edged sword as it could lead to the
potentially uncomfortable discovery that one 1s consuming high amounts of
power. Participants came up with a vanety of additional possible uses for the
feedback such as comparing one’s power consumption with peers, fanmly
members, or households with similar apphiances.

Real-time feedback was deemed valuable for optimizing power consumption.
Participants mentioned that such feedback could help 1dentify appliances that use
high amounts of power so that these could be turned off or replaced if necessary.
Another foreseen benefit was the ability to utilize the feedback to save money by
shifing power consumption to exploit the vanable tanffs offered by Smart

Metering.
,.I can analyze my own data. Based on my power consumption, maybe I should

run the washing machine at night. In doing so, I can save money and maybe I

can plan better knowing: ‘Ah, I consume more in the winter.”*

Along with the benefits, participants identified privacy risks such as unwanted
sharmg of power consumption data with third parties and the potential for
mferring personal routines based on the data (see Section “Potential Exposure of
Everyday Practices™).

Home Control
Some participants discussed scenarios that considered a Smart Meter as a piece
within a larger ‘Smart Home’, thus envisiomng that Smart Metering data could
make the Smart Home more “intelligent’. For example, one participant mdicated
that the Smart Meter could send text alerts to a mobile phone in situations such as
a stove left on by accident. Participants were also interested in remote access to
the home to ensure that everything was in order in their absence.

,.Alarm functions in case an appliance does not work properly or is not shut

ﬂ'ﬁl‘ w
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Simular to the features pronused by other Smart Home products, participants felt
that Smart Metering data could be applied to support safety checks for elderly
people living on their own.

,»Checking on whether elderly relatives are still active at home, or whether

their behavior is abnormal, compared to normal days.”

Sustainability

Improved sustainability was second only to efficiency as a core benefit expected
from the Smart Gnid. Scenarios pertaiming to sustainabilify expressed a general
destre to utilize the capabilities of Smart Metering to engage 1n environmentally
responsible behavior, such as reducing mmdividual and societal carbon footprints
and avoiding electricity wastage. By having a Smart Meter nstalled, participants
wished to help gnd managers save power by effectively managing the overall
power load and distribution. For example, participants mentioned that the gnd
operator could use global power consumption data to manage the grid more
effectively, reducing societal cost.

,» The power provider could better regulate its power supply because it has

better control over when and where there is more or less power consumption.”

Transparency and Trust
While participants showed a strong interest m Smart Metening, feelings about the
benefits of the system were mixed. As a prerequisite, participants desired a high
levels of transparency from the system and demanded that consumers be allowed
control over data disclosure.

In line with the current state of knowledge on how consumers rate the
trustworthiness of their utility providers, our participants mdicated that trust - or
lack thereof - would play a major role in decisions regarding the acceptability of
Smart Metering. Participants saw the provision of means to control Smart
Metering data distrbution as a potential way to promote trust in the service
providers. Yet, participants felt that those collecting and recording the data should
bear the main charge of enforcing appropnate nghts management and access
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control. While discussing the measures for helping people understand and control
data disclosure, one participant mentioned the potential exploitation of a lack of
sufficient information on the part of the users.

,» Users will be pushed in directions favorable to third parties.”

Simularly, another participant feared gaining nothing from Smart Metering and
was not willing to have a Smart Meter installed because she perceived the current
circumstances as unfair to consumers such as herself.

“Consumer will not have benefits while service providers get sensitive

information.

However, participants were willing to take a ligh degree of responsibility,
mdicating that they imphieitly assumed that they would be offered the ability to
control data disclosure according to their preferences.

Power Load Monitoring
Similar to most perceived benefits, security and privacy nisks were connected to
power load monitoring by third parties. In this regard, data collection was
perceived to be ambiguous and data disclosure preferences depended on balancing
the corresponding benefits and nisks.

Potential Exposure of Everyday Practices
A frequently mentioned fear was the ability of third parties to derive information
about routmes and habits. As in the questionnaire responses, the identification of
patterns of personal behavior was a regularly expressed concern in all of the focus
groups.

. [-..] One could see who is lying in front of the TV all day ... that guy could

maybe receive a higher bill or something.”

Participants came up with many possible scenarios connected to the disclosure of
living patterns within a home. Most of these centered on third parties being able

to 1dentify appliances by power load momitoring:
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,.[People] can be surveilled during work times. How often was the coffee

machine used? When was the computer shut down? "

,» The GEZ [Gebiihreneinzugszentrale, the agency that collects fees to support
German public broadcasting] could check which kind of appliances exist in a

home [to calculate fees].”

Advertising
A readily identified theme was the potential for Smart Meters to collect and
disclose data that could be wused for personalized advertising. While
advertisements 1 general were perceived as annoying, a few participants did see
value m some forms of personalized advertising such as those for devices or
appliances that could or should be replaced based on their power consumption

patterns.

»Mamifacturers could have an interest in tracking the power consumption of

their appliances. ”

., Personalized advertising (i.e., for power saving fridges based on measured
power consumption data).”

In general, participants expressed that it was absolutely necessary to have the
ability to control the amount and kind of such advertising. Many participants
foresaw unwanted access to their data for personalized advertising. In this regard,
participants worried that salespersons would be able to plan their visits when
power consumption indicated that someone was home.

. Salespersons get to know when somebody is home."”

A related scenario was the possibility of advertising by the utility providers
themselves. Although the consumer could potentially benefit from such
advertising, e g by becoming aware of cost saving opportunities, it was regarded

as bothersome and inconvenient.
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Potential for Abuse
Aside from legitimate third-party processing of power consumption data,
participants imagined scenarios of abuse and mamipulation. Participants were
worried about the possibility of malicious actors viewing and changing billing
mformation and stealing power.

»[-..] now it gets in somebody’s head: ‘Oh, wouldn’t it be fun to cut off my
neighbor’s power supply!” Then he somehow hacks the meter, because, you
know, like it has never happened that an IT-based system was hacked [...]."”

These possibilities of mampulating power consumption data or the electnicity
supply 1tself were commonly mentioned fears. Iromically, preventing such abuse
15 touted as one of the benefits of Smart Metening. Yet, we found that some
participants were worried about secunty related aspects, such as hacking and other
malicious attacks. We excluded these scenarios from further consideration
because they are out of the scope of a privacy management tool.

Usability
Although not directly connected to privacy, participants considered the usability
of Smart Meters to be important. They worried that a system that 1s difficult to
understand and uvse could result m unwanted data disclosure and bad power
consumption decisions.

Infeasible Scenarios
Six of the scenarios mentioned by the participants were infeasible due to
technological constraints (two deemed as benefits, four as nisks; see Table 8). For
example, some believed that third parties could use Smart Metering data to
1dentify and read TV and computer screens.

,» The movie industry could check which movies were watched and identify
pirated copies.”

Even though these risks are unrealistic, since people percetve them as real, they
are part of the motivational factors that shape people’s attitudes towards Smart
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Metering. During the study, we did not point out the unrealistic nature of these
fears as we did not wish to influence attitudes but to understand ones that currently
exist. However, the infeasibility of these scenanos was explained at the end of the
study. These six scenarios were excluded from further consideration as these are
unsuitable for a realistic consideration of benefits and rnisks of Smart Metering.

10.4.3.Design Probe: Evaluating Benefits and Risks Information as a
Privacy Management Resource
The questionnaire and focus group responses provided a rich picture of how
people characterize the benefits and nisks of Smart Metering m terms of
anticipated real-world scenaros that highlight the desiwred and undesired
implications of data disclosure. These implications frequently impacted disclosure
decisions. Therefore, we created a design probe to evaluate whether we could
assist people mn makmmg Smart Metering privacy decisions by presenting the
respondent-generated implications as additional information related to the
respective services. The probe was designed as an Android application featuring
the three steps described i Section 10.3 4.

The design probe mnvolved watching an introductory video followed by choosing
smart metering services from a set of eight services, without any information on
the imphications of choosing the services. The service choice utilized the common
all-or-nothing approach that lacks the ability to control the granulanty of data
disclosure. There was no information about, or instructions pertamning to, privacy.
The eight services were based on the potential benefits that respondents in the
questionnaires and focus groups expected from Smart Metering (see Table 8).
After choosmg services of interest, one was provided additional information
regarding the implications of the subscriptions and allowed to adjust the
granulanty of the data disclosure or even cancel the subscription (seeFigure 14).
Each service and level of granulanty was associated with a corresponding set of
benefits and nisks regarding quality of service and pnivacy. By asking for basic
mterest in the service first and providing implications second, the probe was
designed to uncover whether one was likely to change his or her mind based on
the information presented.
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Figure 14: Service subscription decisions of the participants after encountering the corresponding
privacy implications

The 205 individuals who interacted with the design probe subscribed to 597
services (an average of 2.9 services per participant) with all but 13 subscribing to
at least one service. As noted above, this imitial step offered no settings for privacy
preferences. Instead, the disclosure option with the highest granularity was chosen
by default (see Section 10.3 4).

Figure 14 shows the distribution of the choices across the services. The most
subscribed service (N=137) was “Smart Control”, followed “Family Comparison™
(N=85). On the other hand, “Personalized Advertising” (N=43) was the least
popular. For most of the services, between 7% to 9% of the imtial subscribers
decided to cancel the service altogether during the subsequent step of exanuning
the disclosure implications. Only the “Social Media” (0%) and “Fanuly
Comparison™ services (2 4%) included fewer dropouts.

For all services, an overwhelnung majonty of participants adjusted their
disclosure settings in the second step. The analysis of the adjustments made in the
second step found that participants chose to change their disclosure settings or
cancel their subscriptions 1n more than 86% of the cases, which provides strong
support for the relevance and usefulness of the implications we included to
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facilitate more informed privacy decision-making Fipure 14 shows the
percentages of participants who changed the default for each of the services. These
are further split into those who reduced the granulanty of the disclosure and those
who chose to cancel the subscription altogether.

It could be argued that changes to the disclosure setting may not stem solely from
the information provided by the probe but could instead be due to a general desire
to avoid the default high-pranulanty data disclosure. However, it should be noted
that the proportion of participants who adjusted their settings 1s very high Further,
more than 6% of the participants chose to cancel therr mmtial subscriptions
completely when they encountered the privacy implications. The desire to change
granulanty does not explain the complete revocation of a subscription, thus
mdicating that the privacy implication information provided did impact the data
disclosure preferences. In terms of granularity, the most preferred setting was data
disclosure on a monthly basis (43%) followed by the daily option (35%). These
choices demonstrate that the probe helped participants choose the benefits of
Smart Metering achievable within the constramts of their pnivacy desires.

Analysis of the post-study interview responses indicates that a vast majority of the
participants found our design probe useful for understanding the Smart Metering
technology and making related privacy decisions. The mean imtial adoption rate
of 2.9 services per participant gives us reason to believe that participants found
the services offered to be valuable as well A large group of participants reported
using the provided implications as an important gmdeline. The implication
mformation was found beneficial for deciding how to aclieve a personally
acceptable fradeoff between the benefits and privacy risks of the subscnibed
services. For instance, one participant remarked:

.. [-..] just watching the pros and cons was helpful for me, when it showed me
that they could know when I get up, when I do something and so on. I didn’t
think it would be so clear based on when I use electricity.” — E13 (M, 24)
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More than half of the participants mentioned that the implication information
helped them choose an appropniate level of mformation disclosure. As a
participant explamed:

,.[1t helped] that you can see the different service providers and the decision
regarding how often data should be transferred ... that one sees there directly,
what influence it [the decision] has on the individual service provider and on

your privacy based on the information that is passed on.” — E17 (M, 26)

About one third of the participants made privacy decisions based primarily on the
options for setting the temporal granularity of data disclosure.

I really kept my mind on the intervals in question. Annually or monthly would
be okay, or maybe semiannual or quarterly, but certainly not more offen. " —
EI08 (F, 53)

This participant prioritized ‘intervals’ as a criterion for data disclosure decisions.
However, simply providing interval based options does not signal the sensitivity
of the corresponding disclosure and could still lead to undesired information
sharing unless the settings are accompanied by information on the implications of
each interval choice as included m our design probe. Therefore, those who focus
mainly on temporal intervals when making data disclosure decisions can still be
well served by the corresponding imphications.

In particular, those without a professional or technological educational
background reported that they found the additional information useful for privacy
assessment. In contrast, those who indicated they were privacy-sensitive or
technically savvy, reported comparatively lower benefit from the presented
benefits and risks. These participants mentioned that they already knew the
mformation provided.

,.I guess I was already able to judge the risks and benefits before I saw them.

What was written there had some influence, but generally speaking, my
decisions were already clear beforehand.” — E7 (M, 19)
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Note that this tech-savvy participant alludes to an indirect gmiding influence of
benefits and nisks despite indicating that he did not find the information overly
useful. Many other factors for making disclosure decisions are suggested by the
literature, such as reliance on past expenience or frust in the service provider.
However, even those who mentioned preferring other decision-making resources
did not react negatively to the benefits and rnisks we described, thus suggesting
that inclusion of the information poses no adverse effects even 1f the information

1s not consulted.

Age or prior knowledge of Smart Metering made liftle difference in terms of
perceived usefulness of the provided benefits and risks. While only a few
participants stated that the design probe did not help their privacy decision-
making, about 17% were undecided about the utility of the probe. Even though
we 1mposed no fime linit for completing the tasks, these participants felt that they
needed more time and information to reflect on Smart Metering before feeling
sufficiently confident i their ability to make appropnate privacy decisions. A few
participants found the provided implication information insufficient or overly
detailled. As a potential remedy for these issues, one person suggested
personalizing the implications:

,.I believe it is hard to generalize [the implications] with only a few statements.

You would have to look at it in a more personalized manner.” — EG61 (F, 19)

The participant generally understood and valued the mechanism used to make the
mmplications accountable but called for an even stronger connection via
personalizing the information.

10.5.Discussion and Implications

Our pnimary goal was to connect existing practices that serve as meaningful
resources for judging information disclosure in Smart Metering. We found that
people harbor significant concerns regarding the collection and sharing of power
consumption data collected by Smart Meters. Our findings contribute to the
ongoing discourse on usable privacy in three ways:
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+ First, we uncover concrete mstances of ‘privacy work’ in Smart Metering that
point to the relevance of existing everyday practices in making disclosure
decisions.

* Second, we suggest supplementing the domunant data-centered approach to
privacy management with a perspective that makes the privacy implications of
mnformation disclosure accountable and meamngful in terms of people’s
practices. These practices of making pnivacy imphications accountable suggest
supplementing the typically data-centered perspectives on privacy with a
perspective focused on users’ perceptions of the information they share.

¢ Third, we provide a set of methods and a starting pomt for intertwiming
regulatory, technological, and individual perspectives on privacy.

10.5.1. Make Data Accountable via Connection to Practices

Legislation, such as the GDPR. [164] and FIPPS [509], demands the provision of
ex ante fransparency for service subscribers, commonly interpreted as a key
requirement for informed consent. As we discussed earlier, there 1s plenty of
research on providing feedback on privacy settings and evaluating various privacy
management mechanisms. We have taken a further step by looking at how users
go about becoming nformed and applying their privacy choices when they are
given certain kinds of mmformation. In this regard, our approach i1s similar to
practice based research on data work [178]. However, our approach differs by
taking a strict ex ante perspective since Smart-Meter-equipped households will
need to make their prnivacy decisions up-front. We, therefore, reframed from
collecting and showing actual Smart Metering data, looking instead at existing
practices and the refinement of these practices as and when individuals are
provided relevant information about the practices.

Analysis of the open-ended responses in the questionnaire highlighted that
concerns regarding Smart Metering were commonly expressed mn terms of what
third parties could get to know about everyday practices based on the data
collected by a Smart Meter. As we have shown, many of the attitudes on display
were connected to the degree of trust in utility providers and third parties. Few
respondents mentioned 1ssues of trust withmn the fanuly context, though some were
concerned with surveillance by others in the neighborhood. Motivated by the
findings of our imtial exploration, we delved deeper into the relevance and utility

of supporting privacy decision-making by providing people with the implications
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of their choices framed in terms of existing life practices. Our results demonstrate
that connecting data disclosure and its potential real-world consequences 1s a
promusing design technique for usable privacy. For example, many participants
were concerned that Smart Metering data could reveal domestic activities and
routines, such as the presence of someone at home or usage patterns of applhiances.

Even though we identified a wide variety of scenarios, some individuals found
these too vague or impersonal to connect with their own practices. The complexaty
of privacy 1s itself well described, e g by Barkhuus [37]. Still, highlighting the
implications for everyday life seems to serve as a design resource that non-experts
find relatable, thus distinpuishing it from the typical complex and technology-
donunated discourse related to ubiquitous computing technologies. In this regard,
our work 1s stmilar to Crabtree et al. [117] who found people managing their
‘attack surface’ m the digital world agamnst third parties. However, 1t 1s important
to note that privacy related choices were shaped by not just the potential but also
the percerved implications of data disclosure. The folk theories that people have
about such matters often guide behawior [403].

10.5.2. Support Information-Centered Privacy Management

Privacy legislation typically stresses the importance of the data to be transferred
along with 1ts transfer frequency and recipients. Such data-centric perspective 1s
also seen 1n privacy management tools across systems, such as social networks
[215], orgamizational information systems [69], and e-commerce [9]. In our study,
we too frequently found users being concerned about “who gets what and how
often’. By taking a data-centered approach prevalent privacy mechanisms lead to
users being burdened with interpreting the consequences of the data disclosure. In
cases where the data prowvided 15 relatively fammliar, such as credit card
mformation when shopping online, attack vectors may be largely clear. However,
as IoT applications become commonplace, more and more sensors are collecting
abstract data which users as yet cannot judge in terms of informational value for
themselves or third parties.
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Our study showed the relevance of another, often complementary, collection of
related practices of making the disclosed data accountable, revolving around
worries concerning the information third parties could derive m terms of | what do
they know about me?” [407]. These viewpoints are not well covered by the
privacy protection mechamsms currently envisioned for Smart Metering or
addressed at all in the related privacy protection legislation. Our collection of
perceived privacy implications and potential value-added services provides a
substantial addition to an otherwise one-sided discourse focused on the data rather
than the potential or feared consequences of its disclosure. In this regard, Crabtree
et al_articulate a main challenge in human data interaction (HDI): , If users are to
have the abihty to exercise agency within an HDI system in any meamngful way,
data sources mmst provide a numimum level of legibility as to what data they
contain, what inferences might be drawn from that data [...]” [114].

Forms of impact assessment are known from technology research and computer
ethics [240, 268]. With regard to privacy impact assessment [101], there are
frameworks for companies or developers to assess the ethical impact of their
technologies and products [525]. For highly sensitive data, such as data regarding
health or rehigion, the GDPR prescribes such impact assessment [164]. The
literature and the GDPR argue for enabling individuals to handle their online
privacy. Our study suggests that individuals could potentially perform a privacy
mmpact assessment for themselves. In this regard, we have shown that connecting
data disclosure to existing practices 1s a promusing way to provide meaningful
mformation to support data work. Implementing the design probe by incorporating
the scenarios collected via questionnaire and focus group responses was a
successful approach; participants used the corresponding implications in their
privacy decision-making as a resource for making sense of Smart Meterning data.

We argue for extending the traditional data-centric view to information-centered
privacy management, thus allowing non-experts to engage in personal privacy
impact assessment. We demonstrate that individuals may perceive information in
varied ways, and the implications of privacy settings can be made accessible such
that they could be judged in accordance with existing life practices, even when the
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data in question 1s abstract. Opemng up the design space mn this way provides
greater flexibility to support a range of privacy related behaviors by surfacing the
potential for secondary uses of data and perceived threats brought about by the
data disclosure. Jones and Soltren [269] provided a such a threat analysis of
privacy management on Facebook, albeit not in a user-centered manner. While
tools for abstract nsk-benefit analysis do exist, we suggest grounding their design
m everyday routines and practices, thus providing a bridge to technologically
complex and abstract information on the data to be transferred. Optimally, the
users themselves would generate relevant scenarios and the corresponding
mmplications, although the implications could arguably be extended and/or
managed by domam experts as well Generation of scenarios and their
mmplications could also be crowd-sourced. Further, the scenarios and implications
connected with specific data or services could be made available publicly as a
community design resource for practice based privacy management m ubiquitous
computing technologies. In this regard, our user-generated benefits and risks of
Smart Metering provide the basis for privacy impact assessment that could be

conducted by non-experts.

10.5.3. Include End Users in the Development of Smart Infrastructures
The current discourse on privacy 1s largely concerned with regulatory factors
and/or stresses the importance of securnity mechamsms and privacy algorithms
from a technological perspective. The miroduction of smartphones and their
privacy implications were largely unforeseen from the policy perspective and, as
a result, PbD guidelines are mainly encountered in the technological regulation of
ubiquitous computing devices. In contrast to mndustry representatives, users
typically have no voice or representation when decisions are made about the
requirements to inform system design. At the same fime, the purposes of data
collection are only vaguely specified. Concrete potential implications visible to
consumers would extend purpose-assignment of data disclosure required by
German law [201]. Without understanding consumer demands, decisions on
usability or mnterfaces to specify privacy parameters lack a grounding in practice
and, consequently, are based on speculative assumptions about a hypothetical
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‘average’ user. Beyond the concrete case of Smart Metering, we argue that
consumers should not be reduced to passive objects subjected to political forces
and technological measures. Instead, consumers should be considered active
subjects in the standardization process of Smart Infrastructures. Otherwise,
technologies face an increased danger of lacking user acceptance [421] as
reflected 1n the acceptance problems regarding electronic health records [83] or
digitally enhanced ID cards [367, 484]. In this regard, user-centered design [7],
and, more specifically, multilateral security [390], provide appropriate and well-
established process models.

Our research provides a method to uncover the role of practices in privacy
decision-making, i tum opening up the design space for industry, designers, and
policy makers. A majonty of our study participants had not heard of Smart
Metering and the Smart Gnid pnior to the study. Nevertheless, the participants
grasped the basic concept quickly and produced a number of ideas for possible
benefits and undesirable aspects. Our findings show that even non-experts are able
to develop and express an understanding of a complex technology before actively
experiencing its use, thus demonstrating that non-experts can articulate privacy
demands regarding future technologies. Not having to rely on experts allows
stakeholders mvolved in long-term legislative procedures to generate a realistic
assessment of the demands for possible protective measures, not only for existing
services and products but, more importantly, also for the ones yet to come. We
argue that our approach can help generate more usable solutions for privacy
management in a number of different domains. For instance, current technological
trends that could be addressed by such an integrative view of privacy are Smart
Homes, Smart Cifies, or Connected Cars. Knowing how people react to and use
mformation about privacy-related implications (and, indeed, other information
resources) ought to provide useful and complementary insight to inform design

decisions.
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10.6.Conclusion
We presented an understanding of the privacy demands in Smart Metering from a
consumer perspective. Based on a design case study approach [528], we denved
design mmplications for usable privacy management in Smart Metering and
demonstrated how to integrate the perspectives of future users mto the design of
novel technologies.

Connected technologies are increasingly introduced into everyday life, sometimes
voluntarily (e.g., Smart Home technology), sometimes without choice (e g., Smart
Metering in some countries). The potential of such technologies for collecting and
transnutting sensitive personal data about everyday practices poses challenges for
mdividual privacy decision-making.

Most of our participants were able to articulate privacy needs for Smart Metering
without prior exposure to such a system. Our findings thus demonstrate that non-
experts can contribute to framing privacy demands for novel technologies. While
these 1itial reactions may change as the technology 1s appropnated [135], privacy
demands of novices should nonetheless be taken mtfo account to foster user
acceptance and adoption m the first place. Taking privacy needs and concerns
seriously can gmde the design of appropriate tools and controls to manage the
disclosure of personal data, not only in Smart Metering, but in an increasingly
networked world.

Specifically with regard to design, our research revealed that participants made
their assumptions about the disclosure of power consumption data accountable by
referring to the information that could be derived from the data. Consequently,
data disclosure decisions were drniven by an assessment of the privacy impact of
disclosing the derived information As a result, hughlighting the potential
consequences of data disclosure in terms of everyday practices helped people
understand the implications of the available privacy choices.

In contrast, current privacy management systems typically mghlight data and 1ts
recipients, disconnected from the practices of the individuals. Therefore, we
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advocate that privacy tools strive to make abstract data more accountable by
framing privacy decision-making mn terms of the real-world consequences of the
privacy decision m question. To this end, we contribute an mmitial collection of
user-generated scenarios with corresponding benefits and nisks to serve as a basis
for making privacy management systems more usable.

We see three relevant strands for future work Furst, we need a deeper
understanding of privacy implications of Smart Metering based on real-world
usage. As people get used to Smart Metering and gain expertise, their pnivacy
attitudes and behaviors will likely evolve beyond the mitially expressed desires in
the novice phase. Second, we seek to transfer our approach for mvestigating
privacy demands from a user perspective to other domains like smartphones,
Smart Homes, and Connected Cars. As upcomung technological developments,
such as IoT devices, contmue to introduce new data sensors into everyday life,
privacy management 15 becomung increasngly complex and non-trivial, thus
raising the burden on users. To alleviate this burden in a useful and usable way,
privacy management tools will have to balance comprehensiveness with the needs
of mumnuzing the requred effort. Thurd, policy makers can apply the
methodological starting point we have provided to cater to people’s desire for
usable privacy management. The HCI commumity has the potential to nform and
enrich regulatory mitiatives related to future technologies by service as the voice

of the end users.
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11.Discussion

This thesis contributes to HCI research by making two main arguments : First,
taking a conceptual perspective, 1t discussed how end users can be supported in
privacy decision-making. Here, the studies in the contexts of smartphones, smart
homes and smart metering privacy provide lessons learmned. Investipation of
mdividual and collective sense-making of IoT data has led to a conceptualization
of means for supporting privacy practices by adopting an end-user risk assessment
approach. On a more general level, these findings may also contribute to a broader
support of individual data hiteracy mn IoT technologies.

Second, adopting a methodological perspective, the thesis demonstrates
fundamental aspects to consider for better aligning usable privacy research and
regulation processes. Particularly in the areas of smart metering (Chapters 4 and
10) and the connected car (Chapters 5 and 6), the research on usable privacy was
strongly intertwined with regulative processes. In this regard, the thesis provides
suggestions to befter mtegrate both research on usable privacy and regulation
processes.

11.1.End-User Risk Assessment

The studies presented mn this thesis critically investigated how users related to their
data whale characterizing them in terms of privacy sensitivity using a practice lens
[410], fostered by the “data work™ [495] approach. Adopting a user perspective
on privacy on the IoT and more specifically looking at practices of making data
accountable, the studies show that data are of less importance to users when
welghing privacy sensitivity. Instead, frequently, instances of what can be
considered “folk risk assessment” was observed. The phenomenon unveiled
features several connections to professional risk assessments, which originate in
the orgamizational context. For example, in the ISO 2700x norm fanuly [251],
assets, nisks and costs are key terms in ISMSs. The studies (Chapters 8, 9 and 10)
show that these mechamisms are also important for end-user privacy. Still, as
discussed 1n Section 11.1.1, when transferring the concept of risk assessment to
the end-user context, some fundamental differences have to be considered. The
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following section give room for a description of these differences and the
challenges they pose when applying the method of end-user risk assessment and
m the IoT context.

Furthermore, these mechanisms are not yet reflected in the practice of designing
privacy management support. In this regard, the studies in this thesis have also
identified possible ways by which to design in support of end-user nisk
assessment. Section 11.1.2_ hence, discusses concepts for supporting risk analysis
and data literacy more generally.

11.1.1. Perceived Risks, Assets and Costs
A preat deal of research on risk assessment for users already exusts in the area of
usable privacy. For example, considerable amounts of research have targeted
desigming the presentation of privacy information from a user perspective based
on metaphors such as nutrition tables [277, 278]. Such concepts typically highlight
items such as data, recipient, data processor and purposes. However, taking a step
back, given that privacy in an abstract concept, it remains unclear whether these
items map on what users understand as privacy and whether they optimally

support managing user privacy.

From a legal perspective, this uncertainty calls for defimng the legally protected
good that privacy 1s for users: “What should be protected by data/privacy
protection measures?” Transferring this to the ISMS world, one would ask “What
are the assets and their corresponding protection objects?” With regard to the
challenge of understanding the phenomenon of “privacy” on the IoT and thus
making the protection objective accountable, the studies on smart metering
provide msights in different IoT contexts.

More generally, throughout this thesis, users also frequently expressed concern
about “who gets what and how often ” However, the findings especially Chapter
10 pomnt to the fact that the “who™ and “what™ served as means to the end of
evaluating the privacy implications of data disclosure. Users did not refer to what
data should be directly protected but used data and third parties’ resources as a
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basis for their privacy nisk assessment strategies. Such assessments were typically
situated in considering what imformation could be deduced from the data to be
disclosed and remind one of the management of “attack surfaces™ discussed by
Crabtree et al_ [117]. However, while Crabtree et al. described the phenomenon
qualitatively, they remained on a conceptual level.

The work on smart metering (Chapter 10) showed how the risk assessment model
could be made usable for end-users: First, that indicated that users related to the
possible consequences of disclosing data that they would like to keep confidential,
were identified. Second, it was shown that presenting such undesired data use
scenarios via a privacy management tool resulted i an improvement of the basis
of decision-makmg and control of privacy percerved by users. A second important
outcome of this research 1s the collection and presentation of concrete mstances
of what users wanted to keep private. The ways mn which users assessed the
perceived nisks associated with what others nught learn about oneself not only
became clear when considering actual data in conducting “data work™ [495] but
also through the open-ended questionnaires about hopes and fears with regard to
IoT technology (Chapter 10). Rather than referning to data, users spoke or wrote
about which parts of theiwr private lives they wished to keep private or felt
uncomfortable disclosmng. Percerved outcomes and implications for everyday life
m terms of what others might learn about the data subject were mentioned

frequently.

The mechanism of managing how one 1s seen by others is closely related to the
concept of “face work™ [207]. Many attitudes identified in the interviews hunt at
the existence of a stmilar mechanism concerning how the perception of one’s own
“face™ 1s seen endangered as a result of potentially negative consequences, both
socially and commercially.

Therefore, the previous studies suggest that support for managing privacy i IoT
should mcorporate and be grounded in the presentation of perceived nisks. By
unveiling the user language used to describe privacy-related 1ssues and developing
an mitial catalogue of percerved nisks, this thesis seeks to both foster the
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compatibility of usable privacy and regulation (Chapter 4 and, to a lesser extent,
Chapter 5) and to mform design of privacy management tools with new
empirically grounded insights.

The nisks associated with new technologies are often defined by experts. The
results of the studies suggest that user vocabulary should be taken mto account as
a powerful resource for designing meamingful approaches to privacy management.
In order to bring these perspectives together, nisks must be rendered
understandable and comprehensible from the user's point of view so that they can
be defined together with stakeholders such as developers, designers and experts.
In particular, an understanding of how these risks are constituted from the user's
perspective must be developed. In thus regard, user studies on perceived risks can
confrast and/or extend experts’ views in terms of the relevant issues to take into
account, the vocabulary to be used, the degree of perceived severity and the nisks
to be assessed. In case of divergmg risk perception, it cannot generally be said
which side gets it “night™.

Table 9: Matrix on the options when expert and user perception of risks are in dissent

Expert-percerved nisk No expert-perceived nisk

User- 1. Take the user seriously:

percerved Discuss the assumptions that

risk led to the judgment, review
and understand user
reasoning

2. Commumicate to the user that
there 1s no nisk/provoke

insight

No user- | 1. Own nisk assessment based on

perceived |  asset assessment: How do

risk users perceive assets and
why? Normative: What are
user assessments based on?

2 Communicate the risk 1n a /-
user-centric manner. Perform
protection task (one strategy:
support data literacy [or
privacy literacy, which data
literacy 1s a part of])
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When bringing together user and expert views on nisks, there are basically four
1deal-typical cases (see Table 9). (For the sake of simplicity, 1t 1s assumed that a
perception of risk also includes its seventy and type and ways of explicating and
communicating it.) First, both sides could agree that there 1s no privacy nisk. This
nmught be the easiest case, as both sides will agree that no measures must be taken
to protect privacy. Second, both experts and users could agree that there 1s a
privacy risk associated with the use of a technology. In this case, the parties should
collaborate on implementing measures for its nitigation and control.

The remaimng two cases of dissent are more complex to solve. Thurd, if experts
know about a nisk that users do not perceive, the former’s task 1s to empathize
with users by understanding their perception of the value of the assets at stake.
Based on this understanding, experts can go on to identify appropriate ways to
communicate the risks and implement strategies to enable the effective protection
of users. In this vein, there 1s a growing body of literature aiming at increasing
privacy awareness [33, 400, 438]. Fourth, case users may perceive a risk that 1s
not perceived by experts. In this case, experts should be sensitive to user concerns
and engage 1n a discussion with them about the underlying assumptions that led
to the evaluation, questioning not only the users’ judgment but also their own.
Should it be found that no risks exist in the case at hand, researchers should aim
to foster transparency and provoke msights on the user side.

While the demonstration focused on a subset of IoT technology, using this
awareness mechanism arguably can also inform design for other IoT contexts.
Indeed, given the increasing complexity of IoT arrangements and their spread into
more aspects of everyday life, making privacy implications transparent seems to
be an urgent concern in terms of enabling people to maintain their privacy in the

IoT era.

11.1.2. Supporting Tools and Strategies
Rask assessment for users 1s becoming increasingly difficult due to the emergence
of abstract and mvasive technologies, mcreasing value bemg placed on personal
data and the decoupling of interdependencies (temporal, orgamizational and
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contextual) and therefore needs support. In cases where the data provided are
relatively familiar, such as an address or credit card information, attack vectors
can be relatively clear. However, as IoT applications become commonplace, an
mcreasing number of sensors are collecting abstract data, the information value of
which users are not yet able to judge by themselves.

To support users m maintaimng and regulating their privacy using end user risk
assessment, the presented studies suggest two main approaches. First, means for
cost-benefit analyses should be provided in privacy management tools. Second,
taking a broader perspective that 1s decoupled from concrete use cases, methods
mtended to foster users’ data literacy are suggested.

Providing Means for Cost-Benefit Analysis
The concept of an informed user assumes that he or she can derive all possible
immplications from the data presented to him or her. However, this 1s a somewhat
1dealistic picture that can be crificized from the perspective of both bounded
rationality [202] and from the praxeological perspective [410].

The studies found that users use data, its recipients and the purposes of data
collection as tools by which to assess data privacy sensitivity. This mechamism,
however, leaves the burden of bridging the gap between the disclosure of data and
potential effects on life to the user. through the use of advanced data analysis tools
and means of analyzing big data, data can provide insights mnto private life that
are not easy to anticipate, if at all. The emergence of data brokers and the resulting
possibility of triangulating data streams will only increase the degree of
abstraction. In this vein, it must be asked whether informed consent, 1n its current
data-centered form, can live up to expectations and actually help consumers to
appropriately manage their privacy i a digital world.

Introducing a user perspective, the studies’ results suggest that design for privacy
management should attempt to bridge the aforementioned gap by adopting an
“information-centered” approach. The key imphication for the design of an
mformation-centered approach to privacy 1s making the mmplications of privacy
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settings understandable to users by not only showing what benefits a service may
provide but also demonstrating what new threats may arise from subscribing to a
service. In this respect, Chapter 10 presented a holistic study on transferring the
concept of information-centered privacy information mnto a design for privacy
management in the field of smart metering. The results suggest that extending
currently donunant data-centered privacy tools with information-centered
decision-making support changes users’ attitudes towards disclosing (or not
disclosing) data (see Chapter 10). Qualitative assessment further suggests that
presenting real-world scenarios help users to bring their service subscriptions
more 1n line with their privacy demands, thus contributing to reducing the attitude-
behavior gap [19, 133].

While tools for abstract risk-benefit analysis exist, grounding them in everyday
stories seem pronusing to provide a bridge from technologically complex, abstract
mformation to the data to be transferred. Ideally, these categories would be
generated by the users themselves. There are two main reasons why this would be
preferable: First, user-generated risks and benefits improve the comprehensibility
of privacy implications when deciding about data disclosure by providing suitable
and relevant background information.

Second, identifying concrete impacts ncreases accountability of privacy
implications beyond information about the data disclosed and their receiver alone,
as legislation typically demands. For example, making the risks and benefits that
arise from a service visible to consumers also extends the principle of purpose
limitation of data disclosure, as demanded by German law [201]. In abstracting
from concrete data sets, this research came closer to understanding what people
do when making choices concerming privacy in respect of smart metering and both
1dentified and designed starting pomts for users’ decision-making with regard to
their privacy.

Data Literacy
There are many definitions of the term data literacy (see [295] for an overview of
related definitions). For example, as part of statistical education [209, 470], data
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literacy 15 often researched as a skill for teaching professions and librarians [294,
334, 490] or as part of school education [327, 336]. Often, these concepts are used
to refer to the entire process of collecting, managing, evaluating and mamtaining
data. Featuring a stronger notion on the interpretative skills mn investigating data,
according to [401], data literacy enables individuals to access, handle, interpret,
critically assess, manage (incorporating preservation and curation), and ethically
use data. Simmlarly, Mandmnach and Gummer [333] define data literacy as “the
ability to understand and use data effectively to inform decisions.” According to
Koltay [295], this understanding of data literacy hughlights the skills requured to
transform “data into mformation and ultimately into actionable knowledge

Arpuably, data literacy 1s not only of concern for teachers, sociologists or
research. Instead, i today’s data-driven economy and society, data literacy 1s a
key skill for any person and an essential competency for regulating one's privacy.
The studies presented also show that data literacy 1s not static but 1s rather context-

dependent, evolves and may improve over the course of technology appropriation,
especially if users are provided with feedback on data (Chapters 7, 8 and 9).

Privacy and data literacy can be seen as co-evolving concepts: On many
occasions, such as duning creativity workshops on information visualization or
during interviews, participants had moments i which they reflected on privacy.
Particularly when engaging in “data work™ [495], participants would at fimes
discover information about themselves or map data to their everyday doimngs and
be surprised at being able to see their lives reflected in data [43, 262, 324].

Long-term Living Lab-based studies also revealed that data literacy mainly
developed 1n late phases of appropniation of technology. Particularly during early
workshops, participants often had few 1deas concerning both the potential use and
nmususe of data. Although they already spoke in terms of undesired scenarios, such
scenarios were often based on media stories instead of bemg driven by concerns
regarding misuse perceived individually relevant. By seeing, exploring and using
data, however, users improved their data literacy—a crucial skill for managing
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one’s personal digital footprint and generally navigating in an increasingly digital

world.

Agamst the backdrop of these experiences, people arguably need to learn about
data and their potential meaming, at least at a basic level. Instead of concealing
complexity, it should be reduced, but still present by means of transformation to
more accountable form, to allow people to interact with and establish a rough
understanding of data [217].

The findings of the thesis suggest several potential approaches to fostering data
literacy [217], which can be divided into two main categones (Table 10).

Table 10: Different methods for supporting data literacy

Learning As a side effect In focus
Type System Learming
Data based | jntelligibility | Data work tools
dashboards /methods
Chapters 6,7 a 78 9.10
Scalability High High Low—mud Mid—high
Availability High Mid Low—nud Low—nud
Location Independent | Independent Dedicated Both possible
Term Short Long Mid Short
Expertise - Mid—hi
needed ngh gh Low Low
Support None Low-mid Strong Mid
provided

First, there are means to support data literacy as a side effect of using technology.
To some extent, the use of data-based services themselves proved helpful m
helping users to independently gain an understanding of what can be done with
data. Such services are highly available commercially and are thus also scalable
solutions 1n terms of supporting privacy literacy. To actually improve individuals’
data literacy, however, the studies found that users need some technological
understanding to be able to transfer the mechanisms that operate in one service to
other possible services. Less tech-savvy participants seldom profited in the way
that more experienced users did.
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In this regard, the studies showed how system intelligibility dashboards can be
designed to be sensitive to novice users’ demands. The field of mformation
visualization [97, 455] can provide important starting points with regard to how
data can be visnalized m a meamngful way. Additionally, the studies highlight
how concepts from the field of end-user development [40, 89, 177, 323] may
provide flexibility to both novice and expert users and thus help to address hughly
mdividual information demands. These systems could be provided as part of a
product by default and thus will be able to scale very well However,
mmplementing said functionality would require additional effort on the part of
companies, which makes them a seldom seen feature.

Second, prior research in the area of usable privacy has yielded methods
specifically designed for the purpose of fostering data literacy, such as nutrition
tables [277, 278]. Research in this thesis relied on applymng or (further) developed
several methods to support data literacy:

The method of data work [495] has been shown to be able to support data literacy
m many ways m different fields of research, but manly in the smart home.
Adopting this approach reflection workshops and on-site mterviews m which
users were asked to explain the data on their own devices and discuss about
visualization demands alongside, were conducted. Frequently, participants then
referred to what was occurring 1n their homes to, for example, explan peaks mn
energy consumption, opened doors or the activation of movement detectors. In
projects related to mobility, similar patterns were observed: For, for example,
going shopping or (not) dnving to work. Individual assessment of data using
dashboards has therefore been shown to be able to promote data mtelligibility and
privacy awareness to a certain extent.

The application of learning methods and tools as part of studies in this thesis,
attempted to find a nuddle way between the demands of scalability on the one
hand and individualized support and experience also for users with different
savviness on the other hand.
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In this regard, various modes of collective data exploration (e.g, using
ganufication and playful exploration strategies [130]) were used 1n letting a proup
of users “mvestigate™ the private life of a single participant (see Chapter 8). In
these cases, the participants were highly motivated and learned about privacy
mmplications in an enjoyable manner As an alteration, also anonymized or
synthetic data were used. Doing so reduced privacy invasiveness, especially when
reflecting on data in groups. However, 1t allowed for better scaling of workshops
without needing to collect participant data mn advance.

In addition, some of my studies made attempts to overcome the traditional
technological boundanes of 1solated sensors or services and provide a 360° view
on the digital self Up to now, most design approaches to understanding and
supporting privacy have focused on single technologies. With increased
networking of devices and data streams, a core feature of the IoT, such an
approach can only provide scattered parts of a puzzle. To gain a comprehensive
view on the digital selves, users need means by which to assess the privacy
implications of data-sharing practices across devices and applications. The studies
represented the first steps in such a direction, for example by including smart
metering m the smart homes of Living Lab households if available (Chapter 8).
The increasing amount and complexity of data likewise call for flexible and
mdividualized approaches to mmformation wvisualization [89, 262] to provide
meaningful information from data. Beyond technologies designed to visualize
data for consumers, the nght laid out in Articles 12 and 15 of the GDPR. [164] to
recerve all data collected from a service provider may also play a vital role.

While the data literacy of the individual 1s of pivotal importance, one should not
reduce the concept to the individual level Instead, it should be recognized that
data literacy will be a core capability in future societies. As early as 2014, a report
to the Obama White House suggested that

“[White House Office of Science and Technology Policy] together with the
appropriate educational institutions and professional societies, should

encourage increased education and training opportunifies concerning privacy
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protection, including career paths for professionals. Programs that provide
education leading to privacy expertise (akin to what is being done for security
expertise) are essential and need encouragement. One might envision careers
for digital privacy experts both on the software development side and on the

technical management side. "[402]

While education on data and their potential use and nususe 1s needed, as it could
mcrease data literacy, in this thesis instead considered how service providers
and/or regulations could make efforts to support users in managing their privacy
m order to reduce the extent of the attitude-behavior gap in online privacy [19,
120]. The findings led to the identification of strategies for service providers to
adopt more usable strategies of informing customers. Likewise, these design
patterns could also be mcluded in regulative processes, for example, to extend the
purpose-limitation mechamsm in the GDPR [164] by supporting a risk-based
approach to evaluating the privacy impact of data disclosure.

Experience has shown, however, that voluntary approaches such as promoting
corporate social responsibility are usually not sufficient on their own but mstead
need to be accompanied by legal regulations. This observation raises the question
of how usable privacy research can contribute to the regulation of emerging
technologies.

11.2.Aligning Usable Privacy Research and Regulation

As outlined in Chapter 2, privacy 1s a dynamic concept i that it evolves with
emerging regulations and technologies and social changes. Accordingly, usable
privacy research should carefully consider these factors. The concept of privacy
15 constantly being re-negotiated alongside evolving contextual socio-technical
developments. Several of the studies described in thus thesis reflect this evolution,
as they were conducted in periods in which regulations and technologies evolved.
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For example, during the heuristic analysis of users’ privacy demands (Chapters 4
and 5) with regard to smart metering, in 2013 [171] and 2014 [170, 366], the BST’
and the National Metrology Institute of Germany® released a series of documents
regarding the design of smart metering systems and their secunity features. Some
of these documents’ attachments were last updated in January 2019.

Simularly, the German Federal Mimstry of Transport and Digital Infrastructure set
up an Ethics Commuttee on Automated and Networked Driving consisting of five
working groups in September 2016. It 1ssued its report 1n June 2017 [80], during
the period of time when investigating the privacy concerns associated with
connected cars (Chapters 5 and 6).

On a more global level, my studies roughly fall within the same period as the
development of the new European GDPR. [164]. Its first proposal was made public
on January 25% 2012 [103]; it was finalized on April 27% 2016 and put into effect
on May 25% 2018 [166].

These examples demonstrate that there 1s no sequential process of first researching
a phenomenon and then regulating it; rather, both regulation and research on
mdividual privacy demands are acting and co-evolving, unfortunately often in a
rather unaligned manner. Hence, this thesis argues that both fields could benefit
from better alipned usable privacy research and repulation processes.

However, promoting such alignment would not be a one-way road but would
mstead have implications for both sides: On the one hand, regulations would have
to take usable privacy research more seriously; on the other hand, usable privacy
research would correspondingly have to take regulation processes more seriously.
In the following, the arguments concerming how research on usable privacy could
adapt to regulations, and vice versa, are outlined in greater detail.

7 Bundesamt fiir Sicherheit in der Informationstechnologie
§ Physikalisch Technische Bundesanstalt
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11.2.1. Regulations should take usable privacy research more seriously
Regulation efforts have become increasingly aware of user issues. The Ethics
Commussion [80] on automated and networked driving, for mnstance, 1s a positive
example of legislation taking the user into account: In addition to experts on law
and technology, experts on technology assessment and human sciences from the
Federation of German Consumer Orgamzations were mnvited, as well as a bishop
[80]. However, consulting experts does not provide an understanding of either
security or privacy in practice. In this regard, user studies, preferably accounting
for the complexuty of the real world, are indispensable, as they can show how the
threats and nisks anticipated by experts can be handled m a practical fashion
Furthermore, user studies can 1dentify the use cases and risks perceived by users
that may not been anticipated but could potentially crucially impact the security
and privacy of the overall system

Moreover, from experience of being part of a smart metering project, both ethical
and usable privacy considerations are often not taken into account when planning
regulatory measures (Chapter 4). This 1s particularly true when planning
legislation mtended to protect crifical infrastructure but can also be witnessed
when the protection of individual privacy 1s being regulated. In such regulation
processes, technological, legal and economic perspectives seem to domunate,
whereas the consumer perspective 1s often underrepresented. The studies within
this thesis, however, demonstrate the limitations of technologically orented
regulations that do not take mto account the individual perspective: Transferring
abstract legal concepts to specific technologies or contexts without understanding
user demands and the appropriation of technology may actually undermune
security and privacy practices and result in a decline in protection, as described in
Chapter 4.

Therefore, demands and tools for usable privacy need to be researched and defined
with respect to the technology in question and against the backdrop of an
understanding of how that technology 1s being or will be used. Historical examples
show how privacy demands and relevant regulations have been constantly (re-)
negotiated and (re-)defined against the backdrop of technologies such as
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photography, the telephone or computers [24, 463, 510]. The presented studies
show how various IoT technologies pose new challenges to the concept of privacy
and thus the question of how usable privacy controls should be designed.

In recent years, the HCI community has taken a tum to user practices [308],
acknowledging the complexity of mteracting with technology n the wild:
“because [user practices] are contingent, mediated and cannot be understood
without reference to the particular place, time and concrete historical context
where they occur, they can only be studied “close-up™ [308]. In a summlar vemn, it
can be argued that the legal perspectives on the privacy 1ssues associated with new
technologies would benefit from taking into account the privacy practices of users.

The PbD principles [91, 311], which are reflected by the GDPR (e.g. in Art. 25
GDPR, as “Data protection by design and by default [164]), serve as a pronunent
example in support of the above arguments. The Article states that data controllers
shall “implement appropriate techmcal and orgamizational measures for ensuring
that, by default, only personal data which are necessary for each specific purpose
of the processing are processed” [164]. The principles thus set highly abstract
demands for data protection measures, calling for an individual interpretation and
weighing of the “appropnateness” of such measures for each pomt of data
collection. For each point, various stakeholders’ interests need to be considered
carefully—not least the demands of users. Users, however, may themselves have
self-conflicting goals. There i1s an internal tension between desiring quality of

service and privacy.

This thesis have demonstrated how considering a user perspective 1s required for
appropriately understanding sutable solutions in light of said tension, for example
m the field of smart metering (Chapter 4). The consumer mterface for German
smart meter pateways, for example, was designed as a common LAN plug (RJ-
45), which was mtended to allow the integration of these devices into home
networks. However, this specification disregarded the fact that the gateways are
not physically accessible for most inhabitants of rental apartments. As a result, the

most common solution intended to allow users to obtain feedback on their energy
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consumption quasi-automatically resulted in a serious decrease i privacy: Users
had to send all of their data to the respective utilities via the Internet, where
consumption would be presented on a personalized webpage. To make these
conflicts of interest visible and to embed this perspective into privacy regulations
for the IoT, 1t 15 important to understand what interests and goals users have in
using a technology. These requirements cannot be deduced from mere practice;
mstead, when designing privacy restrictions for technology, practices associated
with the use of technology and data need to be understood to design for usable

privacy.

To not only passively react to legislative mitiatives and instead be able to actively
mform regulations with such a user’s perspective, research on usable privacy
should continue to strategically investigate key emerging technologies.

11.2.2, Usable privacy research should take regulation processes more
seriously

There are many different methods for studying privacy issues empirically. In
smart home studies (Chapters 7 and 8), a Living Lab approach with a long-term
focus was implemented, for example Tius allowed studymng how privacy
practices are shaped by the appropriation of technology and how users made data
accountable when learning about the relevance thereof to their personal everyday
lives. In particular, to gain an understanding of how to design for data literacy, the
users needed to establish such literacy themselves. As outlined mn Section 8,
growing data hteracy typically needs time, as the appropnation of the technology
m question 15 a slow process. Short-time mventions thus fail to uncover such
phenomena.

The early and constant mvolvement of users in the co-creation processes of IT
arftifacts 1s seen as an important charactenistic of the Living Lab approach [436].
By allowing for long-term and sustamable collaboration, Living Labs enable the
capture of both the 1deas and the actual experiences of users in real usage contexts.
Longitudinal field research holds, it 1s suggested, “a considerable if often
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unrealized potential for the progressive refinement of design concepts and the
evaluation of the artifacts that result” [375].

Long-term, user-centered approaches have their merits, but they come at a price:
To participate in the legislative process and be able to provide a well-grounded
user perspective, user research needs to fit the timelines of such legislative

processes. Once the process 15 complete, the user perspective can only be
addressed by making repairs to a predefined framework of specifications. In this
regard, long-term research faces two major challenges:

1. Long-term studies such as those adopting Living Labs approaches often
take longer than 12 months when mcluding planning, the process of
conducting and analyzing technological appropriation. While repulative
processes are not necessarily swift, they may have demanding schedules,
meaming that it will be difficult to incorporate the findings of HCI research.
From tlus perspective, HCI needs to identify suitable ways of collecting
rich feedback concerning privacy practices while also cooperating with the
requirements of regulative processes.

2. More importantly, besides the orgamzational challenges, there are
conceptual challenges that HCI researchers must confront. In terms of the
setup, Living Lab approaches underemphasize the relevance of users' first
contact with an mnovation. The setup phase 1s of crucial importance for
privacy management which may not be changed for a long time of use and
long into the appropriation phases. More importantly, in this phase the user
must be considered a novice who has no experience using the technology:
When new devices are mfroduced into household ecosystems, privacy
settings will have to be determined without a deeper understanding of the
consequences thereof due to a lack of personal experience on the part of
users. This creates a kind of dilemma, as, when managing privacy on the
IoT, the relevant settings have to be identified prior to the use of a device.
When studymg usable privacy, demands of novice users and experts
should be mvestigated using different methods, as has been suggested by
findings 1n other fields in HCT [323, 474].

Hence, the method toolboxes of usable pnivacy researchers should be

supplemented by focusing on key technologies in advance, as well as by the use
of more lightweight, short-term and heuristic methods. In this sense, the thesis
does not only a call for legislation to open the process for a human perspective in
a one-way manner, rather, similarly, the HCI commumty itself must evolve with
regard to three specific and interconnected aspects:
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1. Research on HCI should not be limited to investigating the appropriation
of existing technologies and reacting ex post or idenfifying ideas
concerming the next generation of a product.

Instead, 1t must also methodologically be able to look mto the future to provide

empirically based technology assessments and subsequently denve
recommendations for design intended to inform regulations.

From a market-liberal point of view, users in the private sector can, in principle,
reject a product due to its possibly disadvantageous data protection gmdelines.
Even in this context, however, experience shows that such market functions do
not work for consumer IT. For example, there are no specific privacy regulations
regarding smartphones. Driven by market mechamsms, the current product
landscape basically features only two viable ecosystems, namely those of 10S and
Android—both of which are lhughly invasive of privacy.

In the public infrastructure sector, the situation i1s even more problematic, as
people may be obliged to install devices such as smart meters. Today, government
agencies frequently specify prnivacy regulations without performing a detailed
assessment of the user’s perspective. To this end, however, regulatory bodies
cannot and should not wait for technology to be adopted by the general public and
unfold its effects on privacy before they step in but must instead make long-term
decisions in the early stages of a product or technology’s diffusion.

In both the private and the public sectors, regulations therefore must provide some
technology-specific mmmum requirements (in terms of IT security and data
protection) for all market participants. To avoid such lack of specific privacy
regulation n the emergence of future technologies, regulating bodies should be
able to draw on empirically reliable technology impact assessments to translate
experiences into design requirements that are reflected in legislative gumdelines.

2. Research on HCI should identify and investigate emerging key

technologies in advance, before they are ready for regulation.
Following the first point, if the HCI research commumnity has the ambition to help

shape future social developments (not only with respect to privacy), then it must
occupy important fields at an early stage In thus way, research results regarding
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experience of technology appropriation can directly fuel legislative comnussions
such that users’ voices will not only be present but well-grounded in scientific
rigor. One framework that 1s particularly suited for probing mnto possible futures
and designing potentially viable solutions in multi-stakeholder scenarios 1s that of
Living Labs. In a smular vein to participatory design [112, 281], Living Lab
research seeks to align the interests of different stakeholders [122, 191], for
example by identifying means of multi-lateral security and privacy [390, 406,
475]. In societies that are changing at an increasmngly rapid rate, however,
manageable alternatives that flexably provide walid answers to current
requirements and questions must be identified.

3. Research on HCI needs to balance research depth with the practical
necessities of regulation to be able to make contributes that are in-line with
existing formats and process boundaries.

Informing regulation with insights on technology appropriation with Living Lab

research 1s a long-term commutment and, hike practice-based research, poses a
“labor-intense, nsky, and long-term research approach [...]” [528]. However, my
research (Chapter 4) shows that many framework conditions may still be mn flux
during the development of regulatory processes. Technological development 1s
also steadily increasing in speed. Against this background, new 1ssues can arise at
short notice, such as new stakeholder interests, which will need to be addressed
swiftly. In this regard, HCI needs to acknowledge practical needs of regulative
processes. In order to have an impact, in addition to long-term research, HCI
should provide methods by which information can be provided in response to user
demands 1n a given situation on a short-term basis.

The studies presented show how some methods could fit into a regulatory process
and contribute to a discourse. Table 11 describes these methods with regard to
when they should be applied, what msights they may provide for the regulatory
process and the amount of time they requure to produce results.

Scenario-based analyses can inform regulative processes that may already be n
late phases and lack a user perspective. Research presented in Chapter 4, engaged
with the repulative process only m a late phase. Unftil that point, many
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considerations were purely driven by an IT security perspective. To provide a user
perspective within a fairly brief period of time, a scenario-based analysis was
conducted. Such an approach can highlight some major concerns by applymng
heunistics for user demands, especially since it was conducted against the
backdrop of extensive pre-studies in the field of energy monitoring [256, 259, 264,
446, 449]. Similarly, when some well-grounded hypotheses have already been
formulated, surveys can be used to test research findings and/or the assumptions
embedded in regulations quantitatively, before they are codified (Chapter 10).
These approaches, however, should be used in combimnation with more in-depth
research methods. Should regulations still be in an early phase, research on user
demands should more actively engage with users.

Living Lab studies are arguably the most time-consunung alternative, but they can
provide a platform for strategically investigating the appropriation of privacy
demands i a new technology. By prototyping possible futures, research
conducted 1 Living Labs can inform regulations with well-grounded msights on
how an emerging technology 1s likely to be used and which protection
mechamsms users may seek in the long-term They therefore allow for the
mtegration of a variety of methods (including co-design workshops, data work
and prototyping), many of which applied in Chapters 7 and 8.

For example, co-design workshops were a method used within the Living Lab
settings (Chapters 7 and 8) to identify user demands with regard to service design
and visualization mechamsms. These can also be conducted with users that are not
part of Living Labs and can provide results with which to inform potential
protection concepts fairly rapidly. Integration mn Living Labs will provide
participants with a stronger background and greater expenence regarding a
technology and may thus lead to more well-grounded findings.

The best reason for embedding co-design workshops in Living Lab settings,
however, 1s arguably the possibility of continuing the prototyping process in real-
world environments. Prototypes were developed both within (Chapters 7 and 8)
and outside of Living Lab settings (Chapter 10). The prototypes allowed for
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breaching into possible futures of user interaction with technologies (and their
privacy management tools).

Simularly, also the data work method was applied both within (Chapters 7 and 8)
and without (Chapter 9) Living Lab settings. Runming a Living Lab setting
enabled collecting and providing a data corpus for applymng data work sessions
based on actual and contextualized personal data. While 1t increased the amount
of effort that needed to be invested in, the long-term personalization of data for
such data work sessions allowed for the investigation of how users of smart home
technologies related to a continuous stream of data and the possibility of
visualizing and analyzing them over longer periods of time. An alternative would
mvolve the use of synthetic data to accelerate the process of analysis at the cost of
personalization and depth of msights. Also, Chapter 9 demonstrates use of the
method of collective data work, in which data from smartphones was collected
over the course of several weeks. Visualizing the data of only a single person,
other participants were assigned to attempt to investigate the person belhund the
data in a game-like fashion (Chapter 9). These data work sessions were aimed at
both fostering participants’ data literacy and researchers understanding of
participants’ privacy demands in terms of perceived sensitivity.

Table 11: Methods for incorporating user-centered privacy in regulations for emerging technologies

Timing Extent Period Insights Use cases
Scenario- Uptolate | Expert Shori-term | Heurnistics In urgent need of
based m the analysis for user input from a user
analysis PIOCess (low) demands perspective
Co-design Before or | User co- Short-/ User- Exploration of
workshops | during creation mid-term centered possible
regulation protection protection
mechanisms | concepts
Living Lab | Before In-depth Long-term | Users’ Strategic
siudies regulation | qualitative privacy exploration of
studies demands privacy demands
(large) using in specific
technology | contexts over the
in practice course of
appropriation
Collective After Visualizimg | Short-/ Reflections | Privacy nisk
data work regulation | and mid-term on dafa to analysis of data
or as part reflecting on explore
of Living data privacy
Labs demands
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Prototype Any fime Qualitative Shori-term | Privacy Assessing user
siudies testing demands on | privacy demands
(medium) first tech in sign-up phases
contact
Surveys Upto late | Testing Short-term | Evaluation Testing
m the hypotheses of potential | hypotheses about
process (low) protection assefs and privacy
mechanisms | nisk understanding

In a mutshell, HCI can exploit its strengths to represent a user's perspective with
regard to the human factors of security and data protection to shape regulations
and enforce design guidelines by law. To play an active role and make a valuable
contribution, HCI research must balance its choice of methods and cooperate with
the requurements of regulators. This would be an important step mn allowmg HCI
research to become mvolved in the further development of society and establish
itself outside of research as a field that 1s relevant to IT security regulations.

11.3.Limitations

This thesis highlights ways mm which privacy management tools can be rendered
more usable. However, there are some limitations due to the manner in which this
research was conducted and technological advances; these limtations are
discussed below.

First, from a methodological perspective, the results of this study cannot and
should not be generalized 1n any statistical sense, as they have not been evaluated
using a large-scale qualitative approach. Given their sample sizes and focus on
Germany, the studies do not feature a representative sample of users. Despite this
limitation, however, in the sense of theoretical sampling [110], our findings draw
on a rather broad spectrum of participants. Germany 1s considered a leader among
Waestern societies 1n its treatment of privacy and data protection 1ssues. With the
advent of the GDPR [164], these aspects have also become more pressing in the
other EU countries. In a sinular vein, our focus groups were imbalanced in terms
of gender and could have benefitted from more female participation. Treating
generalizing from the hypothetical to the “real” with a degree of caution i1s
mmportant. Still, having found sumlar schemes throughout a wide array of studies
across use cases, the findings are strongly grounded in user-centered research.
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Another methodological limitation concemns the general level of uncertamnty in
studies focused on future technologies: Methods for researching the future are
mherently speculative to a certain extent. However, through scientifically cautious
high-quality work, it 1s possible to estimate futures.

On another note, the majority of our participants had neither a smart meter nor a
connected car. However, when the IoT enters households, users will mewvitably
have to make privacy decisions without prior expenience with these systems. In
line with previous research on technology appropriation [473], tlus thesis
specifically wanted to gain an understanding of perceived privacy issues from the
start, when users are necessarily more-or-less non-experts (in the sense that,
besides the smartphone case [see Chapter 9], they have only a vague familianty
with the technologies at hand). Moreover, with users having to agree to certain
levels of privacy protection and data disclosure upon service subscription, usable
privacy in IoT by its nature has to cope with lay users to be effective from the very
beginning (see also Chapter 10).

Researching novice users’ privacy demands 1s not to be seen as a substitute but
rather as a supplement to and extension of the user debate: this thesis investigated
mexperienced users to see what they needed. In addition, 1t still seems reasonable
to carry out appropniation studies on privacy similar to the studies conducted in
the smart home (Chapters 8 and 10), as needs change over the course of
technology appropriation.

Overall, during this research, i1t was necessary to freat the topic of privacy
carefully i order to avoid promoting any responses on the part of participants:

Making privacy an explicit topic in interviews or workshop 1s prone to prompting
participants to say participants say what 1s desired but does not necessarily reflect
their behavior in daily life; this 1s known as the social desirability bias (e g. [212,
368, 418]). While this thesis indicates that privacy was a major 1ssue for
participants (Chapters 7, 8, 9 and 10), at the same time, workshops still needed to
encourage the participants to think creatively about the potential uses of data.
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12.Conclusion and Outlook

This thesis shows that for users to be able to play an active role in managing
privacy in a connected world, highlighting potential real-life consequences may
support and empower them to ascribe meaming to abstract data collection and
analysis as a means for supporting existing privacy practices, which often revolve
around assessments of what “others” could discover by analyzing data.

Without further support, the potential of analyzing, for example, driving behavior,
was often unclear to users. In this context, even if users knew what they wanted
third parties not to be able to gain information about (e.g_, driving behavior), they
were uncertamn as to how this goal could be mapped onto disclosing or not
disclosing (combinations of) sensor data. They were unclear as to how sensor data
could be used to obtain the information in question.

As a result, this thesis argues that public policy has to go beyond attempting to
ensure privacy via privacy by design approaches and actively take user demands
mto account. Privacy by design could be adapted to user requirements: Informed
by user studies, more privacy-friendly infrastructures, such as trust concepts or a
local proxy cloud frastructures, could be applied. However, further
mvestigations should also be carred out into the uses and appropriation of
technology: In addifion to a technical component mtended to protect privacy,
mformation should also be provided about the data collection and processing
taking place, as users need or expect to apply their privacy practices to such

Processes.

In this regard, this thesis revealed three major challenges:

First, existing concepts with regard to privacy awareness do not sufficiently
address the factor of embedding privacy into everyday practices. Information
provision requiring low (not only cogmitive) levels of attention (e.g., ambient
awareness techmiques) are underresearched. Systems often lack dedicated
visualizations that are designed to promote privacy from a user’s perspective.
Instead, standby and on/off buttons are used to control a device, but it 1s often
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difficult or impossible to determine whether sensors are currently collecting data
or not (for example, by eCall in the connected car). In the sense of the self-
disclosure and mntelligibility of devices, however, privacy features or settings
should be made clearly visible. For example, webcams often commumicate their
general off/on-status via an LED. With regard to other hardware, often times, 1t 1s
unclear whether a television or smart speaker 1s listeming. In any case, the data
collection and sharing practices often remain highly unclear. Researching suitable
low-threshold ambient awareness support for privacy and/or data collection 1s an
area of mvestigation with sigmficant potential for improvement.

Second, research in the field of information visualization must be further advanced
m order to promote data literacy, especially privacy literacy. Visualization
concepts for privacy invasiveness or impacts need to be better understood;
dashboard concepts have emerged in recent years for this purpose. These must be
context-specific and tailored to the specific application case in order to optimally
address user needs. It remains important to acknowledge that one size does not fit
all and that tools intended to promote data literacy need to be flexible. Sinularly,
studies could identify individual data protection requirements across different use
cases. Regarding the nisk assessment support, this thesis identified a key metaphor
that users of connected services applied m their privacy practices. Still, further
research 1s needed for a deeper understanding

As a next step, the concept of folk nisk assessment concept should be evaluated
using real data in various application areas. In addition, potentials should be tested
as to how the concept of risk-based assessments can be reflected and embedded
m the GDPR_ A first point of reference here could be nisk assessments, as they are
Now necessary in orgamizational contexts.

Third, 1t 15 necessary to further investigate how jurisprudence and design for
human factors can be further integrated into practice so that a regulatory process
can take human factors into account. However, from the HCI perspective, further
methods need to be tested 1n order to fit in well in this context. The work presented
m this thesis has already provided some starting points to regulate networked
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systems i a techmcally and practically secure and data protection-friendly
manner. HCI could bring insights about balancing value-proposition and usable
privacy from a user perspective to the regulators tables to muminuze the nsk of
regulatory stillbirths.
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13.Appendix

13.1.Questionnaire about Smart Meters

Note: We will hold a raffle that includes all carefully completed questionnaires.
The raffle will be for four vouchers with a value of €20 each for Amazon, the
local mall or the DM drugstore. (More information about the raffle can be found
at the end of the questionnaire )

Personal data

Personal data will only be used for conducting the raffle associated with this
questionnaire. All addresses will be destroyed after collecting questionnaire
responses and holding the raffle. You will receive no further correspondence from
us unless you win the raffle or want to be kept informed about the project.

To understand your opinion and analyze your responses, please provide us with

some mformation about yourself.

Gender: (0 Male [] Female Age:

Do you own your place of residence? [ Yes [0 No
How many people live in your household?

Are you responsible for paying for the electricity costs in your household? [0 Yes
O No

What 15 your monthly gross income? (Optional) [0 None [0 €1—-€450 [0 €450
€2.000 O €2,000—€4.,000 (1> €4,000

Informative text for questionnaire

Rising electricity prices have become a trending topic 1n recent years. For many
people, electricity has become an increasingly important factor in their household
budgets. But where and how can you save? In the near future, a smart meter, which
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would simply replace your old electricity meter, could provide you with the
mformation about and assistance on precisely this 1ssue. A smart meter captures
the power consumption of your household and can immediately display and
evaluate it. It can also, for example, accurately assess past power consumption to
reveal electricity usage patterns and leaks that might have gone unnoticed. In
addition, a smart meter can provide information on how much electricity was and
15 currently being consumed (e g., via an app on a smartphone, tablet, laptop or
computer). Thus, the consumer can gam control, and, ultimately, power
consumption can be lowered.

The utihities themselves gain various advantages from smart metening. A smart
meter can transmit power consumption in near real-time to the respective ufility,
allowing more detailed calculation of the power required and thus limiting
excessive overproduction. Such a mode of operation also protects the environment
because the capacity buffer requuired to keep the grid stable can be reduced. Smart
meters thus provide important benefits to both consumers and providers.

The German federal government has mmtiated a process through which smart
meters will be installed voluntarily in a consumer's household on request. In this
questionnaire, we want to learn about your personal attitude toward smart
metering.

Note: Please answer the following questions in complete sentences or bullet
pomnts. Please be as clear as possible.
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Introductory questions on the topic

What comes to mind when you think about the topic of electricity as connected
with safety?

What comes to mind when you think about the topic of electricity as connected
with privacy?

What 1s important to you when 1t comes to your power consumption data and the
customer mformation provided to the utility company?
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Settings and user profiles for smart meters

Imagine you could assess the information on the power consumption of any person
or group of people participating in smart metering 1f, in return, you had to share

your information as well.

With whom would you want to share your data (e.g., neighbors, friends, fanuly,
other people, the utilities, the federal government or the Federal Office of Energy
and Environment, anonymous comparison websites or other companies mvolved
m the supply of electricity)?

Why would anonymous power consumption data from other households be
mteresting for you?
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What do you think about the fact that others can view, for example, your energy
consumption for the current day, the previous day or the previous month? How
would you characterize the differences of sensitivity of your data based on what

can be viewed and when?

Who do you see as responsible for ensuring that your energy consumption data
are accessible only to those people and orgamzations you would want to have
access to the data?

Privacy of smart meters and energy profiles

People nught share data on current energy consumption because they believe in
the value of comparning with each other in terms of energy consumption. Which
safeguards would you wish to have in place in order to protect your data? Which
concerns do you have with regard to distributing the data? What data do you
consider particularly worthy of protection?
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How do you rate the difference between others knowmg your current total
electricity consumption i watts and others knowing your current consumption
based on mdividual electronic applhiances? People who can access your complete
consumption data could, for example, determine which appliances are on. What
would you possibly worry about?

To what extent would electricity cost savings compensate for possible privacy and
security concerns related to smart meters? What 1s your view on the following
tension: More privacy provides fewer savings, while less privacy results in more

savings?
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To what extent would you be interested in a smart meter that would transfer only
the current total power consumption in watts, but not the consumption values of
mdividual appliances, to the uvfilities and possibly other parties, such as the
Consumer Association? Imagine that, in this scenario, you yourself would be able
to access all consumption data, mncluding the consumption of individual
appliances Note that this would mean that you would not receive any hints or tips
CONCernINg saving energy.

Manipulation, crime and security

You can save money with smart metering, but crinunals could interrupt or access
the data transmussion to ufilities, for example to mampulate consumption
mformation. How would you assess this risk?
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Imagine that a smart meter comes with a seal of approval or certificate from a
federal office (for example, the Federal Office for Security in Information
Technology). To what extent would this alleviate your concerns, 1f at all?

Acceptance of smart meters

What qualities of smart meters are the most important to you? What role does
usability play?

What would be the most important benefits you would expect to receive from a
smart meter? What else should a smart meter be able to do for you?
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How would you rate additional functions, such as activating an alarm when a stove
15 left on or receiving relevant personalized advertisements when a smart meter
notices patterns such as a refrigerator consuming too much power?

Dissemunation of technology

As a consumer, you may have to pay an annual fee for a smart meter. Who do you
think should bear the cost? What 1s the responsibility of the household given the
potential electricity savings?

What do you think is critical for the successful adoption of smart meters?
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Unless you win the raffle or want to be kept informed about the project, you will

not receive any more mail from us.
Would you like us to update you on the project?

[ Yes

If you want to participate in the raffle, we need the following information:
Last name:

First name:

Street and house number:

Postcode and town or city:

If you win, which of the following prizes would you like to receive?

€20 pift certificate from

[ Amazon

[ City Gallery mall

[1 DM store

(Note that only complete questionnaires with valid and complete address
information will be included in the raffle )

Thank you for your time and effort!
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